Localizing the Politics of Privacy in Communication and Media Research by Möller, Johanna E. & Dogruel, Leyla
Media and Communication (ISSN: 2183–2439)
2020, Volume 8, Issue 2, Pages 237–247
DOI: 10.17645/mac.v8i2.2869
Article
Localizing the Politics of Privacy in Communication and Media Research
Johanna E. Möller * and Leyla Dogruel
Department of Communication, Johannes Gutenberg University Mainz, 55128 Mainz, Germany;
E-Mails: johanna.moeller@uni-mainz.de (J.E.M.), dogruel@uni-mainz.de (L.D.)
* Corresponding author
Submitted: 3 February 2020 | Accepted: 24 April 2020 | Published: 23 June 2020
Abstract
While previous communication and media research has largely focused on either studying privacy as personal boundary
management or made efforts to investigate the structural (legal or economic) condition of privacy, we observe an emer-
gent body of research on the political underpinnings of privacy linking both aspects. A pronounced understanding of the
politics of privacy is however lacking. In this contribution, we set out to push this forward by mapping four communication
and media perspectives on the political implications of privacy. In order to do so, we recur on Barry’s (2002) distinction
of the political and the politics and outline linkages between individual and structural dimensions of privacy. Finally, we
argue that the media practice perspective is well suited to offer an analytical tool for the study of the multiple aspects of
privacy in a political context.
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1. Introduction
Privacy has a political dimension, which communication
and media scholars increasingly address (Katzenbach &
Bächle, 2019; Matzner & Ochs, 2019). It offers a concep-
tual framework for embracing both the ambiguous com-
plexity of managing information-flow boundaries and re-
lated agency and civic freedom in an era inwhich commu-
nication andmedia technologies are drivingmassive soci-
etal transformations. Snowden’s revelations about mas-
sive transnational surveillance operations have made us
all aware of privacy-infringing technologies and practices
related to political interventions (Bauman et al., 2014).
This has resulted in new journalistic encryption practices
and citizens’ increased awareness of data security. More
recent debates emerging during the coronavirus pan-
demic emphasize the other side of political privacy impli-
cations. Numerous voices underscore the need to collect
and analyze personal (instead of anonymized and collec-
tive) movement data to monitor compliance with quar-
antine rules. At the same time, other voices question the
usefulness of such political measures and express doubt
that they will be reversed when the period of immedi-
ate danger is over (Singer & Sang-Hun, 2020). In this re-
gard, political decision-making varies widely, has conse-
quences for limiting the private sphere, and eventually
implies a shift of power in favor of governments and not
citizens. While China and South Korea fight the coron-
avirus using individual data tracking and combining video
surveillance and face recognition, German experts pub-
licly justify and explain their restricted data analysis prac-
tices that are based on anonymized mass data.
Beyond everyday examples, the academic literature
points to the political implications of privacy. While cit-
izens might aim to (re)gain control of their data, digital
platforms use public discourse to downplay the political
Media and Communication, 2020, Volume 8, Issue 2, Pages 237–247 237
implications of their activities and strive to mask their
massive invasions of privacy (Gillespie, 2010). Recent
publications address related privacy challenges in the
realms of journalism (Lokot, 2018), digital citizenship
(Hintz, Dencik, & Wahl-Jorgensen, 2019), and agency
(Baruh & Popescu, 2017). Some defend broader con-
cepts, such as data protection (Bellanova, 2017, p. 329)
or data justice (Dencik, Hintz, Redden, & Treré, 2019,
p. 874), to embrace the pitfalls of information manage-
ment in digital environments.
Researchers discussing these diverse political implica-
tions of privacy relate them to the scattered and interdis-
ciplinary field of privacy research (Bräunlich et al., 2020).
So far, communication and media research in this field
predominantly focused on individual-centered psycho-
logical approaches, considering the paradoxes emerging
frombalancing individual privacy literacies and social em-
beddedness. Increasing attention is recently though be-
ing given to the structural implications of privacy, such
as concerns regarding the utilization of data to manip-
ulate users (Susser, Roessler, & Nissenbaum, 2019) and
the unreflected uses of communication channels, includ-
ing WhatsApp, to transfer sensitive information related,
for example, to one’s health (Rose, Littleboy, Bruggeman,
& Rao, 2018). This way, insights from information sci-
ence (Nissenbaum, 2010), economics (Martin &Murphy,
2017), and legal studies (Regan, 2016) need to be more
thoroughly integrated into communication and media
studies’ analysis of privacy.
In this emerging field, the question of what commu-
nication and media researchers actually mean when ad-
dressing the political implications of privacy remains of-
ten unclear. In contrast to the view that there is a need
for newdefinitions of privacy vis-à-vis politics (Matzner&
Ochs, 2019), we follow Nissenbaum (2019, p. 223), who
holds that despite massive datafication processes, no de-
velopment concerning privacy has been disruptive. Our
plea is to consider what we actually mean by ‘the po-
litical’ and ‘politics’ with regard to the reassessment of
contemporary uses of privacy. In this article, we seek to
develop a roadmap to distinguish communication and
media-related privacy research and their political impli-
cations. In particular, we first review existing communi-
cation and media research on privacy, both individual
strategies and structural preconditions. Second, we de-
velop a concept of what the political could mean. Finally,
we demonstrate how existing research on the political
implications of privacy can be clustered around four re-
search perspectives.
2. Communication and Media Privacy Research
Given the interdisciplinary nature of privacy, numerous
attempts have been made to introduce a systematiza-
tion of the field (Bélanger & Crossler, 2011; Martin &
Murphy, 2017). For the subsequent review of current
approaches to privacy in communication and media re-
search and to outline how the political dimension is
implemented in these frameworks, we differentiate be-
tween approaches that either focus on privacy as individ-
ual boundary management or address the structural pre-
conditions of privacy. This is related to Smith, Dinev, and
Xu’s (2011) value- vs. cognate-based approaches to pri-
vacy. Cognate-based concepts largely connect to psycho-
logical approaches and examine privacy primarily in re-
lation to individuals’ minds, perceptions, and cognition.
The value-based approach encompasses an understand-
ing of privacy as either a human right that is integral to
society’s moral value system or an economic commod-
ity that is subject to potential exchange processes (Smith
et al., 2011, p. 992). The individual–structure distinction
strengthenswhatwe believe is relevant to fostering polit-
ical perspectives on privacy—namely, the interlinking of
these two poles within a framework addressing the poli-
tics of privacy as a combination of agency and (limiting as
well as enhancing) privacy (infra)structures (for a similar
argument, see Baruh & Popescu, 2017).
2.1. Privacy as Individual Boundary Management
Studies examining privacy at the level of media users
largely investigate the management of its boundaries
with the intent to achieve a balance between the ac-
cessibility and withdrawal of their personal informa-
tion or private life (Baruh, Secinti, & Cemalcilar, 2017).
Conceptually, these approaches recur inWestin’s privacy
definition as an individual’s control over what others
know about him or her (Westin, 1967/2018). The reg-
ulation of access to the self (Margulis, 2011) thus re-
mains primarily with individual subjects. As outlined by
Regan (1995), Steeves (2009), and Sevignani (2016), this
liberal understanding of privacy as an individual’s per-
sonal right to balance or even defend against the inter-
ests of the society neglects the social dimension of pri-
vacy and its embeddedness in social relationships. The
community functions of privacy are considered only im-
plicitly. Although Steeves (2009, p. 194) has argued con-
vincingly that Westin’s conceptualization of privacy goes
beyond the mere balancing of individual and societal
needs, he has remained comparatively less outspoken in
his work in regard to these arguments. Westin’s under-
standing of privacy as the denial of access laid the foun-
dation for Altman’s (1975) view of how it is enacted in
everyday life as a process of boundary control in which
openness and closeness are optimized in the dialectical
tension between them. Following Altman, privacy covers
a broad spectrum ranging from social isolation (toomuch
privacy) to a state of intrusion, whereby individuals have
insufficient privacy. Altman’s (1975) sociopsychological
understanding of privacy thus allows us to capture the so-
cial embeddedness of privacy as interactions in which in-
dividuals engage “to negotiate the personal boundaries
in their relationships” (Regan, 2015, p. 57). Arguing from
an empirical perspective, Altman explicitly demanded
that privacy be examined at the individual and group
levels, and he put forward the notion of privacy as an
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inherently social process (Margulis, 2003, p. 419). This
conceptualization of privacy with a focus on an individ-
ual’s opening and closing of boundaries between him
or herself and others has, for instance, led to the de-
velopment of Petronio’s (1991) rule-based communica-
tion and Privacy Management Theory. According to the
theory, privacy involves coordination with others. The
PrivacyManagement Theory outlines five core principles
that set the rules for managing one’s privacy: (a) owner-
ship of private information, (b) control through privacy
rules, (c) coownership of shared information, (d) mutu-
ally agreed-upon privacy rules, and (e) consequences of
boundary turbulence (Child & Petronio, 2011).
The examination of privacy as individual boundary
management has influenced numerous empirical stud-
ies investigating privacy in interpersonal and computer-
mediated communication environments. Researchers
has also put forward the analysis of the conditions and
factors influencing individuals’ information-disclosing be-
haviors (Debatin, Lovejoy, Horn, & Hughes, 2009; Utz &
Krämer, 2009). In particular, the so-called privacy para-
dox, which outlines the observed discrepancy between
users’ privacy attitudes and behaviors, has resulted in
an extensive line of research (Dienlin & Trepte, 2015;
Kokolakis, 2017).
Studying privacy from an individual boundary man-
agement perspective has also led to valuable insights into
how media users manage their information sharing and
the types of strategies, resources, and factors that impact
their behaviors and attitudes. Despite Altman’s (1975)
conceptualization of privacy as socially constructed and
embedded in social interactions, the consideration of
how structural dimensions—for example, political or cul-
tural contexts—impact these processes and how individ-
uals’ behaviors feed back into the structural conditions of
interaction in (digital)media remain understudied.When
the horizontal level of privacy—for example, the informa-
tion exchange that takes place between media users—
is analyzed, the vertical level—for example, individuals’
attempts to protect their privacy against the intrusions
of providers and institutions—tends to be overlooked.
Masur (2019), for instance, pointed to the technical em-
beddedness of structural privacy, which remains “hid-
den behind the overt interfaces of the media in use”
(p. 139). Privacy structures—users’ (legal) rights and the
politics of (private) companies’ data collection practices
and technologies—are largely considered (stable) con-
texts within which users negotiate their privacy. While
the political dimension of privacy remains less empha-
sized in this stream of research, the notion of privacy as
a collective (coownership of information) phenomenon,
which is negotiated between individuals or groups, al-
lows researchers to address its social relatedness.
2.2. The Structural Dimension of Privacy
According to Westin (2018), one can conceptualize pri-
vacy as a conflict between personal interests on the
one hand and social interests on the other. Chmielewski
(1991) expressed a similar viewpoint regarding anthro-
pological investigations, explicating that privacy always
arises when a society, and thus the public sphere, is
formed: “In this sense privacy is a product or byproduct
of the existence of society, especially of all those social in-
stitutions that controlmen’s actions” (p. 268). InWestern
cultures, privacy is seen as an important prerequisite for
an individual’s autonomy and as a basic democratic value
(Westin, 2003). In keeping with legal approaches to pri-
vacy, individuals lack the autonomy to exercise absolute
control over their personal information; this is why pri-
vacy is viewed as a societal and political issue. From this
viewpoint, individuals are not able to protect their pri-
vacy by themselves, nor are they fully responsible for do-
ing so (Solove, 2002).
Some studies expand the focus on the legal-
structural dimension of societal privacy regulation by in-
tegrating the individual level with regulatory approaches.
The aim of these studies is to investigate the relation-
ship between individuals’ privacy attitudes and behav-
iors and the respective privacy governance system (for
an overview, see Dogruel & Joeckel, 2019). The findings
show how (national) cultural orientation shapes privacy
orientation and regulation and vice versa (Bennett &
Raab, 2018; Cockcroft & Rekker, 2016). In this regard, the
societal regulation of privacy is expected to represent
citizens’ attitudes toward (informational) privacy—for
example, their level of control over how their personal
data are collected, processed, and used.
Beyond the legal approaches, the structural dimen-
sion of privacy covers the economic perspective. This
views privacy as being subject to economic exchange
processes that involve a negotiation between cost and
benefit tradeoffs (Brandimarte & Acquisti, 2012). In this
regard, users’ information is considered to be business
assets that can be traded—that is, exchanged for the
targeted advertising or customization of products, mes-
sages, and prices (Acquisti, Taylor, & Wagman, 2015).
Datafication—the transformation of social actions into
quantifiable and trackable data (van Dijck, 2014)—has
opened the path to large-scale economic and political
surveillance practices and privacy invasion. Arguing from
an economic perspective, the structural dimension of pri-
vacy has been explicated in most detail in the literature
that adopts a critical perspective. This research stream
addresses the commodification of privacy through the
business models of online platforms (Sevignani, 2013).
These companies largely rely on business models to ex-
ploit user data and transform online activities and pri-
vate information into commodities. According to some
scholars, the exploitation of privacy is connected to the
emergence of a (new) platform capitalist model, which
has given rise to data and surveillance capitalism (Lyon,
2019; West, 2019; Zuboff, 2015). The massive and sys-
tematic collection, processing, and use of Internet users’
personal data enable the (asymmetrical) redistribution
of power to platform providers who have access to and
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capabilities for user data commodification (West, 2019).
As highlighted in the introductory section, users are thus
challenged to realize their desires for privacy become
aware of the ability to create social interaction without
opting out of capitalist platform services.
Studying privacy from a regulatory and economic
perspective provides crucial insights into its structural
preconditions. Researchers within this field focus on
the emergence and change of collective institutional
measures—that is, privacy governance—and the impli-
cations of such changes for privacy structures and pri-
vacy jurisdiction. Research also emphasizes the extent to
which powerful actors, such as private corporations, and
technology itself impact how privacy is enabled or lim-
ited within society. However, these approaches largely
limit their analyses to the structural ‘results’—namely,
the emerging institutions, laws, unequal power distribu-
tion, or actual surveillance practices—while the analysis
of the interrelations with users or citizens remains under-
developed. This leaves considerable room for investigat-
ing how actors’ agency—that is, users’ doing of privacy—
feeds back into the emergence and potential change of
regulatory and economic power structures and thus has
an overall effect on the process of politics.
3. Where Are the Politics?
Previous communication andmedia privacy research has
been rather cautious in linking individual and structural
dimensions of privacy. Legal scholars (Chesney & Citron,
2019; Cohen, 2013), for instance, discuss the constructed
nature of the political self in relation to political, eco-
nomic, and cultural environments. In their view, address-
ing privacy requires a discussion regarding the degree
of political freedom or agency that is afforded by polit-
ical systems or cultures. With an emphasis on technol-
ogy, science and technology studies put forward similar
views (Steijn & Vedder, 2015). During the last years, we
see communication and media scholars addressing simi-
lar relations. However, although it is agreed that privacy
is potentially political, it is difficult to grasp where it be-
gins and ends. A brief examination of contemporary con-
ceptual struggles over the definition of political commu-
nication illustrates that there are no straightforward an-
swers: “Large-scale changes in the political economy of
the world have altered international and domestic pol-
itics and thereby the grounds for political communica-
tion scholarship” (Moy, Bimber, Rojecki, Xenos, & Iyengar,
2012, p. 247). The media system has become blurred as
platforms have gained a political role (Gillespie, 2010),
and the distribution of news has shifted with the use
of individual data (Bodó, Helberger, Eskens, & Möller,
2019). That is, former stable relationships between politi-
cal power and communication are in transition, and new,
politically relevant infrastructure is emerging (Bennett &
Pfetsch, 2018). Similar arguments hold true for privacy,
particularly when considering the relevance of the public
and hidden governance of private communication infras-
tructure that bypass national media regulation or demo-
cratic control. But not everything that is related to the
transformation of societies is necessarily political; there
rather seems to have been a shift in what the realm of
the political embraces.
What, then, is a useful definition of the political?
Political theorists distinguish between two concepts of
the political. It is denoted as “public debates about
the right course in handling a collective problem…or
the ability to make collectively binding decisions” (Zürn,
2015, p. 167). In other words, the political can be exer-
cised via a joint communicative struggle over decision-
making or through practices of power implementation.
Communication and media scientists have been con-
cerned primarily with the former, maintaining that call-
ing the latter—that is, institutionalized politics—into
question plays a considerable role in public debate. The
distinction is helpful with regard to describing traditions
of political thinking but hardly covers all contemporary
modes of appearance—for instance, those related to pri-
vacy. Individual strategies, such as obfuscation (Brunton
& Nissenbaum, 2016), may have a political character but
are of collective relevance only if realized on amass scale
and in the long run.
Barry (2002) offered a helpful, broad, and rather func-
tional, in contrast to procedural, distinction that was de-
veloped from an economic view. His discussion includes
the role that technology plays in the transformation of
power–communication relations. Barry’s (2002) distinc-
tion aims to counteract approaches that locate the po-
litical “everywhere” (p. 269) and refers to ‘the political’
and ‘politics’ as two distinct realms. The political is a con-
tested repertoire of options regarding how to approach
a given societal problem; it is the realm of disagreement.
An “action is political…to the extent it opens up the possi-
bility for disagreement” (Barry, 2002, p. 270). Politics, in
contrast, denotes practices that realize or limit these al-
ternatives. Politics refers to “a set of technical practices,
forms of knowledge and institutions,” which are them-
selves the result of conflicts and agreements, whereas
the political is “an index of the space of disagreement”
(Barry, 2002, p. 270). While the political opens spaces
for discussion and debate, politics institutionalizes single
options—that is, by maintaining party discipline during
parliamentary votes or by preparing a legislation process
with regard to procedural affordances.
Barry’s distinction between the political as a space
of disagreement and politics as a set of reproductive
or disruptive technological practices was originally de-
signed to embrace the interrelationship between poli-
tics and political communication with a view to achiev-
ing an increasingly politicized economy in contrast to lim-
iting political diversity. When his article was published,
data politics and governancewere on the verge of emerg-
ing but were hardly a general topic of academic debate.
Contemporary social sciences offer a different view by
discussing technology as neatly interwoven with both
politics and the political. Privacy research shows that the
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political can have a very technical and practical character.
Hacking (Kubitschko, 2017) or avoiding insecure messen-
gers (Kannengießer, 2020) can be a practical measure in
the sense of political alternatives. Other (mass) practices,
such as sharing data via cookies or the mass use of mes-
sengers, could be considered politics because they foster
dominant economy-driven privacy regimes.
Barry’s approach has two clear advantages when
seeking to systematize approaches to the political im-
plications of privacy. First, his perspective avoids ref-
erences to political or media systems as a predefined
(geographic) space, which is crucial when considering pri-
vacy as a practice that embraces activities beyond the
national, legal, or technological contexts (Milan & Hintz,
2013). The political as the realm of contestation over op-
tions for approaching an issue exists in general but has no
clear boundary, such as a national public sphere; it is con-
siderably limited by politics. Barry underscored that as
different groups, political power holders, entrepreneurs,
or activists dispose of diverse instruments to channel the
space of contestation,which ranges frompolitical debate
or censorship to products that are offered or used. As pol-
itics and the political are always related, spaces of contes-
tation can be narrow or ample irrespective of political or
media systems. He highlights that:
What is commonly termed politics is not necessarily—
or generally—political in its consequences. Politics
can often be profoundly anti-political in its effects:
suppressing potential spaces of contestation; placing
limits on the possibilities for debate and confronta-
tion. Indeed, one might say that one of the core func-
tions of politics has been, and should be, to place lim-
its on the political. (Barry, 2002, p. 270)
Second, Barry explicitly considered the political role of
technology. According to him, technologies created “ef-
fects of placing actions and objects (provisionally) out-
side the realm of public contestation” (2002, p. 271). This
is a key issue for privacy researchers, as technologies pro-
gram the way in which users realize privacy on an every-
day basis. Privacy as a political issue refers to a contesting
field of solutions for how to exert control over the flow
of information and communication. The politics of tech-
nologies can broaden this space, for instance, by provid-
ing alternative solutions and techno-educational activi-
ties (Kannengießer, 2020) or can limit it by downplaying
their political impact (Gillespie, 2010).
4. Sorting Perspectives on the Political Implications
of Privacy
As a political concept, privacy emerges when it is con-
sidered beyond the individual concerns of balancing,
agency, data security, and public participation (Cohen,
2013). Although communication and media privacy re-
searchers have investigated many related aspects, a sys-
tematic overview is missing. By developing a roadmap
to sort research questions that address the political di-
mensions of privacy, we benefit from the previously out-
lined thorough debate regarding contemporary privacy
research and the distinctions between approaches to the
political, as offered by Barry. In keeping with this, we con-
clude that political perspectives on privacy relate indi-
viduals and structures. Privacy researchers address polit-
ical aspects when considering the consequences of indi-
vidual actions vis-à-vis structured surroundings. Similarly,
the investigation of rules, institutions or technology has
a political character when the consequences for agency
are taken into account. This is why we speak of agency in-
stead of individual perspectives on privacy. Terms such as
‘civic action’ would not be suitable in this context, as ne-
gotiations on what constitutes public and private bound-
aries occur inside, outside, and beyond political systems
(we borrowed this distinction fromMilan & Hintz, 2013).
The second dimension adheres to Barry (2002) by point-
ing to the two equally related realms of politics and the
political. We consider the analysis of any action or prac-
tice political in cases in which it relates to the realm of
political options or alternatives, whether it is confirming
or limiting options. The political realm of privacy entails
the various contested privacy options, which can be of-
fered in discourse or as a technical alternative.
Both axes form a four-field matrix that allows to map
scholarly perspectives on the political implications of pri-
vacy (see Figure 1). The objective of thismatrix is to guide
the organization of existing and emerging approaches to
the political implications of privacy. We suggest distin-
guishing privacy as (a) emerging rules or (b) discourses,
as (c) programmed, or as (d) media practices. While
scholarly work must not clearly be subsumed under a
single label, doing so allows us to identify more (or less)
pronounced implications of the political dimension of pri-
vacy, which can even vary across a scholar’s work. For
instance, Regan (1995, 2016), a researcher who is well
known for her scholarlywork on privacy as discourse, has
regularly highlighted normative privacy threats. In her
later work, she explored privacy threats vis-à-vis digital
youth (Steeves & Regan, 2014), focusing on privacy as
media practices.
First, the perspectives on privacy as emerging rules
highlight that particular privacy rules apply in specific
contexts. This view critically addresses access—and con-
trol understandings of privacy, focusing on individual no-
tice and choice decisions regarding sharing or granting
access to information (Martin, 2016, p. 552). Instead, pri-
vacy as emerging rules approaches argue that “individ-
uals give access to information…with an understanding
of the privacy rules that govern that context” (Martin,
2016, p. 553)—that is, depending on the given social re-
lations. Nissenbaum (2010, 2019) coined the term ‘con-
textual integrity’ to describe this societal quality of pri-
vacy. In contrast, arguing from an organizational studies
perspective, researchers put forward the idea of privacy
as a ‘social contract’ (Culnan & Bies, 2003; Martin, 2016).
Both perspectives are based on the premise that privacy
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Figure 1. Four perspectives on the political implications of privacy.
is not about data protection but about the appropriate
flow of information. Focusing on the outcomes—that is,
the rules and norms of social privacy contracts—rather
than on the processes, this view plays a role in business
perspectives. Researchers are interested in understand-
ing the diverging privacy expectations of groups of indi-
viduals. Consumers, for instance, would react differently
to sharing retail data than they would to sharing finan-
cial data (Martin, 2016, p. 564), which would impact the
design of product portfolios.
From a political viewpoint, this perspective chal-
lenges normative accounts of privacy that deals with
ready-mademeasures for data security and involvement.
Nissenbaum’s (2010, 2019) key argument is that pri-
vacy technology and everyday practices are in constant
transition, as are the emergent privacy relations and
norms. Compliance with these norms is a precondition
for responsive and appropriate politics. Expecting that
voting behavior would remain private information, plat-
forms such as the NationBuilder transgress these bound-
aries (McKelvey, 2019). The political character of pri-
vacy thus emerges when comparing privacy norms im-
plemented in legal or economic contexts to their emerg-
ing appropriateness as a benchmark (Nissenbaum, 2019,
p. 234), taking into account that this appropriateness is
a societal, privacy practice-based compromise. This non-
media-centric and practice-oriented perspective raises
critical questions regarding the existential threats to
privacy via datafication and digitization. In this regard,
Nissenbaum (2019, p. 238) states the following: “A pre-
vailing political economy that is lax—or one might say,
friendly—in its regulation of the information industries
has allowed the consolidation of data into massive cen-
ters, ultimately funneled into the hands of relatively
few proprietors.’’
Second, in contrast to the perspectives on privacy
as emerging rules, privacy discourse perspectives de-
part from the assumption that the way in which cul-
tural, political, or technological agents legitimize privacy
matters for its societal, institutional, or infrastructural
implementation. This relationship represents a crucial
dimension of Internet governance in general (Epstein,
Katzenbach, &Musiani, 2016). The privacy discourse per-
spective applies to scholarly work that itself strives to
broaden the repertoire of privacy conceptions (Brunton
& Nissenbaum, 2016; Regan, 2002). Researchers apply-
ing this perspective consider Nissenbaum’s contextual in-
tegrity from the other side; that is, they strive to under-
stand what is common and shared. Greene and Shilton
(2017) provided a best-case study to illustrate this basic
assumption as they crossed the boundaries of a single-
discourse analysis. They focused on the relationship be-
tween platform privacy governance and software devel-
opers’ (absent) autonomy to define privacy. Analyzing
both debates on platform and among developer, the
authors demonstrated how the latter subordinate their
definitory autonomy.
Greene and Shilton’s (2017) study on platform poli-
tics can equally be considered a study applying the pro-
grammed privacy perspective. Subordinate to their dis-
course analysis, they demonstrated how software devel-
opers “in return for access to a centralized portal that
provides access to customers and lowers distribution
costs…must accept more centralized forms of control”
(Greene & Shilton, 2017, p. 1643). The programmed pri-
vacy view is mainly concerned with the relationship be-
tween infrastructure and privacy politics. Researchers
ask which practices limit or confirm political privacy solu-
tions and how. For instance, Gürses, Kundnani, and van
Hoboken (2016) and Baruh and Popescu (2017) investi-
gated how technologies limit or increase the privacy op-
tions available to marginalized groups. The transparency
of technology programs—that is, their inscribed rules—
are a normative claim often raised in this approach (see,
e.g., Diaz & Gürses, 2012).
Similar views are addressed in more critical contri-
butions to privacy and technology. Taylor, Floridi, and
van der Sloot (2017a) offered insights into the role that
technology plays in group-defining processes. In an age
of big data, individuals and their social contexts, as put
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forward in contextual integration theory, are not of pri-
mary interest, but their joint uses of media technolo-
gies allow for the analysis of types and clusters. Taylor,
Floridi, and van der Sloot (2017b, p. 5) claimed that “tech-
nologies actually determine groups, through their clus-
tering and typification,” with predictability rising with
group size (Sarigol, Garcia, & Schweitzer, 2014). Similar
arguments can be found in the work of scholars who
adopt a critical political economics perspective, such as
Fuchs (2011, 2013) or Sevignani (2013). In their work,
platforms are analyzed against the background of their
capitalist intentions, treating users’ privacy as a commod-
ity. Focusing on how technology impacts structural pri-
vacy, Yeung (2017) explicated how technological archi-
tecture and website design were found to exert control
over how privacy is approached in society.
Finally, we describe the perspectives on privacy as
media practices, which overlap to some extent with the
programmed privacy view, as the former focuses on rou-
tinized action that confirms or limits contested privacy
alternatives. However, it differs from it with respect to
its focus on agency instead of infrastructures. Scholarly
work emphasizing the political implications of privacy ad-
heres to the media practice approach put forward by
Couldry (2004) and others (Kaun, 2015; Mattoni, 2012;
Mattoni & Treré, 2014). This view transcends the focus
on technology as guiding infrastructure and emphasizes
that social order is enacted through repetition and rou-
tine on the one hand or disruptive action on the other.
Kubitschko (2017) and Kannengießer and Kubitschko
(2017) introduced a differentiation between media prac-
tices according to their political qualities. Acting with
media means having it at one’s disposal as they are
offered—that is, using Google as a search engine or pro-
viding data when shopping online. In contrast, acting on
media denotes practices that are aimed at shaping me-
dia infrastructure—that is, hacking (Kubitschko, 2017) or
obfuscation strategies (Brunton & Nissenbaum, 2016).
Acting on media also embraces the discursive level of
action—that is, contributing to the discourses on surveil-
lance technologies (Möller &Mollen, 2017). Thus, acting
on media covers a whole repertoire of actions ranging
from direct technical interventions to advocacy and ed-
ucational activities. That is, privacy media practices are
structured but must not necessarily be conscious acts.
This approach is particularly suited to embracing the
ambiguities of digital citizenship—that is, privacy as a
constant endeavor to embrace both participation and
the pitfalls of data security. Hintz et al. (2019, p. 3) stated
convincingly that:
Datafication may generate new possibilities for citi-
zen action, but it may also create and reinforce in-
equalities, differences and divisions…, the process-
ing of data has become a cornerstone of contem-
porary forms of governance as it enables both cor-
porate and state actors to profile, sort and catego-
rize populations.
This perspective is not limited to the consideration of
civic actors but favors them in the cases in which the po-
litical consequences of acting with media are of interest.
Nonetheless, this view is applicable to economic or polit-
ical power holders’ media practices. For instance, with-
out explicit reference to the media practice approach,
Susser et al. (2019) pointed out that new power ar-
rangements go far deeper than threatening the inter-
ests of individuals; they also affect collective values (e.g.,
through large-scale political and economicmanipulation)
and thus need to be considered a political issue as well.
5. Discussion and Outlook
Scholarly work on the management of information
boundaries shows that privacy is an ambiguous con-
cept. Individual strategies are inseparably associated
with group relationships or structural conditions. In fact,
according to Stahl (2016), “what privacy protects us from
is not interference but domination” (p. 34). Interference
with data is just as normal as data sharing, with all of
its related risks and benefits. Privacy is not only about
information security but is also about finding a balance
between being part of communities, groups, and soci-
eties, as well as observation/control/rules while main-
taining individual or group agency. At the same time,
privacy is a value in itself. A lack of boundary reflec-
tion and management complicates social coexistence.
Communication andmedia scholars increasingly harness
the participation–data security ambiguity and the nor-
mativity of privacy to address ongoing societal change.
Herein, privacy is a useful tool for approaching the
contemporary challenges of balancing participation or
agency and the risks related to sharing individual or or-
ganizational information.
Against this background, this contribution maps the
various perspectives on privacy politics that emerge at
the crossroads between communication and media re-
search and the work that is carried out in other disci-
plines.We believe that scholarly communication andme-
dia views on the political dimensions of privacy can ben-
efit from a clearer outline of which political dimension
of privacy their work refers to. Based on discourses on
the societal and relational nature of privacy, as well as
the distinction between politics and the political, we out-
lined four perspectives on the political implications of
privacy, privacy as emerging rules and discourse, pro-
grammed privacy, and privacy as media practices. With
this contribution, we have provided a heuristic that al-
lows media scholars to position themselves among the
myriad approaches to the politics of privacy, ranging
from the individual level of personal privacy to the so-
cietal struggle for privacy norms and regulations, and to
be clear on what they have in mind when discussing the
political implications of privacy.
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