Abstract. We investigate an application of RFIDs referred to in the literature as group scanning, in which several tags are "simultaneously" scanned by a reader device. Our goal is to study the group scanning problem in strong adversarial models. We present a security model for this application and give a formal description of the attending security requirements, focusing on the privacy (anonymity) of the grouped tags, and/ or forward-security properties. Our model is based on the Universal Composability framework and supports re-usability (through modularity of security guarantees). We introduce novel protocols that realize the security models, focusing on efficient solutions based on off-the-shelf components, such as highly optimized pseudo-random function designs that require fewer than 2000 Gate-Equivalents.
Introduction and previous work
Radio Frequency Identification (RFID) tags were initially developed as small electronic hardware components whose main function is to broadcast a unique identifying number upon request. The simplest type of RFID tags are passive devices-i.e., without an internal power source of their own, relying on an antenna coil to capture RF power broadcast by an RFID reader. In this paper, we focus on tags that additionally feature a basic integrated circuit and memory. This IC can be used to process challenges issued by the RFID reader and to generate an appropriate response. For details on these tags, and more generally on the standards for RFID systems, the reader is referred to the Electronic Protocol Code [10] and the ISO 18000 standard [11] .
The low cost and high convenience value of RFID tags gives them the potential for massive deployment. Accordingly, they have found increased adoption in manufacturing (assembly-line oversight), supply chain management, inventory control, business automation applications, and in counterfeit prevention. Initial designs of RFID identification protocols focused on performance issues with lesser attention paid to resilience and security. As the technology has matured and found application into high-security and/or high-integrity settings, the need for support of stronger security features has been recognized. Many works have looked into the issue of secure identification and authentication, including [1-3, 6-9, 13, 14, 18-24] .
Ari Juels introduced the security context of a new RFID application-which he called a yoking-proof [12] , that involves generating evidence of simultaneous presence of two tags in the range of an RFID reader. As noted in [12] , interesting security engineering challenges arise in regards to yoking-proofs when the trusted server (or Verifier) is not online during the scan activity. The first proposed protocol introduced in [12] was later found to be insecure [17, 5] . Yoking-proofs have been extended to grouping-proofs in which groups of tags prove simultaneous presence in the range of an RFID reader-see e.g. [17, 16, 5] . In this paper, we examine the latter solutions and identify similar weaknesses in their design.
Our main contribution in this paper is to present a comprehensive security framework for RFID grouping-proofs, including a formal description of the attending security requirements. In previous work, the group scanning application has only been described at relatively informal levels, making it difficult to provide side-to-side comparisons between alternative proposals. We then construct practical solutions guided by the security requirements and constraints of this novel model.
As Juels already pointed out, there are several practical scenarios where groupingproofs could substantially expand the capabilities of RFID-based systems. For example, some products may need to be shipped together in groups and one may want to monitor their progress through the supply chain-e.g., of hardware components or kits. Other situations include environments that require a high level of security, such as airports. In this case, it may be necessary to couple an identifier, such as an electronic passport, with a physical person or with any of his/her belongings, such as their bags. In battlefield contexts, weaponry or equipment may have to be linked to specific personnel, so that it may only be used or operated by the intended users.
In some of the above scenarios, the RFID reader may not enjoy continuous connectivity with the trusted Verifier, and delayed confirmation may be acceptable. For instance, this may be the case with supply chain applications, due to the increased fragmentation and outsourcing of manufacturing functions. A supplier of partially assembled kits may perform scanning activities that will be verified later when the kits are assembled at a different site. Therefore, efficient and optimized realizations of this primitive that achieve strong security guarantees-such as we describe in this paperare practically relevant contributions in the design space of RFID protocols.
RFID deployments and threat model
A typical deployment of an RFID system involves three types of legitimate entities: tags, readers and a Verifier. The tags are attached to, or embedded in, objects to be identified. In this paper we focus on passive RFID tags that have no power of their own but have a small footprint CMOS integrated circuit, ROM, RAM and non-volatile EEP-ROM. The RFID readers typically contain a transceiver, a control unit and a coupling element, to interrogate tags. They implement a radio interface to the tags and a high level interface to the Verifier that processes captured data.
The Verifier (a back-end server) is a trusted entity that maintains a database containing the information needed to identify tags, including their identification numbers. In our protocols, since the integrity of the whole RFID system is entirely dependent on the proper behavior of the Verifier, we assume that the Verifier is physically secure and not attackable.
Grouping-proofs involve several tags being scanned by an RFID reader in the same session. The reader establishes a communication channel that links the tags of a group and enables the tags to generate a proof of "simultaneous presence" within its broadcast range. The proof should be verifiable by the Verifier. Throughout this paper, we assume the following about the environment characterizing group scanning applications: -The tags are passive, i.e., have no power of their own , and have very limited computation and communication capabilities. However, we assume that they are able to perform basic cryptographic operations such as generating pseudo-random numbers and evaluating pseudo-random functions. -RFID tags do not maintain clocks or keep time. However, the activity time span of a tag during a single session can be limited using techniques such as measuring the discharge rate of capacitors, as described in [12] . -RFID readers establish communication channels that link the tags of a group. This takes place at the data link layer of the RFID network: after tags that claim to belong to a group are "identified" (tags may use pseudonyms) a common (wireless) channel linking the tags via the reader is established. -RFID readers are trusted to manage the interrogation of tags. They enable the tags of a group to generate a grouping proof during an interrogation session, and keep a record of such proofs for each session. These records cannot be manipulated by the adversary. In the offline case readers must also store private information regarding interrogation challenges obtained from the Verifier. -The Verifier is a trusted entity, that may share some secret information with the tags such as cryptographic keys. The Verifier has a secure channel (private and authenticated) that links it to the (authenticated) RFID readers. -Grouping proofs are only valid if they are generated according to their protocol in the presence of an authorized RFID reader. In particular if the flows of the protocol are ordered, the ordering cannot be violated. Also, proofs generated during different sessions are not valid (even if correct).
The Verifier can be online or offline and different solutions are required in each case. We further distinguish between online fully-interactive mode and online batch mode. In fully-interactive mode the Verifier can receive and send messages to specifics tags throughout the protocol execution. In contrast, the interaction of the Verifier in batch mode is restricted to broadcasting a challenge that is valid for a (short) time span, collecting responses from the tags (via RFID reader intermediates), and checking for legitimate group interactions-the Verifier in batch mode never unicasts messages to particular groups of tags.
It is straightforward to design solutions for the fully-interactive mode of the groupingproof problem-indeed, it is sufficient for individual tags to authenticate themselves to the Verifier, which will then decide on the success of the grouping-proof by using auxiliary data, e.g., the tag identifiers of the groups. Therefore, research on groupingproofs has focused on the offline case, with some results also targeted at the online batch modality. Accordingly, in this paper, we focus on offline solutions, except for the forward-secure protocol, where we only describe a solution in the online batch mode.
Attacks on RFID tags
Several types of attacks against RFID systems have been described in the literatrure. While each of these are types known in other platforms, unique aspects of the RFID domain make it worthwhile to discuss them anew.
-Denial-of-Service (DoS) attacks: The adversary causes tags to assume a state from which they can no longer function properly. -Unauthorized tag cloning: The adversary captures keys or other tag data that allow for impersonation. -Unauthorized tracing: The adversary should not be able to trace and/or recognizes tags. -Replay attacks: The adversary uses a tag's response to a reader's challenge to impersonate the tag. -Interleaving and reflection attacks: These are concurrency attacks in which the adversary combines flows from different instantiations to get a new valid transcript.
These attacks are exacerbated by the mobility of the tags, allowing them to be manipulated at a distance by covert readers.
The threat model for RFID
The extremely limited computational capabilities of RFID tags imply that traditional multi-party computation techniques for securing communication protocols are not feasible, and that instead lightweight approaches must be considered. Yet the robustness and security requirements for RFID applications can be quite significant. Ultimately, security solutions for RFID applications must take as rigorous a view of security as other types of applications. Accordingly, our threat model assumes a Byzantine adversary. In this model all legitimate entities (tags, readers, the Verifier) and the adversary have polynomially bounded resources. The adversary controls the delivery schedule of the communication channels, and may eavesdrop into, or modify, their contents, and also instantiate new channels and directly interact with honest parties. We are mainly concerned with security issues at the protocol layer and not with physical or link layer issues-For details on physical/link layer issues the reader is referred to [10, 11] .
Guidelines for secure RFID applications
Below we present effective strategies that can be used to thwart the attacks described in Section 2.1. These strategies are incorporated in the design of our protocols.
-DoS attacks: One way to prevent the adversary from causing tags to assume an unsafe state is by having each tag share with the Verifier a permanent secret key k tag , which the tag uses to generate a response when challenged by an RFID reader. -Cloning attacks: The Verifier should be able to check a tag's response, but the adversary should not be able to access a tag's identifying data. This can be assured by using cryptographic one-way functions.
-Unauthorized tracing: The adversary should not be able to link tag responses to particular tags. This can be guaranteed by (pseudo-)randomizing the values of the tags' responses. -Interleaving and Replay attacks: The adversary should not be able to construct valid transcripts by combining flows from different sessions. This can be assured by binding all messages in a session to the secret key and to fresh (pseudo-)random values. -Generic concurrency-based attacks: Protocols that are secure in isolation may become vulnerable under concurrent execution (with other instances of itself or of other protocols). To guarantee security against such attacks it is necessary to model security in a concurrency-aware model. In this paper, we use the Universal Composability model.
Previous Work: RFID Grouping-Proofs
In this section we describe three grouping-proofs proposed in the literature and discuss their vulnerabilities.
3.1
The Yoking-proof. This is a proof of simultaneous presence of two tags in the range of a reader [12] . The reader scans the tags sequentially. The tags have secret keys known to the Verifier but not the reader, and counters, and use a keyed message authentication code and a keyed hash function to compute a "yoking-proof ". Saito and Sakurai observed [17] that a minimalist version of this proof (that does not use counters) is subject to an interleaving attack. The attack was shown [5] to extend to the full version of the proof, but it was also shown that it can be easily be prevented.
There are two other weaknesses we shall discuss here. The first concerns the fact that the tags do not (and cannot) check each other's computation. This implies that in the offline mode unrelated tags can participate in a yoking session, and that the failure will only be detected by the Verifier at some later time, not by the reader. While, from an authentication perspective, this may not represent a security threat, in many practical applications it is an undesirable waste of resources, and could be characterized as a DoS vulnerability. To appreciate how accidental pairing may create challenges to real-world applications-e.g., where yoking is used to ensure that components are grouped in a shipment, consider the following scenario. A reader is configured to take temporary measures after a failed yoking attempt, e.g., notify an assembly worker of a missing component in a shipment pallet. This capability is denied if a tag (either accidentally or maliciously) engages in yoking sessions with unrelated tags, and possibly even with itself-for the latter, we refer the reader to the modified re-play attack scenario described in [17] . Accidental occurrences of this type might not be unlikely, in particular with anonymous yoking-proofs, and they are facilitated by the fact that the scanning range of readers may vary according to different environmental conditions. In order to prevent this kind of vulnerability, in our protocols we use a group secret key k group , which is shared by all the tags belonging to that group.
A more serious weakness concerns the nature of the "proof" P AB generated by the tags: this is not a proof that tag A and tag B were scanned simultaneously while in the presence of an authorized reader. Indeed, one cannot exclude the possibility that P AB was generated while the tags were in the presence of a rogue reader, and that at a later time P AB was replayed by a corrupted tag (impersonating successively tag A and tag B ) in the presence of the authorized reader. To avoid this kind of attack in our protocols the challenge of authorized tags will include a nonce (r sys ).
3.2 Proofs for multiple RFID tags. These extend yoking-proofs to handle arbitrary number of tags in a group [17] and use time-stamps, to thwart re-play attacks. Piramuthu [16] replaced the time-stamps by random numbers. This is important, because time-stamps can be predicted, allowing for attacks that collect prior responses and combine them to forge proofs of simultaneous interaction. As with the yoking-proofs, these fail to satisfy the security guidelines in Section 2.3. In particular, the random numbers used and are vulnerable to a multi-proof session attacks [15] .
3.3 Clumping-proofs for multiple RFID tags [15] . These combine the strengths of yoking-proofs and multiple tag proofs and address some of their weaknesses. The tags use counters and the reader uses a keyed hash of a time-stamp, obtained from the Verifier, to make its requests unpredictable. For details, we refer the reader to [15] .
Clumping-proofs use counters to reduce the search complexity of the Verifier. However their value is updated regardless of the received flows, so they can be incremented arbitrarily by the adversary (via rogue readers). Therefore, they cannot be relied upon to identify tags, and in the worst case an exhaustive search through the keys may have to be used. A security proof is provided in the Random Oracle Model [4] . However, this does not address concurrency threats, a substantial limitation of the analysis, considering that the original yoking-proofs [12] admit a similar security proof and are vulnerable to concurrency-based attacks.
anonymizing protocols requires additional computational steps and correspondingly larger tag circuitry, simpler alternatives are preferred whenever anonymity is not a concern. Second, the introduction of protocols of increasing complexity follows a natural progress that facilitates the understanding of the protocols structure.
Although for simplicity we illustrate our protocols with two tags, the extension to any number of tags is straightforward. Irrespective of the number of tags involved, a specific tag in the group always plays the role of "initiator," transmitting either a counter (in the non-anonymous protocol), a random number, or a random password (in the other versions). This has the security benefit of curtailing reflection attacks. To implement this feature, it is not necessary that tags engage in any sort of real-time agreement protocol, it is sufficient to hard-code the behavior of tags.
We consider situations in which the Verifier is not online while the tags are scanned. Each tag stores in non-volatile memory two secret keys (both shared with the Verifier): a group key k group used to prove membership in a group, and an identification key k tag used to authenticate protocol flows. Tags instances are denoted as tag A or tag B , and the key for instance tag A is written in shorthand as k A .
Each protocol starts with a reader broadcasting a random challenge r sys , which is obtained from the trusted Verifier at regular intervals. This challenge defines the scanning period, i.e., each group should be scanned at most once between consecutive challenge values. In other words, the Verifier cannot (without further assumptions) determine simultaneity of a group scan to a finer time interval than the scanning period.
A robust grouping-proof
Our first non-anonymous grouping-proof is presented for two tags, tag A and tag B , where tag A is the initiator tag-see Fig. 1 . The current state of the group is determined by a counter c stored by the initiator tag. The counter is updated with each execution of the protocol. Each group is assigned an identifier ID group and the Verifier stores these values together with the private keys of each tag in a database D = {(ID tag , k tag , k group )}. The protocol has three phases. In the first phase the reader challenges the tags in its range with r sys and the tags respond with their group identifier ID AB . In the second phase-which takes place at the data-link layer-the tags are linked by channels through the reader. In the third, the tags prove membership in their group.
Each phase can be executed concurrently with all the tags in the group, except that the third phase must be initiated by the initiator tag (tag A in the diagram). The various phases cannot be consolidated without loss of some security feature. If we removed the first phase (r sys ) the protocol would be subject to a "full-replay" attack (Section 2.3). If we removed the second phase (the exchange of ID AB ), the reader would be unable to match the tags. Phase three consists of three rounds of communication, and each is crucial to provide the data for the proof. If we were to suppress the exchange of s B and x B , or if we did not implement the timeout, then replay attacks would be successful. Also, the implementation of the third round enables an authorized reader to detect certain protocol failures immediately, namely those that lead the initiator tag to timeout. The update of the counter c immediately after it is sent by tag A allows the state 
to be updated even if the protocol round should be interrupted. This, along with timers prevents replay attacks.
The extension of the protocol to groups of n > 2 tags with identifier ID group is achieved as follows. In the first and second phases, the reader communicates with all tags of ID group concurrently. In the first round of the third phase, the reader communicates only with the initiator tag. In this case the initiator parses f (K group ; r sys ||c) into n parts r A ||s A ||s A || . . . of equal length, and sends (r A , c). The reader forwards (r A , c) concurrently to all the other tags of ID group in the second round, to get their responses (s B , x B ), (s C , x C ), . . . and then provides the initiator tag with concatenated answers s B ||s C || · · · from the second round. The initiator checks the correctness of each component s B , s C , . . . , for each other tag of ID group ; if all are correct the initiator completes the proof by sending x A to the reader.
In the protocol each tag X uses its group key k AB to evaluate f (k AB ; r sys ||c), where f is a pseudo-random function and "||" denotes concatenation. This is parsed to get numbers r X , s X of equal length, used to identify the parties of the group and prove membership in the group. Tags use their secret key to confirm correctness of the proof. The proof of simultaneous scanning is P AB = (r sys , ID AB , c, r A , s B , x A , x B ). In our protocol, it is possible for an authorized reader to know whether grouped tags were actually scanned or not because, in the latter case, one or more of the tags would timeout. This represents an improvement over the past protocols, in which the success or failure of the yoking-or grouping-proof could only be detected by the Verifier. This protocol can be implemented very efficiently, with a footprint of fewer than 2000 GateEquivalents. For a discussion on optimized implementations of pseudo-random functions suitable for RFID applications, we refer the reader to [24] .
Security analysis. The universal composability (UC) framework defines the security of a protocol in terms of its simulatability by an idealized functionality F (which can be thought of as specifications of the achievable security goals for the protocol). F is a trusted entity that can be invoked by using appropriate calls. We say that a protocol ρ UC-realizes F, if for any adversary A, any real-world simulation of ρ in the presence of A can be emulated by an ideal-world simulation in which the adversary invokes F, in such a way that no polynomial-time environment Z can distinguish between the two simulations. In ideal-world simulations, the adversary has access to all the outputs of F, as in the real-world it can eavesdrop into all communications.
For our first protocol the functionality F group comprises the behavior expected of a grouping-proof. It is invoked by five calls: activate, initiate, link, complete, and verify. The first call is used by the environment Z to activate the system by instantiating the Verifier, an authorized reader and some tags. Note that keys initially shared between the Verifier and the tags are not under control of the adversary in this model-in the UC model this is called a trusted setup. The second call is used by readers to initiate an interrogation session, and corresponds to an r sys challenge, and by tags to declare their group membership. The call link, links the tags specified in activate, and the call initiate for tags gives their response to the reader's challenge. The call complete is for initiator tags and completes a proof: it corresponds to x A . The call verify can be used to submit a putative proof transcript to the Verifier. The adversary can arbitrarily invoke F group and mediates between all parties involved in its interactions with F group .
All the outputs resulting from calls to F group , except for the tag calls that produce identifiers, are random strings. The functionality keeps a record of every output string, and uses these strings in the same way as the protocol ρ uses the corresponding outputs. F group will only accept (verify) those proofs that it has generated itself during a particular session as a result of the activation of the system, the initiation and linking by an authorized reader, the initiation of all the tags that belong to a particular group, and the completion by an initiator tag (in this order). In the full version of this paper we shall show that our first protocol UC-realizes the F group functionality.
A robust anonymous grouping-proof
For our second protocol, group identifiers are replaced by randomized group pseudonyms ps group . To protect against de-synchronization failure or attacks, one (or more in the group of n > 2 tags) of the tags must maintain both a current and an earlier version of the state of their pseudonyms. For this purpose all tags in a group store in non-volatile memory one or more values of a pseudo-random number r tag . 4 Initiator tags store only the current value, while the other tags store two values, r old tag , r cur tag . These values are used to compute the group pseudonym. First f (k group ; r sys ||r tag ) is evaluated, where r sys is the random challenge of the Verifier. Then, this is parsed to get two numbers ps group , cnf tag , of equal length, where cnf tag is a confirmation used to authenticate the pseudonym. Initiator tags compute one pseudonym ps group ; the other tags compute two pseudonyms ps old group and ps cur group (in a similar way). 
The tags in group update the value(s) of their group pseudonyms with each successful execution of their part of the grouping protocol. The protocol is presented in Fig. 2 , where tag A is the initiator and for simplicity we depict only one additional tag, tag B . It is easy to see how this protocol can be extended to groups of n > 2 tags. In particular, the reader will link all the tags for which at least one pseudonym is ps group , provided there are n such tags.
The Verifier keeps a database D = (r sys , {(k tag , k group , ps group )}) that links, for session r sys , the secret key of each tag to its group key and the group pseudonym of the corresponding initiator tag. The pseudonyms are updated with each successful execution of the protocol (using the next value of r sys ). The database D is also used to optimize the performance of the protocol: if the adversary has not challenged the tags of group since their last interaction (e.g., via rogue readers), then the value of the pseudonym in D will be the one that is actually used by the initiator tag, and therefore the corresponding secret keys can be found directly (one lookup) and used to verify the correctness of the authenticator x tag of the initiator tag. The secret keys of the other tags in group can be found in the database D from the group key k group , and used to verify the correctness of their authenticators. If no value in D corresponds to the pseudonym used by the initiator tag then the Verifier will have to find the secret key of the initiator from its authenticator x tag = f (k tag ; r sys ||ps group ) by exhaustive search over all secret keys (of initiator tags). The pseudo-random numbers r tag are initialized with random values r A : for the initiator tag A : r tag ← r A , while for all other tag X in its group: (r old X , r cur X ) ← (r A , r A ).
Observe that initiator tags respond with only one pseudonym and therefore can be distinguished from other tags (which respond with two pseudonyms). There are several ways to address this privacy issue, if it is of concern. One way is to assign to all tags a pair of pseudonyms, and identify groups by selecting those sets of tags that have one pseudonym ps * in common. There will always be at least one tag in this set for which ps cur group = ps * . The reader elects an initiator tag among those tags sharing the common pseudonym deterministically, probabilistically, or in some ad hoc way: e.g., the first to respond. The reader informs the initiator tag of its selection and indicates to the other tags which pseudonym ps * is current. In this modification of the protocol all rounds are executed concurrently.
As in the previous protocol, each step is essential. The main difference is that in the anonymous protocol, the tags exchange pseudonyms ps AB and ps old AB , ps cur AB , rather than a group identifier. The functionality provided by this step, however, is analogous in the two protocols and enables the Verifier to identify the group.
It is important to notice that even though the values that the reader receives for each completed round vary, if a malicious reader interrupts the session (round), preventing the pseudonym update, and then re-uses r sys , it can link the two scannings. However, the power of this attack is limited because a single round with a non-faulty reader at any point will restore unlinkability. We shall refer to this property as, session unlinkability. More formally we have: Definition 1. An RFID protocol has session unlinkability if, any adversary, given any two tag interrogations Int 1 , Int 2 , (not necessarily complete, or by authorized readers), where Int 1 takes place before 5 Int 2 , and a history of earlier interrogations, cannot decide (with probability better than 0.5 +ε, ε negligible) whether these involve the same tag or not, provided that either:
-The interrogation Int 1 completed normally (successfully), or -An interrogation of the tag involved in Int 1 completed successfully after Int 1 and before Int 2 .
Security analysis. The functionality F sa group of our second protocol comprises the behavior expected of an anonymous grouping-proof with session unlinkability. The functionality F sa group is that same as F group except that:
1. The outputs of all its invocations are random numbers, including tag identifiers. 2. If a tag is initiated with the same reader challenge in a session, as in an earlier session that it was not allowed to complete (and no sessions with this tag completed in the interim), then F sa group will output identical values.
This means that the adversary can link the (uncompleted) scannings throughout a given session. However in the next session, F sa group will use a different (random) number, so linkability does not extend to any other sessions. In the full version of this paper we shall show that our second protocol UC-realizes the F sa group functionality. Notice that our second protocol is not able to provide forward-security: secrecy is no longer guaranteed if the secret keys are compromised.
A robust grouping-proof with forward-secrecy
In our last protocol-see Fig.3 , the secret keys and the group keys of tags are updated after each protocol execution for forward-secrecy. All tags, including initiator tags, store two pairs of keys: group keys k i group and secret keys k i tag , i ∈ {old, cur}, as well as a pair of random numbers r i tag , i ∈ {old, cur}. The Verifier stores in a database D the current values (r sys , {(k Since there are no non-volatile values to anchor the key and pseudonym updates to, we shall use the update chain itself as an anchor. This means that the state of the tags and the Verifier must be synchronized. In particular the adversary should not be able to manipulate valid group scans so as to de-synchronize the system. There are several ways in which this can be achieved. The solution we propose is to have the Verifier (a trusted party) give all authorized readers a tableD = (r sys , {(ps the next value of the challenge r sys is used in the evaluation of f . The values inD are updated for all groups in the system, at the beginning of each new r sys session.
The protocol is given in Fig. 3 , and the updates will not affect old values, which therefore remain the same as those stored in the databasê D. The state of the tags will only return to stable when an authorized reader returns a valid proof to the Verifier. Note that due to the state synchronization requirements, the protocol in Fig. 3 can only be implemented in online batch mode, not true offline mode. In the full paper, we discuss the batch offline case.
Forward-secrecy applies to periods during which the groups of tags are scanned by authorized readers that are not faulty. More specifically, a group of tags that is compromised can be traced back to the first interaction after the last non-faulty scanning session, and no further. We shall refer to this property as, forward session-secrecy. More formally we have: Definition 2. An RFID protocol has forward session-secrecy if session unlinkability holds for all sessions Int 1 and Int 2 as in Defn. 1, provided that either Int 1 successfully completed prior to the corresponding tag(s) being compromised, or that a later session of the tag(s) involved in Int 1 completed successfully prior to its (their) compromise.
Security analysis. The functionality F fss group of our third protocol comprises the behavior expected of an anonymous grouping-proof with forward session-secrecy. The functionality F fss group models key compromise, that is it allows for adaptive corruption. Otherwise it is similar to F sa group . This means that the adversary can link incomplete scannings of non-compromised tags throughout a given session, but that this does not extend to other sessions. In the full version of this paper we shall show that our third protocol UC-realizes the F fss group functionality.
Conclusion
Our main contribution in this paper is to present a security model for the group scanning problem. In previous work, this application has been described at relatively informal levels, making it difficult to provide side-to-side comparisons between alternative proposals. We have proposed three grouping-proofs that are provably secure in a very strong setting that guarantees security under concurrent executions and provides for safe re-use as a building block for more complex protocols. These proofs are also practically feasible, requiring only pseudo-random functions, which can be instantiated very efficiently in integrated circuits using a variety of primitives as a starting point, such as pseudo-random number generators or block ciphers.
A Proof of Security and Security analysis
In the following, we give a sketch for the proof of security of our second protocol, for anonymous RFID grouping-proofs (Section 4.2), in a universally composable framework. Note in particular that we do not consider forward-security in our analysis and moreover that we do not model key compromise. Corruption is therefore non-adaptive: The adversary indicates at the beginning of the protocol which parties are corrupt. The proof for the forward-secure case is deferred to a full version of the paper.
The universal composability (UC) framework defines security in terms of simulatability of protocols by idealized functionalities (which can be thought of as specifications of the achievable security goals for the protocols). The great advantage of the UC model is provided by the composability theorem [?] . More precisely, consider an ideal functionality F that is securely realized by a protocol ρ. Let π be an arbitrary protocol that makes ideal calls to multiple instances of F. Let π ρ denote the composed protocol which consists of running the protocol π and substituting calls to each instance of F by calls to a distinct (fresh) instance of ρ. The universal composability theorem states that the protocol π ρ has essentially the same effect as protocol π, even if π ρ has no access to F.
In our case, F comprises the behavior expected of a yoking-or grouping-proof. F is secure by specification. ρ represents our protocol, and we wish to prove that it realizes F. F takes the following roles in the idealized protocol execution:
-Receives the challenges from corrupt readers, or generates them for honest readers; -Answers challenges on behalf of the honest tags; -Decides which tags are grouped; -Collects the data for grouping-proofs from corrupt tags; -Implements timeouts on honest tags (however, it does not provide punctual time information, i.e., when the scanning occurred).
In order to prove the security of our anonymous grouping-proofs, we now show that each behavior securely provided by F can be achieved, in the real world, through the protocol. In other words, we simulate the operation of the protocol with access to F by the real world operation of the protocol (which cannot rely on F).
We summarize key features of our protocols, which represent the real-world run:
-The challenges are represented by r sys and are received from the Verifier through the reader. -The communication among tags is always mediated by the reader. This means that if a tag wants to talk to one or more other tags, it sends the message to the reader, which forwards it to the proper tag(s). Of course, the reader in question could be corrupt and modify messages, and moreover the adversary can directly modify or interrupt any channels at will-with exception that, if the reader is honest, the adversary cannot tamper with the contents of the channel connecting the reader and the Verifier. -In order to establish which tags are grouped, tags reply to the reader's challenge, transmitting their group pseudonyms. At this point, the reader is able to match the tags that belong to the same group. -Timeouts are implemented on tags, through capacitor discharges. The time needed to discharge a capacitor is well known in advance. -The choice of initiator tag is hard-coded in tags. One, and one only, of the tags belonging to a group is the initiator (tag A ).
In the ideal world, honest parties are controlled by an ideal functionality. The main difference is that the values emitted by the ideal functionality F (as answers of tags) are generated as truly random values, as opposed to pseudo-random. More precisely, whenever ρ evaluates the function f (·; ·, ·) on a triple (k group ; r sys , r tag ), the functionality F first checks whether it has a record (funtion value, k group ; r sys , r tag , t) in its database. If so, it produces the value t as the result of the function evaluation. If a record is not found, it enters one (funtion value, k group ; r sys , r tag , t) in its database, where t is a freshly generated random value, and returns t.
