INTRODUCTION
The problem of matrix pes) is Volovich [6] ). (see e.g. applying elementary column operations to P(s) until a polynomial matrix R(s) is formed with leading column coefficient matrix having full column rank. However, it is well known that this method is not recommanded from a numerical point of view (see Van Dooren [5] ). In this paper we propose a new method for making a given polynomial matrix column reduced which is expected to have much better numerical properties than the method in [6] . Our approach exists of reformulating the original problem as a problem of constructing a minimal polynomial basis for the right nullspace of a polynomial matrix closely related to the original one. The latter problem can be solved in a numerically reliable way using the algorithm presented by Beelen and Veltkamp [l] ,[2}. Ve show that a column reduced form of the original matrix can easily be obtained from the constructed minimal polynomial basis. Ve conclude with an example to illustrate our method.
NOTATIONS
In this paper we consider matrices over the ring of complex polynomials ¢ [s] . If pes) is a polynomial matrix of size mxn with entries Pij(s) then the degree a(p) of pes) is given by a(p) = max degr(p .. (s». Clearly, Eq.
(1) suggests that the problem might be solved by constructing a minimal polynomial basis (HPB) (see Forney [3] ) for the right nulls pace Ker( P(s) , -1m) of (P(S) , -1m ). Unfortunately, this does not always yield a solution as can be seen from the next example.
is not column reduced. So in order to find a solution to our problem we need an HPB having special properties. Therefore, we first mention some lemmas concerning HPB's.
. has full column rank for all s R(s) in ¢, i.e., U(s) and R(s) are right coprime (see Kailath (4) . Clearly, U(s)=I*U(s) and R(s)=P(s)*U(s). Thus, U(s) is a common right divisor of U{s) and R{s), i.e., U{s) is unimodular.
O.E.D.
The next two lemmas will be useful for solving our problem. . 1 cJ
Now we can formulate the main result of this paper. 
Q.E.D.
Let pes) be an mxn full column rank polynomial matrix of degree d. Let 
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(and hence also Q.E.D.
From Theorem 3.1. we can now derive the following algorithm for constructing a column reduced form of a full column rank polynomial matrix P(s). degree d+a has to be expressed as l: s Ok (see [2] ). The coefficient k=O matrices Ok are then used to construct a pencil sE-A which is transformed to a generalized Schur form. Hereafter an HPB can easily be computed by exploiting the special structure of the Schur form, As indicated in [2] the amount of computational effort is completely determined by the dimensions of sE-A and thus by the number of coefficient matrices Ok' Consequently, in step 1 we have to choose a > (3n-l)d as small as possible. Moreover, the bound (3n-l)d can be replaced by a smaller one as can be seen from the proof of Lemma 3.3. However, we shall not discuss this aspect in detail since we found that in many cases step 2 already yields a solution when ex « (3n-l)d. Therefore, we propose th~ following alternative for algorithm Consider the polynomial matrix P(s) as given in Kailath [4] p. 386, i.e., 
Z3(s)
::: Note that in Example 5.2 we have (3n-l)d=16. When applying Algorithm I to this example we have to compute an MPB for the kernel of a polynomial matrix of degree at least 17. This requires much more computational effort than when using Algorithm II which ends after 4 steps.
CONCLUDING REMARKS
In this paper we have presented a new method for computing a column reduced form of a given full column polynomial matrix. Two algorithms are proposed. The numerical aspects of both are identical. However, the latter one is preferred to the first. This preference is based on the experimentally found number of operations needed. However, there is still a lack of theoretical foundation for these observations. The numerical qualities of the method are completely determined by those of the algorithm in [2] for constructing an MPB for the kernel of a polynomial matrix. Although no complete backward stability of this algorithm can be proven, upper bounds for the roundoff errors can be derived. However, several numerical experiments indicate that these bounds are too generous and the computed results agree with the exact ones within the order of machine precision. Since pes) has full column rank, we find for each j (A2)
