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Abstract  
The global financial crisis dramatically transformed the market conditions in the 
banking industry. We construct a theoretical model of spatial competition that 
considers the differential information between lenders and loan applicants to explore 
how changes in the market structure affect the lending behaviour of banks and their 
incentives to invest in screening and how this, in turn, affects the level of credit risk 
in the economy. Our findings reveal that enhanced competition reduces lending cost 
thus encouraging the entry of new customers in credit markets. Also, that the 
transportation cost that loan applicants are required to pay to reach the bank of their 
interest shrinks with respect to the degree of competition. We further lend support to 
the view that stiffer competition has an increasing impact on the level of credit risk. 
Notably, we find that competition strengthens the incentives of banks to engage in 
screening activity and that screening serves as a protection mechanism that can 
provide banks with a shield against bad loans. Overall, when market conditions are 
substantially distorted, this has a dilutive impact on the incentives mechanism of 
banks to screen their applicants. We provide empirical evidence which is consistent 
with the conceptual underpinnings of our theoretical model and the obtained findings.  
 
Keywords: banking; market structure; spatial competition; screening; credit risk;  
                  financial crisis  
JEL classifications: D01; D40; D52; D82; G21 
 
 
 
                                                 
Contact details: Tel.: +44 (0) 1202 968769; E-mail: npapanikolaou@bournemouth.ac.uk   
  
2 
1. Introduction 
One of the key tasks of banks is to mitigate the informational asymmetries, which are inherent in 
the operation of credit markets. To alleviate this friction, banks conduct credit evaluations which 
rely on the gathering and processing of information about the particular characteristics of would-
be borrowers, a technique that is known as ‘screening’. The more information a bank collects 
and the higher the quality of this information, the more efficient it is for the bank to screen out 
bad applications successfully and, hence, to reduce the amount of risk in its loan portfolio. 
The late-2000s financial crisis dramatically transformed the conditions in banking markets 
around the globe. A new landscape has been formed due to the numerous mergers and 
acquisitions which occurred in the wake of the crisis. Additionally, many troubled financial 
institutions either went bankrupt under the auspices of regulatory authorities, or received 
assistance in the form of bailouts, which further fed the transformation of banking markets. As 
Soedarmono et al. (2013) point out, financial crises spawn several reforms such as 
recapitalisations, consolidations, or assisted failures, which substantially alter the degree of 
competition. Similarly, Williams and Nguyen (2005) highlight that a period that follows a 
financial crisis is characterised by considerable changes in the structure of the affected banking 
markets due to the restructuring programmes that authorities launch.  
In view of these profound changes, the link between market structure, banks’ incentives to 
screen loan applicants, and credit risk is once again at the forefront of policy debates. However, 
only a handful of studies have attempted to examine this relationship in the aftermath of the 
crisis. Interestingly, there is as yet no academic consensus on whether competition results in 
higher or lower screening levels or whether it leads to increased or decreased risk. We contribute 
to and extend the current literature on the differential information between financial 
intermediaries and borrowers by theoretically investigating how changes in the market structure 
affect the lending behaviour of banks and their incentives to invest in information acquisition 
through screening and how this, in turn, affects their risk profile.  
Importantly, there are no studies that theoretically establish a clear link between screening 
and credit risk, and this provides a solid ground for our research that scrutinises this relationship. 
Indeed, even though a few studies skim over this relationship (Freixas et al., 2007; Hakenes and 
Schnabel, 2010; Gomez and Ponce, 2014; Pennacchi, 2018), our study is, to the best of our 
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knowledge, the first one that sheds the spotlight on the linkage between screening and risk 
offering clear and concrete results regarding its direction, potency, and validity. 
An innovative feature in our model setup is that we deviate from the extant literature (e.g., 
Chiappori et al., 1995; Schnitzer, 1999; Boot and Thakor, 2000; Hyytinen, 2003; Pennacchi, 
2018), which takes a pre-crisis perspective by assuming that market structure is endogenous in 
the sense that it is determined by the entry decisions as dictated by the profitability in the sector. 
We take a post-crisis perspective and treat the number of banks as exogenous on the basis of the 
following factors: first, the various government interventions in the form of bailouts, assisted 
failures, and non-market-based consolidations, which have been the main determinants of the 
banking market structure in the aftermath of the crisis; and second, the fact that the banking 
industry has been subjected to heavy regulation all the years following the crisis. In sum, the 
number of banks can be thought of as a policy makers’ decision variable in our analysis. 
Formal empirical evidence on the market structure-screening-risk nexus remains sparse in the 
literature. Hence, an additional innovation is that we provide real-world context to our theoretical 
model and to the relevant findings by conducting a cross-country analysis based on the G7 
banking sectors. Our data period extends from 2000 to 2015 thus including the years prior, 
during, and after the crisis. 
Several appealing results are derived when solving our model for the equilibrium price 
levels. When a bank reduces its lending rates, it succeeds in extending its share in the market. 
This is done by ‘poaching’ customers from its more expensive rivals. It is also demonstrated that 
an increase in competition lowers the equilibrium loan rates, rendering credit cheaper for all 
types of applicants. Therefore, more borrowers with either good or bad projects enter the loan 
market. As a consequence, stiffer competition has an increasing impact on credit risk. It is further 
found that when the market structure tends towards perfect competition, the travelling cost of 
borrowers becomes irrelevant in the setting of the optimal lending rate.  
Notably, we offer new insights into the literature by lending support to the view that 
competition strengthens the incentives of banks to engage in screening. Moreover, we show that 
by investing in screening, a bank is able to charge good (bad) borrowers with a lower (higher) 
rate. That is, screening serves as a reliable device that financial intermediaries can resort to in 
order to protect their portfolios against bad credit and, hence, against the embedded risks which 
are more likely to occur under enhanced competition.  
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Overall, we demonstrate that when market conditions are distorted, as has been the case with 
the recent crisis, this has a dilutive impact on the incentives mechanism of banks to screen their 
applicants. Indeed, the large-scale transformations that occurred in the banking market inevitably 
led financial institutions to reassess their incentives to invest in screening. The evidence of our 
empirical analysis is consistent with our theoretical framework and strongly supports the 
underpinnings of our model and the obtained findings. 
The rest of the paper is as follows: Section 2 reviews the literature; Section 3 lays out our 
model of interbank competition with screening; Section 4 characterises the equilibrium and 
presents the key propositions; Section 5 discusses the results and the relevant implications; 
Section 6 furnishes our theoretical analysis with real-world context; Section 7 presents the 
conclusions.   
 
2. Related literature 
A substantial body of theoretical literature, dated prior to the outbreak of the recent financial 
crisis, is devoted to the relevance of market conditions in the screening function of banks; 
however, as highlighted below, little attention has been paid to this topic after the onset of the 
crisis. Moreover, there is no consensus in the extant literature (neither in the pre- nor in the post-
crisis literature) on the relationship that holds between market structure and banks’ incentives to 
screen their loan applicants.   
Manove et al. (2001) construct a model whereby banks make a choice between screening the 
potential borrowers, or asking them to pledge collateral. The posting of collateral by borrowers is 
viewed as being a substitute to screening in that it induces banks to overlook screening even 
though this can transmit an accurate signal to banks regarding applicants’ creditworthiness. In 
high levels of competition, the incentives of borrowers to post collateral increase and this makes 
banks reluctant to engage in screening. Cetorelli and Peretto (2000) demonstrate that, as the 
number of competitors in the banking market declines, the value added that banks attain from 
screening rises. Simply stated, competition negatively affects banks’ incentives to generate 
information via screening, a view that is in line with that of Manove et al. (2001). In a similar 
vein, Cao and Shi (2001) show that increased competition amongst lenders to finance a 
borrower’s project reduces the equilibrium level of screening.  
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Hauswald and Marquez (2006) develop a spatial model of banking competition where the 
quality of banks’ information-acquisition process decreases as the distance separating borrowers 
from banks gets higher. They find that tougher competition erodes bank rents and squeezes the 
resources that lenders devote to screening their applicants. As a consequence, banks become 
more vulnerable in taking faulty lending decisions. Lehner and Schnitzer (2008) also rely on a 
spatial competition model to examine how the entry of foreign banks affects the behaviour of 
their local counterparts in markets that are characterised by different degrees of liberalisation. 
They document that intensified competition due to the entry of foreign banks tends to lower the 
incentives of domestic banks to invest in screening technology.  
Gomez and Ponce (2014) focus on the effect of competition on the efficiency of banks to 
screen potential borrowers, and on the consequences on borrowers’ incentives to exert effort and 
to repay their loans. Their findings show that an increase in the number of banks leads to a lower 
level of loanable funds once a certain optimal threshold in the number of banks is reached at 
equilibrium. If competition increases, this reduces the effectiveness of banks’ screening 
technology to the point that, other things being equal, the expected benefits become negative. 
Along the same lines, Broecker (1990), Shaffer (1998), and Freixas et al. (2007) focus on the 
impact of competition on the effectiveness of banks to screen loan applicants. Interestingly, all 
three studies show that more vigorous competition deteriorates the effectiveness of banks to 
screen the applicants. 
Other studies, however, report a positive impact of competition on banks’ incentives to 
screen would-be borrowers. Villas-Boas and Schmidt-Mohr (1999) employ a competition model 
à la Hotelling (1929) to show that competition strengthens the screening incentives of banks. As 
they point out, this can be explained by the fact that banks compete more aggressively for the 
most profitable applicants. In a similar vein, Hainz et al. (2013) explore how competition affects 
the use of collateral in bank credit markets and the results they obtain also move in the opposite 
direction of those of Manove et al. (2001). More concretely, they document that screening 
becomes more expensive as the distance between the bank and the applicant increases. This 
implies that increased competition makes the use of collateral less likely, by making the choice 
for screening more attractive. In other words, they find that the reduction of loan rates due to 
higher competition is associated with an increase in screening activity.  
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Interestingly, other studies are not capable of documenting a robust link between market 
structure and the incentives of banks to obtain information about the creditworthiness of their 
applicants through screening. Dell’ Arricia (2000), for example, shows that this relationship 
varies depending on which of the following two opposite effects prevails. On the one hand, 
fierce competition aggravates the adverse selection problem that banks face pushing them to 
invest more in screening. On the other hand, more competition is linked to higher incentives for 
banks to deviate from a screening equilibrium, as the additional market share for a deviating 
bank becomes larger. Therefore, it turns out that the sign of the examined relationship is 
determined by the relative strength of the above two contradictory effects. Likewise, Gehrig 
(1998) investigates the incentives of banks to produce information by allowing banks to choose 
the level of their screening effort. A rather ambiguous and inconclusive result is highlighted: the 
study concludes that the direction of the examined relationship depends on the value of 
identifying and attracting good projects relative to the value of detecting and avoiding bad 
projects, which differ amongst banking sectors. 
It follows from the above discussion that there are no papers in the relevant literature that 
theoretically establish a link between screening and credit risk. More specifically, neither of the 
studies we review in this Section clearly demonstrates how banks use screening technology to 
distinguish between investment projects of high-risk from those of low-risk, and ultimately how 
screening is linked to credit risk. This holds also true for a bunch of additional theoretical 
studies, which involve screening as a key element in their analysis (Gehrig and Stenbacka, 2011; 
Bose et al., 2012; Karapetyan and Stacescu, 2014; Pennacchi, 2018). 
 
3. The model  
3.1 The environment 
Our analysis relies on a model of spatial competition à la Salop (1979). We consider a banking 
market with two classes of players: a continuum of banks and a continuum of entrepreneurs. 
Both classes of players are risk-neutral and live for one period, which comprises two stages: 
Stage 1 and Stage 2. Entrepreneurs are located symmetrically around a circle of length 1, and 
their total mass is normalised to 1. The role of geographical distance in the bank-borrower 
relationship reflected in our circle framework has been empirically highlighted by the works of 
Petersen and Rajan (2002) and Degryse and Ongena (2005) amongst others. Each entrepreneur is 
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endowed with an indivisible project that requires an investment of a fixed amount of one unit of 
money. We assume that entrepreneurs have no initial wealth so that if a project is to be initiated, 
entrepreneurs must obtain credit from banks. As such, the term ‘entrepreneurs’ is used 
interchangeably with those of ‘borrowers’ and ‘applicants’ in what follows.  
An investment project either succeeds with probability ]1,0(p yielding a stochastic return 
R(pθ)>1 or fails with probability p1  and returns nothing. This is to say, pθ denotes the 
repayment (success) probability of the investment project. The return, R(pθ), is higher than 1 
(unit of money) to safeguard that entrepreneurs have incentives to invest in the project. The 
parameter θ describes entrepreneurs’ type and takes the following two values: },{ lh , where h 
stands for entrepreneurs with high-quality projects, while l represents entrepreneurs who have 
low-quality projects. Consequently, it holds that ph>pl and 1)()(  lh pRpR , which imply that 
good projects have a higher probability of success and produce higher returns if compared with 
bad projects. We therefore obtain that )()( llhh pRppRp  , which shows that the expected 
returns of a good project are always higher than the expected returns of a bad project.  
 
3.2 Borrowers 
The fraction of good entrepreneurs is equal to q (0<q<1), where q is assumed to be common 
knowledge. That is, both parties know that in each point of the circle’s periphery there is a mass 
q of h-type entrepreneurs and a mass (1-q) of l-type entrepreneurs. As regards the two-point 
distribution of θ, we assume that this is public information. However, θ per se is observable only 
to entrepreneurs in the beginning of Stage 1. That is, entrepreneurs know about the quality of 
their projects, while this information is not known to banks. Nevertheless, banks have the 
expertise to determine entrepreneurs’ capabilities and uncover the actual quality of their projects. 
As we mention later, this is made through screening in our model.  
     Each entrepreneur is required to express his/her preference for a particular type of loan by 
travelling along the circumference at a per length transportation cost  >0 to reach the bank that 
satisfies his/her type. We thus introduce heterogeneity in preferences in our model; this is to say, 
preferences are assumed to be sufficiently heterogeneous to allow the relocation of the 
entrepreneurs on the circle. The idea behind this is that entrepreneurs incur some disutility by 
conducting business with a bank that is not of their type. The distance d >0 that an entrepreneur 
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covers to reach a particular bank is a measure of his/her disutility to buy a less-than-ideal 
product.1 The distance d refers to the physical distance between banks and borrowers, which 
comprises a source of inefficiency for both players.  
     It has to be mentioned here that τ should not be interpreted in strictly geographical terms. 
Instead, it should be viewed as some type of transaction cost that each credit applicant needs to 
pay in order to borrow from the bank of his/her taste. Banks are required to pay more money to 
screen a more distant applicant, whereas the distance-related pecuniary cost (transportation cost) 
to approach a bank physically is higher for the distant applicants. Subsequently, the total cost of 
buying one unit of money equals to the sum of the bank lending rate (see Section 3.3 on this) 
increased by the total transportation cost ( d  ) the entrepreneur has to sustain to reach the bank 
of his/her preference.  
 
3.3 Banks 
We now turn to introduce banks in our model. The whole market consists of n≥k banks (with k 
being a positive integer), which, like entrepreneurs, are also symmetrically distributed on the unit 
circle. The assumption that n≥k safeguards that the number of banks can increase towards 
infinity but cannot fall below some threshold value k. Banks are profit maximisers and compete 
in prices (i.e., loan interest rates) to attract heterogeneous entrepreneurs who invest in risky 
projects. We do not model competition on the deposit market assuming that the supply of 
deposits is perfectly elastic at an interest rate that is normalised to zero. 
     Banks are faced with an informational problem in their lending decisions as they do not know 
the type of their applicants and thus the quality of the proposed projects. They therefore screen 
the entrepreneurs to obtain their type. Since screening is a costly activity, a bank is capable of 
identifying their type at a cost equal to ]1,0(e  per unit invested. The screening cost e can be 
viewed as the bank’s screening effort: a larger e corresponds to a more extensive effort. 
Following Manove et al. (2001), we assume that screening is non-contractible, so that banks 
cannot sell it to their customers as a service; also, that the signal that banks receive from 
screening is strictly proprietary in that it is not observable to any of their competitors. If 
information spillovers were to be assumed instead, a free-riding problem would arise, which 
                                                 
1 For more on this point, the interested reader can refer to Schnitzer (1999). 
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would curtail the incentives of banks to undertake screening. This, in turn, would possibly lead to 
an inefficient credit allocation.2 
     To continue, screening technology is perfect in the sense that the signal each bank receives is 
not noisy. We assume that banks have access to perfect screening technology only above some 
threshold value of e>>0 that may differ amongst banks, but that all banks have incentives to pay. 
To shed more light on this assumption, we can think of a bank that-conditional on the screening 
cost e as well as on the other parameters of the model- decides not to pay e to screen an 
applicant. The bank will learn the entrepreneur’s type only after the loan has been granted and 
invested.3 In such a case, the loan may have been extended to a bad entrepreneur with a low-
quality project. In the extreme case where all banks but one are engaged in screening, then that 
particular bank risks serving all the bad entrepreneurs in the market. This credible threat in the 
context of a game theory perspective provides all banks with solid incentives to screen their 
applicants at a cost e. Further, without the assumption that e>>0, banks would prefer to invest the 
lowest possible amount of money (i.e., 0e ) to screen entrepreneurs and obtain their type. 
Moreover, the level of e is particularly relevant for the better understanding of our findings as 
will become clear later. 
After distinguishing good from bad entrepreneurs through screening, banks proceed to 
discriminate among them in prices by offering a loan interest rate rθ chosen from the set {rl,, rh}. 
The lending rate factor rθ encompasses two main components: the repayment probability of the 
loan pθ that reflects entrepreneurs’ creditworthiness, and the administrative cost of lending which 
is assumed to be constant for all types of borrowers and independent of the distance d that 
separates banks from entrepreneurs. Following Chiappori et al. (1995) and Hyytinen (2003), we 
assume that banks cannot observe the exact location of entrepreneurs on the circle, which means 
that price discrimination is not location-based. Put simply, banks do not engage in spatial 
pricing. By being offered distinct rates, entrepreneurs learn the type that has been assigned to 
them and travel to the bank that satisfies their type to apply for credit.  
 
 
 
                                                 
2 The seminal work of Cetorelli and Peretto (2000) provides a thorough analysis of the free-riding problem that 
emerges when the results of the screening process are observable to the rival banks.  
3 For more details on this point, see Dell’ Arricia (2001). 
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3.4 Timing 
The time structure of the game is as follows. At stage 1, banks screen the entrepreneurs and 
reveal their type. Banks then compete to attract loan customers by simultaneously making their 
price offers to each of them based on the screening outcome. At stage 2, entrepreneurs observe 
the loan rates offered, and travel to the bank that proposed the most favourable contract to apply 
for credit. Clearly, in case two banks make the same offer, entrepreneurs choose the one which is 
nearer to his/her preferences. Moreover, entrepreneurs are indifferent between two banks in case 
they are required to pay the same total cost given by the sum of the loan rate paid to the bank 
plus the transportation cost. 
 
3.5 Relationship vs Transaction banking 
At this point, it is useful to make a distinction between relationship and transaction banking in 
the context of our analysis and clarify that our model is focused on the latter type of banking.4  
     Relationship banking refers to the provision of a variety of financial services towards the 
establishment of long-term relationships with customers through multiple interactions. Loans are 
packaged with other services so that the relationship with a borrower has a marketing value for 
the bank and, as such, the bank has to consider the overall cost of rejecting a loan when choosing 
the optimal screening effort. Relationship banking has been widely examined in the theoretical 
literature (see, e.g., Boot and Thakor, 2000; Manove et al., 2001; Dell’ Ariccia and Marquez, 
2004; Hauswald and Marquez, 2006) as well as in the empirical literature (see, e.g., Petersen and 
Rajan, 2002; Degryse and Ongena, 2005; Agarwal and Hauswald, 2010; Sääskilahti, 2016) either 
on a stand-alone basis or in comparison to transaction banking. The relevant studies focus on 
small business lending and either assume a multi-product banking market where both loans and 
deposits are offered, or distinguish between incumbent and de novo banks where the former 
institutions lend to the same business for the second time and, hence, have an informational 
advantage compared to the latter ones, or introduce collateral as a substitute for screening, or 
assume that bank decisions rely on ‘soft’ or proprietary information. Not all studies necessarily 
incorporate every one of the aforementioned characteristics when modelling relationship 
banking. 
                                                 
4 Bolton et al. (2013) provide an excellent discussion of the differences and similarities between the two banking 
business models. 
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     On the other hand, as highlighted in Boot and Thakor (2000), transaction-based banking 
involves arm’s length transactions with borrowers rather than long-term relationships. This 
business model treats each loan transaction as a single deal and focuses on the risk entailed in the 
loan contract. Also, in transaction-based practices, the price of the service rather than the 
relationship that the firm holds with the financial intermediary is the means of attracting a steady 
stream of business. Studies that shed the spotlight on this form of banking share the following 
characteristics. They: a) focus on a single service, paying little or no attention to the synergies 
between various services, b) assume homogeneous banks in the sense that banks have no prior 
information on the risk profile of loan applicants, and c) examine the acquisition of ‘hard’ 
instead of ‘soft’ information. The model we develop as presented above combines all three 
features and, hence, our study falls into the area of transaction-based banking.  
 
4. Equilibrium 
The equilibrium solution is obtained by backward induction, i.e., we first solve Stage 2 and then 
Stage 1. As earlier mentioned, in Stage 2, the entrepreneur views the interest rate offered by each 
bank and travels to the bank of his/her interest. For any given rate rθ, the expected net return of a 
type-θ entrepreneur is given by: 
 
           drpRp  ])([    (1) 
 
Note that the lending interest rate rθ is multiplied by pθ because there is a possibility (1- pθ) that 
the loan will not be repaid.  
     We can now formulate entrepreneur θ’s participation constraint, which ensures that it is in the 
interest of every entrepreneur to participate in the loan market. An entrepreneur applies for credit 
only if his/her expected net profit is non-negative:  
 





])([
0])([
rpRp
ddrpRp

   (2) 
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Since dθ>0 by definition, it must hold that 0
])([





rpRp
. It is assumed that pθ and  are 
larger than zero, which implies that R(pθ)-rθ must also be larger than zero, i.e., R(pθ)>rθ. The 
latter condition stands for the project’s viability constraint and shows that the return of an 
investment project must always outweigh the lending cost. In fact, this condition ensures that eq.  
(2) is not violated.  
Assuming that eq. (2) holds with equality and solving for the distance variable dθ, we obtain: 
 
    




])([ rpRp
d

     (3) 
 
Eq. (3) shows that it is not profitable for any entrepreneur to apply for a loan beyond dθ. Since 
entrepreneurs have been informed the type that has been assigned to them in the beginning of 
Stage 2 when banks have made them a price offer (either rh or rl), we move to extract the 
following two equations which are produced by eq. (3) for each of the two types of 
entrepreneurs:  
 
    

])([ hhh
h
rpRp
d

         (3a)  
 
    

])([ lll
l
rpRp
d

     (3b) 
 
We can now turn to characterise the Nash equilibrium in the loan market. Our focus is 
restricted on symmetric equilibrium in location and interest rates. That is, we do not examine 
collusive equilibria as those sustainable with trigger strategies. As mentioned earlier, each of the 
n banks makes a price offer to potential borrowers. Without loss of generality, we can assume 
that a typical bank j offers 
jr , j=1,2, …, n and that the transportation cost  is small enough (but 
not equal to 0) for the banking market to be wholly covered. In this scheme of things, bank j is 
located equidistantly between banks j+1 and j-1 that charge 
1jr  and 
1jr , respectively. An 
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entrepreneur of type θ located at a distance ]/1,0( nd   from bank j is indifferent between 
borrowing from j and borrowing from its nearest neighbour, say j+1, if the equation below holds 
true: 
 
          )
1
(])([])([ 1   d
n
rpRpdrpRp jj    (4) 
 
Eq. (4) is the indifference condition, which reveals the exact location of the type-θ marginal 
borrower who is located half-way between bank j and bank j+1. Solving eq. (4) for d  yields: 
 
               



2
)(
2
1
),(
1
1
jj
jj rrp
n
rrd



   (5) 
 
Hence, bank j faces the following demand for loans: 
 
                        




)(1
2),(
1
1
jj
jjj rrp
n
drrL




 (6) 
 
From the expression 2 d  in eq. (6), we can infer that two marginal borrowers exist in the market: 
one on the left-hand side, and one on the right-hand side.  We also notice that for 
1 jj rr  , we 
obtain 
1
2
d
n
   which corresponds to the mid-point between the two adjacent banks j and j+1. 
Moreover, we can obtain that
n
L j
1
 , implying that the n banks equally share the borrower 
population. Like in the Salop’s (1979) model, the ratio 
n
1
 stands for a measure of bank’s market 
power.  
By looking at eq. (6) more closely, we observe that the loan demand function of bank j is 
declining in its own rate
jr and increasing in its rival bank’s rate
1jr . This means that bank j can 
attract a larger number of would-be borrowers if it lowers its lending rate. The converse also 
holds true: an increase in the lending rate factor is enough to compel borrowers to move away 
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from the relatively more expensive bank. Importantly, neither the number of banks n, nor the 
level of transportation cost  vitiates the power of this finding. In other words, borrowers travel 
to the bank that offers the lowest rate regardless of the degree of competition in the market and 
the relevant transportation cost. 
Banks price entrepreneurs on the basis of their type. Consequently, for θ=h, the loan demand 
function (eq. 6) takes the following form: 
 
        

)(1
2),(
1
1
j
h
j
hh
h
j
h
j
h
j
h
rrp
n
drrL



             (6a)  
 
Correspondingly, for θ=l we obtain: 
 
        

)(1
2),(
1
1
j
l
j
ll
l
j
l
j
l
j
l
rrp
n
drrL



             (6b) 
 
We can now turn to consider Stage 1. The optimisation problem of bank j is regarded as 
choosing the optimal lending rates 
j
hr
*
and 
j
lr
*
 by appropriately pricing heterogeneous borrowers 
through the screening mechanism, given similar choices of the other banks. Hence, bank j’s 
expected net returns per unit of loans granted to h-type and l-type borrowers are as follows: 
 
    )1()( erqpru jhh
j
h
j
h       (7a)  
and  
)1()1()( erpqru jll
j
l
j
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     Accordingly, bank j solves the following maximisation problem:  
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If we substitute eqs. (6a), (6b), (7a), and (7b) into eq. (8), we get: 
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     We can now differentiate the profit function with respect to 
j
hr and 
j
lr . The symmetric price 
equilibrium is obtained by setting 
1 jh
j
h rr  and 
1 jl
j
l rr :
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Proposition 1. An increase in competition reduces the equilibrium loan rate no matter the type of 
the borrower  
Proof. The first order conditions of eqs. (10a) and (10b) with respect to n are 0
2
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, respectively. Hence, both 
* j
hr  and 
* j
lr  decrease with the number of 
banks n, which shows that the level of competition is negatively linked with the equilibrium 
lending rates regardless of the type of applicants. This is to say, the impact of competition on the 
equilibrium rates is uniform across the two types of borrowers, implying that both good and bad 
entrepreneurs face lower rates under enhanced competition. Therefore, as competition increases 
a larger number of entrepreneurs of any type are expected to enter the market attracted by the 
lower funding cost. That is, not only good but also bad projects with lower probability of success 
which entail higher credit risk are to be proposed to the banks for potential funding. This 
proposition is in line with the mainstream view in the literature that provides support to the 
                                                 
5 The proof is relegated to Appendix A. 
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negative relationship that holds between the degree of competition and the cost of lending. For 
instance, Boyd and De Nicolò (2005) and De Nicolò and Loukoianova (2007) find that banks 
charge lower loan rates when competition is increased and this is a counter-incentive in the 
borrowers’ risk-taking decision.  
 
Proposition 2. In high levels of competition, transportation cost is irrelevant in the setting of the 
optimal loan rate 
Proof. By looking at the first order conditions of eqs. (10a) and (10b) with respect to the number 
of banks n, we can infer that when n>>0, it holds that 0/ n where },{ lh . This means that, 
in a very competitive loan market where n is sufficiently large, the particular type and level of 
transportation cost  plays no role in the optimal rate setting. Any additional bank entry that 
would drive the market further nearer to perfect competition (i.e., n ) would strengthen the 
power of this proposition since 0/ n .  
 
Proposition 3. Screening serves as a reliable protective mechanism for banks against credit risk  
Proof Suppose there is the maximum possible heterogeneity between borrowers in the economy, 
i.e., .
2
1
q  Substituting 
2
1
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j
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, which holds by assumption. The inequality 
j
l
j
h rr
**   implies that the bank offers a low loan rate that is equal to jhr
*
to entrepreneurs with 
high-quality projects and a high rate that equals to 
j
lr
*
to those with low-quality projects. This 
occurs because banks pay a cost e to screen the would-be borrowers and reveal their type and 
learn the probability of success pθ of their investment projects. Since pθ, which is a component of 
rθ (together with the administrative cost of lending which, however, remains unchanged between 
the two types of borrowers as mentioned above) is lower for bad projects and higher for good 
projects, i.e., pl<ph, a bank charges good (bad) applicants with a lower (higher) rate. In so doing, 
the bank manages not to expose its loan portfolio to the credit risk assumed in low-quality 
projects. 
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     To provide further theoretical justification to Proposition 3, we highlight below that screening 
acts as an effective device against credit risk, even in the case that the screening technology that 
banks use to detect good and bad projects is imperfect.6 Towards this, we assume that screening 
(which continues to incur a cost e) produces an imperfect signal 𝑠 ∊ {ℎ, 𝑙} and that a bank accepts 
a loan application when it observes a signal h and rejects an application when the signal that it 
obtains is given by l. We define 𝛼(𝑒) = Pr⁡(ℎ|𝐻, 𝑒) as the probability for correctly accepting a 
high-quality project or, alternatively, the probability of correctly observing a signal h, where H 
stands for the entire population of entrepreneurs with high-quality projects h. We also define 
𝛽(𝑒) = Pr⁡(ℎ|𝐿, 𝑒) as the probability for falsely accepting a high-quality project or, alternatively, 
the probability of erroneously observing a signal h, where L stands for the entire population of 
entrepreneurs with low-quality projects l. Consequently, imperfect screening technology 
produces a type-I error with probability 1-(e) and a type-II error with probability (e). The 
higher is the screening cost e, the higher is the ability of the bank to obtain a true signal and 
distinguish the entrepreneurs with high-quality projects with ′(e)>0, ′′(e)≤0, from those with 
low-quality projects with ′(e)<0, ′′(e)≥0. In the special case of ‘no screening’ (i.e., e=0), banks 
are not in the position to obtain any information beyond the known distribution of population of 
high- and low-quality projects, so that (0)=q and (0)=1-q. On the other extreme, when e=1 a 
perfect (or completely informative) screening technology is assumed so that (1)=1 and (1)=0. 
 
Proposition 4. Increased competition induces banks to invest more in screening 
Proof. Eq. (10a) can be written as follows:  
 
1)1(
)1( **** 




n
q
rqpeqrnqpen
nqp
nenq
r
qp
e
np
r h
j
hhh
j
hh
h
hj
h
hh
hj
h



 
 
If we compute the first derivative of the above equation with respect to n, we get: ,
2n
q
n
e h


which is positive since ,0qh and ,h q>0, by assumption.
7 This shows that the greater the 
                                                 
6 Studies that use imperfect screening technologies are those of Hainz et al. (2013) and Lehner and Schnitzer (2008). 
7 It is straightforward that we obtain the same results if, following the same process, we differentiate (10b) -instead 
of (10a)- with respect to n.  
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number of competitors n in the market, the larger the screening cost e that each competitor 
incurs. In simple terms, this proposition implies that banks invest more in screening technology 
when competition increases. Put differently, under mounting competition, banks are willing to 
pay a higher cost to obtain the actual type of their applicants. That is, the threshold value of e for 
each bank which ensures the perfect screening outcome increases as competition becomes 
tougher. The present proposition is in agreement with the results of the studies of Hainz et al. 
(2013) and Villas-Boas and Schmidt-Mohr (1999), but stands in sharp contrast to those of 
Manove et al. (2001), Hauswald and Marquez (2006) and Lehner and Schnitzer (2008) who find 
that intense competition reduces the rents of banks and decreases their overall incentives to 
screen their credit applicants. The proposition is also in conflict with the view of Cetorelli and 
Peretto (2000), who, though relying upon the assumption that screening information is 
transferable and not proprietary (as it is the case in our analysis), demonstrate that competition 
negatively affects banks’ incentives to generate information.  
 
5. Discussion 
In what follows, we discuss our key findings and present several insights together with a set of 
policy and business implications. To begin with, we show that borrowers are willing to travel to 
the bank that offers the lowest rate regardless of the degree of competition in the market and the 
relevant transportation cost. Therefore, each bank has incentives to poach borrowers from the 
competing banks by reducing its lending rate in an attempt to expand its market share.8 In other 
words, it is in the interest of each bank to offer a cheaper loan contract to encroach on its close 
rivals’ market, as this, in turn, leads to the enhancement of the bank’s share in the market and to 
a potential increase in its rents. This is the so-called ‘business-stealing’ effect, which has been 
widely documented in the theoretical and empirical corporate finance literature (see, e.g., 
Mankiw and Whinston, 1986; Raith, 2003; Davis, 2006; Baggs  and de Bettignies, 2007). In the 
context of our research, this effect implies that when a bank lowers its price as a result of the 
increased competition as we discuss below, the rival banks turn out to be relatively more 
expensive. Due to this price advantage, the bank finds it easier to attract business from its 
competitors. Conversely, when a bank raises its lending rate above the equilibrium rate, this 
                                                 
8 The rationale behind the concept of ‘poaching’ can be traced in the study of Bouckaert and Degryse (2006) as well 
as in that of Hauswald and Marquez (2006). 
  
19 
discourages the bank’s borrowers, who now seek to travel to a relatively cheaper institution. 
Notably, transportation cost is found to play no role in the decision of entrepreneurs to travel to 
(move away from) a bank that decreases (increases) its lending rates. 
     We report a negative relationship between the number of banks in the market and the level of 
equilibrium lending rates, which suggests that competition has a considerably decreasing impact 
on the cost at which credit is available. This means that a larger number of banks give rise to 
intensive price competition in the banking market, which results in a lower lending cost. 
Interestingly, the interest rate that borrowers pay on their loans drops as the market structure of 
the banking sector becomes more competitive regardless of the type of each borrower. That is, 
good but also bad borrowers with projects of lower probability of success which entail higher 
risk are expected to take advantage of this decreased cost. Therefore, it can be inferred that 
enhanced competition has an increasing impact on the level of credit risk in the banking market. 
In line with our argument, Freixas et al. (2007) show that a larger number of banks raises the 
probability that bad entrepreneurs will eventually obtain a loan. The intuition is simple: when the 
number of banks in the market increases, bad entrepreneurs are more likely to apply for a loan. 
They therefore have a higher probability of finding a bank that will accept their application.  
We further find that the importance of transportation cost in the setting of equilibrium loan 
rates declines as the number of banks increases. The condensed significance of transportation 
cost as a result of increased competition, coupled with the previously mentioned findings, 
indicates that fiercer competition reduces interest rates as it shrinks the average distances 
between all possible combinations of borrowers and neighbouring banks. In other words, as the 
cost of lending declines, more entrepreneurs are expected to enter the loan market, which implies 
that intensified competition leads to a greater degree of openness in the market. 
To continue, we document that by investing in screening, a bank can charge good (bad) 
entrepreneurs with a lower (higher) rate. Hence, screening works as a key tool for banks to 
distinguish good from bad investment projects: it assists banks to price discriminate each project 
as appropriate by revealing the type of the loan applicants to the bank that conducts screening 
tests. Therefore, screening acts as a mitigation mechanism for the informational asymmetries 
related to the unobservable applicants’ creditworthiness, which are inherent in the lender-
borrower relationship. As a result, screening enhances the quality of a bank’s loan portfolio as it 
provides the bank with the knowledge needed to reject a risky project and to accept a less risky 
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one. Consequently, screening constitutes an effective device against loan losses because it 
reduces the probability of both Type-I and Type-II errors, which reflect the two sources of credit 
risk.  
Importantly, we report an upsurge in banks’ screening cost as a result of the increased 
competition in the lending market, which is in line with the theoretical predictions of Villas-Boas 
and Schmidt-Mohr (1999) and Hainz et al. (2013). The main interpretations to be placed upon 
this finding are as follows. First, the level of credit risk that banks are subjected to in a more 
competitive environment tends to be higher. This is because banks are more prone to make 
mistakes in their lending decisions as the number of credit applicants and, hence, that of bad 
applicants increases due to the intensified competition as documented above. To protect their 
portfolios from the increased threat of credit risk, banks turn to invest a larger amount of money 
in screening technology, or, alternatively, to devote more effort into screening, which incurs a 
higher cost. Second, as highlighted earlier, increased competition exerts a downward pressure on 
lending rates. Lowering the loan prices raises the screening cost, because greater credit rationing 
is required if banks are to screen out the risky borrowers. And, third, in line with Bose et al. 
(2012), if a bank anticipates a reduction in the expected returns from a proposed project due to 
higher credit risk, this can produce a pronounced increase in the screening of prospective 
borrowers, with substantial corresponding welfare effects. 
An alternative interpretation of the reported increase in screening cost due to the enhanced 
competition is grounded on the view of Acharya et al. (2006) according to which the 
informational effectiveness of financial institutions is lower in highly competitive markets. 
Similarly, Shaffer (1998) argues that the screening process is less effective in less concentrated 
markets, and Gomez and Ponce (2014) show that more vigorous competition deteriorates the 
effectiveness of banks to screen applicants. On the whole, screening is a reliable device which 
can help banks to collect borrower-specific information that constitutes a shield against bad 
loans. Banks are required to incur a higher screening cost under fiercer competition in order to 
maintain the quality of information production and acquisition. 
In sum, our results demonstrate that market structure is robustly linked to bank lending 
behaviour and to the incentives of banks to invest in information acquisition via screening. 
Historically, financial crises and the structure of the banking market have been strongly 
interrelated with each other. In a crisis, the number of distressed institutions increases, and this, 
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in turn, leads to an upsurge in the volume of bankruptcies, liquidations, and consolidations. 
Consequently, the number of banks and, hence, the level of competition is drastically reduced 
(Pérez Montes, 2014; Sääskilahti, 2016).  
Based on our overall findings, we can argue that the large-scale transformations that occurred 
in the banking industry as a result of the crisis inevitably led financial institutions to reassess 
their incentives to invest in screening. Specifically, the relaxation of the competitive market 
structure due to the massive consolidations, bailouts, and failures reduced the incentives of banks 
to screen their loan applicants. Put differently, the decrease in competition induced banks to slow 
down their screening effort. Bose et al. (2012) show that a bank often experiences increasing 
marginal returns to screening in a standard setting where the bank can decide how intensively to 
screen the investment projects of prospective borrowers. These returns imply that even small 
changes in industry parameters, such as, e.g., the degree of competition, can lead to large 
changes in the equilibrium screening intensity. 
A different interpretation is that the crisis has allowed the banking market to evolve into a 
system where banks are more effective in screening the potential borrowers and this is the reason 
why a reduction in the relevant cost is reported. This means that the effectiveness of the 
screening technology has been improved as a result of the decrease in the number of banks in the 
market. The conceptual basis of this argument can be found in the Schumpeterian concept of 
‘creative destruction’, which, in the context of our research, refers to the emergence of a new 
banking market architecture through the devastating effects of the crisis on the sector that allows 
banks to operate more effectively.9 To give an example, the majority of banks that failed during 
the crisis were small-to-medium sized banks; on the other hand, those that were bailed out by the 
regulatory authorities were large and systemically important institutions. In addition, the 
numerous mergers and acquisitions that took place gave birth to a bunch of new large banks. 
Since smaller banks have admittedly a more limited access to the information set of loan 
applicants compared to larger banks, the post-crisis banking sector which consists of a higher 
number of large banks and a lower number of small banks is more effective in screening.10  
                                                 
9 We thank an anonymous reviewer for providing us with the relevant insight. 
10 Marquez (2002) shows that small banks possess less information about the market than large banks and, hence, 
the former banks are less effective in screening. 
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Taken together, when market conditions are significantly distorted as has been the case in the 
global financial crisis, this has a dilutive impact on the incentives mechanism of banks to screen 
their applicants. 
 
6. Empirical evidence 
We provide real-world context to our theoretical model by conducting a cross-country analysis 
based on the G7 economies. Our focus on these economies is due to several important reasons. 
First, the G7 banking sectors were seriously hit by the crisis and have therefore undergone 
considerable changes in their market structure due to the large-scale bailouts, mergers, 
acquisitions and failures. Second, an understanding of the competition-risk dynamics in the 
leading world economies is vital because these set the tone for other economies to follow in so 
far as the best practices in bank regulation and supervision are concerned. And, third, G7 is the 
most representative group of economies in terms of banking and financial services 
sophistication, business models, and standards to which all other western-type economies tend to 
adhere.  
     We focus on commercial banks by filtering out the cooperative, savings, and investment 
banks as well as the credit unions and credit associations. Even though some of these institutions 
take deposits and grant loans similar to commercial banks, they often have other business 
objectives to satisfy. In addition, they do not attract the same regulatory scrutiny and oversight as 
commercial banks, which makes their analysis a rather arduous and misdirected exercise. Our 
data period extends from 2000 to 2015 and thus include the years preceding the financial crisis, 
the crisis period itself, as well as the years that followed the crisis. 
 
Table 1    
Data refinement. This table reports the filters we apply to obtain the final sample of banks. Bank-year observations 
refer to commercial banks from the G7 economies over the period 2000-2015. Data are collected from the Bureau 
Van Dijk Bankscope database.  
Applied filters Bank-year  
observations 
Initial sample 53,616 
Missing observations for more than half of the sample years  3,129 
Missing income statement observations      63 
Observations with negative equity capital values      15 
Observations with equity capital values in the top 1% of the distribution     397 
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Observations with equity capital values in the bottom 1% of the distribution      387 
Final sample 49,625 
 
     We obtain our sample banks from the Bureau Van Dijk Bankscope database. As shown in 
Table 1, our initial sample consists of 53,616 bank-year observations having accounted for 
mergers and acquisitions that took place during the examined period. We ensure that banks 
appear separately in the sample before M&As and only the merged entity or the acquiring bank 
is included in the sample after the relevant event.  
     We apply several filtering rules to eliminate the non-representative data. We exclude the 
observations which are linked to banks with: a) missing data for more than half of our sample 
years (that is, 8 years or more); b) missing income statement data; c) negative equity capital 
values; and d) equity capital levels in the top 1% and bottom 1% of the distribution as a means of 
combating the likely dominance of our study by the U.S. banks, which comprise the majority of 
our sample banks as shown in Table 2 that follows. Our refined sample consists of 49,625 bank-
year observations and is composed of 2,899 commercial banks. The detailed breakdown of the 
sample banks in each of the G7 economies is presented in Table 2. 
 
Table 2    
Breakdown of sample banks. This table presents the bank-year observations and the number of banks per G7 
country in our sample. 
Country Bank-year observations Number of banks 
Canada 328 57 
France 2,137 168 
Germany 280 54 
Italy 477 99 
Japan 168 30 
United Kingdom 3,331 304 
U.S. 42,904 2,187 
Total 49,625 2,899 
 
     We resort to the empirical literature to estimate the market structure of the banking sectors of 
the G7 economies. Following Claessens and Laeven (2004), Schaeck et al. (2009), and Schaeck 
and Cihak (2012) amongst others, we use the Panzar and Rosse (1987) H-Statistic as a measure 
of market conditions.11 The value of H-Statistic is negative for a monopolistic banking market, 
equals to 1 for a purely competitive market and ranges between 0 and 1 for monopolistic 
                                                 
11 The calculation of H-Statistic is described in Appendix B.  
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competition. We also employ the Herfindahl-Hirschman Index (HHI) in our analysis in line with 
Berger et al. (2009), Beck et al., (2013), and Akins et al. (2016). This is calculated as the sum of 
squares of the market share of each sample bank using total loans as the input variable. Higher 
values of HHI indicate greater market concentration. Like the five- or the three-bank 
concentration ratios, HHI captures a structural market characteristic (i.e., concentration) and is, 
therefore, theoretically underpinned by the Structure-Conduct-Performance (SCP) hypothesis 
which can be traced back to the seminal work of Bain (1951). According to this hypothesis as 
documented in the banking literature (see, e.g., Berger and Hannan, 1989; Neumark and Sharpe, 
1992; Khan et al, 2018), the degree of concentration exerts a negative impact on competition. 
More concretely, the level of concentration demonstrates the extent to which the largest 
institutions contribute to the output of the banking industry. A higher level of concentration 
implies more market power and, hence, less competition. However, it should be noted that more 
concentrated banking markets are not necessarily less competitive.12 
     As regards the risk that is entailed in the loan contracts, this is measured by the ratio of non-
performing loans to total loans (NPL) in accordance to the relevant literature (Berger et al., 2009; 
Jimenez et al., 2013; Kick and Prieto, 2015). The nonperforming loans ratio is an ex post 
measure of credit risk. It reflects the loan portfolio risk embedded in bank balance sheets, only 
after its materialisation. Like loan loss provisioning, non-performing loans are procyclical, as 
they are basically linked to contemporaneous problem loans, so that the relevant ratio rises 
during an economic downturn when credit risk materialises (Laeven and Majnoni, 2003; Pool et 
al., 2015). 
     In line with our theoretical framework, we also account for the volume of bank loans granted 
to entrepreneurs by using the ratio of business loans to bank total assets (LA). The loan-to-asset 
ratio is a standard measure of the bank lending activity in the literature (Chronopoulos et al., 
2015; Caglayan and Xu, 2016).  
      Table 3 displays the mean values for all four variables we employ in our empirical analysis 
(HHI, H-statistic, LA, NPL). The means are calculated per year and per country using the entire 
sample period (2000-2015). As discussed below, the empirical evidence is consistent with our 
theoretical framework and provides strong support to the conceptual underpinnings of our 
                                                 
12 We thank the Associate Editor of the European Journal of Finance for pointing this out. 
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theoretical model and to the findings we derive by solving for the equilibrium prices (eqs. 10a 
and 10b). 
Table 3      
Market structure, lending activity, and credit risk. This table displays the mean values per year and per country for the H-statistic, the Herfindahl-Hirschman Index (HHI), the ratio of business loans to total assets (LA), and the ratio of 
non-performing loans to total loans (NPL). 
 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 
CANADA 
HHI 
H-statistic 
LA 
NPL 
 
0.0503 
0.5819 
0.0932 
0.0472 
 
0.0308 
    0.6281 
0.0996 
0.0518 
 
0.0279 
0.6723 
0.1172 
0.0534 
 
 
0.0262 
0.7038 
0.1205 
0.0449 
 
0.0247 
0.7892 
0.1298 
0.0521 
 
0.0231 
0.8021 
0.1502 
0.0532 
 
0.0219 
0.8275 
0.1764 
0.0438 
 
0.0214 
0.8834 
0.1783 
0.0647 
 
0.0201 
0.8823 
0.1023 
0.1255 
 
0.0514 
0.5930 
0.0831 
0.1431 
 
0.0663 
0.5863 
0.0694 
0.1466 
 
0.0712 
0.4219 
0.0652 
0.1551 
 
0.0794 
0.3738 
0.0593 
0.1749 
 
0.0755 
0.4128 
0.0641 
0.1855 
 
0.0524 
0.4482 
0.0672 
0.1952 
 
0.0521 
0.5173 
0.0937 
0.1931 
FRANCE 
HHI 
H-statistic 
LA 
NPL 
 
0.0730 
0.4291 
0.0838 
0.0590 
 
0.0693 
0.4572 
0.0832 
0.0562 
 
0.0547 
0.4702 
0.1027 
0.0721 
 
0.0486 
0.4893 
0.1129 
0.0515 
 
0.0255 
0.7041 
0.1284 
0.0569 
 
0.0302 
0.6402 
0.1297 
0.0619 
 
0.0298 
0.6594 
0.1483 
0.0614 
 
0.0235 
0.7190 
0.1630 
0.0715 
 
0.0228 
0.7392 
0.1502 
0.1231 
 
0.0852 
0.4128 
0.0954 
0.1419 
 
0.1251 
0.1497 
0.0683 
0.1940 
 
0.1375 
0.1309 
0.0531 
0.2194 
 
0.1397 
0.1202 
0.0472 
0.2053 
 
0.1399 
0.1121 
0.0431 
0.2417 
 
0.1265 
0.1554 
0.0486 
0.2450 
 
0.1168 
0.1792 
0.0696 
0.2042 
                 
GERMANY    
HHI 
H-statistic 
LA 
NPL 
 
0.0823 
0.4023 
0.1028 
0.0329 
 
0.0774 
0.4237 
0.1054 
0.0412 
 
0.0706 
0.4499 
0.1364 
0.0311 
 
0.0471 
0.5127 
0.1590 
0.0373 
 
0.0287 
0.7069 
0.1748 
0.0401 
 
0.0341 
0.6295 
0.1839 
0.0419 
 
0.0332 
0.6508 
0.2088 
0.0562 
 
0.0242 
0.7175 
0.2145 
0.0681 
 
0.0199 
0.7532 
0.2001 
0.1006 
 
0.0502 
0.4814 
0.1238 
0.1307 
 
0.0952 
0.2547 
0.0953 
0.1738 
 
0.1148 
0.2064 
0.0682 
0.1909 
 
0.1196 
0.1831 
0.0623 
0.1997 
 
0.1202 
0.1708 
0.0694 
0.2200 
 
0.1157 
0.1979 
0.0831 
0.2374 
 
0.1181 
0.2036 
0.0955 
0.2104 
                 
ITALY 
HHI 
H-statistic 
LA 
NPL 
 
0.0863 
0.4038 
0.0942 
0.0592 
 
0.0801 
0.4127 
0.1105 
0.0518 
 
0.0713 
0.4468 
0.1194 
0.0590 
 
0.0580 
0.5521 
0.1264 
0.0617 
 
0.0342 
0.6591 
0.1396 
0.0574 
 
0.0358 
0.6607 
0.1494 
0.0509 
 
0.0337 
0.6551 
0.1688 
0.0683 
 
0.0248 
0.7036 
0.1874 
0.0791 
 
0.0216 
0.7492 
0.1739 
0.1494 
 
0.0497 
0.5281 
0.1137 
0.2083 
 
0.0841 
0.3015 
0.0812 
0.2309 
 
0.1034 
0.2418 
0.0535 
0.2422 
 
0.1211 
0.2104 
0.0468 
0.2638 
 
0.1238 
0.1992 
0.0450 
0.2711 
 
0.1223 
0.2151 
0.0589 
0.2644 
 
0.1056 
0.2395 
0.0734 
0.2692 
                 
JAPAN   
HHI 
H-statistic 
LA 
NPL 
 
0.0496 
0.5284 
0.1176 
0.0278 
 
0.0428 
0.5496 
0.1273 
0.0291 
 
0.0392 
0.5792 
0.1386 
0.0388 
 
0.0371 
0.6323 
0.1539 
0.0372 
 
0.0296 
0.7047 
0.1893 
0.0364 
 
0.0274 
0.7231 
0.2017 
0.0279 
 
0.0231 
0.7459 
0.2176 
0.0332 
 
0.0188 
0.7974 
0.2267 
0.0562 
 
 
0.0172 
0.8385 
0.1361 
0.1083 
 
0.0529 
0.5942 
0.0870 
0.1206 
 
0.0834 
0.4846 
0.0683 
0.1460 
 
0.0904 
0.3972 
0.0571 
0.1677 
 
0.1031 
0.3315 
0.0568 
0.1738 
 
0.1038 
0.3206 
0.0576 
0.1650 
 
0.0966 
0.3592 
0.0605 
0.1689 
 
0.0894 
0.3820 
0.0883 
0.1501 
UK 
HHI 
H-statistic 
LA 
NPL 
 
0.0987 
0.3285 
0.0965 
0.0327 
 
0.0912 
0.3598 
0.1002 
0.0312 
 
0.0856 
    0.3984 
0.1204 
0.0408 
 
0.0515 
0.5129 
0.1282 
0.0441 
 
0.0296 
0.7105 
0.1613 
0.0438 
 
0.0341 
0.6428 
0.1658 
0.0532 
 
0.0318 
0.6494 
0.1875 
0.0615 
 
0.0295 
0.6531 
0.1942 
0.0844 
 
0.0299 
0.7148 
0.1279 
0.1210 
 
0.0832 
0.4107 
0.0857 
0.1722 
 
0.0968 
0.2799 
0.0707 
0.2034 
 
0.1073 
0.2351 
0.0602 
0.2298 
 
0.1108 
0.2017 
0.0551 
0.2315 
 
0.1204 
   0.1893 
0.0693 
0.2294 
 
0.1110 
0.2148 
0.0848 
0.2305 
 
0.1005 
0.2336 
0.0936 
0.2201 
                 
USA  
HHI 
H-statistic 
LA 
NPL 
 
0.0943 
0.3482 
0.1081 
0.0482 
 
0.0894 
0.4028 
0.1294 
0.0425 
 
00767 
0.4394 
0.1308 
0.0411 
 
0.0604 
0.5485 
0.1311 
0.0316 
 
0.0243 
0.7482 
0.1767 
0.0313 
 
0.0202 
0.7633 
0.2092 
0.0355 
 
0.0194 
0.7840 
0.2215 
0.0420 
 
0.0187 
0.7906 
0.2038 
0.0819 
 
0.0717 
0.4835 
0.1048 
0.1428 
 
0.0954 
0.3130 
0.0852 
0.1856 
 
0.1021 
0.2510 
0.0783 
0.1918 
 
0.1132 
0.2197 
0.0771 
0.2053 
 
0.1208 
0.1820 
0.0668 
0.2115 
 
0.1296 
0.2104 
0.1094 
0.2218 
 
0.1123 
0.2376 
0.1183 
0.1844 
 
0.1108 
0.2287 
0.1372 
0.1708 
     The values of H-statistic are all positive and below unity, revealing that the G7 banking 
markets operate under monopolistic competition. This provides strong support to our choice of 
the Salop (1979) model, as it offers one of the most representative environments in the literature 
for modelling a monopolistically competitive market. Importantly, H-statistic literally follows 
the same pattern across the G7 banking sectors. It gradually increases during the pre-crisis period 
(2000-2008), implying a progressively stiffer competition with respect to time; it reaches a peak 
in 2008 (in 2007 for the U.S.), then sharply decreases in 2009 (in 2008 for the U.S.), and 
continues to decrease until 2013. It starts to grow towards the end of our data period, i.e., in 2014 
and 2015, revealing an increase in competition in the post-crisis era. Overall, the reported pattern 
vividly reflects the shock to the market conditions after the outbreak of the crisis due to the 
massive government bailouts, the numerous failures, and the large-scale consolidations, which 
we have extensively discussed so far and which have largely motivated our research. 
     The mean values of HHI corroborate the results obtained for the H-statistic. Starting with 
the pre-crisis years, HHI is found to be steadily reduced, meaning that concentration shrinks and 
that market is moving towards a more competitive structure during this period as dictated by the 
SCP paradigm. In 2009 (in 2008 for the U.S.), we report a sudden distortion in market conditions 
as a result of the enormous changes in the banking business environment. This distortion leads to 
a much more concentrated market structure in all the G7 banking industries as the crisis deepens 
and widens. This is demonstrated by the gradual increase in HHI over the period 2009-2013. 
From 2014 onwards when the crisis essentially came to a halt, we report a clear, but slow return 
towards a less concentrated market structure.  
Our empirical results are supported by Soedarmono et al. (2013), who point out that financial 
crises lead to a shrinkage in the population of small banks and to the emergence of new large 
banks or to the expansion of the existing ones. Along these lines, De Guevara et al. (2005) find 
that consolidations in the event of a crisis increase the market power of banks. Moreover, Berger 
and Roman (2015) show that the financially supported banks in the recent crisis exhibit higher 
market shares compared with unsupported banks, or those that are left by authorities to go 
bankrupt. Consistent with this view, Koetter and Felix (2016) indicate that the U.S. 
Congressional Oversight Panel raises concerns that the supported banks are provided with a 
competitive advantage that leads to market consolidations, which, may, in turn, be detrimental 
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for smaller banks. Similarly, Hakenes and Schnabel (2010) show that blanket guarantees equip 
banks with competitive advantages in funding markets. 
     The lending activity of banks (LA) is found to increase consistently throughout the pre-crisis 
years in all sample economies. This is in line with our theoretical findings, which suggest that the 
fiercer competition in the years preceding the crisis lowered the lending cost, and, hence, led to 
an enhanced activity in the loan market. In 2009, LA harshly falls and continues to decrease in 
the following years reflecting a considerable contraction in the business credit market, which 
comes to an end not earlier than 2013 (or 2014 for France and Italy). Our results are in line with 
a well-established literature strand (see, e.g., Becker and Ivashina, 2014; Xie, 2016; Bher et al., 
2017), which shows that credit growth follows a procyclical pattern: in an economic upturn 
credit is booming, while in a downturn with a gloomy outlook bank credit shrinks. Results are 
also backed by the studies of Fernandez et al. (2013), and Behn et al. (2016), which document a 
significant reduction in credit supply as a result of a systemic financial crisis that exerts an 
exogenous shock to the bank credit channel. Overall, we provide strong empirical support to the 
positive link between the degree of competition and bank business loans, which we have 
postulated in our theoretical analysis. Notably, this link has been broadly documented in the 
literature. For example, as argued in Andres et al. (2013), when competition increases, the 
lending spreads fall implying that credit turns to be cheaper and hence entrepreneurs become 
more leveraged.  
     The analysis of the mean values of NPL offers evidence that competition gives rise to higher 
credit risk, which materialises immediately after the eruption of the crisis. More concretely, NPL 
remains relatively stable showing only some minor upward and downward fluctuations over the 
years 2000 to 2006. In 2007, NPL precipitously increases, adding to banks’ risk exposure and 
undermining financial stability. Hence, loans to riskier entrepreneurs in the pre-crisis period due 
to higher competition and also due to the lower lending rates incur a higher NPL ratio because 
risks materialise during the economic downturn. Accordingly, we provide strong support to our 
theoretical findings that suggest a positive link between competition and loan portfolio risk. This 
result is consistent with the traditional competition-fragility view of Keeley (1990) according to 
which increasing competition reduces the loan quality of banks. The view that a more 
competitive market leads financial institutions to take on riskier lending decisions in a race to the 
bottom is fairly grounded in the previous theoretical (e.g., Hellmann et al., 2000; Matutes and 
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Vives, 2000; Gomez and Ponce, 2014), and empirical literature (e.g., Berger et al., 2009; Jiménez 
et al., 2013; Kabir and Worthington, 2017; Leroy and Lucotte, 2017).  
     We resort to t-statistics to test the significance of the mean differences we report in our 
variables between the pre- and the post-crisis periods for each of the G7 economies. The 
differences are found to be statistically significant either at the 1% or 5% levels for all four 
variables under scrutiny.13 On the whole, the empirical analysis we conduct provides robust 
support to our theoretical modelling environment and to the obtained theoretical findings.  
 
7. Conclusions 
A highly contentious relationship in the banking literature is that between market structure, 
lending behaviour, screening, and credit risk. Notwithstanding the substantial changes in the 
banking market which have been lately occurred, very few recent studies focus on this 
relationship. We elaborate on this literature gap by developing a theoretical model that examines 
the impact of changes in the market structure on the lending behaviour of banks as well as on the 
screening technology that banks use to soften the information problem they are faced with and, 
in turn, on the level of credit risk.  
     Our results provide support to the view that greater competition reduces lending cost. Hence, 
a bank that offers cheaper credit can poach customers from its competitors thus gaining a 
substantial share in the market. Notably, the power of this finding is not restricted in the 
neighbourhood of the less expensive banks, implying that the transportation cost plays no role in 
the decision of applicants to travel to (move away from) a bank that decreases (increases) its 
lending rates. What is enlightening in our findings is that competition exerts a decreasing effect 
on the price of credit for all types of borrowers in our model, that is, for both good and bad ones. 
Therefore, it can be inferred that enhanced competition has an increasing impact on the level of 
credit risk. Interestingly, this finding holds true regardless of whether or not a bank enhances its 
share in the loan market.  
     By taking a holistic view of these results, we can claim that competition exerts a downward 
impact on the equilibrium loan rates, while at the same time it makes it easier for potential 
borrowers to travel to the bank that satisfies their type as it reduces transportation cost. This 
                                                 
13 The results are available upon request.  
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reduction in the total cost of credit favours the access of an increased number of borrowers to the 
loan market, but also triggers an increase in credit risk. 
     Moreover, we show that, by investing in screening, a bank can effectively distinguish good 
from bad investment projects and, as a consequence, the quality of its portfolio can be improved. 
Importantly, banks are found to invest more in screening as a result of fiercer competition. An 
explanation is that banks are more easily mistaken in their lending decisions as the number of 
applicants increase due to enhanced competition. By dealing with a larger number of applicants 
and, therefore, with a greater portion of bad applicants who incur higher credit risk, banks are 
induced to step up screening.  
Overall, we provide strong theoretical evidence which is supported by our empirical analysis 
of a clear link between market structure, bank lending, screening, and the risk-taking behaviour 
of banks. When market conditions are distorted as has been the case with the global financial 
crisis, this has a dilutive impact on the incentives mechanism of banks to screen their applicants. 
We acknowledge, however, that factors other than changes in the market structure may also have 
an influence on banks’ screening incentives. For example, various studies (see, e.g., Mian and 
Sufi, 2009; Keys et al., 2010) provide evidence that banks relaxed their screening and monitoring 
standards in the sub-prime mortgage market prior to the crisis mostly due to the opaqueness of 
securitisation. An investigation of the relevance of these as well as other factors like loan 
composition, bank size, ownership structure, to name but a few, is out of the scope of this paper 
and, as such, can be considered for future research. 
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Appendix A 
This Appendix describes in detail how the symmetric price equilibrium is obtained. 
Eq. (9) can be written as follows: 
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To obtain bank j’s optimal loan interest rate for the h-type borrowers, we calculate the first order 
conditions of (A1) with respect to jhr : 
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To obtain the symmetric Nash equilibrium, we set 1 jh
j
h rr :  
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We work in a similar way to get the optimal loan rate for the l-type borrowers: 
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We now set 1 jl
j
l rr : 
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Appendix B 
This Appendix describes the calculation of H-Statistic. We follow Claessens and Laeven (2004), 
Schaeck et al. (2009), and Schaeck and Cihak (2012) to estimate the reduced form revenue 
equation for each of the seven sample economies using bank- and year-level observations: 
 
ln(𝑇𝑅𝑗𝑡𝑐) = 𝑎 + 𝛽1 ln(𝑤1,𝑗𝑡𝑐) + 𝛽2 ln(𝑤2,𝑗𝑡𝑐) + 𝛽3 ln(𝑤3,𝑗𝑡𝑐) + 𝛾1 ln(𝑦1,𝑗𝑡𝑐) 
+𝛾2 ln(𝑦2,𝑗𝑡𝑐) + 𝛾3 ln(𝑦3,𝑗𝑡𝑐) + 𝜀𝑗𝑡𝑐                     (B1) 
 
where TR stands for the total interest revenue from loans divided by total assets (output price); 
𝑤1is the ratio of interest expenses to total deposits (input price of deposits); 𝑤2is the ratio of 
personnel expenses to total assets (input price of labour); 𝑤3is the ratio of other operating 
expenses to total assets (input price of fixed assets); 𝑦1stands for the ratio of total deposits to 
total debt; 𝑦2is the ratio of total loans to total earning assets; and 𝑦3is the ratio of total equity to 
total assets. 
     We calculate the H-Statistic by estimating the sum of elasticities of the reduced form revenue 
equation with respect to the input prices: 
 
𝐻𝑡𝑐 = ∑
𝜕𝑇𝑅𝑖𝑡𝑐
∗
𝜕𝑤𝑚𝑖
3
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𝑤𝑚𝑖
𝑅𝑖𝑡𝑐
∗                  (B2) 
 
