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Waves with different symmetries exist in two-component Bose-Einstein condensates (BECs) whose
dynamics is described by a system of coupled Gross-Pitaevskii (GP) equations. A first type of waves
corresponds to excitations for which the motion of both components is locally in phase. In the second
type of waves the two components have a counter-phase local motion. In the case of different values of
inter- and intra-component interaction constants, the long wave-length behavior of these two modes
corresponds to two types of sound with different velocities. In the limit of weak nonlinearity and
small dispersion the first mode is described by the well-known Korteweg-de Vries (KdV) equation.
We show that in the same limit the second mode can be described by the Gardner (modified KdV)
equation, if the intra-component interaction constants have close enough values. This leads to a rich
phenomenology of nonlinear excitations (solitons, kinks, algebraic solitons, breathers) which does
not exist in the KdV description.
PACS numbers: 47.37.+q,03.75.Mn,71.36.+c
I. INTRODUCTION
Two-component Gross-Pitaevskii (GP) equations de-
scribe the evolution of nonlinear excitations in various
physical systems. Apparently, it first appeared in non-
linear optics as a “vector nonlinear Schro¨dinger equation”
describing self-interaction of electromagnetic waves with
account of their polarization (see, e.g., [1–3]). In the case
of equal nonlinearity constants, this system is completely
integrable by the inverse scattering transform method [1]
and many particular solutions have been found (see, e.g.,
[4] and references therein). Taking birefringence effects
into account [5] leads to even richer dynamics, as con-
firmed by experiments on propagation of light pulses in
fibers [6]. The recent surge of interest in vector solitons
was caused by the realization of spinor atomic BECs (see
the reviews [7, 8] and references therein) as well as micro-
cavity polariton condensates [9].
From the physical point of view, a specific feature of
two-component condensates is the existence of two types
of elementary excitations. In one mode both condensates
move locally in phase. In the case of a small amplitude
potential flow this corresponds to usual sound waves con-
sisting in density oscillations. In another “polarization”
mode the two components move in counter-phase in such
a way that, in some situations, the total density remains
constant in spite of the excitation of relative motion of
the condensate components. Correspondingly, these two
modes can have different values of the sound velocities
and, due to different symmetries, their excitation demand
different methods [10, 11]. In some sense, this is analo-
gous to the situation observed for the first and second
sound in superfluid HeII: the second sound which corre-
sponds to a temperature (and entropy) wave cannot be
excited by oscillations of the container wall, contrarily to
the usual density waves associated with the first sound;
see, e.g., [12].
In the present paper, we study the weakly nonlinear
evolution of these two modes in presence of small disper-
sive effects. Whereas in this limit the density waves are
described by the standard KdV equation which accounts
for quadratic nonlinearities in the wave amplitude, the
polarization mode is much more peculiar. We show that
there are situations where one has to take into account
third order nonlinearities in the wave amplitude and that
the corresponding nonlinear polarization wave is then de-
scribed by the Gardner equation. As is well known, this is
a quite generic equation which arises when the coefficient
in the quadratic nonlinearity term is small and when the
wave amplitude has the same order of magnitude as this
coefficient. In particular, the Gardner equation (and also
the modified KdV equation which shares strong similari-
ties with it) have been derived for interface waves in strat-
ified fluid dynamics [13, 14], lattice dynamics described
by the discrete nonlinear Schro¨dinger equation [15], and
quantum dynamics of condensates in optical lattices [16].
The Gardner equation has a wide spectrum of different
nonlinear excitations [17] which can be generated by the
flow of fluid past an obstacle [18]. We expect that the
phenomenology associated to this rich dynamics can be
observed in experiments with flows of BECs.
II. MAIN EQUATIONS AND LINEAR WAVES
We consider a two-component condensate confined in
a one-dimensional structure (e.g., a cigar-shaped trap for
atomic condensates or a quantum wire embedded into an
elongated cavity for polariton condensate case) in which
the BEC is described by a one-dimensional (1D) two-
component order parameter (ψ+(x, t), ψ−(x, t)) whose
dynamics is modeled by a set of coupled Gross-Pitaevskii
equations
i∂tψ±+ 12∂
2
xxψ±−
[
(α1±δ)|ψ±|2 +α2|ψ∓|2
]
ψ± = 0, (1)
written here in a standard non-dimensional form. The
parameter δ measures the difference between the intra-
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2species nonlinear interaction constants: α1 + δ corre-
sponds to the interaction among ψ+ particles and α1− δ
to the one among ψ− particles. It is supposed that the
two species are labeled in such a way that δ > 0. α2
is the inter-species interaction constant. In the case of
atomic condensates, the two component order parameter
may describe a two-species BEC such as realized by con-
sidering for instance 87Rb in two hyperfine states [19], or
a mixture of two elements [20], or different isotopes of the
same atom [21]. In the case of a polariton condensate,
the components ψ+ and ψ− account for the pseudo-spin
of the polariton which consists in a resonant admixture
of excitons and photons with spin projection ±1.
It is convenient to introduce spinor variables [22](
ψ+
ψ−
)
=
√
ρ eiΦ/2χ =
√
ρ eiΦ/2
(
cos θ2 e
−iφ/2
sin θ2 e
iφ/2
)
. (2)
Here ρ(x, t) = |ψ+|2 + |ψ−|2 denotes the total density of
the condensate and Φ(x, t) has the meaning of the ve-
locity potential of its in-phase motion; the angle θ(x, t)
is the variable describing the relative density of the two
components (cos θ = (|ψ+|2−|ψ−|2)/ρ) and φ(x, t) is the
potential of their relative (counter-phase) motion. Ac-
cordingly, the densities of the components of the conden-
sate are given by
ρ+(x, t) = ρ cos
2(θ/2), ρ−(x, t) = ρ sin2(θ/2), (3)
their phases are defined as
ϕ+(x, t) =
1
2 (Φ− φ), ϕ−(x, t) = 12 (Φ + φ), (4)
and the corresponding velocities of each components are
v+(x, t) = ∇ϕ+, v−(x, t) = ∇ϕ−. (5)
It is also convenient to introduce a unit vector S repre-
senting the spinor χ:
S(x, t) = χ†σχ =
 sin θ cosφsin θ sinφ
cos θ
 , (6)
where σ = (σx, σy, σz)
T is a vector of Pauli matrices.
The vector S can be called the polarization vector of the
two-component condensate.
Substitution of Eq. (2) into Eq. (1) yields the system
ρt +
1
2 [ρ(U − v cos θ)]x = 0,
Φt − cot θ
2ρ
(ρθx)x +
ρ2x
4ρ2
− ρxx
2ρ
+ 14 (Φ
2
x + θ
2
x + φ
2
x)
+ ρ(α1 + α2 + δ cos θ) = 0,
ρθt +
1
2 [(ρv sin θ)x + ρUθx] = 0,
φt − 1
2ρ sin θ
(ρθx)x +
1
2Uv − ρ[δ + (α1 − α2) cos θ] = 0,
(7)
where U = Φx and v = φx are the mean and the rel-
ative velocities: hence the velocities of the two compo-
nents are equal to v± = (U ± v)/2). In what follows,
we shall consider solitons and other nonlinear excitations
corresponding to small deviations from a uniform quies-
cent condensate and, to simplify the treatment, we shall
suppose that the two components in a non-excited con-
densate have equal densities. This can be realized by two
choices θ → pi2 or θ → 3pi2 for |x| → ∞. To be definite,
we shall consider the case θ → pi2 since another choice
leads to similar results when only signs of some param-
eters change. The other parameters of the wave must
satisfy the boundary conditions
ρ→ ρ0, U → 0, v → 0 for |x| → ∞. (8)
In the uniform state, the dependence of the phases on
time is described by the factors ψ± ∝ exp(−iµ±t), where
the chemical potentials µ± are given by
µ+ =
1
8 (U − v)2 + ρ0[(α1 − α2 + δ) cos2(θ0/2) + α2],
µ− = 18 (U + v)
2 + ρ0[(α1 − α2 − δ) sin2(θ0/2) + α2]
(9)
(for future convenience we keep here the general notation
for θ0).
First, we shall consider linear waves propagating along
uniform background. Linearization of the system (7)
with respect to small variables ρ′ = ρ− ρ0, θ′ = θ− pi/2,
U and v yields
ρ′t +
1
2ρ0Ux = 0,
Ut + (α1 + α2)ρ
′
x −
1
2ρ0
ρ′xxx − δρ0θ′x = 0,
θt +
1
2vx = 0,
vt + ρ0(α1 − α2)θ′x − 12θ′xxx − δρ′x = 0.
(10)
One can notice that for δ = 0 the system (10) splits
into two pairs of independent equations: the first pair
describes the density waves with oscillations of ρ and U
and the second pair describes the polarization waves with
oscillations of relative density measured by θ and relative
velocity v. For δ 6= 0 these two modes are mixed but
for convenience we will call them “density” and “polar-
ization” waves if they transform into these waves in the
limit δ → 0. If we look for the solution of the system (10)
in the form of plane waves with all variables proportional
to exp[i(kx−ωt)], then we readily get the dispersion laws
ω2d(k) =
1
2ρ0
(
α1 +
√
α22 + δ
2
)
k2 + 14k
4,
ω2p(k) =
1
2ρ0
(
α1 −
√
α22 + δ
2
)
k2 + 14k
4,
(11)
for the density and polarization modes, correspondingly.
In the long wavelength limit k → 0 we obtain the expres-
sions for the density and polarization sound velocities
3c2d,p = limk→0(ω
2
d,p(k)/k
2)
c2d =
1
2ρ0
(
α1 +
√
α22 + δ
2
)
,
c2p =
1
2ρ0
(
α1 −
√
α22 + δ
2
)
.
(12)
In the case where δ 6= 0, the degree of mixture be-
tween density and polarization waves can be evaluated by
studying the dynamic structure factor S(k, ω) of the sys-
tem. At zero temperature S(k, ω) = − 1piΘ(ω) Imχ(k, ω)
where Θ is the Heaviside step function and χ(k, ω) is
the density response function (see, e.g., Refs. [23] and
[24]). χ(k, ω) characterizes how the density of the system
responds to a weak external scalar potential with wave
vector k and frequency ω. In presence of such a perturba-
tion, using a trivial modification of Eqs. (10) accounting
for the effect of the external potential, one obtains
χ(k, ω) =
Zd(k)
(ω + i0+)2 − ω2d(k)
+
Zp(k)
(ω + i0+)2 − ω2p(k)
,
(13)
with
Zd(k) =
ρ0 k
2
2
(
1 +
α2√
α22 + δ
2
)
and
Zp(k) =
ρ0 k
2
2
(
1− α2√
α22 + δ
2
)
.
(14)
This yields
S(k, ω) =
Zd(k)
2ωd(k)
δ
(
ω−ωd(k)
)
+
Zp(k)
2ωp(k)
δ
(
ω−ωp(k)
)
.
(15)
One has
∫
R ωS(k, ω)dω =
1
2 (Zd(k) + Zp(k)) =
1
2ρ0k
2 in
agreement with the f -sum rule [23, 24]. In the case where
δ = 0, Zp(k) vanishes and the sum rule is exhausted by
the peak at ωd(k): as stated above, this means that when
δ = 0 the density fluctuations are completely described
by the branch with dispersion ωd(k). A further verifi-
cation is that, in this case, the Feynman relation holds:
ωd(k) = k
2/(2Sk) where Sk =
∫
R S(k, ω)dω [25]. When
δ 6= 0 the relative contribution to the density fluctuation
of each branch can be evaluated by computing in which
proportion the two peaks in (15) contribute to Sk. The
ratio of these two contributions to Sk is easily evaluated
in the low and large k limits. Provided one does not go
in the Manakov regime described below, one sees in each
of these two limiting cases that, for small δ, the contri-
bution to Sk of the mode with dispersion ωp(k) is lower
by a factor of order (δ/α2)
2 than the contribution of the
mode with dispersion ωd(k). Hence in the case of inter-
est in the present work, where δ is small compared to α2,
one can legitimately denote the branch with dispersion
ωd(k) the density modulation branch, and the one with
dispersion ωp(k) the polarization modulation branch.
In all the present work we suppose that
α21 > α
2
2 + δ
2, (16)
which is the condition of modulation stability of the po-
larization mode (see, e.g., Ref. [26]). Expressions for
dispersion laws of linear waves propagating along binary
condensates with non-equal background densities of two
components were found in [27, 28].
As we can see from Eq. (12), in the Manakov regime
where all nonlinearity constants are equal (i.e., δ = 0
and α1 = α2) the polarization sound velocity vanishes.
In this case the linear dispersion relation ωp ≈ cpk can
no longer be considered as correctly describing the dis-
persion relation in the long wavelength limit and the dis-
persive effects cannot be considered as small even when
k → 0. In the opposite configuration where the differ-
ence α1 − (α22 + δ2)1/2 is large enough, then the regime
of linear dispersion becomes of great importance when
the characteristic value of the wave-vector k satisfies the
condition
k2  c2d,p. (17)
In this case, for linear waves propagating along the
positive-x direction, the dispersion laws (11) can be ap-
proximated by
ωd,p(k) ∼= cd,p k + 1
8cd,p
k3. (18)
Correspondingly, the wave amplitude, say, ρ′(x, t), satis-
fies the linear equation
ρ′t + cd,p ρ
′
x −
1
8cd,p
ρ′xxx = 0, (19)
where the last term describes a small dispersive correc-
tion to the propagation of pulses with constant sound
speeds.
If the amplitude ρ′ is small but finite and such that the
last term in Eq. (19) has the same order of magnitude as
the leading nonlinear correction (typically, ∼ (ρ′)2), then
nonlinear effects cannot be omitted for correctly describ-
ing the propagation of the pulse. This issue is addressed
in the next section.
III. EVOLUTION EQUATIONS FOR WEAKLY
NONLINEAR WAVES IN A TWO-COMPONENT
BEC
A. Nonlinear density waves
We now take into account nonlinear effects in the prop-
agation of a density pulse with an accuracy up to sec-
ond order in the field variables ρ′, U, θ′, v. To simplify
the presentation, we omit the dispersive effects in a first
4stage. Then the system (7) reduces to
ρ′t +
1
2ρ0Ux +
1
2ρ0(θ
′v)x + 12 (ρ
′U)x = 0,
Ut + (α1 + α2)ρ
′
x +
1
2 (UUx + vvx)
− δρ0θ′x − δ(ρ′θ′)x = 0,
θ′t +
1
2vx +
1
2ρ0
vρ′x +
1
2Uθ
′
x = 0,
vt + ρ0(α1 − α2)θ′x + 12 (Uv)x
+ (α1 − α2)(ρ′θ′)x − δρ′x = 0.
(20)
Considering nonlinear density wave propagating in the
positive-x direction in the standard perturbation theory
(see, e.g., [29]), one introduces the stretched variables
ξ = 1/2(x− cdt), τ = 3/2t (21)
and expand the fields variables ρ′, U, θ′, v in powers of
:
ρ′ = ρ(1) + 2ρ(2) + . . . , U = U (1) + 2U (2) + . . . ,
θ′ = θ(1) + 2θ(2) + . . . , v = v(1) + 2v(2) + . . . .
(22)
The corresponding expansion of Eqs. (20) yields, at lead-
ing order, the consistent system of equations
− cdρ(1)ξ + 12ρ0U (1)ξ = 0,
− cdU (1)ξ + (α1 + α2)ρ(1)ξ − δρ0θ(1)ξ = 0,
− cdθ(1)ξ + 12v(1)ξ = 0,
− cdv(1)ξ + ρ0(α1 − α2)θ(1)ξ − δρ(1)ξ = 0.
(23)
The determinant of this linear system is zero, and all
variables can thus be expressed it terms of one of them,
ρ(1) for instance:
U (1) =
2cd
ρ0
ρ(1), θ(1) =
α2 −
√
α22 + δ
2
δρ0
ρ(1),
v(1) =
2cd
δρ0
(
α2 −
√
α22 + δ
2
)
ρ(1).
(24)
These are the relations actually realized in a linear den-
sity wave. At next order in  we get
−cdρ(2)ξ + 12ρ0U (2)ξ
= −ρ(1)τ − 12ρ0(θ(1)v(1))ξ − 12 (ρ(1)U (1))ξ,
−cdU (2)ξ + (α1 + α2)ρ(2)ξ − δρ0θ(2)ξ
= −U (1)τ − 12 (U (1)U (1)ξ + v(1)v(1)ξ ) + δ(ρ(1)θ(1))ξ,
−cdθ(2)ξ + 12v(2)ξ
= −θ(1)τ −
1
2ρ0
v(1)ρ
(1)
ξ − 12U (1)θ(1)ξ ,
−cdv(2)ξ + ρ0(α1 + α2)θ(2)ξ − δρ(2)ξ
= −v(1)τ − 12 (U (1)v(1)ξ − (α1 − α2)(ρ(1)θ(1))ξ.
(25)
As already observed at order O() [compare with
Eqs. (23)], the left-hand side of the system (25) has a
vanishing determinant, hence the expressions in this side
are linearly dependent. Therefore the expressions in the
right-hand side must also be linearly dependent, with the
same proportionality coefficients [which are the same as
the ones already involved at order O() and explicitly
written in Eqs. (24)]. This condition yields the evolu-
tion equation
ρ(1)τ +
3(2
√
α22 + δ
2 − α2)cd
2ρ0
√
α22 + δ
2
ρ(1)ρ
(1)
ξ = 0. (26)
We can now return to the previous coordinates x and
t and take into account the dispersion effects by simply
adding the dispersive term that was taken into account in
Eq. (19). This is legitimate because the only other possi-
ble quadratic and dispersive term ∼ ρ(1)ρ(1)ξξ which could
have be missed in our dispersionless approximation is for-
bidden since it does not have the same symmetry with
respect to the transformation x→ −x as the other terms.
In other words, the inclusion of this term would result in
different equations for left- and right-propagating waves.
Thus, we arrive at the equation
ρ′t + cdρ
′
x +
3(2
√
α22 + δ
2 − α2)cd
2ρ0
√
α22 + δ
2
ρ′ρ′x −
1
8cd
ρ′xxx = 0,
(27)
where ρ′(x, t) = ρ(x, t) − ρ0 and we work at a level of
approximation where ρ′(x, t) = ρ(1)(x, t). If the solu-
tion of Eq. (27) is found, then the other variables can be
obtained with the use of relations (24) which we rewrite
for completeness with the final notations:
U(x, t) =
2cd
ρ0
ρ′(x, t), θ′(x, t) =
α2 −
√
α22 + δ
2
δρ0
ρ′(x, t),
v(x, t) =
2cd
δρ0
(
α2 −
√
α22 + δ
2
)
ρ′(x, t).
(28)
Equation (27) is the KdV equation for weakly nonlinear
density waves. In the limit δ → 0 we get the equation
ρ′t+cdρ
′
x+
3cd
2ρ0
ρ′ρ′x−
1
8cd
ρ′xxx = 0, cd =
√
1
2ρ0(α1 + α2)
(29)
which in the case α2 = α1 reduces to the KdV equation
for shallow Manakov solitons.
B. Nonlinear polarization waves: quadratic
nonlinearity
The equation of propagation of nonlinear polarization
waves with account of quadratic nonlinearity can be ob-
tained by the same method. We introduce the stretched
variables
ξ = 1/2(x− cpt), τ = 3/2t (30)
5and make use of the series expansions (22). At first order
we obtain the system (23) with cd replaced by cp which
yields
U (1) =
2cp δ
α2 +
√
α22 + δ
2
θ(1),
ρ(1) =
δ ρ0
α2 +
√
α22 + δ
2
θ(1),
v(1) = 2cp θ
(1).
(31)
These expressions are equivalent to Eqs. (24)—with cd
replaced by cp—but it is now more convenient to express
all variables in terms of θ(1). Tedious calculations at
second order lead to the equation
θ(1)τ +
3cp(2δ
2 + α22 − α2
√
α22 + δ
2)
2δ
√
α22 + δ
2
θ(1)θ
(1)
ξ = 0. (32)
Returning to the coordinates x and t and taking the dis-
persive effects into account we arrive again at the KdV
equation
θ′t+cpθ
′
x+
3cp(2δ
2 + α22 − α2
√
α22 + δ
2)
2δ
√
α22 + δ
2
θ′θ′x−
1
8cp
θ′xxx = 0
(33)
describing the dynamics of weakly dispersive and weakly
nonlinear polarization waves. The other variables are
expressed in terms of θ′ as follows:
U(x, t) =
2cpδ
α2 +
√
α22 + δ
2
θ′(x, t),
ρ′(x, t) =
δρ0
α2 +
√
α22 + δ
2
θ′(x, t),
v(x, t) = 2cp θ
′(x, t).
(34)
Now, contrarily to the case of density waves exposed in
Sec. III A, the coefficient of the nonlinear term in (33)
vanishes in the limit δ → 0: in the limit δ  α2 we get
θ′t+cpθ
′
x+
9cpδ
4α2
θ′θ′x−
1
8cp
θ′xxx = 0, cp =
√
ρ0(α1 − α2)
2
.
(35)
This means that if θ′ ∼ δ  1, then the level of accu-
racy accepted here is not sufficient: the cubic nonlinearity
terms ∼ (θ′)3 neglected in the present treatment have the
same order of magnitude as the quadratic term in (35).
Thus, in the limit of small δ we have to consider the next
order of approximation.
C. Nonlinear polarization waves: cubic
nonlinearity
As advocated in Sec. III B, cubic nonlinearities be-
comes important when δ ∼ θ′ is small and their con-
tribution can therefore be calculated from the system (7)
with δ = 0. A series expansion up to the third order in
the small variables ρ′, U, θ′, v and up to the first order
in the derivatives of these quantities (we again postpone
the inclusion of dispersive effect for simplifying the pre-
sentation) reads
ρ′t +
1
2ρ0Ux +
1
2ρ0(θ
′v)x + 12 (ρ
′U)x + 12 (ρ
′θ′v)x = 0,
Ut + (α1 + α2)ρ
′
x +
1
2 (UUx + vvx)
+
1
2ρ0
ρ′x(θ
′
x)
2 − (ρ
′
x)
3
2ρ30
= 0,
θ′t +
1
2vx +
1
2ρ0
vρ′x +
1
2Uθ
′
x
− 1
2ρ20
vρ′ρ′x − 12vθ′θ′x − 14 (θ′)2vx = 0,
vt + ρ0(α1 − α2)θ′x + 12 (Uv)x + (α1 − α2)(ρ′θ′)x
+
1
2ρ20
(ρ′x)
2θ′x −
ρ0
2
(α1 − α2)(θ′)2θ′x = 0.
(36)
We now introduce the stretched variables
ξ = 1/2(x− cpt), τ = 5/2t, cp =
√
ρ0(α1 − α2)
2
,
(37)
and use the series expansions (22) up to the third order
terms in . At order O() we get
ρ(1) = 0, U (1) = 0, v(1) = 2cp θ
(1). (38)
At next order we obtain the algebraic relations
ρ(2) = − 3c
2
p
2α2
(θ(1))2, U (2) = −cp(3α1 + α2)
2α2
(θ(1))2,
v(2) = 2cp θ
(2).
(39)
Finally, at order O(3) it is enough to consider the equa-
tions for θ′ and v only:
−cpθ(3)ξ + 12v(3)ξ = −θ(1)τ −
1
2ρ0
ρ
(2)
ξ
− 12U (2)θ(1)ξ + 12v(1)θ(1)θ(1)ξ + 14 (θ(1))2v(1)ξ
−cpv(3)ξ + ρ0(α1 − α2)θ(3)ξ = −v(1)τ − 12 (U (2)v(1))ξ
− (α1 − α2)(θ(1)ρ(2))ξ + ρ0
2
(α1 − α2)(θ(1))2θ(1)ξ .
(40)
Again the expressions in the left-hand side are linearly
dependent and the compatibility condition for this sys-
tem yields the evolution equation which, with account of
Eqs. (38) and (39), can be written as
θ(1)τ +
3cp
8
(
1− 9α1
α2
)
(θ(1))2θ
(1)
ξ = 0. (41)
Returning to the (x, t)-variables, and re-introducing dis-
persive effects according to the procedure exposed in
6Sec. III A, we arrive at the modified KdV equation
θ′t + cpθ
′
x −
3cp
8α2
(9α1 − α2) θ′2θ′x −
1
8cp
θ′xxx = 0. (42)
At last, if δ is small and θ′ ∼ δ, we also have to take into
account the quadratic nonlinearity of Eq. (35) and cor-
rections of order O(δ2) to the velocity of the polarization
sound:
θ′t +
(
cp − ρ0δ
2
8cpα2
)
θ′x +
9 cp δ
4α2
θ′θ′x
− 3cp
8α2
(9α1 − α2) θ′2θ′x −
1
8cp
θ′xxx = 0.
(43)
This is Gardner equation describing the evolution of non-
linear polarization pulses in a two-component condensate
in the limit where the intra-species interaction constants
are close. Once its solution is found, then the other vari-
ables are expressed in terms of θ′ by the formulas which
follow from Eqs. (31), (38), and (39):
ρ′(x, t) =
1
2α2
(
ρ0 δ θ
′(x, t)− 3c2p θ′2(x, t)
)
,
U(x, t) =
cp
α2
(
δ θ′(x, t)− 12 (3α1 + α2) θ′2(x, t)
)
,
v(x, t) = 2cp θ
′(x, t).
(44)
It is worth noticing that although in derivating the Gard-
ner equation (43) we assumed the boundary condition
θ′ → 0 as |x| → ∞, this equation remains valid for the
description of the evolution of waves with boundary con-
ditions θ′ → θ1,2 as x → ±∞ provided the values θ1,2
are small enough (|θ1,2| ∼ δ  1). As we shall see, this
additional freedom makes it possible to obtain new types
of solutions of the vector GP equation.
IV. WEAKLY NONLINEAR WAVES IN A
TWO-COMPONENT BEC
The system (1) admits a number of solutions with
different properties depending on signs and values of
α1, α2, δ. The possible solutions can also depend on the
background distributions of the condensate densities and
velocities. Our boundary conditions ρ± → ρ0/2 exclude
such solutions as dark-bright solitons with vanishing at
|x| → ∞ density of the bright soliton component. These
solutions have already been studied in the literature (see,
e.g., Ref. [2, 3]) and have been observed in experiments
[30–32]. However, nonlinear coherent structures such
as dark-dark solitons exist also in situations with non-
vanishing at infinity background densities (see, e.g., [33])
and we shall provide here several new structures belong-
ing to this class of solutions. To illustrate our approach
by a simple example, we shall start with well-known dark-
dark density solitons described in the limit of shallow
solitons by the KdV equation (27).
A. Density KdV solitons
Evolution of density waves is described by the KdV
equation (27) and its well-known soliton solution is given
in this case by the formula
ρ′(x, t) = −2ρ0
√
α22 + δ
2 (cd − Vs)
cd(2
√
α22 + δ
2 − α2)
× 1
cosh2
[√
2cd(cd − Vs) (x− Vst− x0)
] , (45)
where cd is defined by the first of Eqs. (12). From
Eqs. (28) we can see that at x → ±∞ the polarization
vector S lies in the (Sx, Sy)-plane, it rotates in “south-
ern hemisphere” of the S-space with changing x, and its
total rotation angle in the (Sx, Sy)-plane is equal to
∆φ =
4
√
α22 + δ
2(
√
α22 + δ
2 − α2)
δ(2
√
α22 + δ
2 − α2)
√
1− Vs
cd
. (46)
It goes to zero as ∆φ ∝ √1− Vs/cd in the limit Vs →
cd − 0 and as ∆φ ∝ δ in the limit δ → 0.
If δ = 0, then the solution (45) reduces to the limit of
shallow dark-dark soliton solution of the vector GP equa-
tion found in [28]. At last, if in addition α1 = α2, then we
reproduce the limit of shallow Manakov dark soliton [1].
It is important, that for δ = 0 the polarization variable θ
remains constant and in this case v ≡ 0, so that, hence,
the polarization vector S does not vary. We shall call
this solution the density soliton even for δ 6= 0 when the
polarization vector rotates according to Eq. (46) since in
the limit δ → 0 it transforms to a pure density mode.
B. Polarization KdV solitons
Now we turn to the polarization KdV solitons whose
evolution is described by Eq. (33). The soliton solution
is given by
θ′(x, t) = − 2δ
√
α22 + δ
2
2δ2 + α22 − α2
√
α22 + δ
2
× 1− Vs/cp
cosh2
[√
2cp(cp − Vs) (x− Vst− x0)
] , (47)
where cp is defined by the second of equations (12). Sub-
stitution of this expression into (34) allows one to find
other parameters of solution. Again, if the phase φ is
defined in such a way that φ = 0 at the center of the soli-
ton, then the polarization vector rotates, as we go along
the soliton solution, by the angle
∆φ = − 2
√
2δ
√
α22 + δ
2
δ(2δ2 + α22 − α2
√
α22 + δ
2)
√
1− Vs
cd
. (48)
It goes to zero as ∆φ ∝ √1− Vs/cd in the limit Vs →
cd−0, however, for δ → 0 this angle diverges as ∆φ ∝ δ−1
7what shows that the polarization mode ceases to exist in
this limit. Such a behavior demonstrates drastic differ-
ence between density and polarization modes. The same
remark refers to the amplitude of the polarization soliton
(47). We can see that for small δ  |α2| the applicability
condition of the small amplitude approximation |θ′|  1
is satisfied provided that
1− Vs
cp
 δ|α2| . (49)
Even more heavy restriction follows from the condition
that the soliton amplitude must be much smaller than
the coefficient in the quadratic nonlinearity term so that
we can neglect the cubic nonlinearity terms:
1− Vs
cp

(
δ
α2
)2
. (50)
Thus, the applicability region of the KdV approximation
is extremely small for δ  |α2| and we must take into
account the cubic nonlinearity which corresponds to the
Gardner equation (43).
C. Polarization Gardner solitons
The solution of the Gardner equation depends on
signs and values of the nonlinear interaction constants
α1, α2, δ. In what follows we suppose that α1 > 0,
9α1 − α2 > 0, α2 can be negative, and the condensate
components are ordered in such a way that δ > 0.
At first we assume that α2 > 0. The soliton solution of
the Gardner equation (43) is given by the formula (see,
e.g., [17])
θ′(x, t) =
θ1θ2
θ1 − (θ1 − θ2) cosh2[
√
2cpV (x− Vst)]
, (51)
where
cp =
√
1
2ρ0(α1 − α2), Vs = cp −
ρ0δ
2
8cpα2
− V, (52)
and
θ1,2 =
6δ ± 2√(3δ)2 + 4α2(9α1 − α2)V/cp
9α1 − α2 , (53)
where subscripts ‘1’ and ‘2’ correspond to the upper and
lower signs, respectively, V is a free parameter defining
the velocity and other properties of the soliton solution
(notice that V measures the soliton velocity in the ref-
erence frame moving with the sound velocity equal to
cp − ρ0δ2/(8cpα2)). Substitution of (51) into Eqs. (44)
yields the density and polarization distributions of the
polarization soliton.
Now the soliton’s amplitude θ1 remains finite in the
limit δ → 0,
θ1|δ=0 = 4
√
α2
9α1 − α2 ·
V
cp
(54)
and it is small for small enough V . The rotation angle of
the polarization vector along the soliton solution is given
by the expression
∆φ = 8
√
2α2
9α1 − α2 arctan
(√
−θ1
θ2
)
(55)
and it is finite for all δ and V .
FIG. 1: (Color on line.) Dependence of (a) ρ+, (b) ρ− and the
total density (c) ρ on ξ = x− Vst for α1 = 1.0, α2 = 0.6, δ =
0.05 and velocity parameter V = 0.03 (soliton velocity Vs =
0.416). Analytical results in the Gardner approximation are
shown by thick black lines and exact numerical results by red
lines.
Densities of the two components of the soliton solution
can be found from Eqs. (3). Their plots are illustrated
in Fig. 1 together with exact numerical solutions of the
vector GP equations for the same choice of parameters.
Analogous plots for the flow velocities of two components
are shown in Fig. 2.
In the center of a soliton and for V  ρ0δ2/(8α2cp),
that is for soliton’s velocity Vs close to the linear po-
larization wave velocity cp, the condensate’s components
densities are equal to
ρ+ =
ρ0
2
{
1− 4
√
α2
9α1 − α2 ·
√
1− Vs
cp
− 12(α1 − α2)
9α1 − α2
(
1− V
cp
)}
,
ρ− =
ρ0
2
{
1 + 4
√
α2
9α1 − α2 ·
√
1− Vs
cp
− 12(α1 − α2)
9α1 − α2
(
1− V
cp
)}
.
(56)
8FIG. 2: (Color on line.) Dependence of (a) v+ = (U−v)/2 and
(b) v− = (u+ v)/2 on ξ = x−Vst for α1 = 1.0, α2 = 0.6, δ =
0.05 and velocity parameter V = 0.03 (soliton velocity Vs =
0.416). Analytical results in the Gardner approximation are
shown by thick black lines and exact numerical results by red
lines.
These formulae agree with exact numerical solution of
the vector GP equations (1) for Vs close enough to cp
(see Fig. 3).
FIG. 3: (Color on line.) Dependence of two components den-
sities at the center of soliton as functions of the soliton velocity
Vs for α1 = 1.0, α2 = 0.6, δ = 0.05. Analytical results in the
Gardner approximation are shown by a solid line and exact
numerical results by red dots.
If α2 < 0, the formula (51) for the soliton solution
remains the same, but now in (53) subscripts ‘1’ and ‘2’
correspond to the lower and upper signs, respectively.
D. Polarization algebraic solitons
If α2 > 0, then there exists another type of soliton
solutions of the Gardner equation—so called algebraic
soliton (see, e.g., [17]). Such a solution is given by the
expression
θ′(x, t) = θ2 +
θ1 − θ2
1 +
c2p(9α1−α2)(θ1−θ2)2
8α2
(x− Vst− x0)
,
(57)
where θ2 is a free non-zero background density parameter
which parameterizes the solution, and the other param-
eters are defined by the equations
θ1 =
12δ
9α1 − α2 − 3θ2, (58)
Vs = cp − δ
2
8cpα2
+
9cpδ
8α2
− 3cp(9α1 − α2)
8α2
θ22. (59)
In this case, for the background values of the angle θ2 ∼
δ, the soliton velocity departs from the sound velocity to
a value ∼ δ, too, and, hence, the amplitude of the soliton
is of the same order of magnitude. Thus, this is very
small amplitude and very wide soliton.
E. Solibore solutions
Besides soliton solutions, similar in many respects to
the KdV solitons, the Gardner equation has other types
of solutions that are absent in the KdV approximation.
Here we shall consider one such a solution, called “soli-
bore” solution (see, e.g., [17, 34]). In some applications
the solutions of this kind are called “kinks” or “half-
solitons” [35], however in hydrodynamics they represent a
degenerate case of a bore, i.e. of a solution that connects,
analogously to a shock wave, two flows with different pa-
rameters. Exactly this meaning for the condensate flows
has the solution that we are going to study here.
The solibore solution exists only for the case α1 > 0,
α2 < 0, if the background flow is modulationally stable.
In this subsection we shall assume that these conditions
are fulfilled. In terms of the solution of the Gardner
equation (43) the solibore solution relates the flows with
different values of the angle θ at left and right infinities
x→ ±∞:
θ′ → θ1 at x→ +∞ and θ′ → θ2 at x→ −∞.
(60)
This replaces the boundary condition θ → pi/2 presumed
earlier, but the Gardner equation is still applicable pro-
vided |θ1,2− pi/2| are small enough. In the solibore solu-
tion the limiting values θ1,2 are related by the expression
θ1 + θ2 =
3cpδ
8|α2| . (61)
For definiteness we suppose that θ1 > θ2 and θ
′ → θ1
at x → +∞; then the solibore solution of the Gardner
equation can be written as
θ′(x, t) = θ1− θ1 − θ2
1 + exp
[√
9α1−α2
2|α2| (θ1 − θ2)(x− Vst− x0)
] ,
(62)
where the solibore velocity equals to
Vs = cp − ρ0δ
2
8α2cp
+
(9α1 − α2)cp
16α2
×
[(
6δ
9α1 − α2 + θ1
)2
− 3θ21
]
.
(63)
9This solution is parameterized by the value of the angle
θ1 at the right infinity x → +∞; then θ2 is defined by
Eq. (61). The other variables can be found by substitu-
tion of Eq. (62) into Eqs. (44). We have illustrated the
solibore solution by plots in Figs. 4. As one can see, this
solution represents a two-fluid flow which converts one
component to another: downstream the solibore (on the
left side) the ρ+-component dominates and upstream the
ρ−-component dominates. In terms of the total density,
the solibore solution looks as an asymmetric dark soli-
ton moving with velocity Vs. It is important to notice
that velocities of two components are different and do
not vanish at x→ ±∞.
FIG. 4: (Color on line.) Dependence of ρ+ (a), ρ− (b), the
total density ρ (c) and condensate’s components velocities
v+ = (U − v)/2, v− = (u + v)/2 (d) on ξ = x − Vst for
α1 = 1.0, α2 = −0.6, δ = 0.05 and θ1 = 0.05 (solibore veloc-
ity Vs = 0.896). Exact numerical solution of the vector GP
equations cannot be distinguished from the analytical results
obtained in the Gardner approximation and therefore they
are not shown here.
F. Breather solution
As the last example of new wave structures supported
by the vector GP equation, we shall present the breather
solution which appears as a consequence of the corre-
sponding solution of the Gardner equation, found in
[36, 37]. In our notation it exists if α2 > 0 and can
be written in the form
θ′(x, t) = − 2
cp
√
2α2
9α1 − α2
× ∂
∂x
arctan
κ cosh p cos Θb − k cos q sinh Φb
κ sinh p sin Θb + k sin q cosh Φb
,
(64)
where k and κ are “wavenumbers” of an envelope and a
carrier wave, correspondingly,
k =
3δcp√
2α2(9α1 − α2)
sinh(2p)
cos2 q cosh2 p+ sin2 q sinh2 p
,
κ =
3δcp√
2α2(9α1 − α2)
sin(2q)
cos2 q cosh2 p+ sin2 q sinh2 p
,
(65)
and velocities of the envelope and carrier wave are given
by the expressions
Vb = cp− ρ0δ
2
8cpα2
−3κ
2 − k2
8cp
, Vi = cp− ρ0δ
2
8cpα2
−κ
2 − 3k2
8cp
,
(66)
while the phases are defined as
Θb = k(v − Vbt) + Θ0, Φb = κ(x− Vit) + Φ0. (67)
Substitution of (64) into Eqs. (3) yields the densities of
two components in the breather solution of vector GP
equation in the Gardner approximation. This solution is
illustrated in Fig. 5. It describes a non-stationary propa-
gation of a nonlinear wave packet with envelope velocity
Vb.
FIG. 5: (Color on line.) Plots of ρ+ (a), ρ− (b), and the
total density ρ (c) as functions of x and t for α1 = 1.0, α2 =
0.6, δ = 0.4.
V. CONCLUSION
In this paper, we have shown that for vector GP equa-
tion there exists a region of values of the nonlinearity
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constants for which this quite complicated system of
equations can be reduced to a single nonlinear evolution
equation—the so-called Gardner equation. This equa-
tion describes the evolution of the nonlinear polarization
excitations, that is of such excitations which in the lin-
ear limit reduce to the polarization sound waves with
constant total density of the condensate. Such an ap-
proach leads to several new types of nonlinear waves in
the two-component condensates—algebraic solitons, soli-
bores, breathers. Numerical solution of the vector GP
equation with corresponding initial data demonstrates
that these new types of nonlinear excitations propagate
without change of their properties during evolution, that
is they are stable with respect to decay to more elemen-
tary excitations. Although analytical description of the
wave pattern exists at the moment in the small ampli-
tude approximation only, similar large amplitude wave
patterns can be described as exact numerical solutions of
the vector GP equation. We expect that these new ex-
citations can be generated in experiments by the flow of
the two-component condensate past obstacles or by the
phase and density engineering methods applied to the
two-component condensate.
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