Abstract. In previous joint work, a theory introduced earlier by Tagare was developed for establishing certain kinds of correspondences, termed bimorphisms, between simple closed regular plane curves of differentiability class at least C 2 . A class of objective functionals was introduced on the space of bimorphisms between two fixed curves C 1 and C 2 , and it was proposed that one define a "best non-rigid match" between C 1 and C 2 by minimizing such a functional. In this paper we prove several theorems concerning the nature of the shape-space of plane curves and of spaces of bimorphisms as infinite-dimensional manifolds. In particular, for 2 ≤ j < ∞, the space of parametrized bimorphisms is a differentiable Banach manifold, but the space of unparametrized bimorphisms is not. Only for C ∞ curves is the space of bimorphisms an infinite-dimensional manifold, and then only a Fréchet manifold, not a Banach manifold. This paper lays the groundwork for a companion paper in which we use the Nash Inverse Function Theorem and our results on C ∞ curves and bimorphisms to show that if Γ is strongly convex, if C 1 and C 2 are C ∞ curves whose shapes are not too dissimilar (C j -close for a certain finite j) and if neither curve is a perfect circle, then the minimum of a regularized objective functional exists and is locally unique.
Introduction
In many problems in science, medicine, and technology the problem of "patternmatching" arises: finding optimal correspondence, in some reasonable sense, between two plane images. One important case is the matching of two plane curves, and there is now a large body of literature on this subject (for a survey of methods and an extensive bibliography through 1995 see [Lo] ; more recent papers include [CAS, FB, SKK, T, TOG] ). In this paper and its sequel [G1] we confine ourselves to the problem of matching two simple closed curves in the plane, although much of the work in these papers can be adapted to the problem of matching non-closed or non-simple curves.
In [TOG] a theory initially introduced in [T] was developed for certain kinds of correspondences, termed bimorphisms, between simple closed regular plane curves of differentiability class at least C 2 . A bimorphism between two such plane curves C 1 , C 2 is a certain type of curve Σ in the torus C 1 × C 2 ; for a precise definition see §2. Given a "cost function" Γ : R → R-a continuous, even function achieving a
Here s Σ is an arclength parameter along Σ (with respect to a Riemannian metric on C 1 × C 2 in which each factor has length 1), s Σ → (µ 1 (s Σ ), µ 2 (s Σ )) ∈ C 1 × C 2 is the corresponding parametrization of Σ, the vertical bars denote norm of a vector in R 2 , and κ i is the curvature of C i . Geometrically, the argument of Γ-the "pointwise mismatch"-is the difference in the rates of change, with respect to the common parameter s Σ , of the direction of the unit tangent vectors to C 1 and C 2 . A bimorphism that minimizes J (C 1 ,C 2 ) is deemed to be a "best match" between C 1 and C 2 . Some advantages of this framework are discussed in [T] , [TOG] , and [G1] .
For general curves C 1 , C 2 it is not known, for any Γ, whether a minimizer of J (C 1 ,C 2 ) exists. However, in most approaches to curve-matching problems, it is not the curves themselves that are directly matched. Rather, one parametrizes each curve by arclength over intervals [0, i ] , where i is the arclength of C i , and looks for an optimal correspondence between [0, 1 ] and [0, 2 ] (cf. [T] ). This turns the problem into a search within the space of correspondences between [0, 1 ] and [0, 2 ], a space that (except for the numbers 1 and 2 ) does not see the curves C 1 , C 2 at all. Since the functional (1.1) is insensitive to the sizes of C 1 and C 2 , we can always rescale C 1 and C 2 to have arclength 1, so that our search space is a fixed space of "internal bimorphisms", a certain set of correspondences between [0, 1] and [0, 1]. Since we are restricting attention to closed curves, our correspondences must satisfy periodic boundary conditions; thus our space of internal bimorphisms B int is really a set of correspondences between two fixed circles S 1 of circumference 1, each arising as R/Z. This search space B int is completely independent of the curves C 1 and C 2 .
This suggests an alternative viewpoint on minimizing (1.1). Instead of viewing C 1 and C 2 as fixed curves, we can view their curvature functions κ 1 , κ 2 as parametrizing a family of objective functionals Σ → J(Σ; κ 1 , κ 2 ) on the space B int . The advantage of this approach is that it allows use of the
Stability Principle. Stable minima persist in suitably differentiable families of suitably differentiable functions.
Thus if one knows that one member of a parametrized family of functionals has a stable minimum, one may be able to conclude that every nearby functional will have a stable minimum nearby. In our situation, the functional J trivially achieves some absolute minima: if C 1 = C 2 then J (C 1 ,C 2 ) achieves its absolute minimum of zero at the bimorphism corresponding to the identity map C 1 → C 2 . In terms of the parametrized family of functionals on B int , this says that for all curvature functions κ 0 , the functional J(·; κ 0 , κ 0 ) achieves its absolute minimum, namely zero, at the internal bimorphism ∆ corresponding to the identity map S 1 → S 1 . Using this idea we prove in [G1] an existence/uniqueness theorem, a weaker version of which is stated below, for minima of a slightly perturbed (regularized) version of J. Our perturbation replaces J by J ε := J + εQ, where ε > 0 and Q is a certain functional on B int that penalizes deviation from "uniformity", a perfectly uniform internal bimorphism Σ int being one in which, under a parametrization, the two factors of S 1 × S 1 are traversed at identically equal rates. (See [G1] for the precise definition of Q.) Our proof of this theorem involves an implicit-function theorem and therefore requires us to know that a suitable open subset of B int is a manifold (infinite-dimensional of course), and that so is the parameter-space S in which the normalized curvature functions κ i (see §2) live. This paper is devoted to the structure of these spaces.
To state the existence/uniqueness theorem we require some terminology that will be elaborated upon in §2. By a based plane curve we will mean a pair (C, q) , where C is a simple closed curve in R 2 and q ∈ C, and by a based shape we will mean the equivalence class of a based curve under basepoint-preserving positivelyoriented similarity transformations. For 0 ≤ j ≤ ∞ we define the shape space S j (respectively, based-shape space S j ) of curves in the plane to be the sets of shapes (resp. based shapes) of C j plane curves. Given two based plane curves C i,b = (C i , q i ), i = 1, 2, the pseudo-identity (C 1 , C 2 )-bimorphism Σ id (C 1,b , C 2,b ) ⊂ C 1 × C 2 is the graph of the map C 1 → C 2 determined by linearly interpolating between the arclength function of C 1 based at q 1 and the arclength function of C 2 based at q 2 . We denote by B j,+ (C 1 , C 2 ) the space of orientation-preserving C j bimorphisms between C 1 and C 2 . The perturbed functional J ε determines a functional J A useful corollary of Theorem 1.1 is the special case in which one of the based curves C 1,b , C 2,b is C 0,b itself. It may also be possible to use Theorem 1.1 to prove results for C j curves, j < ∞, by taking limits of minimizers for C ∞ curves. The reason that only C ∞ curves appear in Theorem 1.1 goes back to the Stability Principle, which we stated with deliberate vagueness because its hypotheses depend on context. In all contexts, a "stable minimum" is (at least) an isolated local minimum; in some contexts there are more restrictions. For finite-dimensional families of functions defined on finite-dimensional manifolds M (or on compact domains in R n , with appropriate boundary conditions), "suitably differentiable" in the Stability Principle means C 2 , and "stable minimum" of a function F can be replaced by "infinitesimally stable minimum", one at which the Hessian of F is strictly positive-definite. In this context the Stability Principle is proven applying the standard Implicit Function Theorem to the gradient of F (more precisely, to the parametrized family of these gradients) with respect to an arbitrary Riemannian metric. The proof relies on the fact that in finite dimensions every non-degenerate critical point x 0 is strongly non-degenerate: the metric and the non-degenerate Hessian combine to give an isomorphism from the tangent space T x 0 M to itself.
The space of internal bimorphisms is of course infinite-dimensional, as is the parameter-space of pairs of normalized curvature functions (κ 1 , κ 2 ). The BanachSpace Implicit Function Theorem leads to a form of the Stability Principle for infinite-dimensional C 2 Banach manifolds. However, strict positivity of the Hessian H of F at x 0 is no longer enough, not even guaranteeing that F has local minimum at x 0 ; one needs strong positivity : H(v, v) ≥ c 1 v 2 for some c 1 > 0.
It would seem a reasonable strategy to try to prove a version of Theorem 1.1 for finitely-differentiable curves by attempting to endow B int j , the space of internal bimorphisms of class C j , with the structure of a Banach manifold for some appropriate finite j, and attempting to apply the Stability Principle. The problem with this approach is that in our situation essentially none of the hypotheses of the Banach-Space Implicit Function Theorem are satisfied: the domain M of the relevant map Z(·; κ 1 , κ 2 ) (the L 2 -gradient of J with κ 1 , κ 2 held fixed) is not a Banach manifold; at most points of M the map Z is not differentiable in the Banach-space sense; and at the points at which Z has an invertible derivative with respect to its first argument, the inverse of the derivative is not bounded.
The last problem is the easiest to surmount; it is solved by adding the regularization term to J. To understand the other problems it is important to distinguish between parametrized C j bimorphisms, the space of which we denote B 
) has a nontrivial nullspace, owing to the parametrizationindependence of the functional. To get a Hessian that has a chance to be positivedefinite, one must pass to the quotient M int j . However, for no j is M int j a differentiable Banach manifold. For finite j it is only a C 0 -manifold, and one cannot even talk of a C 1 function, let alone apply an implicit-function theorem. One can make sense of the Banach-space derivative of J on the subset M int j+1 ⊂ M int j , but this is too small a subset to be of any use.
This forces us to consider C ∞ curves. The spaces M int ∞ and M int ∞ are not Banach manifolds, but tame Fréchet manifolds (see the Appendix for this terminology), so the Banach-space Implicit Function Theorem and its associated stability principle are not available to us. What is available is the Implicit Function Theorem associated with the Nash-Moser Inverse Function Theorem for Fréchet spaces (see the Appendix). From this we can derive a stability principle tailored to our situation, allowing us to prove Theorem 1.1. Unfortunately, the hypotheses of the NashMoser theorem are enormously harder to verify than are those of the Banach-space theorem. Consequently, the proofs in this paper and [G1] are quite long. They may appear superficially to be a matter of crank-turning, but this appearance is deceptive: in the middle of a proof one finds that one has to invent the right crank to turn.
The first major purpose of this paper is to lay the groundwork for the proof of Theorem 1.1 by establishing what types of manifolds various spaces of shapes and bimorphisms are (Theorems 2.8-2.9 and Corollary 2.10). The second major purpose is to facilitate future work in this area, and for this purpose Theorems 2.8-2.9 include statements concerning the spaces M int j , M int j , and S j for finite as well as infinite j, although only the infinite-j spaces are of consequence to Theorem 1.1. We also prove that S ∞ is a tame Fréchet manifold even though this too is not needed for the proof of Theorem 1.1.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Among the spaces we study are the spaces of constant-speed C j internal hbimorphisms M int,c j . We prove that these are C ∞ Banach manifolds for 2 ≤ j < ∞ and a tame Fréchet manifold for j = ∞ (the proof of the latter being surprisingly laborious). M int,c j is a circle-bundle over M int j , and we use this relation to give us the manifold structure on M int j . It is possible to prove Theorem 1.1 without using M int,c ∞ , but it seems worthwhile for several reasons to understand and use M int,c ∞ (and M int,c j for j < ∞). First, in most applications practitioners prefer to use "standard" (usually unit-speed) parametrizations. There is a natural one-to-one correspondence between constant-speed parametrized (h)-bimorphisms and unitspeed parametrized (h)-bimorphisms, so our results concerning M int,c ∞ (Corollary 2.10) imply that the space of unit-speed h-bimorphisms is a tame Fréchet manifold as well. Second, various formulas related to the first and second derivatives ofJ 
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1 rather than as
makes it clear that for finite j, the fact that M int j is no more than a C 0 manifold has nothing to do with the complicated nature of the diffeomorphism group; all by itself the circle-action on M int,c j -rotations of the circle used to parametrize (h-)bimorphisms-is badly enough behaved to rob M int j of any chance of being a differentiable object. This fact may be well-known to differential geometers, but not to researchers in image-analysis, for whom we also wish this paper to be informative and accessible. This paper is organized as follows. In §2 we carefully define the various types of bimorphisms and their parameter spaces. We also show that shapes of C 2 simple closed plane curves are in one-to-one correspondence with normalized curvature functions, defined therein. Theorems 2.8 and 2.9 state what type of manifold each parameter-space is. The proofs of these theorems, being long and technical, are deferred to §4. Readers desiring more detail than we give in these proofs may obtain the preprint [G2] from the author.
In the Appendix we also summarize some background material on Fréchet manifolds and the Nash-Moser Theorem, since this material may not be widely known to researchers in image-analysis. There is already an excellent reference for this material, [H] , which we cite liberally; however it did not seem fair simply to refer the reader to this 158-page paper, whose table of contents carries no page numbers, and whose pages give no clue as to whether one is in Chapter I, II, or III. For this reason our citations of [H] are very detailed.
We conclude this introduction with some notation and terminology. For finitedimensional vector spaces or manifolds M, N and 0 ≤ j ≤ ∞ we write C j (M, N ) for the space of C j maps from M to N . As is customary C j (M ) means C j (M, R) and "smooth" means C ∞ . In this paper, S 1 denotes the specific model of the circle as R/Z, with basepoint we denote 0 (the image of 0 ∈ R under the quotient map). As a quotient of R, this circle inherits the standard Riemannian metric which we use implicitly throughout; thus the circumference of our S 1 is 1, not 2π. We endow S 1 × S 1 with the product metric; S 1 × S 1 will always mean this specific model of the flat torus. The standard variable t ∈ R is an arclength parameter for S 1 , which we use to canonically identifyḟ , the derivative with respect to arclength of a map f :
For the standard inner product on R 2 and the induced Riemannian metrics on R 2 and S 1 × S 1 we generally use dot-product notation, except for some long formulas in which parenthesis-notation (·, ·) is more convenient. Norms of vectors in R 2 are denoted with single bars | · |; we reserve double-bars for function-space norms.
For 1 ≤ j ≤ ∞, a C j parametrized regular closed curve in the plane is a C j embedding S 1 → R 2 , i.e. a C j one-to-one map t → (x(t), y(t)) withẋ(t),ẏ(t) never vanishing simultaneously. A C j regular closed curve in the plane is the image of such a map. The same terminology applies to curves in a torus.
Unless otherwise specified, "(parametrized) curve" means "simple, closed, oriented, (parametrized) regular curve" (either in the plane or a torus) of whatever differentiability class is specified (C j , 1 ≤ j ≤ ∞). If no differentiability class is specified, j ≥ 2 is always assumed (except where explicitly stated otherwise), so that the curvature function of an oriented plane curve is always defined and continuous.
Shapes, bimorphisms, and their parameter spaces
In the Introduction we defined the spaces S j (respectively S j ) of shapes (resp. based shapes) of C j curves in R 2 , 0 ≤ j ≤ ∞. For j ≥ 1 there is a one-to-one correspondence between based shapes and based curves (C, q) in the xy plane that satisfy the following "normalization" conditions:
. the positively-oriented tangent direction to C at q is the positive x-direction, 3. the total arclength of C is 1.
A based plane curve satisfying (2.1) will be called normalized. Since the basepoint of every normalized curve is the origin, we can unambiguously refer to a "normalized curve C". Because of the natural one-to-one correspondence between based shapes and normalized curves we will often regard S j as the space of normalized C j curves.
The circle acts on S j (as we will see shortly) and on many other spaces in this paper, so we introduce the following Notation 2.1. For any set X, each function f ∈ Maps(S 1 , X), and each
Every normalized curve C has a unique positively-oriented unit-speed parametrization γ C : S 1 → C with γ(0) = (0, 0); we call γ C the canonical parametrization of C. For 1 ≤ j ≤ ∞, a curve is C j if and only if its canonical parametrization is C j . For any unit-speed parametrization γ : S 1 → C and any a ∈ S 1 , τ a (γ) is again a unit-speed parametrization of C. Thus τ defines a free, transitive action of S 1 on the set of unit-speed positively oriented parametrizations of C, a set that is in natural one-to-one correspondence with C itself (a choice of basepoint uniquely determines such a parametrization, and vice-versa). Hence there is a natural identification
A correspondence between two plane curves C 1 , C 2 is a subset Σ of the product space C 1 × C 2 such that the projection of Σ onto the i th factor is C i . For p ∈ C 1 , we refer to the set {q ∈ C 2 | (p, q) ∈ Σ} as the image of p in C 2 under Σ, and say that Σ matches p with its image in C 2 . We use analogous terminology with the roles of C 1 and C 2 reversed.
Any such curve-correspondence can be obtained by applying similarity transformations to a correspondence of normalized curves. The primary interest in curvecorrespondences is thus really an interest in shape-correspondences; a similarity transformation carrying one plane curve to another can be viewed as a "perfect match".
In [T] a type of curve-correspondence called a bimorphism was introduced (studied further in [TOG] ). Let C 1 , C 2 be C l curves in the plane, and let j ≤ l. A C j bimorphism between C 1 and C 2 , or C j (C 1 , C 2 )-bimorphism, is a C j curve Σ in the product C 1 × C 2 that projects onto C 1 and C 2 and for which the image under Σ of every point in each curve is either a point or an arc in the other curve. (The object called a bimorphism in [TOG] is what we are here calling a C 1 bimorphism.) We call Σ an identity bimorphism if
By a normalized C j parametrization of a (C 1 , C 2 )-bimorphism Σ we will mean a C j embedding µ : S 1 → C 1 ×C 2 with image Σ. Here "normalized" refers to the fact that S 1 means the specific model of the circle as R/Z. "Parametrized bimorphism" will always mean "normalized parametrization of a bimorphism".
Throughout this paper, t is used for the domain variable of a parametrized (C 1 , C 2 )-bimorphism, and "dot" denotes d/dt. It is shown in [TOG] that for i = 1, 2, if u i is a positive-speed parameter along C i and π
• µ is monotone, and hence the "embedding" requirement above is equivalent to the condition that the tangent vectorμ(t) is nowhere zero. Thus, given a normalized parametrization µ of a (C 1 , C 2 )-bimorphism, for the pair of maps µ i := π C i • µ : S 1 → C i the derivativesμ 1 (t),μ 2 (t) never vanish simultaneously. We call a (C 1 , C 2 )-bimorphism Σ orientation-preserving if for a normalized parametrization µ the maps µ 1 , µ 2 are both orientation-preserving or both orientation-reversing (a condition independent of the choice of µ); otherwise we call Σ orientation-reversing.
, where the sign indicates whether orientation is preserved; a similar decomposition holds for the parametrized case. Any orientationreversing diffeomorphism of C 2 induces a bijection
From now on "(parametrized) bimorphism" will always mean "orientation-preserving (parametrized) bimorphism", since all properties of orientation-reversing bimorphisms can be easily recovered from those of orientation-preserving bimorphisms. Given a C 2 plane curve C, letκ C : C → R denote its curvature function, with the sign convention that a convex curve has nonnegative curvature if it is oriented counterclockwise. We will restrict our attention to plane curves with the counterclockwise orientation; again it is easy to translate all of what follows below to the other orientation cases. 
Proof. One direction of the implication is trivial. For the other, write
let R be the unique positively-oriented rigid motion of R 2 carrying γ C 1 (a) to the origin and γ C 1 (a) to (1, 0). Since κ C 1 is continuous, it follows from the standard uniqueness theorem for solutions of linear ODE's that γ C 2 (t) = R(γ C 1 (t + a)) for all t, i.e. that γ C 2 = R(τ a (γ C 1 )) and hence that R carries C 1 to C 2 .
We use the correspondences asserted in Lemma 2.3 to endow S j with the differentiable structure on K j−2 asserted later in Theorem 2.9, and S j with the corresponding quotient topology.
In view of Lemma 2.3, if C is the normalized curve corresponding to the normalized curvature function κ, we will alternatively use the notation γ κ for the canonical parametrization γ C . The proof above shows that
for some positively-oriented rigid motion R a,κ of R 2 . In practical applications, of course, curves do not start out normalized; given a curve C of length C one commonly chooses a basepoint and then uses an arclength parametrization over the interval [0, C ]. The curvature of C is then viewed as a functionκ C : [0, C ] → R with periodic boundary conditions, or equivalently a period-C function on R. The corresponding normalized curvature function κ C is then given by
, a smooth parametrized curve in the torus. Parametrized curves that are homotopic to p ∆ will play a special role below. We call an oriented curve in the torus (1,1)-homotopic if it admits a positively-oriented parametrization homotopic to p ∆ . 
The speed of a constant-speed curve parametrized over S 1 necessarily equals the length of the curve; our fixed domain S 1 in the definition of "parametrized curve" prevents us from parametrizing all curves at unit speed. However, there is a natural one-to-one correspondence between the set of constant-speed based curves C parametrized over S 1 and the set of unit-speed based curves C , given by keeping the base point fixed and rescaling the unit-speed parameter so that the rescaled parameter runs over [0, 1] 
, and the same with M replaced by B. We will often use this later to translate
j , circumventing certain difficulties associated with the complicated group Diff
There is a natural projection
where
is the unique diffeomorphism for which p • σ p has constant speed and for which (2.7)
(By the integrand in (2.7), we mean the unique continuous function f : [0, 1) → R for which f (t)/Z = σ −1 p (t) − t and for which the value of the integral lies in [0, 1).) The reason for requiring (2.7) instead of the basepoint-preserving condition σ p (0) = 0 is the naturality implied by the next proposition. However, were we to replace (2.7) with σ p (0) = 0, the other proofs in this paper in which σ p enters would not be materially affected.
Proof. For all p ∈ M int j , the unique diffeomorphismσ p of S 1 for which p •σ p has constant speed and for whichσ p (0) = 0 has its inverse given by
Writing f a (t) =σ
Integrating both sides over S 1 , (2.10) follows.
Given normalized C j curves C 1 , C 2 with j ≥ 2, the canonical parametrizations
where κ i is the normalized curvature function of C i . Every normalized C j parametrization µ of a (C 1 , C 2 )-bimorphism Σ can be uniquely expressed as a composition
where p :
The condition that Σ is a bimorphism implies that there is a lift of p to a mapp :
Thus p is homotopic to p ∆ , and is therefore a C j parametrized internal bimorphism. Conversely, every C j nonstop map p :
. Furthermore, every normalized reparametrization of the image Σ of µ p can be effected by pre-composing p with a diffeomorphism of the circle. Thus, if we define
, then for 1 ≤ j ≤ ∞ we obtain basepoint-dependent(!) one-to-one correspondences (in fact, homeomorphisms) (2.12)
Note that all the spaces above depending on C 1 , C 2 really depend only on the (based) shape-equivalences classes of C 1 , C 2 , in the sense that if R 1 , R 2 are similarity transformations of R 2 , then there are natural identifications of the spaces above with the corresponding spaces for the pair of curves (R 1 (C 1 ), R 2 (C 2 )). Thus we can think of pairs of shapes (or based shapes) as parametrizing the collection of all bimorphisms (or parametrized bimorphisms), where we identify any two bimorphisms (or parametrized bimorphisms) related this way. In view of Lemma 2.3, this motivates the following definition.
Definition 2.6. For 2 ≤ j ≤ ∞, we call
based h-bimorphisms; and
We use similar terminology for the spaces obtained by replacing the symbol M with the symbol B, just omitting the "h-" from "h-bimorphism". For the spaces of (unbased) bimorphisms and h-bimorphisms, see Definition 3.1; these spaces are not obtained simply by replacing K with K.
Remark 2.7. In the definition above it would be more precise, if more awkward, to append the words "of C j curves" to all the space-names. There are situations in which, given curves C 1 , C 2 of class C l , it is important to consider bimorphisms of class C j with j < l, and thus maps of the form
and p ∈ C j ; see [G1, §3] for example. To simplify the discussion and to avoid even more cumbersome terminology, we do not give names to the corresponding spaces
The next two theorems (whose proofs are deferred to §4.1 and §4.2 respectively) and their corollary state what sorts of manifolds are the spaces above. For the definition of "tame Fréchet manifold" and "tame Fréchet principal bundle" see the paragraph following Remark 5.1 in the Appendix. We adopt Hamilton's convention that a "Fréchet manifold" always means a "smooth Fréchet manifold" ( [H] , Definition I.4.6.5, pp. 98-99). Below, isomorphism between topological vector spaces always means topological isomorphism.
Theorem 2.8. (a) For
1 ≤ j < ∞, M int j is a C ∞ Banach manifold canonically modeled on C j (S 1 , R 2 ). (b) M int ∞ is a tame Fréchet manifold canonically modeled on C ∞ (S 1 , R 2 ). (c) For 2 ≤ j < ∞, M int,c j is a C ∞ Banach submanifold of M int j , modeled on a subspace of C j (S 1 , R 2 ) isomorphic to C j (S 1 ) ⊕ R. (d) M int,c ∞ is a tame Fréchet submanifold of M int ∞ canonically modeled on C ∞ (S 1 ) ⊕ R. (e) For 1 ≤ j < ∞, the space M int j , endowed with the quotient topology deter- mined by the projection π M→M , is a C 0 Banach manifold modeled on C j (S 1 ). (f ) M int ∞ ,
endowed with the quotient topology determined by the projection π M→M , is a tame Fréchet manifold whose tangent space at each
When dealing with infinite-dimensional manifolds, whether of Banach or Fréchet type, it is often the case that even locally there is no canonical Banach or Fréchet space in which chart-maps take their values; there is only a class of mutually isomorphic spaces. A manifold N is modeled canonically on a fixed topological vector space E if and only if for each p ∈ N there is a canonical isomorphism between the tangent space T p N and E. (We also say that N is canonically parallelizable.) Thus in Theorem 2.8, statements (c) and (e) assert something weaker than the other statements.
Except for the statements concerning canonical model spaces, a theorem analogous to Theorem 2.8 is true if we replace "parametrized internal h-bimorphisms" with "embeddings S 1 → M in a fixed homotopy class", where M is any smooth manifold. For the sake of concreteness, we have restricted ourselves to the case M = S 1 × S 1 in stating and proving Theorem 2.8. 
In Theorems 2.8 and 2.9 and their proofs we include the finite-j cases partly to explain why the finite-j spaces are insufficient for the implicit-function-theorem approach that we use to prove Theorem 1.1 (the reason being that M int j has no differentiable structure); partly to lay a foundation for the reader who may be able to find, using only the finite-j spaces, a simpler path to an existence/uniqueness theorem for optimal bimorphisms; and partly because the finite-j results may be useful in other contexts and (in the cases of M int j , M int,c j and K j ) the author has not seen them elsewhere. (However, we note that in [KSMJ] , Klassen et al. state an analog of Theorem 2.9(a) for "normalized L 2 curvature functions"-squareintegrable functions satisfying the first three constraints in our Lemma 4.5-and sketch a proof whose ingredients are essentially the same as those we use to prove Theorem 2.9(a).)
The spaces K j (and hence S j ), 0 ≤ j ≤ ∞, corresponding to unbased shapes are not manifolds in any natural way consistent with the projections K j → K j . The problem is that S 1 does not act freely on K j ; a curvature function with period 1/n for some n > 1 (corresponding to a curve with n-fold rotational symmetry) has stabilizer Z n , the cyclic group of order n, and the constant curvature function 2π (corresponding to the circle) is stabilized by all of S 1 . This would seem to lead to an orbifold-type singularity in the neighborhood of a point in K j represented by a curvature function with finite symmetry (though the author has not tried to prove this), and a horrible singularity at the point in K j corresponding to the circle, in every neighborhood of which there exists for every n a curvature function with stabilizer Z n . It does seem likely that the complement in K j of the set of symmetric curves is a C 0 manifold for j < ∞, and a C ∞ manifold for j = ∞, and that the pre-images of these subsets in K j are principal S 1 -bundles (C 0 for j < ∞ and C ∞ for j = ∞). We now briefly (and only partially) explain why the word "canonically" appears in statement (d) of Theorem 2.8 but not in statement (c), and in statement (f) but not in statement (e); the proof in §4 gives a more complete understanding.
Let
j -the space of "variation vector fields" at p-is simply the space of all C j vector fields along the parametrized curve p in the torus S 1 × S 1 , and hence is naturally isomorphic to
Formally, the tangent space to the
, and thus the
, and we have a natural candidate for the tangent space to M int j at Σ = π M→M (p), namely (2.14)
The isomorphism class of (2.14) is independent of the representative p of Σ. However, if j < ∞, then for general p ∈ M int,c j the S 1 -orbit of p is not a differentiable object and (2.14) is not even defined. When j = ∞ (2.14) does indeed give
rather than the quotient space (2.14). To facilitate the discussion we define an important invariant of (h-)bimorphisms.
More generally, for p ∈ M int j we define the slope-angle functionθ p :
Similarly, for all p ∈ M int j , (θ p )˙is still given by the right-hand side of (2.17), so 
we have a well-defined functionθ Σ : Σ → R/(2πZ). The invariant θ Σ (orθ Σ ) encodes the relative velocities at which the two factors of
) has a direct geometric interpretation: it is the curvature of Σ in the flat torus
Often we will drop the subscript p from θ p , the dependence on p being understood from context. The same goes for the unit tangent and normal vector fields
. X can also be written as a unique linear combination f N + λT; the coefficient functions f, λ : S 1 → R are given by the dot product of the C j vector field X with the C j−1 vector fields N, T, and hence are
is an isomorphism if and only if j = ∞; for finite j the would-be inverse map (f, λ) → f N + λT is not onto.
Focusing on the case j = ∞, two variation vector fields X ∈ T p M int ∞ that differ only by the infinitesimal action of the reparametrization group Diff + (S 1 ) have the same normal component f , and there always exists a 1-parameter subgroup of Diff + (S 1 ) whose infinitesimal action carries a given X to one with zero tangent component. In other words, the image of the infinitesimal action of Diff + (S 1 ) is precisely the space of tangent vector fields along p, so if Σ is the h-bimorphism parametrized by p, we have a natural candidate (that turns out to be valid rigor-
∞ ; normal vector fields f N do not, in general, correspond to variations of p through constantspeed curves. Expression (2.14) gives us two alternate models for
if and only ifλ − fθ is constant. Sinceλ integrates to zero around the circle, this in turn is equivalent to λ(t) = λ f (t) + constant, where
and where g denotes the average value of a function g on the circle, (2.20)
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Defineλ f (t) = λ f (t) − λ f . Then the preceding gives us two ways of splitting
In each of the splittings in (2.21), the one-dimensional subspace RT p is the tangent space to the S 1 -orbit at p (generated by translation of the constant-speed parameter t); thus bothT
∞ is more natural geometrically, since it corresponds to a subspace of the space of vector fields along Σ that is independent of the choice of representative p. Therefore it is the model that we use in the proofs of Theorem 2.8 and [G1, Theorem 5.4 ] (the stronger version of Theorem 1.1). It is also analytically advantageous to stick with functions of average value zero since their L 2 -norms are bounded by the L 2 norms of their derivatives; this helps in the proof of [G1, Theorem 5.4] . Of course, both models of
Objective functionals and unbased bimorphisms
In this section, the value of j in Definition 2.6 is not important, so (except in Definition 3.1) we will write simply M for M j , K for K j−2 , etc., where j ≥ 2 is fixed but arbitrary (and j = ∞ is allowed).
Let Γ : R → R be as in (1.1). The grand objective functional determined by Γ is the functionalJ
where C i is the normalized curve corresponding to κ i , letting Σ = image(µ) ⊂ C 1 × C 2 , and letting s Σ denote an arclength parameter along Σ, we can rewrite (3.1) as the right-hand side of (1.1). From this it is clear thatJ is invariant under reparametrizations of Σ, and therefore determines a functional J :
Thus we can think of κ 1 , κ 2 as parameters in (3.1), and view the space of pairs of based shapes, S × S (←→ K × K, by Lemma 2.3), as parametrizing a family of functionals {J (C 1 ,C 2 ) } (C 1 ,C 2 )∈ S× S , defined on the fixed space M int , and similarly a family of
, where κ i is the normalized curvature function of C i .)
Although we have definedJ on the space of (parametrized, based) h-bimorphisms, and it will be important later that this space is a manifold, we are interested only in the restriction ofJ to the space of (parametrized, based) bimorphisms-no "h". Because of (2.5) and the parametrization-invariance ofJ (κ 1 ,κ 2 ) , minima of J (κ 1 ,κ 2 ) on B int are precisely the projections of minima ofJ (κ 1 ,κ 2 ) on B int,c . Thus, for example, if J (κ 1 ,κ 2 ) achieves a minimum at a unique point Σ ∈ B int , thenJ c (κ 1 ,κ 2 ) will have a circle's worth of minima, the constant-speed parametrizations of Σ.
It should be clear now why only pairs of based shapes parametrize the family of objective functionals given by J: any parametrization of a curve implicitly involves a choice of basepoint. However, were the set of J (C 1 ,C 2 ) -minimizing (C 1 , C 2 )-bimorphisms to depend on choices of basepoints of C 1 and C 2 , thenJ would be a poor objective functional. More precisely, the set of minimizers should be equivariant under a change of basepoint: if C 1 , C 2 are based curves representing the same unbased curves as C 1 , C 2 , then the change-of-basepoint operation should give us an identification of B(C 1 , C 2 ) with B(C 1 , C 2 ), and that operation should give us a "dictionary" between the functionals J (C 1 ,C 2 ) and J (C 1 ,C 2 ) ; in particular it should carry a minimizer of one functional to a minimizer of the other.
It is easy to see geometrically thatJ has this property (see [TOG] ), in addition to symmetry under interchange of the two plane curves:
1 acts on each of the three factors of M int,c × K × K, leading to three actions on the product, and it is easy to confuse the precise roles of the different actions. In the remainder of this section we elucidate these roles and define the spaces of unbased (h-)bimorphisms.
For a ∈ S 1 define ρ 0 (a), ρ 1 (a), and ρ 2 (a) : ,κ 1 ,κ 2 ) ); thus if C 1 , C 2 are the normalized curves corresponding to κ 1 , κ 2 , and Σ = image(µ (p,κ 1 ,κ 2 ) ) ⊂ C 1 × C 2 , then µ ρ 0 (a)(p,κ 1 ,κ 2 ) is merely a reparametrization of the same curve Σ in the same torus C 1 × C 2 .
However, for i = 1, 2, the action ρ i (a) changes the basepoint of C i and, under the correspondence K ↔ S, simultaneously translates and rotates C i to superimpose the basepoint on the origin and align the initial tangent vector with the positive xaxis. Thus for a = 0 the curve corresponding to τ a (κ) is not the curve corresponding to κ (though it has the same size and shape). In fact, as one can easily compute, if we write
where R a,κ 1 is as in (2.3). Thus the image of µ ρ 1 (a)(p,κ 1 ,κ 2 ) lies not in C 1 × C 2 , but in the isometric torus R a,κ 1 (C 1 ) × C 2 ; furthermore (3.2) gives an explicit oneto-one correspondence between B(C 1 , C 2 ) and B(R a,κ 1 (C 1 ), C 2 ). Had we defined ρ 1 (a) more naively by ((p 1 , p 2 ), κ 1 , κ 2 ) → ((p 1 , p 2 ), τ a (κ 1 ), κ 2 ) then this would not have been the case. In other words, the "naive" action of S 1 on the second factor of M int,c × K × K does not provide the change-of-basepoint dictionary induced by the geometric identification of R a,κ 1 (C 1 ) with C 1 . Of course, analogous statements hold for ρ 2 .
Letting j(p, κ 1 , κ 2 )(t) denote the integrand of (3.1), one can also easily compute that j(ρ 0 (a)(p, κ 1 , κ 2 ))(t) = j(p, κ 1 , κ 2 )(t + a) and
so thatJ is invariant under all three actions. Equations (3.3) also show that
. This is the desired equivariance of minimizers with respect to a change of basepoint of C 1 , C 2 , and it confirms that the value of the minimum ofJ (C 1 ,C 2 ) (if it exists) depends only on the (unbased) shape-equivalence classes of C 1 and C 2 . The three actions ρ 0 , ρ 1 , ρ 2 all commute and hence give rise to an action ρ of S 1 ×S 1 ×S 1 , leading to the correct definition of the spaces of (unbased) bimorphisms and h-bimorphisms:
Because ρ 0 involves only the first factor of M int × K × K and commutes with ρ 1 and ρ 2 ,
where the action of
where [ ] denotes equivalence class determined by ρ 0 ). Because the actions ρ 1 , ρ 2 commute with each other, one can also write the space (3.5) as
, modding out first byρ 1 , then by the residual action of ρ 2 . However, because ρ 1 and ρ 2 involve the first factor of M int × K× K as well as the second and third, the quotient space (3.5) is not simply
SinceJ is invariant under each ρ i (hence under ρ), there is an induced functional J on the quotient space B. The fact that B is not simply B int × K × K is the reason that we cannot use the space of pairs of unbased shapes to parametrize a good family of objective functionals on the space of unbased internal bimorphisms.
4. The proofs of Theorems 2.8 and 2.9
In this section we prove Theorems 2.8 and 2.9. Our proofs of Theorem 2.9, parts (d) and (f) of Theorem 2.8, and (in [G1] ) Theorem 1.1, rely on the NashMoser Inverse Function Theorem. This theorem, its relevant corollaries, and the definitions of terms used below related to "tame" objects, are given in the Appendix. Facts listed there under Remark 5.1 will be used so often in the proofs in this section that we will usually use them without explicit mention. Often this general "tame calculus" enables us to prove that certain explicitly-defined maps are tamely smooth, but proving that the inverses of their derivatives are tamely smooth requires actual estimates.
In this section we abbreviate the C n norms on C ∞ (S 1 ) and C ∞ (S 1 , R 2 ) as n .
Manifolds of internal h-bimorphisms.
Proof of Theorem 2.8. (a) and (b). For 0 ≤ j ≤ ∞, 0 ≤ n ≤ j, and > 0 define (
. We claim that 0 is a regular value of F in the Banach-manifold sense;
i.e. that for all p ∈ M int,c j
is surjective, and
Locally there exist smooth vector fields along p whose inner product withṗ is everywhere positive, and we can patch such locally-defined vector fields together with a smooth partition of unity to obtain a smooth "pseudotangent" vector field V along p withṗ(t) · V (t) > 0 for all t. For f ∈ C j (S 1 ), the vector field fV along p lies in C j (S 1 , R 2 ) (this would fail with V replaced by T p , which in general is only C j−1 ). For surjectivity of DF | p , it suffices to check that for all g ∈ C j−2 0 (S 1 ) there exists f ∈ C j (S 1 ) such that DF | p (fV ) = g. In general we have DF | p (X) = (ṗ,Ẋ)˙, so we seek a solution of (ṗ, (fV )˙)˙= g. Since the average value of g is 0, the formula
yields a well-defined function ω g ∈ C j−1 (S 1 ). Thus it suffices to show that for some constant c the ODE
. Equivalently, regarding all functions in (4.2) as period-1 functions defined on the real line, it suffices to show that (4.2) admits a C j solution of period 1. The solutions of (4.2) on R are given by
Since p is C j , the coefficient of f in (4.2) and the right-hand side of (4.2) are C j−1 , so all solutions f are C j , and it suffices to show that for some c one of them has period 1. From (4.3), "period 1" is equivalent to (4.4)
Since both I and (ṗ, V ) are strictly positive, so is the multiplier of c in (4.4). Hence for any choice of f (0), a unique c satisfying (4.4) exists. In particular, DF | p is surjective.
where (ρ(g), c) is the unique solution of the system (4.2), (4.4) with ρ(g)(0) = 0; specifically ρ(g)(t) = 1
By construction, Λ p is a right-inverse to DF | p , and since V is C ∞ (4.5) shows that 
The same analysis as above shows that for each f 1 and each a ∈ R there is a unique pair (f 2 , c) such that f 2 (0) = a and (4.6) is satisfied. Writing [H] , Definition I.4.2.1, p. 87). This extra detail adds only three sentences at the end of this (rather long) proof; essentially all the work is in showing that 0 is a tame regular value.
Let p ∈ M int,c ∞ . Then, as in (c), we have an isomorphism a) T p , where λ p = λ T p in the notation used in (c). Because we are now taking V = T p , JV = N p , the formulas of part (c) simplify considerably. SinceṪ p =θ p N p andṄ p = −θ p T p , we have I(t) ≡ 1 and
It will be more convenient to use a slightly different isomorphism
Some useful invariance and equivariance properties enjoyed by the family of mapŝ λ (but not by λ) are that for all q ∈ M int , f ∈ C ∞ (S 1 ), a ∈ R, and σ ∈ Diff + (S 1 ), we have
For later use, we note that for each j ≥ 0
Here and below, C denotes a continually updated constant that may depend on p and on which norm is being taken, but is otherwise universal; for constants that depend on additional parameters we write C(·). Analogously to the situation in (c), we have a linear map Λ p : f, a) ). Thus, heuristically, Ψ p is a "normal exponential map" based on M int,c ∞ (which we do not yet know is a submanifold), expressed in terms of (f, a)-which eventually will be local coordinates for M int,c ∞ -and the "normal" coordinate g. We will see that, after shrinking the domains of the mapsΨ p to sufficiently small open sets V (p), the charts (V (p),Ψ 
(No harm would be done to the proof by instead using g n in the latter norm, but the choice above turns out to be more naturally suited to our situation.) We will use both column and row notation for elements of product spaces, according to convenience. For σ, σ 1 , σ 2 ∈ Diff + (S 1 ), we abuse the norm notation and write σ n := 1 + σ n−1 and σ 1 − σ 2 n := sup{dist(σ 1 (t), σ 2 (t)) | t ∈ S 1 } + σ 1 −σ 2 n−1 ; similarly for
Observe that for any q ∈ M int ∞ and any σ ∈ Diff + (S 1 ), we have
where in the integral we regard t as an element of [0, 1) and σ(t) as an element of [t − 1/2, t + 1/2). Since p is now fixed, henceforth let us write
Note that (4.15)
and that, using (4.11), for all n ≥ 0 we have
hence for all n ≥ 0 (4.17)
We also have
Assume henceforth that has been chosen such that for all f ∈ U 0,
We therefore have
). (Here and below, O(x) denotes any quantity bounded by a constant times x, where the constant may depend on p but is otherwise universal; e.g. even if the quantity is t-dependent, the constant is not.) Therefore , g ), where (f, a, g) lies in the domain indicated in (4.13). Combining (4.22) with (4.14), we have
Thus if we take sufficiently small, for each (f, a, g) ∈ domain(Ψ p ) there exists a unique
g)).
(Here and below, once we establish that something is true for sufficiently small, it is subsequently assumed that is that small.) Thus G is an overlap map between (Im(Ψ p ),Ψ 
We will see that if we shrink the domain ofΨ p sufficiently,
is tamely smooth. To establish this, we write f, a) )),
where 
• σ is a tamely smooth map, and hence so is G 4 . This establishes our claim that if we take sufficiently small, then G is a tamely smooth map. Its derivative can be computed from (4.24) using the Chain Rule and the derivatives of the G i , 1 ≤ i ≤ 4. The most complicated of these is DG 2 , which we now compute; we leave computation of the others to the reader.
Let F 2 (q, t) = σ q (t) and F 5 (q, t) = σ −1 q (t). Differentiating the identity
Let T q (t) =q/ q(t) . From (2.8)-(2.9) we compute (4.26) 
Combining this result with the easy computation of DG 1 , DG 3 , and DG 4 , we find that for (f, a, g) ∈ dom(G) and (f 1 , a 1 , g 1 
and
We claim that for each (f, a, g), the derivative DG| (f,a,g ) is an algebraic isomorphism. To establish this, write the right-hand side of (4.30) as (
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Invertibility of DG| (f,a,g ) is equivalent to invertibility of the linear map
First consider A 0 := A (0,0,0) . As the reader may check, α (p,0,0) is identically zero, so
.
The map A 0 is invertible; its inverse is given by
To examine invertibility of A (f,a,g) more generally, using (4.33)-(4.34) we write
(The operator S and the functions b 1 , b 2 depend on (f, a, g), but to keep the notation from getting out of hand we will often suppress such parametric dependence to an invertible operator on C 1 (S 1 ) ⊕ C 1 (S 1 ); and (2) show that the restriction of this inverse to
Step 1. Let β 1 , β 2 ∈ C ∞ (S 1 ). We will first need some estimates on α (p,f,a) (·, ·). Below, the notation b i is used for functions on S 1 that may depend on p, f, a, g, f 1 , and a 1 . After the introduction of one of these functions, we sometimes suppress the parameters it depends on (e.g. b 5 (f, a) may be written just b 5 ).
Let f 1 ∈ C 1 (S 1 ), a 1 ∈ R, and to shorten the formulas below let q 0 = q 0 (f, a). Each integrand on the right-hand side of (4.28) is (4.41)
Since
Next, from (4.38) and (4.33)-(4.34) we compute (4.44) SA
It follows that SA a) 1 , where · op,j denotes the operator norm on Hom(C j (S 1 )⊕C j (S 1 )). Thus if we take sufficiently small in (4.13), we have SA
, with its inverse given by the norm-convergent Neumann series
n . This completes Step 1.
Step 2. Define the function b 6 (f, a; f 1 , a 1 ) : S 1 → R by writing
Integrating by parts the term
Substituting (4.47) and (4.48) into (4.42), we have
Step 1 we know only that β 1 , β 2 ∈ C 1 . However, from (I −SA
we have
Similarly to (4.45) we have b 1 0 ≤ C (f, a, g) 1 , and we have already bounded b 5 0 by C (f, a) 1 . Hence by choosing in (4.13) small enough we can ensure that b 1 b 5 0 ≤ 1/2, implying
From (4.53), tracing the definition of b 7 back through (4.50), (4.47), and (4.43), we see that for j ≥ 1, if β 1 ∈ C j then b 7 (f, a; β 1 , β 2 ) ∈ C j+1 . Since β 3 , b 1 , and b 5 are all C ∞ , it then follows that the right-hand side of (4.53) is in C j+1 ; hence β 1 ∈ C j+1 . Since β 1 ∈ C 1 , it follows by induction that β 1 ∈ C ∞ and b 7 (f, a; β 1 , β 2 ) ∈ C ∞ . It then follows from (4.52) that β 2 ∈ C ∞ . This completes Step 2. Since invertibility of A (f,a,g) implies invertibility of DG| (f,a,g) , we have now established that there exists an open neighborhood U of (0, 0, 0
on which G is tamely smooth, and such that for all (f, a, g) ∈ U , the derivative DG| (f,a,g ) is invertible. We claim next that the map
is continuous and tame.
For this, first consider the map
We claim that K is tame and continuous. For both parts of this assertion, we need to examine for all finite n the behavior of the right-hand side of (4.44) in the C n topology as the quintuple (f, a, g, β 3 , β 4 ) varies. We have already bounded the functions b i in various n-norms for small n. For larger n, we can bound the norms in a similar fashion, making liberal use of the restriction (f, a) n ≤ (f, a, g) n < < 1 for n ≤ 2. To obtain tame estimates we will need to use the interpolation inequality
The estimates of b i n require estimates on the reciprocals of some functions; for these we use Lemma 4.4, which we state and prove after completing the current proof. We spare the reader the tedious details and simply list the results in an order in which they are easily derived: f, a, g ) n+1 , i = 1, 2, and
where C(n) denotes a constant that depends only on p and n. Using these bounds, from (4.53)-(4.54) we deduce that
and hence, after shrinking , that
Substituting (f 1 , a 1 ) = (β 1 , β 2 ) into the bounds in the list above, we then use (4.53)-(4.54) again to find that, for all n ≥ 1,
Hence K is tame.
For continuity at a point p = ((f, a, g), (β 3 , β 4 ) ), it suffices to check that for all n and all δ > 0, there exist δ > 0 and n such that K maps the n -norm ball of radius δ centered at p into the n-norm ball of radius δ centered at K(p); equivalently, that for all n there exists n such that K is continuous at p as a map from U × B with the n -norm topology to C ∞ (S 1 ) ⊕ C ∞ (S 1 ) with the n-norm topology. Holding (f, a, g ) fixed, let P = (I − SA −1 0 ) −1 . We can then rewrite (4.61) as
However, every element of B in in proportional to an element of B out , and P is linear; hence (4.62) holds for all (
, and P is bounded in the (op, n)-norm.
. From (4.49) and the definitions of b 5 and b 7 , and it is straightforward (if tedious) to verify that for n ≥ 1,
for (f , a ) sufficiently close to (f, a) in the (n + 1)-norm. Similarly, from (4.35)-(4.36) we find, for n ≥ 1, that
for (f , a , g ) sufficiently close to (f, a, g) in the (n + 1)-norm. Hence, using (4.44) and writing S = S (f ,a ,g ) , S = S (f,a,g) , we have
0 , is continuous with respect to the (n + 1)-norm topology on U and the (op, n)-norm topology on Hom(C ∞ (S 1 ) ⊕ C ∞ (S 1 )), and extends to a continuous map
op,n ) with image in the space of invertible operators, Aut(C n (S 1 ) ⊕ C n (S 1 )). Since for any Banach space E, inversion on Aut(E) is continuous in the operator-norm topology, and since (as we have seen)
From this and the continuity of (4.63) mentioned above, it follows easily that K is continuous as a map
Since this is true for all n, K is continuous with respect to the Fréchet topologies on source and target. Thus as claimed, K is continuous and tame. From (4.39) it is easily seen that A −1 0 is also continuous and tame, and hence so is A −1 0 • K. From (4.37), (4.33)-(4.34), and (4.57)-(4.59), the map
is easily seen to be continuous and tame. We have already seen that the maps
and G 1 are tamely smooth. The linear map
and its inverse are easily seen to be tame (hence continuous). Define , g ). Then G 6 is continuous and tame, and from (4.30) we have
Hence on U , where we have established that A −1 (f,a,g) exists, (DG| (f,a,g) ) −1 exists and is given by (4.64)
Thus the map (4.55) is continuous and tame. Using the last item listed in Remark 5.1, since G is tamely smooth, so is (4.55). Thus Theorem 5.2 implies that there exist open neighborhoods
be a parametrization of Σ, and let V be a C j pseudo-tangent vector field along p as in (c); thus JV is transverse to p. Define
We will show that maps of the form
Clearly the domains of these maps cover M int j ; we need only examine the overlap maps on intersections of images of these maps.
Note that (Φ p,V (f ))(t) = E p,V (t, f (t)). Given pseudo-tangent vector fields V i along p i , i = 1, 2, and maps
If we take p 2 = p 1 and V 2 = V 1 , (4.65) implies that σ(t) ≡ t and hence that
, and where proj 1 , proj 2 are the projections onto the first and second factors of S 1 ×R. coincides with the quotient topology is a detail we leave to the reader.) However, the map A :
is not differentiable; differentiating A at f introduces derivatives of f , which are only C j−1 . (This is a well-known problem with right-composition; cf. [H], Examples I.4.4.5 and I.4.4.6, Thus our atlas is not even C 1 . (f) From [H] , Corollary II.2.3.7, p. 149, the space F of all compact smooth submanifolds of S 1 × S 1 has a natural structure as a tame Fréchet manifold, and for Σ ∈ F there is a canonical isomorphism between T Σ F and the space of C ∞ normal vector fields along Σ (cf. [H] , Example I.4.1.7, pp. 86-87; in our case the isomorphism is canonical because we have endowed S 1 × S 1 with a Riemannian metric, and can use the normal exponential map along Σ to identify a tubular neighborhood of Σ in S 1 ×S 1 with a neighborhood of the zero-section of the normal bundle to Σ). M int ∞ is an open subset of F, and as such inherits the structure of a tame Fréchet manifold. For Σ ∈ M int ∞ , the space of smooth normal vector fields along Σ is naturally isomorphic to C ∞ (Σ) viaf N Σ →f . Equivalently, given Σ, there is a Diff
Note that the mapsΨ p are also Diff
is a special case of [H] 
-is not quite as simple as its omission from [H] would suggest; the problem is showing that the "obvious" diffeomorphisms are in fact diffeomorphisms (and tamely smooth). We will not give the details here for the Diff
∞ , since we do not rely on this bundle structure for any of our results; however, we give the details below for the
∞ , on whose structure we do rely. Let proj 1,2 :
−1 ) where, in the notation used at the end of the proof of (d), 
(4.66) 
Since |(q 2 + sX)˙| ≥ p /2 pointwise, it follows that σ q 1 − σ q 2 0 = O( f 1 − f 2 0 ), and since q 1 0 ≤ C(1 + f 1 1 ) ≤ C, equations (4.66) and (4.67) then imply that
From (4.20) and (4.17) we find
and hence
Taking the T p -component of this equation and integrating over S 1 , using (4.9) and recalling that |a| < / p , we find a = aO( 2 ), a contradiction once we take sufficiently small.
By the foregoing, after shrinking there exists δ > 0 such that if some S 1 -orbit intersects H c p twice, then there exist a ∈ S 1 and f i , q i ,q i as above with dist(a, 0) ≥ δ, τ a (q 1 ) =q 2 , and σ q i − id 0 < δ/2. Since p : S 1 → S 1 × S 1 is an embedding, there exists 1 > 0 such that if dist(p(t 1 ), p(0)) < 1 , then dist(t 1 , 0) < δ/2. By (4.17) we can shrink , if necessary, so that for all f ∈ V p we have
Hence P is one-to-one.
is bijective, hence invertible; it remains to show that P and P −1 are tamely smooth. From the tamely-smoothness shown in (d) of our atlas for M int,c ∞ , it is easy to check that P is tamely smooth. We next check invertibility of the derivative of (Ψ c P (f,a) ) −1 • P , the chart-representative of P .
Let (f, a) ∈ V p × S 1 , let q =Φ p (f, 0), and letq = q • σ q . From (4.32) we havė
we can use the calculations in (d) to determine f 2 , a 2 . Noting that p + G(f, 0, 0) =q and using (4.30)-(4.31), we have ,a) , the right-hand side of (4.69) becomes int,c , (4.70 ) is automatically of the form
, where a 2 must be the average value of the coefficient of T P (f,a) in (4.70). Thus we conclude that
is invertible for (f, a) near (0, 0) by a strategy similar to the one used in (d). This derivative is invertible iff the map A (f,a) :
is invertible, where f 2 , a 2 are given by (4.71)-(4.72). Define ,a) . These linear maps all extend by the formulas above to maps C 0 (S 1 ) ⊕ R → C 0 (S 1 ) ⊕ R; we denote the extensions by the same letters. The map
. Using the estimates in (d),
We also have combining (4.73) and (4.74) we have
From (4.41), in our current context
In the proof of Theorem 2.8 we used Lemma 4.4 (see below). To prove this lemma we rely on the following interpolation inequality: for all i, j ≥ 0 there exists a constant C such that for all f, g ∈ C ∞ (S 1 ),
This is a special case of [H] , Corollary II.2.2.2, p. 144, and extends by induction to a product with any number of factors: (4.77) where N = k n k .
The lemma below holds true on any compact Riemannian manifold, but to keep the notation simple we prove them only for S 1 .
Lemma 4.4. Let α < 1. For all n ≥ 1 there exists a constant C such that for all 
The restrictions on i k and j k above imply k j k ≤ n, and since h 0 ≥ 1, it follows that (h α )
0 for 1 ≤ m < n are dominated by the bound on (h α )
0 . Adding in the term h a 0 , (4.78) follows.
Manifolds of shapes.
To set up the proof of Theorem 2.9, we first recall that every closed, immersed curve C in the plane has an integer-valued rotation number n(C), the number of times the unit normal winds around the unit circle (equivalently, the degree of the Gauss map), and which is given by a curvature integral: n(C) = (2π)
From elementary complex analysis (or the general theory of plane curves), every simple, closed, oriented regular plane curve has rotation number ±1, the sign depending on whether the orientation is clockwise or counterclockwise.
If κ ∈ C 0 (S 1 ) and (2π)
(see (4.1)), determines a well-defined map S 1 → S 1 that we will also denote by (2π) −1 ω κ . If κ is the curvature function of a unit-speed parametrized plane curve γ (whether or not simple or closed), then as a real-valued function ω κ (t) is the change in angle of the unit tangent vector as one moves along γ from γ(0) to γ(t).
The following lemma completely characterizes normalized curvature functions.
is a normalized C j curvature function if and only if it satisfies the following four constraints:
Proof. First suppose κ is a normalized C j curvature function, and let C be a normalized C j+2 plane curve whose canonical parametrization γ := γ C has curvature function κ. Since C is simple, closed, and oriented counterclockwise, its rotation number is 1; therefore κ satisfies constraint (1) above. Since C is normalized, γ(0) = (0, 0) and the velocity vectorγ(t) is precisely the unit tangent vector (cos ω κ (t), sin ω κ (t)). Thus if we write γ(t) = (x(t), y(t)), then x(t) = t 0 cos ω κ (s) ds and y(t) = t 0 sin ω κ (s) ds. Since C is closed, κ must satisfy constraints (2) and (3) above, and since C is simple, constraint (4) as well.
Conversely, suppose that κ satisfies constraints (1)-(4). Define
sin ω κ (s) ds, and γ κ (t) = (x(t), y(t)). Then γ κ parametrizes a C j+2 oriented curve C, closed because of constraints (2) and (3), and simple because of constraint (4). A simple closed curve C must have rotation number ±1, depending on its orientation; constraint (1) implies that the orientation is counterclockwise. Furthermore we have γ κ (0) = (0, 0), γ κ (0) = (1, 0), and γ κ (t) ≡ 1, so C is normalized and γ κ is its canonical parametrization. Thus κ is a normalized C j curvature function.
Proof of Theorem 2.9. For 0 ≤ j ≤ ∞ let K 1 j denote the subspace of functions κ ∈ C j (S 1 ) satisfying constraint (1) of Lemma 4.5. K 1 j is an affine subspace of C j (S 1 ), so we can canonically identify its tangent space at any point with a subspace of C j (S 1 ), specifically the closed subspace
is an open condition in the C 2 -topology on the space of parametrized plane curves γ, and the map K 
F is smooth and (by Lemma 4.5) F −1 (0, 0) = K j , so to prove that K j is a smooth manifold it suffices to prove that (0, 0) is a regular value of F (in the Banachmanifold sense).
, so, with to be determined later, let κ 1 ∈ K 1,simp j+1 be such that κ − κ 1 0 < ; we then also have ω κ − ω κ 1 0 < , sin •ω κ − sin •ω κ 1 0 < , and cos •ω κ − cos •ω κ 1 0 < . Let g 1 = −κ 1 sin •ω κ 1 , g 2 = κ 1 cos •ω κ 1 , and for a, b ∈ R, let f a,b = (ag 1 + bg 2 ) (where "prime" denotes derivative with respect to the normalized arclength parameter).
, and ω f a,b = ag 1 + bg 2 − bκ 1 (0). Since κ ∈ F −1 (0, 0), the integral of any constant against sin •ω κ or cos •ω κ is 0; hence
similarly the second component of the first vector on the right-hand side of (4.81) is πb. The second vector on the right-hand side of (4.81) has norm at most
From this it follows that if we take sufficiently small, and define Thus DF | κ maps V κ isomorphically to R 2 . This implies that the set {g 1 , g 2 } is linearly independent, and hence the map ι : 
, is continuous and tame, and therefore tamely smooth since F (henceF ) is tamely smooth. Since ι is tamely smooth, the map
, is then also tamely smooth.
Thus (0, 0) is a tame regular value of F , and by Theorem 5.5, F −1 (0, 0) = K ∞ is a tame Fréchet submanifold of K 1 .
Remark 4.6. The space of functions κ satisfying the first three constraints in Lemma 4.5 corresponds to the space of shapes of immersed smooth closed curves in the plane with rotation number 1, rather than embedded (i.e. simple) smooth closed curves. Essentially the same proof as above shows that for any n = 0, the space of immersed closed C j+2 curves in the plane with rotation number n is a smooth infinite-dimensional manifold, of Banach type if 0 ≤ j < ∞, and of tame Fréchet type if j = ∞.
Appendix: The Nash-Moser Theorem and some corollaries
In this section, "smooth map" means "C ∞ map in the Fréchet category"; see [H] Definitions I.3.1.1 (p. 73), I.3.5.1 (p. 80), I.3.6.1 (p. 84), and the last line of p. 84.
To state the Nash-Moser theorem one requires definitions of "tame Fréchet space" and "tame map". The general definition of "tame Fréchet space" is intricate (see [H] , p. 136); however, for the applications in this paper and [G1] all that matters is that R m and all spaces of the form C ∞ (M, B) , where M is a smooth compact Riemannian manifold and B ⊂ R m is open, meet this definition (see [H] Theorem II.1.3.6, p. 137, and apply either Lemma II.1.3.4, p. 136, or Corollary II.1.3.9, p. 139). A map P from an open subset of one space of the form C ∞ (M, B ⊂ R m ) to another space of this form is tame if for all f 0 ∈ dom(P ) there exist an integer r, a neighborhood U of f 0 , and a constant C(n) ∈ R for each integer n ≥ 0, such that (5.1) P (f ) C n ≤ C(n) (1 + f C n+r ) for all f ∈ U and all n ≥ 0. For a linear map between spaces of this form, tameness is equivalent to (5.1) holding globally without the "1+"; this is a stronger requirement than continuity, for which the r in (5.1) could depend on n. For a general definition of "tame map" see [H] , Definition II.2.2.1, 140. A tamely smooth map (smooth tame map in [H] ) is a smooth, tame map whose derivatives of all orders are tame. (M, R − {0}) . (This is a corollary of the previous three facts in this list.) (5) All tame linear maps are tamely smooth maps (because the derivative at any point is the map itself). (6) Algebraic invertibility of each map in a tamely smooth family of linear maps, plus continuity and tameness of the family of inverses, implies that the family of inverses is tamely smooth ( [H] , Theorem II.3.1.1, p. 150 1 )-i.e. if E 1 , E 2 , E 3 are tame Fréchet spaces, U ⊂ E 1 is open, L f 1 : E 2 → E 3 is an invertible linear map for each f 1 ∈ U , such that (f 1 , f 2 ) → L f 1 (f 2 ) is a tamely smooth map, and such that (f 1 , f 3 ) → L −1 f 1 (f 3 ) is continuous and tame, then this latter map is a tamely smooth map.
A tame Fréchet manifold is a topological space endowed with an atlas modeled on tame Fréchet spaces and for which the overlap functions are tamely smooth maps ( [H], §II.2.3, p. 146) . A Fréchet principal G-bundle is defined analogously to an ordinary principal G-bundle but with the underlying manifolds being Fréchet manifolds and with G being a Fréchet Lie group G ( [H], Definition I.4.6.5, . Such a bundle is tame if all the manifolds involved in the definition are tame and all the maps involved are tamely smooth. In all of our applications, G = S 1 , an ordinary Lie group, so although the Fréchet Lie group Diff + (S 1 ) appears in part (f) of Theorem 2.8 for the sake of completeness, and in the proof of part (d) nothing for which we use Theorem 2.8 requires the reader to know what a Fréchet Lie group is.
The Nash-Moser Inverse Function Theorem can be stated as follows. Theorem 5.3 is easily derived from Theorem 5.2 using the usual trick by which the Banach-Space Implicit Function Theorem is derived from the Banach-Space Inverse Function Theorem (applying the Inverse Function Theorem to the map (x, y) → (x, P (x, y)); cf. [La] , Theorem I.5.9).
The following definition and theorem are almost certainly not new, but the author does not know a reference.
Definition 5.4. Let E, F be tame Fréchet spaces, let V ⊂ E be open, and let P : V → F be a tamely smooth map. An element z ∈ F is a tame regular value of P if for each x ∈ P −1 (z) there exists a splitting of E as E 1 ⊕ E 2 , with E 1 , E 2 tame, and an open neighborhood U of x such that P : (U ⊂ E 1 × E 2 ) → F satisfies the hypotheses of Theorem 5.3. Analogously, if P : M → N is a tamely smooth map between tame Fréchet manifolds, we call z ∈ N a tame regular value of P if for each x ∈ P −1 (z) there exist charts about x and z, locally modeling M and N on tame Fréchet spaces E and F respectively, such that the corresponding representative of z in F is a tame regular value of the corresponding chart-representative of P . 
