To calculate the sample size for a research study, it is important to take into account several aspects of the study design. In particular, one needs to take into account the hypotheses being tested, the study design, the sampling design, and the method to be used for the analysis. In this paper, we propose a simple method to calculate sample size for clustered continuous data under various scenarios of study design.
Introduction
In this paper, we focus on sample size calculation for studies leading to clustered continuous data. Study designs that can result in clustered data sets include observational studies involving clusters of observations; cluster-randomised trials, in which a treatment is randomly, assigned to all units within a cluster of units; or randomised block design experiments, in which the blocks represent clusters and treatments are assigned to units within blocks. In all of these studies, characteristics of both the clusters and the units forming the clusters are measured. The primary objective of the analysis of clustered data is to quantify the effects of predictors on the dependent variable measured for all units, while accounting for the presence of clusters of units, and for the possible within-cluster correlation of the dependent variable measurements in particular. We propose a simple method to calculate sample size for clustered data under various study design scenarios.
Background

Model specification
The important feature of clustered data is that measurements taken on units within clusters involve two sources of variation, i.e., between and within cluster variation. To properly account for the two sources of variation, mixed-effects models are often used as the analytical method. More specifically, models with two random terms, i.e., a random intercept, to describe the between-cluster variation, and a residual error, to describe the variation within a cluster, are frequently applied.
The model for the j-th unit within the i-th cluster ( ) 1,..., = i n is specified as
where ( ) ( y ' ≠ j j , from the same cluster.
Hypothesis test for fixed effects
In the analysis of clustered data, we are typically interested in testing hypotheses about contrasts of fixed effects β . The hypotheses are specified as 0 : 0 versus :
where L is a known q × p matrix and 0 ≠ 0 Δ is a known vector with q elements. Note that H 0 and H A specify the null and alternative hypotheses, respectively.
Null hypothesis H 0 can be tested in a variety ways. One possible approach is to use the F-test. The test statistic for H 0 , constructed based on model (1), can be specified as L) and N -n, respectively. For details related to a more general case of linear mixed effects models see Verbeke and Molenberghs (2000) .
Statistical power calculations
A general method to perform power calculations for linear mixed effects models was proposed in Helms (1992) . When applied to model (1), the method implies that, under alternative hypothesis H A , the F-statistic, defined in (3), follows approximately a non-central F distribution, with numerator and denominator degrees of freedom rank (L) and N − p, respectively. The non-centrality parameter, δ , is equal to
Assuming that we are testing hypothesis (2) at significance level α , the calculation of power is performed as follows. We first calculate the (1 − α ) quantile 1 F α − of the central F distribution with rank(L) and N − p numerator and denominator degrees of freedom, respectively. Then we calculate power as 1
with numerator and denominator degrees of freedom d 1 and d 2 , respectively, and non-centrality parameter δ .
Algorithm
In this section, we outline a simple algorithm to perform statistical power calculations for clustered data. Based on similarities between the formulae for the F-statistic, specified in (3), and for the non-centrality parameter δ , specified in (4), we propose to perform power calculations in the following three steps:
Step 1 Create an auxiliary dataset.
Step 2 Test hypotheses of interest in the auxiliary data.
Step 3 Calculate statistical power.
Each of these steps is described in more detail in the remainder of this section. First, we predefine the number of subjects n, and number of units n i per each cluster.
Based on pilot data or based on the information from the literature we set (5) is known and it is not being estimated from the data. This implies that any software designed for the linear regression models can be used, provided it allows for a known residual variance. In step 3, we compute the power in the way described in Section 2.3. The idea presented in this section, although similar to that presented in Litell et al. (2006) , takes advantage of simplifications implied by the specific structure of model (1).
Illustration: Michigan life science study
Study design and objectives
The Michigan life science (MLS) corridor study 'Improving muscle power and mobility of elderly men and women' was a four-year study funded by the State of Michigan. The MLS study was designed as a randomised controlled trial, in which healthy young (21-30 years) and older (65-80 years) male and female subjects were randomised into one of two arms of a 12-week progressive resistance training (PRT) exercise intervention. The intervention aimed at strengthening lower extremity muscle strength and power. One group of subjects performed 'fast' PRT of the leg muscles using lighter weights, while the other performed the traditional 'slow' PRT of the leg muscles using heavier weights. The two study groups were stratified by gender and age (young/old). The training regimen consisted of training three days per week over three months.
The primary outcome was cross-sectional area (CSA) of single muscle fibers obtained from a study subjects during biopsy at the end of the study. Data obtained from this study are an example of clustered data, because during each biopsy multiple fibers were obtained and CSA was measured for all the fibers. The primary objective of the study was to test the hypothesis that there was a difference in the effect of the 'fast' PRT on CSA as compared to the 'slow' PRT.
Power calculations
Power calculations are performed assuming the model for fast group for slow group, 0 v e r s u s :
To perform the power calculations, we needed an estimate of a clinically and physiologically meaningful intervention effect, Δ , that should be detected. Based on previous experience, the value of Δ was set to 3 μm One of the important issues in designing the MLS study was to find an optimal number of muscle fibers needed per biopsy, given budget constraints. We assumed the following cost function:
Total costs (7) C+ U, N = × × n where C and U are costs associated with a cluster and with a unit within a cluster, respectively. In the MLS study we assumed that the subject-specific cost is equal to C = $2,860 and the fiber-specific cost is equal to U = $170.
We tentatively set the number of subjects studied in each intervention group to 25. The cost function (7), along with the total (hypothetical) budget that should not exceed $200,000, implies that the number of fibers taken at the biopsy should be equal to six.
Assuming α = 0.05, the power is equal to 0.74. In Appendix, we present portions of the SAS and R code used to perform calculations.
The reader may note that, for any value of constant , all sets of values, Figure 1 presents the relationship between the power and the number of subjects per study group for different values of ES varying from 0.1 to 0.5, under the assumption that the total budget is equal to $200,000. Note that on the horizontal axis, in addition to the number of subjects, the corresponding number of fibers per subject is given in parentheses. The optimal number of subjects per group is 25 with six fibers assessed for every subject. Another combination having power very close to the optimal one is 28 subjects per group and four fibers per subject. It is interesting to note that the effect of additional subjects over the optimum number of 25 on statistical power is offset by a lower number of fibers collected for each subject. 
Discussions
The method most commonly used to perform power calculations for clustered data is based on a correction of the sample size that involves the design effect defined as 1+ ρ (k − 1), where k is the average cluster size. The method has some drawbacks. For example, it does not allow one to take into account the presence of covariates, and it does not allow one to properly take into account a varying cluster size. The method presented in this paper allows one to overcome these shortcomings. It can be directly used in designing a study or in simulations.
