Adaptive decision making involves selecting the most valuable option, typically by taking an action. Such choices require value comparisons, but there is debate about whether these comparisons occur at the level of stimuli (goods-based) value, action-based value, or both. One view is that value processes occur in series, with stimulus value informing action value. However, lesion work in nonhuman primates suggests that these two kinds of choice are dissociable. Here, we examined action-value and stimulus-value learning in humans with focal frontal lobe damage. Orbitofrontal damage disrupted the ability to sustain the correct choice of stimulus, but not of action, after positive feedback, while damage centered on dorsal anterior cingulate cortex led to the opposite deficit. These findings argue that there are distinct, domain-specific mechanisms by which outcome value is applied to guide subsequent decisions, depending on whether the choice is between stimuli or between actions.
Introduction
Recent neuroscience models of economic decision making propose processes for valuing "goods," in turn informing selection of the actions needed to obtain the desired option (Padoa-Schioppa, 2011) . Converging evidence argues that orbitofrontal cortex (OFC) plays an important role in linking stimuli (i.e., goods) to their subjective, relative values (Kable and Glimcher, 2007; Peters and Büchel, 2010) . In contrast, the neural substrates of action value have yet to be definitively established. Dorsal anterior cingulate cortex (dACC) seems to encode information that could support the selection of action based on value (Gläscher et al., 2009; Hayden and Platt, 2009; Wunderlich et al., 2009 ), but whether this region is necessary for such choices has not been tested in humans. Further, it is not clear whether decisions proceed stepwise, with choice resting on the transformation of stimulus value to action. Indeed, fMRI evidence argues that action value representations in dACC are not needed for stimulus-based decision making (Wunderlich et al., 2010) . An alternative view is that value influences choices between stimuli and between actions through distinct, perhaps parallel, mechanisms. This possibility is supported by work on striatal value representations (e.g., Lau and Glimcher, 2008) , and by lesion studies showing that stimulus-value and action-value learning can be dissociated in rats and nonhuman primates (Kennerley et al., 2006; Ostlund and Balleine, 2007; Rudebeck et al., 2008) .
Reinforcement learning paradigms have proven useful in defining the neural processes supporting optimal choices under dynamic conditions. There is increasing evidence that regions within the frontal lobes are involved in adaptive decision making in such contexts. Most of this work has focused on OFC, which has been shown to play a necessary role in stimulus-value learning, particularly when reinforcement contingencies are changing, as occurs in reversal learning or when feedback is probabilistic (Fellows, 2007; Murray et al., 2007; Walton et al., 2010) . Work in monkeys argues that dACC plays an analogous role in learning the value of actions (Kennerley et al., 2006; Rudebeck et al., 2008; Hayden and Platt, 2010) .
There are few data in direct support of the claim that dACC is involved in action-value learning in humans (Gläscher et al., 2009; Wunderlich et al., 2009) , although this region has been implicated in potentially related processes, including error monitoring, response inhibition, and self-generated action selection (Gehring and Willoughby, 2002; Rushworth et al., 2007b; Mansouri et al., 2009) . Given that OFC neurons have also been shown to encode action-value information in animal models (Tsujimoto et al., 2009; van Wingerden et al., 2010) , that dACC neuronal activity can reflect stimulus value (Amiez et al., 2006) , and that both OFC and dACC activations have been reported in actionvalue tasks in humans (Gläscher et al., 2009) , there is a need to test whether these regions play specific or general roles in stimulus-based and action-based choice.
Here, we examined these two forms of learning in humans with focal frontal lobe damage. Trial-by-trial analysis showed that OFC damage disrupted the ability to sustain the correct choice of stimulus, but not of action, after positive feedback, while damage centered on dACC led to the opposite deficit.
Materials and Methods
Patients with fixed focal lesions centered on either OFC (N ϭ 5) or dACC (N ϭ 4) were compared to 17 healthy participants (CTL). Participants were recruited through the McGill Cognitive Neuroscience Research Registry based solely on the location and extent of brain injury. All had fixed, circumscribed lesions of at least 6 months duration. Lesions were due to ischemic stroke, tumor resection, or aneurysm rupture. Lesions were traced from the most recently available MR or CT imaging onto the standard MNI brain by a neurologist experienced in this procedure, and blind to performance.
Age-and education-matched healthy participants were recruited by advertisement in the Montreal area. This control group was free from neurological or psychiatric illness that might be expected to affect cognition and scored Ͼ26 on the Montreal Cognitive Assessment and Ͻ12 on the Beck Depression Inventory. The sample as a whole included 10 women and 16 men. All participants provided written, informed consent according to the principles outlined in the Declaration of Helsinki. The local research ethics board approved the study. All participants were compensated for their time and inconvenience. All subjects participated in a larger study of stimulus-value learning that has been reported previously (Tsuchida et al., 2010) .
Participants performed two computerized value-driven learning tasks, on two separate occasions. The reinforcement structure of the tasks was identical: one choice was associated with a win 6 of every 7 trials (and so a loss 1 trial in 7), while the other was associated with the opposite contingencies: a loss in 6/7 trials, and a win in 1/7 trials. Once subjects had selected the currently better option 13 of any 14 trials, the contingencies were reversed. The tasks continued for 70 trials after the initial reversal, with further reversals occurring whenever the learning criterion was met. The stimulus-value task involved choosing between two decks of cards of different colors, presented on a computer monitor. Responses were self-paced. Each choice resulted in a win or a loss of $50 of play money shown on the screen for 2 s, followed by a 500 ms intertrial interval. The position of the decks was randomly assigned to the right or left of the screen on each trial. A running total score was displayed at the top of the screen, and updated after each trial. The task is described in more detail by Tsuchida et al. (2010) .
The action-value task had the same instructions and format, except that participants were advised that they had to choose between two possible movements, supination or pronation of the wrist (i.e., an internal or external twisting motion in the same plane). Care was taken in the instructions to refer to the choice as between wrist movements, demonstrated in a brief on-screen video clip, rather than to spatial or verbal labels for those movements. A "go" cue presented centrally on the computer monitor signaled the start of each trial, and responses were selfpaced and followed by win or loss feedback displayed for 2 s, exactly as in the stimulus-value task. There was a 500 ms intertrial interval. Six practice trials preceded the main task to ensure participants understood the required movements. Participants completed stimulus-value and actionvalue tasks on separate days, at least 2 months apart, in both cases as part of larger, unrelated task batteries. The action-value task was performed second. An additional 8 healthy subjects were tested on the action-value task alone. Action-value performance in this group was indistinguishable from the control group that completed both tasks (p Ͼ 0.2 for all measures), ruling out any substantial transfer of learning across tasks under these conditions.
Results
Lesion overlap images are shown in Figure 1 . Demographic and clinical information are reported in Table 1 . All groups were of similar age, education, and estimated IQ.
Compared to healthy subjects, patients with OFC damage made significantly more errors while learning the initial associa- tions (unpaired one-tailed t test, t ϭ Ϫ4.2, p Ͻ 0.001) and completed significantly fewer reversals (t ϭ 2.5, p Ͻ 0.05) in the stimulus-value task, but not the action-value task (errors in initial learning t ϭ Ϫ0.03, p Ͼ 0.1; reversals, t ϭ Ϫ0.5, p Ͼ 0.1). In contrast, the dACC group made significantly more errors while learning the initial action-value associations (t ϭ Ϫ1.8, p Ͻ 0.05), but did not differ from healthy subjects in learning the initial associations in the stimulus-value task (t ϭ Ϫ1.2, p Ͼ 0.1). (Table 2) .
Prior work in monkeys found that the most profound effect of circumscribed dACC lesions was on the influence of feedback on trial-by-trial performance (Kennerley et al., 2006; Rudebeck et al., 2008) . We undertook a similar analysis, examining the effect of a win or a loss on the choice made on the next trial. Lesions involving dACC had striking effects on action-value learning after wins at this trial-by-trial level: a mixed ANOVA with group as between-subjects factor and the proportion of win-shift trials (out of all post-win trials) as within-subject factor demonstrated a significant task ϫ group interaction (F (2,23) ϭ 6.06, p Ͻ 0.01). The dACC group was significantly more likely to shift to the other option after a previously winning choice (i.e., win-shift) than were healthy controls in the action-value task [Tukey's honestly significant difference (HSD) post hoc test, p ϭ 0.019]. In contrast, the same patients were no more likely to shift after a win in the stimulus-value task than were healthy subjects (p ϭ 0.59).
Patients with OFC lesions showed the opposite pattern: they were significantly more likely than healthy controls to shift away from a particular choice after a win in the stimulus-value task (Tukey's HSD post hoc test, p ϭ 0.017), but did so no more often than controls in the action-value task (p ϭ 0.92). These group effects were clearly evident in most individual subjects: Three of four in the dACC group had more frequent action-value winshift responses than were observed in 95% of controls, while none in the OFC group exceeded this threshold. Four of five OFC patients made more win-shift choices in the stimulus-value task than were made by 95% of controls, while only one dACC subject met this criterion. These results are summarized in Figure 2 .
There were no significant differences in choice behavior after losses in either task, for either lesion group. A mixed ANOVA with group as between-subjects factor and frequency of lose-shift behavior as within-subjects factor did not reveal any effect of group (F (2,23) ϭ 0.34, p ϭ 0.71). Direct contrasts of patient groups with control performance after losses also showed no significant effects: unpaired one-tailed t tests, OFC group versus CTL t (20) ϭ Ϫ1.1, p Ͼ 0.1 for the stimulus-value task and t (20) ϭ 0.38, p Ͼ 0.1 for the action-value task; ACC group versus CTL, t (19) ϭ 0.67, p Ͼ 0.1 for the stimulus-value task and t (19) ϭ 0.01, p Ͼ 0.1 for the action-value task.
Discussion
These findings extend recent work in macaques with focal lesions, by demonstrating dissociable patterns of impairment in the effects of feedback on subsequent choice in humans after discrete frontal lobe damage. We show that OFC plays a critical role in value-based choices between stimuli, but not between actions, whereas dACC seems to play an analogous role in choices between actions, but not stimuli. These patterns were particularly striking when performance was examined on a trial-by-trial basis, with dACC damage disrupting the ability to make an adaptive choice between actions (but not stimuli) following a win on the previous trial, and OFC damage similarly disrupting choices between stimuli, but not actions.
This clear demonstration of dissociability is important in constraining the potential roles of these two regions in models of learning and decision making. In particular, these findings argue against a model of decision making in which stimulus value represented in OFC is necessary for generating the representation of Choices from the currently less adaptive option were considered errors, regardless of the nature of the feedback that followed. Errors in reversal are reported as a mean per reversal. *Significantly worse performance of the patient group compared to the control group, one-tailed unpaired t test, p Ͻ 0.05. action value in dACC, or in which dACC plays a very general "critic" role in learning about both stimuli and actions (Holroyd and Krigolson, 2007; Cohen and Frank, 2009 ). While these regions may interact, our findings indicate that there is no necessary link between these two forms of adaptive, feedback-driven choice. These results suggest that decisions can be taken in either stimulus-based or action-based decision space, depending on the context, and that these decisions engage different neural substrates. These findings argue for material-specific contributions of dACC to action selection, and OFC to stimulus selection, based on value (Rushworth et al., 2007a; Buckley et al., 2009; Hayden and Platt, 2010; Wunderlich et al., 2010) .
While we took care to recruit subjects with lesions selectively affecting ventromedial and dorsomedial frontal lobes, the resulting small samples mean that the anatomical specificity of the conclusions must be treated with caution. Our own work in a substantially larger sample allows us to conclude that OFC, and not other prefrontal regions (notably including the entire dorsomedial frontal lobe), has a critical role in stimulus-value learning (Tsuchida et al., 2010) . This claim is further bolstered by extensive converging evidence (Murray et al., 2007; Rangel et al., 2008) . While the lesions in the group that we refer to here as "dACC" spared ventromedial prefrontal cortex, further work will be needed to be sure about the critical area for action-value learning within the human dorsomedial PFC. Damage extended into the pre-supplementary motor and supplementary motor areas in some individuals in this group, and it is likely that white matter connections between dACC and adjacent regions were disrupted even in those subjects with more focal cortical damage. That said, existing evidence from fMRI studies using action-value tasks similar to the one used here, from single-unit recordings in humans undergoing cingulotomy, and from selective dACC lesion studies in monkeys, suggest that dACC itself may be the crucial area for action-value learning within this dorsomedial region (Williams et al., 2004; Kennerley et al., 2006; Rudebeck et al., 2008; Gläscher et al., 2009; Wunderlich et al., 2009) .
We have previously demonstrated changes in trial-by-trial performance after losses, as well as after wins, in the same stimulusvalue task in a larger sample with OFC damage (Tsuchida et al., 2010) . In the present sample, no effects after losses were detectable. This could be a valence-specific effect, but is more likely due to the smaller sample size coupled with the particular adaptive advantage of win-stay choices in these tasks. Healthy participants vary in their behavior after losses in both tasks, but only rarely shift after wins, making the anomalous win-shift behavior in the patient groups readily detectable even in small samples.
It is worth noting that the effects of either dACC or OFC damage on value-based learning are relatively mild. Subjects with frontal injury do learn the tasks, but consistently make more errors than do healthy subjects, particularly early in learning, and show maladaptive trial-by-trial strategies, notably shifting to the other option on trials that immediately follow a win. These difficulties are remarkably similar to those seen in macaques with highly selective lesions (Rudebeck et al., 2008) . Clearly these prefrontal regions are not fundamental for learning, whether about stimuli or actions, both of which likely rely principally on the basal ganglia, but rather contribute "fine tuning" to produce optimal behavior under these dynamic feedback conditions. In both action-and stimulus-value cases, it seems likely that these cortical regions are engaged in integrating feedback over several trials to predict the value of the choice made on a given trial, allowing a more sophisticated, context-specific interpretation of that outcome beyond a simple "good" or "bad." This may be important for linking outcome value to a particular stimulus in a stream of choices performed over time, a role proposed for OFC (Walton et al., 2010) . dACC might play a similar role for action value. It is tempting to speculate that predicting the specific value of a response may have something in common with anticipating errors in more conventional cognitive tasks, linking the error processing literature (Taylor et al., 2007) to the current findings. In both cases, responses are adjusted based on their anticipated outcomes. We have previously demonstrated that dACC damage selectively disrupts this anticipatory stage of error processing (Modirrousta and Fellows, 2008) , and other work has shown parallels between error-and value-related processes in the dorsomedial frontal lobe (Gehring and Willoughby, 2002) .
The dorsomedial frontal lobe has been implicated in voluntary (i.e., self-generated) action more generally, or in conditional action selection (as in action sequence learning) specifically (Nachev et al., 2008) . Again, there are points of contact between these ideas and the current study. The action-value task requires a self-generated action, in the sense that there is no external specific target, but only a general "go" cue. Adaptive choice in this task can be seen as inferring an action selection rule based on a complex feedback history. Clearly, further work will be needed to fully understand the overlap between these various constructs. The present study argues that a neuroeconomic framework is likely to be fruitful for probing the functions of response-related prefrontal regions such as dACC, and represents a step toward understanding how learning and choice mechanisms may differ for stimuli and for actions.
