In this paper, we study the hybrid problem of Hua's theorem and the Piatetski-Shapiro prime number theorem, and obtain results in this direction of the nonhomogeneous case k = 3, which deepen the classical result of Hua.
Introduction and main result
In 1937, I. M. Vinogradov [27] solved the ternary Goldbach problem. He proved that, for sufficiently large odd integer N, there holds In 1986, Wirsing [28] , motivated by the earlier work of Erdős and Nathanson [4] on sums of squares, considered the question of whether one could find thin subsets S of primes which were still sufficient to obtain all sufficiently large odd integers as sums of three of them. He obtained the very satisfactory answer that there exist such sets S with the property that p x, p∈S 1 ≪ (x log x) 1/3 . This result was later rediscovered by Ruzsa. Wirsing's result, which is obviously best possible apart from the logarithmic factor, is based on probabilistic considerations and does not lead to a subset of the primes which is constructive or recognizable.
We fix a real number c and consider the number of n x such that the integer part [n c ] is a prime. In the case that 0 < c 1 every prime x c occurs in this fashion and it is a simple consequence of the prime number theorem that we have the expected asymptotic formula We let γ = 1/c, so that the set of the Piatetski-Shapiro primes of type γ < 1 P γ = {p : p = [n 1/γ ] for some n ∈ N} is a well-known thin set of prime numbers. Piatetski-Shapiro [22] proved the much more difficult result that the asymptotic formula (1.1) still holds in the range 1 < c < 12/11. Since then, this range for c has been improved by a number of authors [1, 7, 12, 13, 15, 16, [18] [19] [20] 23] . The best results are given by [24] and [25] , where it is proved that π γ (x) ∼ x γ log x for 2426/2817 < γ < 1, and π γ (x) ≫ x γ log x for 205/243 < γ < 1.
In 1992, A. Balog and J. P. Friedlander [2] considered the ternary Goldbach problem with variables restricted to Piatetski-Shapiro primes. They proved that, for 20/21 < γ 1 fixed, any sufficiently large odd integer N can be written as three primes with each prime of the form [n 1/γ ]. Rivat [23] extended the range 20/21 < γ 1 to 188/199 < γ 1; Kumchev [18] extended the range to 50/53 < γ 1. Jia [14] used a sieve method to enlarge the range to 15/16 < γ 1.
In 1998, Zhai [30] considered the hybrid problem of quadratic Waring-Goldbach problem with each prime variable restricted to Piatetski-Shapiro sets. To be specific, he proved that, for 43/44 < γ 1 fixed, every sufficiently large integer N satisfying N ≡ 5 (mod 24) can be written as five squares of primes with each prime of the form [n 1/γ ]. Later, in 2005, Zhang and Zhai [29] improved the result of Zhai [30] and enlarge the range to 249/256 < γ 1.
In 2004, Cui [3] studied the hybrid problem of Hua's theorem (k = 2) with each prime variable restricted to Piatetski-Shapiro sets. He proved that, for any 104/105 < γ 1 fixed, every sufficiently large odd integer can be written as the sum of two primes and a prime square with all primes of the form [n 1/γ ].
In this paper, we consider the hybrid problem of Hua's theorem (k = 3) with each prime variable restricted to Piatetski-Shapiro sets and prove the following theorem.
Then for sufficiently large odd integer N , the equation
is solvable.
From Theorem 1.1, we know that one may require three summands to be PiatetskiShapiro primes of different type. In particular, by choosing γ 1 = γ 2 = γ 3 = γ, we obtain Corollary 1.2 For any fixed 2816 2825 < γ 1, every sufficiently large odd integer N can be written as the sum of two primes and a cube of prime with all primes of the form
However, the above result is not the best one. Taking γ 1 = γ 2 = γ as in Corollary If we take γ 1 = γ 2 = 1, then we can obtain Corollary 1.4 For any fixed 1668 1714 < γ 1, every sufficiently large odd integer N can be written as the sum of two primes and a cube of prime with the last prime of the form
Notation. Throughout this paper, p, p 1 , · · · are primes; N always denotes a sufficiently large natural number; ε always denotes an arbitrary small positive constant, which may not be the same at different occurrences; n ∼ X means X < n 2X. We use [x], {x} and x to denote the integral part of x, the fractional part of x and the distance from x to the nearest integer correspondingly. Λ(n) denotes von Mangold's function; µ(n) denotes Möbius function; e(x) = e 2πix ; L = log N ;
We also define
Preliminary Lemmas
Lemma 2.1 For any real numbers α and τ 1, there must be integers a and q,
Proof. See C. D. Pan and C. B. Pan [21] , Lemma 5.19.
Lemma 2.2 Let α be as in Lemma 2.1. Then
Proof. See Vaughan [26] , Theorem 3.1. Lemma 2.3 Let α be as in Lemma 2.1. Then
Proof. See Harman [6] , Theorem 1.
Lemma 2.4 let γ, δ 1 satisfy 0 < γ 1, δ 1 > 0 and
Then, uniformly in α, we have
where the implied constant depends only on γ and δ 1 .
Proof. This is, all in essentials, deduced from the process of the proof of Kumchev [17] Theorem 2.
Proof. See Cui [3] , Lemma 6. 
where c j (j = 1, 2, 3, 4) are absolute constants. Then
If c 2 λ 1 1/2, then we have
Proof. See Jia [11] , Lemma 1. 
Proof. See Heath-Brown [9] , Theorem 1.
Lemma 2.8 Let I be a subinterval of (Y, 2Y ] and let J be a positive integer. Then
Proof. See Heath-Brown [7] , Lemma 5.
denote the number of solutions of the inequality
Then we have
Proof. See the discussion on pp. 256-257 of Heath-Brown [7] .
Lemma 2.10
For any H 1, we have
and
Proof. See pp. 245 of Heath-Brown [7] .
Lemma 2.11 Let z 1 and k 1. Then, for any n 2z k ,
Proof. See pp. 1366-1367 of Heath-Brown [8] .
Lemma 2.12 Suppose that
where A i , B j , a i and b j are positive. Assume that H 1 H 2 . Then there is some H
The implied constant depends only on m and n.
Proof. See Graham and Kolesnik [5] , Lemma 2.4.
Proof. See Jia [11] , Lemma 3.
where n u is the solution of f ′ (n) = u.
Proof. See Jia [11] , Lemma 5.
For the sum of the form min 1,
for every fixed ε, it is usually called a "Type I" sum, denoted by S I (M, N ), if b n = 1 or b n = log n; otherwise it is called a "Type II" sum, denoted by S II (M, N ).
we have
Proof. Let Q be a positive integer satisfying 1 Q HN log −1 x. For each q (1 q Q), define
where |c h | = 1, h ∼ H. By Cauchy's inequality, we obtain
The outer sum runs over all the quadruples (h 1 , n 1 , h 2 , n 2 ) with (h 1 , n 1 ), (h 2 , n 2 ) ∈ w q .
Then we have |λ| 4HN γ Q −1 . It is easy to verify that
Thus, there exists a constant C(λ) > 0 such that f (4) (m) ≍ |λ|M γ−4 for |λ|
1 . By Lemma 2.7 with k = 4, the estimate of the inner sum in (2.9) is
, we use the trivial bound M to estimate the inner sum.
By Lemma 2.9, the contributions of M to |S| 2 are (with H H 1 )
and (with H > H 1 )
By noting that |λ| ≪ HN γ Q −1 , then the contribution of M 11/12+ε to |S| 2 is
Similarly, the contribution of M 2/3+γ/12+ε |λ| 1/12 to |S| 2 is
By a splitting argument and Lemma 2.9, the contributions of 
By Lemma 2.12, we can choose an optimal Q ∈ [1, HN log
Therefore, we have 
Proof. Applying partial summation to the inner sum, we have
Thus, we obtain
where
By Hölder's inequality, we have
Suppose z n = z n (m, u, α) = αm 3 n 3 + h(mn + u) γ . Let Q, J, L be three positive integers, which satisfy 1
Applying Lemma 2.8 to the inner sum of (2.23), we get
Therefore, by Cauchy's inequality, we have
Putting (2.25) into (2.24), we have
.(2.27)
Set y n = y n (q, j) = z n+q+j − z n+j − z n+q + z n . Applying Lemma 2.8 to the inner sum of (2.27), we have 
Put (2.29) into (2.23), we obtain
e y n+ℓ − y n =:
By noting that
we obtain
Thus, we get
Putting (2.32) into (2.31), we have
For any t = 0, 1, we have
Similarly, we also have
Combining (2.34), (2.35) and (2.36), we obtain ∆ n t ; q, j, ℓ = t(t − 1)(t − 2)qjℓn t−3 + O N t−4 qjℓ(q + j + ℓ)
Therefore, it is easy to get
If γ(γ − 1)(γ − 2)(γ − 3)hqjℓm γ n γ−4 1/500, then from (2.3) of Lemma 2.6 we have
In the rest of this Lemma, we always suppose that γ(γ −1)(γ −2)(γ −3)hqjℓm γ n γ−4 > 1/500. By Lemma 2.14, we have
From Lemma 2.13, the contribution of R 1 (m, q, j, ℓ) to E q,j,ℓ is
Now, we only need to estimate the exponential sum
where I ν is a subinterval of (M, 2M ].
For fixed ν, define ∆ λ = ∆(n λ ν ; q, j, ℓ), where λ is arbitrary real number. Taking derivative of m on both sides of the equation (2.42), we have
Combining (2.34) and (2.39), we get d dm
. By a series of simple calculation, we obtain
(2.52) Putting (2.52) into (2.51), we get
Put (2.55) into (2.54), we obtain
Combining (2.37), we have
57)
By partial summation and Lemma 2.7 with parameter k = 4, we obtain ν m∈Iν 
Putting (2.59) into (2.30), we get 3 Proof of Theorem 1.1
In order to prove Theorem 1.1, it is sufficient for us to prove the following proposition.
Proposition 3.1 Suppose that 0 < γ 1, δ > 0 and
where the implied constant depends only on γ and δ.
Proof of Proposition 3.1
We have
By noting that, for p ∼ x satisfying x P 1/2 , we have
Therefore, in order to prove Proposition 3.1, it is sufficient for us to prove that, for any x satisfying P 1/2 < x P , there holds
By partial summation, we have
Hence, we only need to show that
Applying Lemma 2.10 to (3.1) with the parameter H = H 0 , the contribution of the error term in (2.4) is
For h = 0, applying (2.2) to the inner sum, we get Combining the above three cases, we can assert that Proposition 3.1 holds.
Proof of Theorem 1.1
Take parameters as follows:
where σ satisfies 0 < σ 1/6 to be determined later. When 1 a q Q and (a, q) = 1, define major arcs and minor arcs as following:
It is easy to find that Theorem 1.1 is a direct corollary of the following theorem. where B > 0 is arbitrary.
Proof of Theorem 3.2
First, take γ = γ 3 , δ = δ 3 in Proposition 3. 
