Abstract. We develop a parallel theory to the classical theory of convex functions, based on a change of variable formula, by replacing the arithmetic mean by the geometric one. It is shown that many interesting functions such as exp sinh cosh sec csc arc sin Γ etc illustrate the multiplicative version of convexity when restricted to appropriate subintervals of (0 1) . As a consequence, we are not only able to improve on a number of classical elementary inequalities but also to discover new ones.
Introduction
The usual definition of a convex function (of one real variable) depends on the structure of R as an ordered vector space. As R is actually an ordered field, it is natural to ask what happens when addition is replaced by multiplication and the arithmetic mean is replaced by the geometric mean. A moment's reflection reveals an entire new world of beautiful inequalities, involving a broad range of functions from the elementary ones, such as sin, cos, exp, to the special ones, such as Γ Psi L (the Lobacevski's function), Si ( the integral sine) etc.
Depending on which type of mean, arithmetic (A) , or geometric (G) , we consider respectively on the domain and the codomain of definition, we shall encounter one of the following four classes of functions:
AA ; convex functions, the usual convex functions AG ; convex functions GA ; convex functions GG ; convex functions.
It is worth noticing that while (A) makes no restriction about the interval I where it applies (it is so because x y 2 I λ 2 0 1] implies (1 ; λ )x + λ y 2 I) the use of (G) forces us to restrict to the subintervals J of (0 1) in order to assure that x y 2 J λ 2 
See 15]. As noticed by H. Bohr and J. Mollerup 2] , 1], the gamma function is the only function f : (0 1) ! (0 1) with the following three properties: (Γ1) f is log ;convex;
The class of all GA; convex functions is constituted by all functions f : I ! R (defined on subintervals of (0 1) ) for which x y 2 I and
In the context of twice differentiable functions f : I ! R GA; convexity means x 2 f 00 + x f 0 > 0 , so that all twice differentiable nondecreasing convex functions are also GA; convex. Notice that the inequality ( ) above is of this nature. The aim of this paper is to investigate the class of multiplicatively convex functions as a source of inequalities. We shall develop a parallel to the classical theory of convex functions based on the following remark, which relates the two classes of functions:
Suppose that I is a subinterval of ( 0 1 make some peripheric references to the functions f for which log f (x) is a convex function of log x: Nowadays, the subject of multiplicative convexity seems to be even forgotten, which is a pity because of its richness. What we try to do in this paper is not only to call the attention to the beautiful zoo of inequalities falling in the realm of multiplicative convexity, but also to prove that many classical inequalities such as the AM ; GM Inequality can benefit of a better understanding via the multiplicative approach of convexity.
Generalities on multiplicatively convex functions
The class of multiplicatively convex functions can be easily described as being constituted by those functions f (acting on subintervals of ( 0 1) 
is a convex function of log x : LEMMA 2.1. Suppose that I is a subinterval of (0 1). A function f : I ! ( 0 1) is multiplicatively convex if, and only if,
for every x 1 6 x 2 6 x 3 in I; equivalently, if and only if,
log x2
log x1
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for every x 1 6 x 2 6 x 3 in I:
Proof. That follows directly from the definition of multiplicative convexity, taking logarithms and noticing that any point between x 1 and x 3 is of the form x 
Proof. The necessity is clear. The sufficiency part follows from the connection between the multiplicative convexity and the usual convexity (as noticed in the Introduction) and the well known fact that mid-convexity (i.e., Jensen convexity) is equivalent to convexity under the presence of continuity. See 5]. Theorem 2.3 above reveals the essence of multiplicative convexity as being the convexity according to the geometric mean; in fact, under the presence of continuity, the multiplicatively convex functions are precisely those functions f : I ! 0 1) for which
In this respect, it is natural to call a function f : I ! (0 1) multiplicatively concave if 1=f is multiplicatively convex and multiplicatively affine if f is of the form Cx α for some C > 0 and some α 2 R:
A refinement of the notion of multiplicative convexity is that of strict multiplicative convexity, which in the context of continuity will mean
unless x 1 = ::: = x n : Clearly, our remark concerning the connection between the multiplicatively convex functions and the usual convex functions has a "strict" counterpart.
A large class of strictly multiplicatively convex functions, is indicated by the following result, which developed from 5], Theorem 177, page 125: Proof. By continuity, it suffices to prove only the first assertion. For, suppose that P(x) = P N n = 0 c n x n : According to Theorem 2.3, we have to prove that
equivalently,
Or, the latter is an easy consequence of the Cauchy-Schwarz Inequality. ii) If f is continuous, and one of the functions f (x) x and f (e 1= log x ) is multiplicatively convex, then so is the other. This inequality extends the classical inequality of Huygens (which corresponds to the case where P(x) = 1 + x ) and complements a remark made by C. H. Kimberling 7 ] to Chebyshev's Inequality, namely, 
The next example provides an application of Proposition 2.4 via Lemma 2.1:
log a for every polynomial P with non-negative coefficients and positive degree (and, more generally, for every strictly multiplicatively convex function). That complements the conclusion of the standard rearrangement inequalities (cf. 3], page 167): If 0 < a < b < c , and
where σ runs the set of all permutations of fa b cg :
The integral characterization of multiplicatively convex functions is another source of inequalities. We leave the (straightforward) details to the interested reader.
The analogue of Popoviciu's Inequality
The technique of majorization, which dominates the classical study of convex functions, can be easily adapted in the context of multiplicatively convex functions via the correspondence between the two classes of functions (as mentioned in the Introduction). We shall restrict here to the multiplicative analogue of a famous inequality due to Hardy x 1 x 2 :::x n;1 > y 1 y 2 :::y n;1 x 1 x 2 :::x n = y 1 y 2 :::y n : 
s k for k = 1 : : : n ; 1 and
Recall that the singular values of A are precisely the eigenvalues of its modulus,
The spectral mapping theorem assures that s k = jλ k j when A is selfadjoint. One could suppose that for an arbitrary matrix, jλ k j 6 s k for all k: However, this is not true. A counter example is given by the matrix 0 1 4 0 whose eigenvalues are λ 1 = 2 > λ 2 = ;2 and the singular values are s 1 = 4 > s 2 = 1:
As noticed A. Horn 6] ( see also 8], p. 233), the converse of Weyl's aforementioned result is also true, i.e., all the families of numbers which fulfil the hypotheses of Proposition 3.1 come that way.
According to the above discussion, the following result holds: 
To see that the latter inequality holds, notice that Proof. In fact, log Γ(1 + x) is strictly convex and increasing on (1 1). Or, an increasing strictly convex function of a strictly convex function is strictly convex too. So, F(x) = log Γ(1 + e x ) is strictly convex on (0 1) and thus
is strictly multiplicatively convex on 1 1): As Γ(1 + x) = xΓ(x) we conclude that Γ itself is strictly multiplicatively convex on 1 1):
According to Proposition 4.2,
except the case where x = y = z: On the other hand, by Theorem 3.3, we infer that
for every x y z > 1; the equality occurs only for x = y = z: Probably, the last two inequalities work in the reversed form when x y z 2 (0 1] but at the moment we are unable to prove that. Another application of Proposition 4.2 is the fact that the function
is strictly multiplicatively convex on 1 1). In fact, it suffices to recall the Gauss-Legendre duplication formula,
In order to present further inequalities involving the gamma function we shall need the following criteria of multiplicative convexity for differentiable functions: 
The corresponding variants for the strictly multiplicatively convex functions also work.
Proof. In fact, according to a remark in the Introduction, a function f : I ! (0 1) is multiplicatively convex if, and only if, the function F : log(I) ! R , F(x) = log f (e x ) is convex. Taking into account that the differentiability is preserved under the above correspondence, the statement to be proved is just a translation of the usual criteria of convexity (as known in the differentiability framework) into criteria of multiplicative convexity.
Directly related to the gamma function is the psi function, for every x y > 1 (Psi) as well as the fact that xPsi (x) is increasing for x > 1:
The latter inequality can be used to estimate Γ from below on 1 2] . The interest comes from the fact that Γ is convex and attains its global minimum in that interval because Γ(1) = Γ(2); more precisely, the minimum is attained near 1.46. Taking y = 1 and then y = 3=2 in (Psi), we get Γ(x) > max 
An estimate of the AM-GM Inequality
Suppose that I is a subinterval of ( is convex on log(I) . By using the fact that the convexity of a twice differentiable function Φ is equivalent to Φ 00 > 0 we get a quick answer to the aforementioned problem: we arrive at the following result: Under the above hypotheses,
