We extend the geometric cluster algorithm [J. Liu and E. Luijten, Phys. Rev. Lett. 92, 035504 (2004)], a highly efficient, rejection-free Monte Carlo scheme for fluids and colloidal suspensions, to the case of anisotropic particles. This is made possible by adopting hyperspherical boundary conditions. A detailed derivation of the algorithm is presented, along with extensive implementation details as well as benchmark results. We describe how the quaternion notation is particularly suitable for the four-dimensional geometric operations employed in the algorithm. We present results for asymmetric Lennard-Jones dimers and for the Yukawa one-component plasma in hyperspherical geometry. The efficiency gain that can be achieved compared to conventional, Metropolis-type Monte Carlo simulations is investigated for rod-sphere mixtures as a function of rod aspect ratio, rod-sphere diameter ratio, and rod concentration. The effect of curved geometry on physical properties is addressed.
I. INTRODUCTION
An important advantage of Monte Carlo simulations over molecular dynamics simulations is the possibility to perform "unphysical" moves that allow a more rapid relaxation of a system without altering its thermodynamic equilibrium properties. 1 Examples include the configurational-bias Monte Carlo method for polymeric systems 2, 3 as well as the grand-canonical 4 and Gibbs ensemble 5 Monte Carlo methods that permit the simulation of two-phase coexistence without the need for an interface. Another example is the geometric cluster algorithm (GCA), [6] [7] [8] [9] [10] which is designed to overcome the difficulties presented by large size asymmetry, that is, a large ratio in size between the largest and the smallest particles in a system. This situation frequently occurs in colloidal and biological systems, and leads to a dynamic slowdown in which the motion of the larger species takes place on very long time scales compared to the smaller species, so that neither molecular dynamics simulations nor Monte Carlo simulations employing local moves are able to properly sample phase space for the larger species. An important physical phenomenon that can be probed by the GCA is the depletion interaction. 11 The GCA was inspired by a Monte Carlo scheme for producing configurations of non-overlapping hard spheres, 12 but generalizes this to multicomponent systems with arbitrary pairwise potentials, generating configurations of particles according to the Boltzmann distribution. Thus, it provides an alternative to the conventional Metropolis Monte Carlo scheme 13 by building clusters of particles that are subsequently moved collectively in a rejection-free manner, i.e., every cluster that is initiated will be moved once its construca) Electronic mail: luijten@northwestern.edu. tion is complete, irrespective of the nature of the interactions between the different particles. The resulting non-local algorithm greatly accelerates the numerical simulation of multicomponent systems 7 and has been employed to study a variety of phenomena, including the nanoparticle haloing mechanism for colloidal stabilization [14] [15] [16] [17] and the effect of trace contaminants on the location of the coexistence curve of a LennardJones fluid. 18, 19 In addition, modifications of the GCA have been proposed for the simulation of collective motion in selfassembly processes, [20] [21] [22] [23] the simulation of solvated systems, 24 and the simulation of polymer-induced phase separation in bacterial suspensions. 25 The geometric operations involved in the GCA have also inspired (Metropolis-type) simulation schemes, 26 and a biasing scheme has been proposed to employ the GCA to sample the radial distribution function in liquid mixtures even more efficiently. 27 Krauth 28 pointed out that the GCA can be interpreted as a mapping of a continuous fluid of interacting particles onto an Ising spin glass. Lastly, we note that for hard-sphere systems, cluster moves can also be employed to perform event-chain Monte Carlo simulations. 29 In spite of the success of the GCA, it is subject to an important limitation. Namely, it is not ergodic when applied to anisotropic particles-in the course of a simulation, such objects will only explore a discrete set of orientations. Resolution of this drawback is particularly pressing since various systems that are currently at the forefront of soft condensedmatter research employ particles with a varying degree of anisotropy. 30 Notable examples are suspensions of rods and tetrapods, 31, 32 Janus particles, [33] [34] [35] [36] and colloids with rod-like depletants. 37 We have developed an extension to the GCA that lifts this limitation, permitting the simulation of anisotropic particles while retaining the rejection-free nature of the original GCA. A first account of this hyperspherical geometric cluster algorithm, including an application to the aggregation of tetrapodal nanoparticles, has been published in Ref. 38 . The present paper provides a detailed description and justification of the new algorithm as well as an examination of its efficiency under various circumstances. Since this algorithm requires the use of hyperspherical geometry, we include several appendices with implementation details and a discussion of testing procedures. Lastly, we also describe an alternative variant of the GCA, which is applicable to the simulation of anisotropic particles under conventional periodic (rather than hyperspherical) boundary conditions, albeit at the expense of rejecting a subset of all proposed cluster moves.
II. GEOMETRIC ALGORITHMS FOR ANISOTROPIC PARTICLES

A. Geometric transformations and anisotropic particles
The GCA constructs and moves clusters of particles according to a geometric transformation. 7, 8 Generalizing the rotation over π radians about a pivot point proposed for twodimensional (2D) hard-sphere fluids, 12 most implementations choose as this geometric transformation a point reflection with respect to a pivot point that for each cluster move is randomly chosen within the simulation cell. Alternative transformations are possible, as discussed below, but they all share the common requirement that periodic boundary conditions must be employed to ensure that, upon transformation, a particle is still located within the simulation cell.
Although a point reflection with respect to an arbitrary pivot point can translate a particle to any spatial position, it cannot generate arbitrary orientations. Indeed, successive point reflections merely toggle a particle's orientation between two states. Whereas this is not a matter of concern for spherically symmetric particles, the ergodic treatment of particles that are anisotropic (be it in their shape or in their interactions with other constituents of the system) requires the use of additional moves. The easiest and perhaps most obvious solution is to relax orientational degrees of freedom by supplementing the cluster moves with local rotation moves. However, an algorithm involving such moves will no longer be rejection-free (as it incorporates a Metropolis-type acceptance criterion) and the simulations (e.g., of long rods in an environment of small spherical particles) typically will suffer from a slow relaxation of the orientation of the large particles. Therefore, we instead consider the use of other geometric transformations besides point reflection, which will permit the ergodic simulation of anisotropic particles while retaining the rejection-free nature of the algorithm. In the GCA, acceptable transformations must satisfy the following two criteria: [39] [40] [41] 1. The transformation must be self-inverse, i.e., when applied twice it yields the identity operation. 2. The transformation must keep the action invariant when applied to all particles in the system. For the geometric transformations considered here, this is equivalent to requiring that the transformation is isometric, i.e., it preserves all interparticle distances (for a pair of extended objects, this implies preservation of the distance between each set of points chosen on the two objects, so the relative orientation of the two objects is preserved as well).
In three dimensions, these criteria allow for two more classes of transformation, plane reflection and line reflection (π rotation about an axis). A single plane reflection or line reflection is unable to transform a particle to every other orientation, but combinations of plane reflections or line reflections can produce arbitrarily small rotations, thus proving that a sequence of such transformations can yield any orientational change. In fact, two successive transformations suffice to achieve an arbitrary change in orientation.
Whereas these transformations thus may appear to resolve the ergodicity problem observed for anisotropic particles, a serious problem arises when they are applied in the presence of periodic boundary conditions (PBC). In the following discussion, it is important to recall (cf. Ref. 7 ) that the proof of detailed balance in the GCA hinges on the fact that the interaction energy of all particles included in the cluster remains invariant under the transformation, and so does the interaction energy of all particles that are not included in the cluster. The only energy change occurs for pairs of particles in which one particle is a member of the cluster and the other particle is not (we recall that the GCA is restricted to systems with a pairwise additive potential energy). Now, we note that, under PBC, reflections in arbitrarily oriented planes or lines are not isometric transformations, since generally they do not belong to the symmetry group of the Bravais lattice that defines the periodic replication of the primary simulation cell. We elucidate this by considering the treatment, within the GCA, of periodic images of particles that are included in a cluster (i.e., that are subjected to a transformation). The first option is to transform all periodic images of all particles that are explicitly added to the cluster. This ensures that the distances between all particles included in the cluster as well as all their periodic images, remain invariant upon transformation, so that their interaction energy is indeed unchanged. However, all transformed particles will be aligned with a transformed Bravais lattice, while the particles that were not part of the cluster and thus were not transformed will still align with the original Bravais lattice. This is illustrated by means of a 2D example in Fig. 1 . As a consequence, the two sets (transformed and not transformed) of particles cannot be reconciled into a single periodic system.
To obtain a final configuration that obeys PBC, one can opt not to transform the periodic images of a particle that is included in the cluster, but instead (after the transformation) reconstruct its periodic images according to the PBC of the system. However, this changes the distances between particles in the cluster and periodic images of these particles. If any of these distances lies within the range of interaction of the pair potential, this will result in a change in the potential energy of particles in the cluster. More precisely, for a pair of particles (i, j) that are both included in the cluster, with respective constructed images (i , j ) (where the prime can refer to any periodic copy), all separations |r j − r i | change for i = j. Moreover, the orientations of particle i and particle j with respect to their center-of-mass separation vector r j − r i change for all pairs (i, j ), including (i, i ). The latter case is FIG. 1. Illustration of the conflict that arises in the geometric cluster algorithm upon application of a transformation that does not belong to the symmetry group of the Bravais lattice defining the periodic boundary conditions. The simulation cell contains two particles (solid square and solid triangle) and is periodically replicated (left panel). If the cluster contains the solid square as well as all its periodic images, the entire array of solid squares is reflected in the dotted line. The lattice implied by the reflected squares (open symbols) is tilted with respect to the original lattice (central panel). The red triangles are not part of the cluster and hence are not transformed. The resulting composite system of these triangles and the reflected squares is not periodic, as illustrated in the right panel; e.g., the shortest distance between a triangle and a square depends on which triangle is considered.
important for, e.g., dipolar interactions. Figure 2 provides a 2D example.
We note that some self-inverse transformations are symmetries of the Bravais lattice describing the PBC, so that transformed particles will align with the original Bravais lattice. For those transformations, the problem described above does not occur, and the two approaches (transforming all images along with a particle or reconstructing all periodic images upon transformation of a particle) produce an identical outcome. In certain cases, namely when anisotropic particles only take a discrete number of orientations, use of this restricted set of transformations is sufficient to generate an ergodic algorithm. This is exploited in the case of dimers on a square lattice. 42, 43 For the case of anisotropic particles with continuous orientational degrees of freedom, one could consider to adopt a non-cubic periodic geometry (e.g., truncated octahedra), which allows a larger set of such transformations. Whereas this would make it possible for the particles to reach more orientations (from where they could be relaxed via local moves), the set of permitted transformations will always be finite and hence this does not yield an ergodic, rejection-free Monte Carlo scheme for anisotropic particles in a periodic geometry.
B. Geometric cluster algorithm with rejections
Before proceeding to the central objective of this paper, namely the formulation of a rejection-free GCA that overcomes the problems discussed in Sec. II A, we discuss a pragmatic solution for systems composed of particles that have a sufficiently short-ranged interaction potential. As noted, the GCA properly accounts for the change in potential energy between a particle that is transformed (i.e., included in the cluster) and a particle that is not transformed (i.e., not included in the cluster). The conflict between PBC and reflections in an arbitrarily oriented plane or line arises because a change in interaction energy occurs for pairs of particles that are both transformed. One might consider to account for this additional energy change via a Metropolis-style acceptance criterion. However, detailed balance would be very difficult to prove for such a scheme, because the particles that constitute a cluster will have different interaction strengths before and after the transformation, causing the cluster construction process to proceed with different probabilities in the reverse move. On the other hand, a proper algorithm can be devised by proceeding as discussed in conjunction with Fig. 2 , i.e., transformation of each particle that is added to the cluster and subsequent reconstruction of the periodic images according to the PBC, provided that one rejects every cluster move in which any particle in the cluster interacts with a periodic image of another particle in the cluster in either the old or new positions of either particle. This criterion allows us to formulate an ergodic algorithm that simulates anisotropic particles based on the GCA, by performing cluster moves with arbitrary reflections and line reflections and then accepting the move only if there is no change in the interaction energy of all particles in the cluster (including their periodic images). If the interaction is sufficiently short ranged, a significant fraction of all proposed cluster moves will be accepted. We have implemented and tested this GCA with rejections for a system of Lennard-Jones dimers and confirmed that its results agree with a local-move Metropolis Monte Carlo simulation and with molecular dynamics simulations of the same system. Conversely, this algorithm breaks down completely when the interaction is not short ranged.
C. Transformations in isotropic space: The hyperspherical geometric cluster algorithm
The discussion in Sec. II A shows that the symmetries of the space in which a system is defined determine the allowed transformations and therefore the set of accessible orientations. Thus, an ergodic algorithm for anisotropic particles requires the use of an isotropic space, which has continuous orientational symmetry in all directions. The only finite, isotropic three-dimensional (3D) space is the surface of a four-dimensional (4D) hypersphere (also referred to as a 3-sphere). Indeed, this geometry has been used before in Monte Carlo and molecular dynamics simulations. Specifically, the 2D counterpart of this geometry (i.e., the surface of a sphere) was first employed to avoid the use of Ewald summation for electrostatic interactions. 44 The case of general dimensionality was discussed shortly afterward. 45 Since then, it has been used in 3D systems, e.g., to deal efficiently with long-range electrostatic interactions 46 and to suppress finite-size effects. 47 Its use has also been extended to polymeric particles. 48 Being a three-dimensional manifold, this space is locally analogous to a 3D Euclidean space, so we can construct transformations analogous to every transformation in Euclidean space. An arbitrary plane reflection is a reflection through a hyperplane that contains the origin. Arbitrary line and point reflections can be constructed as the composition of two or three mutually orthogonal hyperplane reflections, respectively, that leave the origin fixed. In Appendix A we provide a detailed description on the construction of transformations using quaternions. Using hyperspherical geometry and an expanded set of transformations that includes analogues of arbitrary plane reflection and line reflection, we thus construct a hyperspherical GCA (h-GCA), which allows for the ergodic simulation of anisotropic particles and retains the property that it is a rejection-free Monte Carlo scheme.
The h-GCA follows the same procedure as the original GCA. 7, 8 We include a step-by-step description of the cluster construction procedure for completeness. 1. A seed particle i is chosen, which forms the first particle in the cluster. 2. A self-inverse, isometric transformation is chosen, which transforms this particle from its old position and orientation i to a new position and orientation i .
3. Each particle j that interacts with i or i is considered for inclusion in the cluster. Particle j joins the cluster with probability
where β = 1/(k B T), with k B Boltzmann's constant and T the absolute temperature. U ij is the change in pair energy U between particles i and j resulting from the transformation of particle i, i.e.,
In view of the superficial resemblance of Eq. (1) to a Metropolis acceptance criterion, we emphasize that U ij is not the total energy change that results from the transformation of i. If particle j joins the cluster, it is transformed to its new position and orientation. Furthermore, it is placed on a stack and removed from consideration for further transformations. 4. After all particles interacting with i or i have been considered, a particle is retrieved from the stack, and the algorithm returns to step 3 with this particle as the new particle i. 5. When the stack is exhausted, the algorithm is finished, and all particles in the cluster will be in their new positions and orientations.
The proof of detailed balance for this algorithm is identical to the proof presented in Refs. 7 and 8.
To our knowledge, the fundamental connection between the permissible transformations in cluster moves and the symmetry of the space was not pointed out earlier, and it is not made explicit in the criteria stated in Sec. II A. In the original description of the GCA (Refs. 7 and 8) and in its subsequent applications, 14, 16, 17, 49 the systems simulated contained only isotropic particles, and only point reflections were used for cluster moves, since these are sufficient to relax the translational degrees of freedom. Indeed, every point reflection is a central inversion, which is a symmetry of every Bravais lattice, illustrating why these transformations could be used with the GCA in PBC without problems. Cluster algorithms have been proposed that are inspired by the GCA and that have been used to simulate systems of anisotropic particles in Euclidean space by employing other transformations than point reflections, 24, 25 but both of these algorithms include a Metropolis-type acceptance criterion (i.e., they are not rejection-free) and rely on additional moves within the same simulation to achieve ergodicity. In contrast, the h-GCA described here is rejection-free even for anisotropic particles and autonomously generates an ergodic sequence of configurations that obey the Boltzmann distribution.
Whereas the h-GCA is of general applicability, we note that, apart from the ability to simulate anisotropic particles, it is subject to the same limitations as the original GCA. 7 Namely, the algorithm is only ergodic as long as the clusters do not comprise the entire system. This requirement limits the volume fractions and coupling strengths that can be examined. The maximum values attainable will depend on composition and degree of anisotropy of the various species; for spherical particles the highest volume fraction was found to be around 0.34. In addition, we point out a subtlety in the choice of geometric operations. For chiral particles, plane reflections, and point reflections are not permissible, as they lead to a chirality reversal. However, line reflections are still permissible and sufficient to relax the orientational degrees of freedom of such particles.
We conclude this algorithm description by noting that it is possible to use information about the seed particle in the choice of transformation, since the transformation is chosen after the seed particle has been selected. As first proposed in Ref. 8 (and later used in, e.g., Ref. 50), this can be exploited to control the average cluster size by constructing a geometric transformation that limits the maximum displacement of the seed particle. This is of particular importance for anisotropic particles, since it permits generation of transformations that limit the maximum change in orientation and thus offers control over the cluster size. We refer to such cluster moves which base their transformation on the position and orientation of the seed particle as biased cluster moves. A subtlety regarding the use of such moves for anisotropic particles is that a selfinverse transformation necessarily inverts one or more spatial dimensions, producing a discontinuous change in the orientation of the seed particle. However, transformations which invert dimensions that coincide with reflection symmetries of the seed particle are effectively identity operations on its orientation, from which one can construct transformations that effect arbitrarily small orientational changes. Evidently, particles that possess fewer or no reflection symmetries benefit less from biased cluster moves. The construction of the transformations for biased moves using quaternions is described in Appendix A 4.
III. DEMONSTRATION OF APPLICABILITY
A. Comparison with Metropolis Monte Carlo
We have implemented the algorithm described in Sec. II C. The coordinates and orientation of each particle are represented by a pair of quaternions, both of which are transformed when a particle is added to a cluster, as described in Appendix A. To efficiently deal with pair interactions, we employ the cell index method described in Appendix B 1. For compound particles ("molecules") we apply the mapping described in Appendix B 2.
As a first demonstration, we examine a system of 500 asymmetric dimers, each of which is composed of two spherical monomers labeled A and B, respectively, separated by a (geodesic) center-to-center distance σ . We place the dimers on the 3D surface of a hypersphere of radius R, which creates a space with volume
Setting R = 8.0932σ , we have ≈ 10464σ 3 and a number density of ρ = 4.7784 × 10 −2 dimers/σ 3 . All monomers interact via a Lennard-Jones (LJ) potential,
The potential is truncated at the cutoff r c = 2.5σ and the shift ε c is chosen such that U(r c ) = 0. The distance r is the arc length distance along a geodesic on the hypersphere,
wherer 1 andr 2 are unit vectors denoting the position of the two interacting particles on the surface of the hypersphere. The dimers are asymmetric in the coupling strength between A and B monomers, with ε AA = 0.625k B T, ε BB = ε AA /2 = 0.3125k B T, and ε AB = √ ε AA ε BB ≈ 0.44194k B T . The coupling strength and concentration are deliberately chosen to produce a system with moderately strong interactions, so that the average cluster size is a significant fraction of the total number of dimers.
To demonstrate the correctness of the h-GCA algorithm described in Sec. II C and of our implementation, we simulate this system both by means of the conventional Metropolis Monte Carlo algorithm and via the h-GCA. In the former method, a move consists of a combined rotation and translation, in which dimers are translated on the surface of the hypersphere over a maximum distance of 6σ and freely rotated to a new, uniformly chosen orientation. Defining a set of 1000 such moves as one sweep, we equilibrate the system for 10 3 sweeps and then perform 10 7 production sweeps, resulting in an average acceptance ratio of 0.356. The potential energy is sampled after every sweep. In the simulations employing the h-GCA, we pursue four different variants, each using a different type of transformation to perform the cluster moves: plane reflections, line reflections, biased plane reflections, and biased line reflections. The average cluster size depends on the transformation used. For each run, the system is equilibrated for 10 4 cluster moves, followed by 10 8 cluster moves during which the potential energy is sampled after every 10 moves. Table I lists the average potential energy for the simulation using conventional Monte Carlo moves as well as for those using different types of cluster moves. All results have a high precision (relative error O(10 −5 )) and agree within the statistical uncertainty. The table also lists the relative cluster size. The distribution of both size and structure of the clusters may affect the rate of decorrelation, and hence statistical quality, of thermodynamic averages. However, despite the dependence of average cluster size on the choice of transformation, all h-GCA runs yield the same statistical accuracy.
B. Comparison with molecular dynamics simulations
It is desirable to compare our implementation of the h-GCA algorithm against a completely independent simulation code. Since, to the best of our knowledge, no Monte Carlo or molecular dynamics simulation packages are available that employ hyperspherical boundary conditions, we resort to a special case, namely the application of the h-GCA to a 2D system defined on the surface of a 3D sphere. 38 It is then possible to make a direct comparison to results obtained from a molecular dynamics package designed for 3D simulations, as described below.
As in the 3D case of Sec. III A, we define a system of 500 asymmetric dimers, composed of two monomers (labeled A and B) that have a (geodesic) center-to-center distance σ . Since the curved space is now two-dimensional, the monomers are spherical caps (sometimes referred to as spherical calottes). They interact again via a LJ potential, with asymmetric coupling parameters ε AA = 1.0k B T, ε BB = ε AA /2 = 0.5k B T, and ε AB = √ ε AA ε BB ≈ 0.7071k B T . To obtain different concentrations (four different values ranging from 0.05 dimers/σ 2 to 0.20 dimers/σ 2 ) we vary the sphere radius R. For each concentration, we perform two different types Monte Carlo simulations using the h-GCA algorithm, employing either plane reflections or line reflections (both transformations are used in unbiased form). With increasing concentration, samples are taken every 250, 80, 20, or 10 cluster moves, respectively. After equilibration for 1000 samples, (1.4-7.0) × 10 6 samples are obtained. In a third series of simulations, we use the h-GCA code but actually perform conventional single-particle moves consisting of a translation and a rotation (cf. Sec. III A). The maximum displacement is σ and the maximum rotation of the rod director is 30
• . Samples are taken every 30 000 steps. The systems are again equilibrated for 1000 samples, followed by 0.36-0.98 × 10 6 samples. An identical system can be defined in the LAMMPS molecular dynamics package 51 via a trick. Namely, we constrain the dimers to the surface of a sphere of radius R by rigidly bonding each monomer to a "dummy" particle of the same mass at the antipodal point, as illustrated in Fig. 3 . The dummy particles do not interact with any particle, but they ensure that the center of mass of each molecule, composed of a dimer and two dummy particles making up the dummy dimer, lies at the center of the sphere. We restrict the motion of the molecules to rotations only, thus constraining the dimers to move on the surface of the sphere, but otherwise allowing their unrestricted translation and rotation on this surface. Furthermore, we modify the pairwise interactions between monomers such that the distance between particles is measured as the arc length and that the resulting forces act tangential to the sphere. We perform simulations with a time step of 0.001τ , where τ is the reduced time unit. After equilibration for 10 7 steps, the systems are simulated for (2.2-10)× 10 8 time steps and samples are taken every 1000 steps.
In all simulations, we sample the potential energy, as summarized in Table II . For each dimer concentration, the results of the various Monte Carlo simulations and the molecular dynamics simulations have an uncertainty of O(10 −4 ) and agree within statistical error. 
C. Comparison with known results for the Lennard-Jones fluid on a hypersphere
Since the implementation of a hyperspherical algorithm can be relatively involved, especially when use is made of quaternions (Appendix A) and a cell index method (Appendix B 1), it is advantageous to test the code by comparison to accurate tabulated data for a well-defined model. Comparison to data for the same model, e.g., a Lennard-Jones fluid, in Euclidean geometry is insufficient, as the intrinsic curvature of the hyperspherical space will lead to systematic differences in thermodynamic properties. Likewise, results that rely on extrapolation (e.g., finite-size scaling near a critical point) are less desirable as well, as the extrapolation techniques used may obfuscate numerical errors in the data. Relatively few suitable results are available in the literature. Schreiner and Kratky 52 have presented numerical results for the Lennard-Jones fluid on a hypersphere, which we will compare to here. Since these results are relatively old and hence of moderate numerical accuracy, we also compare to more recent results for the Yukawa one-component plasma in Sec. III D.
The results of Ref. 52 pertain to a system of N particles on a hypersphere, interacting through a Lennard-Jones potential along their short geodesic separation (this is equivalent to imposing a cutoff equal to half the circumference of the hypersphere). Two different combinations of number density and coupling strength are considered, namely ρ = 0.8016σ Table IV ). We simulate this system for the same parameter combinations, using three different methods: single-particle displacements randomly and uniformly chosen within a sphere of radius 6σ around the current particle position, cluster moves with unbiased plane reflections, and cluster moves with unbiased line reflections. The runs employing local moves consist of an equilibration period of 1.5 × 10 7 single-particle steps and a production period of 3 × 10 9 steps, with samples taken every 3000 steps. The runs with cluster moves are equilibrated for 5 × 10 5 clusters and run for 2 × 10 6 cluster moves, with a sampling interval of 100 moves. Tables III and IV show the reduced average internal energy per particle, U* = U/(Nε), for 9 different system sizes for these three different algorithms, along with the data of Ref. 52 . All results agree within the statistical uncertainty.
D. Comparison with known results for the Yukawa one-component plasma
Caillol and Gilles have carried out a highly detailed study of the Yukawa one-component plasma 53 and performed extensive numerical simulations 54 for this model in a hyperspherical geometry. The system consists of N identical point particles in a volume that each carry a charge q and interact (in a Euclidean geometry) via a Yukawa potential v α (r) = exp (−αr)/r. This model can be shown to depend on only two reduced parameters, namely the coupling parameter = βq 2 /a ion and the reduced screening parameter 
Here a ion is the "ionic radius," to be defined below. A precise definition of the model employed, along with accurate numerical data for different derivatives of the free energy as a function of and α*, is provided in Ref. 54 , making this an ideal starting point for testing purposes. Moreover, the tabulated data refer to a finite number of particles, N = 600, simulated in the canonical ensemble, so any numerical comparison does not involve extrapolations to the thermodynamic limit.
Unfortunately, we found that the numerical data presented in Ref. 54 contain systematic deviations, for all properties listed and all parameter values. To remedy this situation, and to provide a data set that can serve as a reference for future simulations in hyperspherical geometry, we have implemented an independent Metropolis-type Monte Carlo simulation of this model and used it to perform accurate simulations for a representative subset of the data listed in Ref. 54 . In addition, we have confirmed that our implementation of the hyperspherical GCA yields results that are in accurate agreement with our results obtained from the conventional Monte Carlo simulations.
For completeness, we start with a precise definition of the Yukawa one-component plasma on a hypersphere S 3 . For a system with radius R, volume given by Eq. (2), and number density ρ = N/ , the ionic radius a 
with
Thus, in terms of the number density ρ = N/ , ψ 0 is found from
The separation between a pair of particles located at r i = (x i , y i , z i , t i ) and r j = (x j , y j , z j , t j ), respectively, is their geodesic distance Rψ ≡ R arccos((r i · r j )/R 2 ) (cf. Eq. (4)) and the exponentially decaying potential v α in Euclidean space is replaced by the pair potential v
with 
The additive constant comprises two contributions,
where A OCP is the one-component plasma (or α = 0) contribution (first derived as Eq. (4.38) in Ref. 53) ,
Here R * = R/a 
where In the simulations, we focus on derivatives of the excess free energy per particle f with respect to and α*, respectively, which are given by ∂f
where the angular brackets indicate thermodynamic averages. The functional W S 3 is given by
Since the first term in Eq. (10) is independent of α, the derivative of βA follows from Eq. (12),
This is Eq. (3.9) in Ref. 54 , but note that the sign is reversed for the first two terms in the expression for αR < 1 and that the argument ωπ is misprinted as ωψ in the denominator of the second term in both cases. Caillol and Gilles 54 have systematically studied this model for a large range of the coupling parameter 0.10 ≤ ≤ 100 and for a reduced screening parameter 0.10 ≤ α* ≤ 6.0. Here, we employ the same range for α* and concentrate on = 0.10 and = 10. Following Ref. 54, our system contains N = 600 particles in all simulations. For each combination of and α*, we equilibrate the system for 10 4 sweeps, followed by 10 6 production sweeps. A sweep consists of N Monte Carlo steps and in each step a displacement attempt is made for one randomly selected particle. Thus, each production run corresponds to 6 × 10 8 Monte Carlo steps. For = 0.10 the acceptance rate depends only very weakly on the maximum displacement and was always larger than 90% in our simulations. For = 10, the maximum displacement was adjusted to yield acceptance rates ∼30% for the smallest values of the screening parameter and ∼80% for the largest values of α*. In each simulation, we sample the free-energy derivatives Eqs. (13) and (14) . To provide an impression of the functional dependence of these derivatives on the screening parameter and to make a comparison to the results of Ref. 54 , we plot ∂f/∂α* for = 0.10 in Fig. 4 . As shown, there is a systematic difference between the results of Ref. 54 and our data. We emphasize that results obtained by means of the h-GCA agree within statistical error with our data obtained via Metropolis-type simulations for all α*. Moreover, the discrepancy cannot be attributed to the misprints identified in some of the equations in Ref. 54 for αR = α*R* < 1, since R* = 1/ψ 0 ≈ 1/0.1993028778, so all data points except α* = 0.10 and α* = 0.15 pertain to αR ≥ 1.
To extend this comparison to a significantly stronger coupling and to other thermodynamic properties, we display (∂f/∂ ) as a function of α* for = 10 in Fig. 5 . As shown, the relative discrepancy between the results of Ref. 54 and those of our Metropolis-type simulations is far smaller than for ∂f/∂α*. However, in absolute magnitude the discrepancy is similar. The maximal difference between both data sets shifts to higher values of α* than in Fig. 4 . This is due to the increase in , not to the difference in physical property; indeed, the maximum discrepancy in ∂f/∂α* (not shown) exhibits a similar shift to higher values of α* when is increased. The results obtained by means of simulations employing the h-GCA agree again with those from our Metropolis-type simulations within statistical uncertainty. For comparison purposes we provide the numerical data for both free-energy derivatives in tabulated form in Appendix C.
IV. EFFICIENCY OF THE h-GCA
A. Rod-sphere mixtures
The GCA defined for periodic systems in Euclidean geometry stands out because of its ability to accelerate simulations of size-asymmetric mixtures compared to conventional Monte Carlo simulations. 7 In this section, we demonstrate that the h-GCA is capable of similar efficiency gains. The standard test case for the standard GCA is a binary mixture of interacting spherical particles, with the two components denoted as "large" and "small." A large particle typically finds itself surrounded by many small particles, hindering its diffusion. Rapid positional decorrelation can be achieved in a Monte Carlo simulation through non-local moves, provided that these do not have a vanishingly small acceptance rate-precisely what the GCA guarantees. For the h-GCA, we must demonstrate that rapid orientational decorrelation can be achieved as well. Therefore, we consider a mixture of small spherical particles and large rod-like particles. The rigid rods are composed of l spherical monomers of diameter σ stacked linearly with a center-to-center spacing σ between neighboring monomers (Fig. 6 ). The small spheres have diameter σ . The small spheres and the monomers forming the rods all have hard-sphere interactions. Both the aspect ratio l of the rod and the diameter ratio α ≡ σ /σ of the monomers and the small spheres affect the decorrelation time, so we will study the role of both parameters in our comparison of h-GCA and Metropolis-type simulations.
In the cluster algorithm, we employ reflections in randomly oriented planes. Each cluster move starts with a rodthis is possible without loss of ergodicity since the small spheres will relax due to overlaps with rods. In the local-move algorithm (conventional Monte Carlo), either a rod or a small sphere is selected for a trial move with 50% probability. With increasing density the maximum translations and rod rotations are tuned such that the order-parameter autocorrelation time (defined below) is minimized. To quantify the computational effort required to simulate each system, we characterize the arrangement of the rods through an order parameter based on the second Legendre polynomial,
where r i is the four-dimensional unit vector on the surface of the hypersphere denoting the position of particle i and s i is the four-dimensional vector tangential to the surface of the hypersphere serving as the director of rod i; the sums run over all rods. This is very similar to the nematic order parameter, 55 except that the relative orientations of the rods are evaluated pairwise, rather than being compared to a global director. Furthermore, the second term within the square brackets is a geometric correction that accounts for the fact that the directors s i and s j belong to different tangent spaces for r i = r j , due to the curvature of the hyperspherical surface. Inclusion of this term, which is derived in Appendix A 5, is equivalent to evaluating the dot product of the two directors after they are brought together without rotation along their common geodesic. The autocorrelation time of this parameter, expressed in CPU time, is a measure for the effort required to generate independent configurations. First, we vary the diameter ratio α by systematically reducing the size of the small spheres while keeping their volume fraction constant. The system contains 100 rods, each 10 monomers long, at a volume fraction of 5%. Computing the volume of a monomer via Eqs. (5) and (6) with ψ 0 = σ /(2R) and the volume of the hypersphere surface via Eq. (2), we fix the radius of the hypersphere at 8.0932σ . In successive simulations, the small-sphere diameter σ is decreased such that the diameter ratio α varies from 1 to 9. At the same time, the number of small spheres is increased as α 3 from 1000 to 729 000 to maintain their volume fraction at 5% as well. Figure 7 displays the autocorrelation time 8, 56 of the order parameter Eq. (18) as a function of α. Clearly, the CPU time per sample increases with α owing to the increasing number of particles. However, for simulations that employ the Metropolis Monte Carlo algorithm the autocorrelation time increases even faster, as it becomes more difficult to move the rods embedded in a finely dispersed environment of small particles. Indeed, the simulations become prohibitively slow even for moderate α. This contrasts starkly with the efficiency of the h-GCA, for which the order-parameter autocorrelation time increases only slowly with α. As for the GCA, 7 this efficiency difference results from the ability of the algorithm to realize non-local displacements without rejection, along with the preferential updating of those small particles that influence the large species. As shown in Fig. 7 , at α = 1, the h-GCA is O(100) faster than the conventional simulations; for α = 2 this speed-up has already increased to nearly a factor O(10 4 ). Next, we examine the effect of rod aspect ratio on the efficiency of both conventional Monte Carlo and h-GCA simulations. In these tests, we vary the rod length from two to ten monomers while keeping the size of the monomers and the 18), describing the arrangement of the rods, as a function of the diameter ratio α. As the small particles are decreased in size (i.e., α is increased), their number is increased to keep their volume fraction constant. For conventional simulations, the autocorrelation time increases more rapidly than the number of particles in the system as the rods become trapped in an environment of finely dispersed small spheres. The h-GCA does not suffer from this slowdown and is capable of decorrelating systems with diameter ratios as large as α = 9, i.e., with small-sphere diameter 90 times smaller than the length of the rods. Even at a modest diameter ratio of α = 2 the h-GCA produces decorrelated samples nearly 8000 times more efficiently than conventional Monte Carlo simulations. spherical particles constant. To maintain a constant rod volume faction, their number is adjusted such that all systems contain a total of 960 rod monomers. The hypersphere radius is set to 7.9838σ to achieve a volume fraction of 5%. The small spheres have a diameter equal to that of the monomers, σ = σ , and we consider two different small-sphere volume fractions φ s = 0.05 and 0.15, corresponding to systems with 960 and 2880 spherical particles, respectively. In the conventional simulations we choose the maximum translation and rotation to minimize the autocorrelation time; this ranges from a maximum translation of σ and a uniformly chosen random orientation for the shortest rods at the lower volume fraction to a maximum translation of 0.2σ and a maximum rotation of 2
• for the longest rods at the higher volume fraction. We find that the h-GCA performs more efficiently than conventional Monte Carlo for both volume fractions and for all rod lengths within the range considered. At the lower volume fraction of small spheres, φ s = 0.05, the autocorrelation time of the order parameter increases approximately exponentially with rod length for conventional Monte Carlo simulations (Fig. 8) . This mirrors the corresponding decrease in the observed acceptance rate. On the other hand, the h-GCA simulations exhibit almost no decrease in efficiency with increasing rod aspect ratio. The autocorrelation time even decreases as the length of the rods is increased from 2σ to 6σ ; this results from variation in average cluster composition. At the higher sphere volume fraction, φ s = 0.15, the simulation time per sample is longer for both algorithms due in part to the larger number of small particles affected by each rod displacement. To deemphasize this effect, Fig. 8 displays the au- tocorrelation time normalized by the number of small spheres. Thus, for each rod length the difference between the results for φ s = 0.05 and φ s = 0.15 (comparing results obtained with the same algorithm) is due to the increased obstruction of rods as they find themselves in an environment containing more spheres. Although the h-GCA simulations remain considerably more efficient than Metropolis Monte Carlo even for the higher small-sphere volume fraction, they do exhibit an exponential increase of the autocorrelation time with increasing rod length. This results from the fact that this system approaches the percolation threshold, where most clusters contain nearly all the rods in the system; for rod length 10σ and φ s = 0.15, on average 97% of the rods (and 56% of the small spheres) belong to the cluster.
B. One-component systems
Besides size-asymmetric mixtures, the h-GCA also can be more efficient for certain one-component systems. To illustrate this, we simulate monodisperse hard rods on a spherical surface using the 2D h-GCA with unbiased reflections in lines passing through the center of the sphere (which are sufficient to relax the orientational degrees of freedom, owing to the Gaussian curvature of the surface). Each rod is composed of circular monomers, assembled as in Fig. 6 . Their total area fraction is varied from 0.05 to 0.30 and we consider rod lengths ranging from 2σ to 21σ . The number of rods is varied to keep the total number of monomers 2520. To monitor the simulation efficiency, we measure the autocorrelation time of the nematic order parameter Eq. (18) . For comparison purposes, we simulate the same systems using local moves, employing 13 different combinations of maximum displacement and maximum rotation. For each rod length and volume fraction, we choose the shortest autocorrelation time of the 13 runs.
In the simulations with local moves, the autocorrelation time increases monotonically and near-exponentially with both rod length and area fraction (leveling off for systems with both long rods and high area fraction). When cluster moves are used, the autocorrelation time is approximately constant as a function of concentration for systems of short rods and as a function of rod length for low concentrations. However, when a certain threshold area fraction is reached (near 0.30 for rod length 4σ , decreasing to area fraction 0.10 for rod length 21σ ) the autocorrelation time starts to increase steeply. This threshold correlates with an average cluster size of ∼10% of all rods. Since the cluster size distribution is bimodal, the threshold likely signals the appearance of very large clusters that contain almost all rods. Comparison of local moves and cluster moves shows that their efficiency is comparable below this threshold, as the typical cluster size is small. However, near the threshold, where clusters take an intermediate size, the h-GCA is considerably more efficient, with autocorrelation times that are at least 20 times shorter than in the conventional Monte Carlo algorithm. At higher area fractions and rod lengths, this advantage disappears until local moves have a twice shorter autocorrelation time for rods ≥10σ at area fraction 0.30.
Similarly, the h-GCA can also increase the efficiency of simulations of aggregating particles. Whereas conventional Monte Carlo algorithms move one particle at a time, the h-GCA proposes non-local moves that enable large-scale restructuring of aggregates. 57 For completeness, we note that since the introduction of the GCA, 7 related algorithms have been proposed for systems of attractive particles undergoing self-assembly. In these, the notion of constructing correlated collective moves put forward in the GCA is combined with a Metropolis-style acceptance criterion. [20] [21] [22] [23] Specifically, clusters of particles are built according to a weaker interaction than the real interaction between the particles. The proposed cluster move is then subject to an acceptance criterion to account for the energy change that is ignored during the cluster construction. This approach accelerates the rearrangement of aggregates of strongly interacting particles, despite the inclusion of rejection. Furthermore, once the rejection-free notion is dismissed, it is no longer necessary to employ transformations that are self-inverse. This has the advantage that internal degrees of freedom of an aggregate can be relaxed by, e.g., shifting a subset of the aggregate over a small distance.
V. EFFECTS OF HYPERSPHERICAL GEOMETRY
Having established in Sec. IV that the h-GCA is more efficient than conventional methods for a variety of systems, we address its requirement that the simulations be conducted in hyperspherical geometry. The intrinsic curvature of this geometry introduces finite-size effects that must be compared to those encountered in simulations carried out in Euclidean geometry.
Simulations performed using either periodic boundary conditions or hyperspherical boundary conditions (HBC) display ensemble-dependent finite-size effects. In addition, the use of PBC leads to finite-size effects arising from the anisotropy introduced by the periodic lattice of cells, whereas the use of HBC leads to finite-size effects owing to the intrinsic curvature of the space. To illustrate the latter, we consider the second virial coefficient. Calculation of this coefficient involves a volume integration. The difference between Euclidean geometry and hyperspherical geometry for this integration is borne out by the difference in the surface area of a spherical shell of radius r. On a hypersphere of radius R, this shell has a surface area
Thus, the first-order correction to Euclidean geometry scales as O(R −2 ). This causes the second virial coefficient to exhibit a corresponding system-size dependent deviation from its value in Euclidean geometry. Indeed, it was derived for a Lennard-Jones fluid of N particles that, at constant density, this correction scales with system size as R −2 ∝ N −2/3 , with similar corrections for other thermodynamic properties, including the internal energy per particle, the pressure, and the constant-volume heat capacity. 52 To illustrate these finite-size effects, we simulate a Lennard-Jones fluid (particle diameter σ ) with a potential cutoff at 2.5σ , at a coupling strength ε = (2/3)k B T and a number density ρ = 0.2σ −3 . We vary the number of particles from N = 50 to N = 102 400 and perform the simulations under PBC as well as under HBC. For PBC, the average internal energy per particle U(N) for N > 100 is well described by U(N) = U 0 + aN x with scaling exponent x = −1.002 ± 0.006 and U 0 = −0.79849 (1). On the other hand, for HBC we find U 0 = −0.79847 (2) and x = −0.686 ± 0.001. While observing the agreement in the thermodynamic limit for both geometries, we also note that the scaling exponent for HBC is likely an effective exponent caused by the relatively close vicinity of several finite-size corrections. Indeed, it is expected that 52
with x = −2/3. In a nonlinear least-squares fit of all HBC data in which the exponent of the regular scaling correction is kept fixed at −1 (to avoid interference with the other corrections) we find U 0 = −0.79846 (2), consistent with the fits above containing only a single correction term, and x = −0.676 ± 0.006, within two standard deviations of the predicted power-law. The approach to the thermodynamic limit, for both PBC and HBC, is illustrated in Fig. 9 . Whereas the internal energy approaches the thermodynamic limit more slowly for HBC than for PBC, the differences are small for structural properties such as the radial distribution function, even for the smallest system, see Fig. 10 . This makes simulations employing HBC equivalent to those employing PBC when the local structure of a fluid state must be determined. 38 Finite-size effects in hyperspherical geometry have also been reported for other systems. In Ref. 58 , the internal energy of the Yukawa one-component plasma of Sec. III D was found to exhibit corrections proportional to N −2/3 for coupling strengths ≤ 3, whereas for stronger couplings the leading correction was found to scale as N −1 . On the other hand, for the restricted primitive model in hyperspherical geometry the Finite-size behavior of the internal energy per particle for a LennardJones fluid in Euclidean geometry with periodic boundary conditions and in hyperspherical geometry. Both curves approach the same thermodynamic limit U 0 , with power-law finite-size corrections (cf. inset) that agree with theoretical predictions (see text for further discussion).
internal energy per particle was reported to exhibit no significant finite-size effects, even for moderate system sizes. 47, 59 One concern that arises in the use of hyperspherical geometry is the formation of defects. Indeed, for spherical particles with a soft, purely repulsive potential, a comparison of PBC and HBC confirmed that HBC artificially inhibit crystallization, whereas PBC artificially promote crystallization due to the periodicity of the space. 60 Likewise, spherical boundary conditions can affect liquid-crystalline order by inducing topological defects, as was observed for 2D simulations on a sphere. 61 However, whereas such defects are guaranteed to exist in S 2 by the Poincaré-Hopf theorem, the hypersphere surface S 3 is parallelizable, 62 which implies that global defect-free nematic order can be achieved. Nevertheless, it remains an open question whether the strain generated by the intrinsic curvature of this geometry affects the forma- (N = 50) , the structural differences are very small, demonstrating that the local structure is not strongly affected by curvature effects. For the larger system (N = 12 800) the differences are undetectable. Interestingly, at larger separations the system in Euclidean space exhibits stronger finite-size deviations (see inset), which we ascribe to the anisotropic nature of the boundary conditions.
VI. CONCLUSIONS
In summary, we have presented an extension of the geometric cluster algorithm 7 to hyperspherical geometry. In contrast with simulations performed under periodic boundary conditions, this isotropic space permits the use of geometric transformations in the cluster construction process that relax all degrees of freedom of anisotropic particles. Thus, an ergodic, rejection-free Monte Carlo scheme of general applicability is obtained. As first illustrated for tetrapodal particles, 38 this hyperspherical geometric cluster algorithm accelerates the simulation of size-asymmetric mixtures of anisotropic particles by several orders of magnitude compared to conventional Metropolis Monte Carlo or molecular dynamics simulations. We have demonstrated the validity of this scheme for a broad range of models, including dimers in two-and three-dimensional space, the Lennard-Jones fluid, and the one-component Yukawa plasma. For the latter two systems, we have provided benchmark results against which future implementations can be compared. Furthermore, we have discussed a variety of implementation details, ranging from the use of the cell index method in hyperspherical geometry to the use of the quaternion notation to realize geometric transformations. The efficiency of this algorithm has been examined for rod-sphere mixtures, both as a function of rod aspect ratio and as a function of rod-sphere diameter ratio. In addition, we have demonstrated that even for one-component systems, the new algorithm can yield significant efficiency improvements. Lastly, for those situations where use of periodic boundary conditions in Euclidean geometry is preferred, we have derived a variant of the original geometric cluster algorithm that is no longer rejection-free but is capable of relaxing orientational degrees of freedom.
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APPENDIX A: TRANSFORMATIONS USING QUATERNIONS
Coordinate representation
A complete specification of the position and orientation of a particle on a hypersphere requires six degrees of freedom. These can be represented using six Euler angles, three for position and three for orientation. However, the need to perform transformations in the GCA makes the use of Euler angles cumbersome, since arbitrary rotations are complex to compute in this representation. As an alternative, one can employ a four-dimensional Cartesian coordinate system to represent each position on the hypersphere by a unit four-vector. The orientation of a particle is represented by a set of three mutually orthogonal unit four-vectors, each tangent to the hypersphere (and thus orthogonal to the position vector). This set of four mutually orthogonal vectors, taken as a set of column vectors, becomes a 4 × 4 orthogonal matrix, which is the rotation matrix to transform the particle from a standard position and orientation, described by the identity matrix, to the current position and orientation. Thus, the position and orientation of a particle are represented by a rotation matrix and transformation of a particle is accomplished simply through matrix multiplication.
However, it is even more advantageous to represent transformations using quaternions. [63] [64] [65] First, rounding errors in the simulations cause the rotation matrices to lose their orthogonality, which introduces dilation and shear into the transformation, whereas quaternion transformations can only produce dilation, and cannot produce shear. Thus, while rotation matrices must be orthonormalized to prevent distortion due to numerical drift, quaternions need only to be normalized, which is simpler and computationally less costly. Secondly, it is easier to construct arbitrary transformations in the quaternion representation. In Secs. A 3 and A 4 of this Appendix we describe the construction of several important classes of transformations. In our implementation of the h-GCA, we use transformations in the quaternion representation to describe the position and orientation of each particle. When the position vector or any directors are needed during the simulation, they are computed from the quaternions. We emphasize that the use of quaternions in this work is different from the conventional use of quaternions in molecular dynamics simulation, [66] [67] [68] where each particle is paired with a quaternion of unit length to represent its orientation. We associate two unit quaternions with each particle to represent the six degrees of freedom of position and orientation. A pair of quaternions provides a natural representation of a four-dimensional transformation that defines the position and orientation of a particle relative to a standard position and orientation. In this appendix, we explain the construction and use of quaternion transformations in the h-GCA.
Quaternion properties
To describe geometric transformations using quaternions in a hyperspherical geometry, we first recall some general properties of quaternions. Quaternions are four-component vectors composed of a scalar part and a three-component vector part, 65, [69] [70] [71] 
with the following properties: Addition,
multiplication,
scalar multiplication,
conjugation,
dot product,
and norm,
Multiplication is non-commutative due to the cross product in Eq. (A3). Consequently, conjugation distributes over multiplication while reversing the order,
In this work, all quaternions will be unit quaternions, so that quaternion conjugation is equivalent to quaternion inversion, q * = q −1 , where the latter form is our preferred notation.
Quaternion transformations in 3D
First we review transformations on a 2-sphere, which are equivalent to rotations and reflections of a three-dimensional object. Thus, a single quaternion is used to describe the position and orientation of a particle on a sphere or, equivalently, to describe the three orientational degrees of freedom of a 3D object. In this section, we adopt the latter perspective. The well-known quaternion formula for a rotation of a threedimensional vector v by φ radians about an axisâ is 65, [69] [70] [71] Rot
This equation is the general form for proper rotations, which can be extended to improper rotations by including a minus sign. 70 A special case of improper rotations is a pure reflection. Reflection in a plane containing the origin and with normaln is expressed via
Thus, we can represent a general transformation in three dimensions as
whereq is a unit scalar that is +1 for a proper rotation and −1 for an improper rotation (including reflections). Any possible value for the quaternion q, provided |q| = 1, represents a valid transformation. When transformations are composed, the quaternions of the transformations multiply and the unit scalars multiply as well,
To illustrate this formula, we consider two reflections in planes with normalsn 1 andn 2 , respectively. According to Eq. (A12) the composite transformation,
yieldsĝ
where θ is the angle between the two normals. Since quaternion transformation is invariant under the change g → −g, comparison of Eq. (A15) to Eq. (A9) shows that the composite operation is indeed a rotation about the line of intersection of the two reflection planes by an angle twice the angle between the planes. In simulations, the quaternion q and the unit scalarq together encode the orientation of a 3D object relative to a standard orientation, 72 arbitrarily defined. The current value of any vector attribute of an object, such as the position of each component part relative to the center of mass, is computed using Eq. (A11) to transform the vector from its value in standard orientation to the current orientation.
Quaternion transformations in 4D
Transformations on a 4D hypersphere are equivalent to rotations and reflections of an object in four dimensions. There are six degrees of freedom, analogous to the three translational and three rotational degrees of freedom in threedimensional Euclidean space. Each transformation requires two quaternions, q L and q R . These are used in a 4D rotation formula similar to Eq. (A9),
with the difference that the quaternions multiplying on the left and right are independent. The quaternion v to be transformed is identified with a Euclidean unit four-vectorv of the same components, which can represent either the 4D spatial position normalized by the radius of the hypersphere, r/R, or one of the directors of the particle. To extend Eq. (A16) to include improper rotations, an operation must be performed that inverts an odd number of the spatial degrees of freedom. This is accomplished using the conjugation operation on v, which for notational clarity we denote as inversion, since the two are equivalent for the unit quaternions considered here. The general formula for quaternion transformations including all rotations and reflections is 70 Trans
where we use a unit scalarq = ±1 to indicate the absence or presence of quaternion conjugation.
To represent the position and orientation of a particle in the simulation, each particle is associated with a quaternion transformation, which encodes the current position (and orientation) of the particle relative to a standard position (and orientation), analogous to the treatment of particle orientation in 3D. Any four-dimensional vector attribute of a particle, such as the position vector or a director, has a specified value in standard position. To calculate one of these vectors in the current position, we apply the transformation associated with the particle using Eq. (A17), where the vector to be transformed is identified with the quaternion v of the same components. The definition of the standard position is arbitrary, but it is most convenient to assign a reference point near the center of the particle with a position vector identified with the scalar quaternion 1, because it is easy to construct specific transformations around this point.
A second application of transformations is the construction of cluster moves. When a transformation Trans p (quaternions p L and p R ) associated with a cluster move is applied to a particle whose position and orientation are defined by the transformation Trans q , the new, composed transformation Trans q (quaternions q L and q R ) associated with the particle is
Depending on the sign ofp, there are two different forms for Trans q , 
Here a and b span a 2D vector space that rotates while the components orthogonal to it remain invariant. This formula derives from two successive plane reflections, using quaternions a and b, respectively. The rotation takes place in the direction from a to b over twice the angle between these two quaternions. The analogue of a line reflection in 3D is generated by a rotation angle π , which requires a · b = 0, constraining p L and p R in Table V to have zero scalar part. For a point reflection in a pivot p on the hypersphere, a reflection is performed in the line that passes through the center of the hypersphere and through p. If the quaternions are chosen uniformly within the constraints, the resulting transformation will be uniformly TABLE V. Construction of hyperspherical analogues of the 3D Euclidean self-inverse transformations employed in the GCA.
Degrees of 3D transformation
Constraints freedom
random, generating an unbiased cluster move. To perform a biased cluster move, which aids in controlling cluster size, 8 a transformation is constructed that leads to a small displacement of the particle that acts as the cluster seed. For this, it is convenient to construct the biased transformation with reference to a particle in standard position, since simple formulas exist for pure rotation and pure translation of a particle from this position. A rotation of a particle in the standard position over φ radians about the axisâ is constructed viâ
identical to the formula for the rotation of a three-dimensional object, Eq. (A9). A pure translation from the standard position over θ radians in the direction ofb without rotation (parallel transport along a geodesic) is constructed viâ
Employing these expressions along with those of Table V , we construct a self-inverse transformation Trans p that displaces a particle from the standard position by a controlled amount. This transformation must be centered around the actual position of the chosen particle. The resulting transformation Trans p is obtained by first transforming the particle back to standard position using Trans 
As this composite transformation will be applied to all particles in the cluster, it is computationally more efficient to precompute the associated unit scalarp and the quaternions p L and p R . Whereas the scalar remains unaltered,p =p, there are four separate cases for the quaternions,
Derivation of the order parameter curvature correction
The order parameter in Eq. (18) is similar to the nematic order parameter. The two differences are that the orientation of the director is evaluated pairwise, rather than compared with the global average director, and that the dot product of the directors is corrected by a term which takes into account the curvature of the hyperspherical space. Here, we derive this correction term.
For two particles i and j at positions r i and r j (r i = r j ), it is generally incorrect to take the dot product of the directors s i and s j as a measure of their alignment, as these directors lie in different tangent spaces. This can easily be seen as follows. Note that each director s i must be orthogonal to the position r i . If s i has a component in the direction of r j , i.e., s i · r j = 0, then s i · s j will always be less than one, irrespective of the orientation of particle j, because s j cannot have a component in the direction of r j . Thus, the dot product s i · s j will tend to underestimate their degree of alignment.
To recover the familiar behavior of the dot product in Euclidean space, we bring the two particles to the same location without rotation prior to taking the dot product. To do so, we construct a transformation that brings particle i to the location of particle j along their common geodesic by performing two plane reflections. This rotates (cf. Eq. (A21)) the position of the particle over twice the angle between the normals of the reflection planes without changing its orientation, i.e., socalled parallel transport. We first reflect through the normal r i and then through the normal r m ≡ (r j + r i )/|r j + r i |, which is the midpoint on the hypersphere between the two particles, so that r i will be rotated to r j . The transformation of the director s i of particle i has the following form: 
To simplify this, we use an alternative form of the dot product,
which can be rearranged as
Applying Eq. (A31) twice and using the fact that the director of a particle is orthogonal to the position vector, r i · s i = 0, we find
Thus, the dot product of s i and s j becomes 
When the quaternions are identified with four-dimensional vectors this results in the term within square brackets in Eq. (18) .
that are particularly sensitive to particle alignment or when high accuracy is desired. Another issue is how to handle molecules in cluster moves. One option is to consider each monomer separately. When a given monomer joins the cluster, all other monomers belonging to the same molecule immediately join the cluster as well. This approach is easy to implement, since each monomer is treated as an individual particle bonded infinitely strongly to the other monomers in the molecule, and it reduces the number of pair interactions that need to be considered. However, an alternative is to consider the change in molecular pairwise energy when deciding whether a molecule should join the cluster. This has the advantage that the energy change between one pair of monomers residing on molecules i and j, respectively, may be offset by the energy change between another pair of monomers residing on the same molecules. Thus, the total energy change in Eq. (1) is decreased and the probability that the second molecule is added to the cluster is decreased. This is often a desirable situation, as it lowers the average cluster size. The situation is illustrated in Fig. 12 . (1) can lead to a lower cluster addition probability than if each pair of interacting monomers is treated individually. Panel (a) shows two y-shaped molecules with a short-range attraction between the orange monomers. The cluster is initiated with the molecule on the left-hand side, which is reflected in the horizontal dashed line to produce the configuration in panel (b). Since the total interaction energy in panels (a) and (b) is identical, there would be no energy change if the molecule on the right-hand side were reflected as well. Thus, panel (b) represents the final situation, provided that the total molecular pair interaction is considered. However, the situation is different in a simpler implementation that considers each monomer separately. In that case, the monomer pair BB is broken when going from (a) to (b) and this would lead to a finite probability that the particle on the right would be reflected as well, cf. panel (c). Both simulation schemes will produce configurations that follow the Boltzmann distribution, but the first scheme will lead to more rapid decorrelation. TABLE VI. Numerical results for the free-energy derivatives (∂f/∂ ) and ∂f/∂α* (Eqs. (13) and (14)) as a function of the screening parameter α*, for coupling constant = 0.10. The system size is N = 600. To provide a benchmark for future implementations of particle-based simulations employing hyperspherical boundary conditions, we provide here accurate results for the Yukawa one-component plasma described in Sec. III D. All data pertain to a system of N = 600 particles. The system is characterized by merely two independent parameters, 53, 54 namely the coupling constant and the reduced screening parameter α*. Specifically, temperature and number density TABLE VII. Numerical results for the free-energy derivatives (∂f/∂ ) and ∂f/∂α* (Eqs. (13) and (14)) as a function of the screening parameter α*, for coupling constant = 10. The system size is N = 600. 
