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1. INTRODUCTION 
This paper is concerned with the existence of solutions for some classes of boundary value prob- 
lems for first- and second-order impulsive functional differential inclusions with variable times. In 
Section 3, we will consider the first-order impulsive functionM differential inclusion with variable 
times, 
y'(~)-ty(t)CF(t, yt), a.e. teJ=[O,T], t#Tk(y(t)), k=l , . . . ,m,  (1) 
y (t+) : x~ (y(t-)), t : ~k(y(t)), k : 1,...,m, (2) 
y(t) : ¢(t), t e [-~, 0], ~(o) = y(T),  (3) 
where we let W = 2 ~ be the family of all subsets of ]~  and assume that 1 E ]~+, F:[0, T]×D-~ W 
is a compact convex wlued multivalued map, Ik E C(~n,Rn),  Vk : ]~  --~ ]~, k : 1,2,. . .  ,m, are 
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given functions atisfying some assumptions that will be specified later, 
D -- (¢ :  [-r, 0] -~ ~n ] ¢ is continuous everywhere except for a finite number 
of points t at which ¢ (t) and ¢ (t+) exist and ¢ (t-) -- ¢ (t)}, 
¢ E D, and 0 ~ r ~ z~. For any functiony defined on [-r,T] and any t E J, we  denote byyt  
the element of D defined by 
yt(e) = y(t + 0), ee  I-r,0]. 
Here Yt(') represents he history of the state from time t - r to the present ime t. 
In Section 4, we study the second-order impulsive functional differential inclusion with variable 
moments of the form 
y" ( t ) -Ay( t )eF( t ,  yt), a.e. te J=[O,T] ,  t#~'k(y(t)),  k=l , . . . ,m,  (4) 
y( t+)=Ik (y ( t - ) ) ,  t=~'k(y(t)), k = 1 , . . . ,m,  (5) 
Y'(t +) =h(Y( t - ) ) ,  t=Tk(y(t)) ,  k= l , . . . ,m,  (6) 
y(t)  = ¢(t) ,  t e I - r ,  0], y(0)  - y (T )  = .0 ,  y ' (0)  - y ' (T )  = .1 ,  (7) 
where A, F, 7k, Ik, ¢, and r are as in problem (1)-(3), fk C C(R n,]~n), k = 1, . . . ,  m, and #0, 
#1 C ~.  Note that when /to = #1 -- 0, we have periodic boundary conditions. Differential 
equations with impulses are a basic tool in the study of evolution processes that are subjected 
to abrupt changes in their state. Such equations arise naturally in a wide variety of applications, 
such as space-craft control, inspection processes in operations research, drug administration, and 
threshold theory in biology. There have been significant developments in impulse theory, espe- 
cially in the area of impulsive differential equations and impulsive differential inclusions with 
fixed moments; see the monographs of Bainov and Simeonov [1], Lakshmikantham et al. [2], 
and Samoilenko and Perestyuk [3], and the papers of Benchohra et al. [4-6], Franco et al. [7], 
Frigon and O'Regan [8], and the references cited therein. The theory of impulsive differential 
equations with variable times is relatively less developed ue to the difficulties created by the 
state-dependent impulses. Recently, some interesting extensions to impulsive 'differential equa- 
tions with variable times have been obtained by Bajo and Liz [9], Cabada et al. [10], Dong [11], 
Erbe and Krawcewitz [12], Frigon and O'Regan [13-15], Kaul et al. [16-18], Lakshmikantam et
al. [19,20], and Liu and Ballinger [21] (also see the references contained in these papers). The 
main theorems in this paper extend the results obtained on problems (1)-(3) and (4)-(7) con- 
sidered by Benchohra et al. [6,22], and Nieto [23] when the impulse times are constant. Our 
approach ere is based on the Martelli fixed-point theorem for condensing multivalued maps [24]. 
This paper is organized as follows. In Section 2, we introduce some preliminary results on 
multivalued analysis needed in the following sections. Sections 3 and 4 are devoted to the existence 
of solutions to problems (1)-(3) and (4)-(7), respectively. We consider the case where ;~ > 0. 
Note that where the impulses are absent (i.e., Ik(x) =-- fk(X) -- x for x ~ ~", k = 1,.. .  ,m), then 
the above problems are nonresonance problems ince the linear parts in inclusions (1) and (4) 
are invertible. 
2. PREL IMINARIES  
In this section, we introduce notations, definitions, and preliminary facts from multivalued 
analysis that are used throughout this paper. Let (a, b) be an open interval and let ACi((a, b), R "~) 
be the space of/-t imes differentiable functions y : [0, T] --+ ~ whose ith derivative, y(i), is 
absolutely continuous. 
Let (X, I1' II) be a Banach space. A multivalued map G:  X -~ 2 x has convex (closed) values 
if G(x) is convex (closed) for all x C X. We say that G is bounded on bounded sets if G(B) is 
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bounded in X for each bounded set B of X (i.e., supzeB{sup{llylI : y E G(x)}} < oc). The 
map G is called upper semicontinuous (u.s.c.) on X if for each x0 E X the set G(xo) is a 
nonempty, closed subset of X, and if for each open set N of X containing G(xo), there exists an 
open neighborhood M of x0 such that G(M) C_ N. Also, G is said to be completely continuous 
if G(B) is relatively compact for every bounded subset B C_ X. If the multivalued map G is 
completely continuous with nonempty compact values, then G is u.s.c, if and only if G has a 
closed graph (i.e., x~ --+ x,, y~ --+ y,, y~ E G(xn) imply y, E G(x,)). Finally, we say that G has 
a fixed point if there exists x E X such that x E G(x). 
In the following, CC(N n) denotes the set of all nonempty compact, convex subsets of R ~. A 
multivalued map G : J --+ CC(R n) is said to be measurable if for each x E R ~, the function Y : 
or ---, ]R n defined by 
Y(t) = d(x, G(t)) = inf{lx - z l :  z E G(t)} 
is measurable. An upper semicontinuous map G : N ~ ~ W is said to be condensing (see [25]) if 
for any subset B C_ X with a(B) ¢ O, we have a(G(B)) < a(B), where c~ denotes the Kuratowski 
measure of noncompactness [25]. We remark that a completely continuous multivalued map is 
the easiest example of a condensing map. 
DEFINITION 2.1. A multivalued map F : J x D --+ W is said to be L1-Carathdodory if 
(i) t ~ F(t, u) is measurable for each y E D; 
(ii) u, , F(t, u) is upper semicontinuous for almost a11 t E J; 
(iii) for each q > 0, there exists Cq E L I ( J ,R+)  such that 
I]F(t,u)ll = sup{lvt : v E F(t ,y)} <_ 4>q(t), 
for all IlutlD < q and for almost all t E J. 
For more details on multivalued maps we refer the reader to the books of Deimling [26], 
Gorniewicz [27], Hu and Papageorgiou [28], and Tolstonogov [29]. 
For any function y defined on [ - r ,  T], we define the set 
SF, y = {v E L I ( J ,R ) :  v(t) C F(t, yt), for a.e. t e g} .  
This is known as the set of selection functions. The following lemmas are crucial in the proof of 
our main theorems. 
LEMMA 2.2. (See [30].) Let I be a compact real interval and X be a Banach space. Let F 
be a multivalued map satisfying the Carathdodory conditions with the set of Ll-selections S F 
nonempty, and let F be a linear continuous mapping from L I ( I, X)  to C ( I, X ). Then the operator 
r o sF :  c ( I , x )  , cc (c ( i , x ) ) ,  y ,  , ( r  o sF) (y )  := r (sF ,  y) 
is a closed graph operator in C(I, X) x C([, X). 
LEMMA 2.3. MARTELLI'S FIXED-POINT THEOREM. 
upper semicontinuous condensing map. If the set 
(See [24].) Let N : X --~ CC(X) be an 
M := {y EX  :y E AN(y), for someO < ~ < 1} 
is bounded, then N has a fixed point. 
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3. F IRST-ORDER NONRESONANCE IMPULS IVE  FDIs  
In this section, we give an existence result for the periodic boundary value problem (1)-(3). In 
order to define a solution to this problem, we consider the space 
PC = {y : [0,T] --* R '~ [ there exist 0 = to < tl < --. <tm < tm+l = T 
such that tk = ~'k(y(tk)), y(t-~) and y (t +) exist with y (t~) = y(tk), 
k = 1 , . . . ,m,  and y E C([tk, tk+l],R~), k : 0 , . . . ,m}.  
Let f~ :-- D [3 PC. We begin by defining what is meant by a solution of problem (1)-(3). 
DEFINITION 3.1. A function y e fl N Ukm__o AC((tk,tk+l),]R '~) is said to be a solution of (1)-(3) 
if there exists v(t) 6 F(t, Yt) a.e. t 6 [0, T] such that y'(t) - Ay(t) = v(t) a.e. on J, t # Tk(y(t)), 
k = 1 , . . . ,m,  y(t +) = Ik(y(t)), t ='rk(y(t)), k = 1, . . . ,m,  y(t) = ¢(t) for t e f-r,  0], and y(O) = 
y(T). 
We are now in a position to state and prove our existence result for problem (1)-(3). We first 
list the following hypotheses: 
(H1) the functions Tk 6 C~(R'~,R) for k = 1,.. .  ,m satisfy 
0 < "q(x) < ... < Tm(X) < Tm+l(X) = T, for all x 6 R~; 
(H2) there exists a function p E L I ( j ,R+) such that 
IIF(t,u)ll < p(t), for a.e. t e J and each u 6 D; 
(H3) for all (t, t, x) 6 [0, T] x [0, T] x ~n and for all yt 6 D, we have 
~(x), -~ ~-~(t-s)v(s) ds - ~e-~(~-~)/k (y ({)) + v(t) # I, for all k = I,..., ~, 
and all v e SF, y, where (., .> denotes the scalar product in ]~n; 
(H4) for all x e ]R n, 
~k(Zk(x)) < ~k(x) < ~k+~(/k(~)), for k = 1, . . .  ,m; 
(Hh) there exist positive constants ck, such that 
IIk(y)l<_ck, for eachyeR '~, k=l , . . . , rn .  
THEOREM 3.2. Under Assumptions (H1)-(Hh), the periodic boundary value problem (PBVP) 
0)-(3) ha~ at le~t one solution y on f-r, T]. 
PROOF. We proceed in a series of steps. 
STEP 1. Consider the boundary value problem 
y'(t) - Ay(t) 6 F(t, Yt), t e [0, T], (8) 
y(t) = ¢(t), t e [-~, 0], y(0) = y(T). (9) 
We transform this problem into a fixed-point problem. Consider the operator N:C([ - r ,  T], R ~) --+ 
2 c([-~,TI,R~) defined by 
N(y)={heC( [ - r ,T ] ,Rn) :h ( t )  ={¢( t ) '  i f tE [ - r ,  0 ) ,}  
f TH(t, s)v(s) ds, if t 6 [0, T], 
where v 6 SF, y and 
e A(T+s-t), O< s < t <T ,  
H(t, s) = (e -~T - 1)-1 e-~(~-t), 0 __ t < s < T. 
REMARK 3.3. We can easily show (see [6]) that the fixed points of N are solutions to (8),(9). 
We next show that N satisfies the assumptions of Martelli's fixed-point theorem (Lemma 2.3). 
The proof will be given in five claims. 
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CLAIM 1. N(y) is convex each y e C([-r,  T], R"). 
Indeed, if hi, h2 belong to N(y), then there exist vl,v2 E SF, y such that, for each t E J, we 
have 
T 
hi(t) -~ Jo H(t, s)vi(s) ds, i = 1, 2. 
Let 0 < d < 1; then, for each t E J, we have 
T / ,  
dhl + (1 - d)h2(t) -- Jo H(t, s)[dvl(s) + (1 - d)v2(s)] ds. 
Since SF, v is convex (because F has convex values), it follows that 
dhl + (1 - d)h2 E N(y). 
CLAIM 2. N maps bounded sets into bounded sets in C(J, R~). 
Indeed, it is enough to show, for each q > 0, that there exists a positive constant g such that 
for each y E Bq = {y E C(Y,R'~): Ilytl~ -< q}, we have I ig(y)]l~ < t. 
Let y E Bq and h E N(y); then there exists g E Sg, v such that, for each t E Y, we have 
h(t) = H(t, s)g(s) ds. 
By (Hi), we have, for each t E J, 
~o T 1 Ih(t)] 4_ IH(t,s)ilv(s)] ds <_ le_~ T_  1i IICqilL ~. 
CLAIM 3. N maps bounded sets into equicontinuous sets in C( ff, ~n). 
Let ul,u2 E J, ul < u2, and let B a be a bounded set in C( J ,R  n) as in Claim 2. Let y E Bq 
and h E N(y); then there exists v E SF, y such that, for each t E Y, we have 
T y 




]h(u2) - h(ul)l <_ Jo ]H(u2, s) - H(ul, s)lCq(s ) ds. 
As u2 -~ ul, the right-hand side of the above inequality tends to zero. 
As a consequence of Claims 1-3 together with the Arzela-Ascoli theorem, we can conclude 
that N : C(J, R ~) --~ 2 c( J '~)  is a completely continuous multivalued operator, and therefore, a
condensing map. 
CLAIM 4. N has a closed graph. 
Let y~ -~ y., h~ E N(yn), and hn -~ h.. We need to show that h. E N(y.). Now, h~ E N(y~) 
means that there exists v~ E Sy, y~ such that, for each t E J, 
h~(t) = H(t, s)vn(s) ds. 
We must show that there exists h. E SF, y. such that, for each t E J, 
T 
h.(t) = fro H(t, s)v.(s) ds. 
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Consider the continuous linear operator 
F :  L 1 (J, R '~) --* C (J, R n) 
given by 
T F 
, (Fv)(t) = Jo H(t,  s)v(s) ds. V r 
From Lemma 2.2, it follows that r o SF is a closed graph operator. Moreover, we have that 
v~(t) • P (SF,~) .  
Since yn --* y., it follows from Lemma 2.2 that 
h. (t) = H(t,  s)v. (s) ds, 
for some v, • SF, v.. 
CLAIM 5. I t  remains to show that the set 
Ad := {y • C (J, ]R'~) : y • crN(y), [or some 0 < a < 1} 
is bounded. 
Let y • 34. Then y • AN(y)  for some 0 < A < 1. Thus, for each t • J ,  
T 
y(t) = a ] H(t ,  s)v(s) ds. 
J0 
By (H2), this implies that 
£0 T 1 ly(t)l < IH(t,s)llv(s)lds < IIPlIL1 - - 1 - e -AT 
for each t E J. Hence, AA is bounded. 
Set X := C(J, •n) .  As a consequence of Lemma 2.3, we conclude that N has a fixed point 
which is a solution of (8),(9). Denote this solution by Yl. Define the function 
rk, l(t)  = ~-~(y~(t)) - t, for t _> o. 
Condition (H1) implies that 
rk,l(0) ¢0 ,  for k = 1 , . . . ,m.  
If 
rk,l(t) # O, on [O,T], 
i.e., 
tCTk(y l ( t ) ) ,  on [O,T], 
then Yl is a solution of problem (1)-(3). 
It remains to consider the case where 
for k = 1 , . . . , rn ,  
for k = 1 , . . . , rn ,  
r,, l(t) = 0, for some t • [0, T]. 
Now since 
~,~(o) #o 
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and rl,t is continuous, there exists tl > 0 such that 
rz,l(tl) = 0 and rl,l(t) ¢ O, for all t C [0, tl). 
Thus, by (H1), we have 
rk,l(t) ¢ 0, for all t E [0,t~) and k = 1 , . . . ,m.  
STEP 2. Now consider the problem 
y'(t) - :~y(t) e F(t, y~), a.e. t e Its, T], (lO) 
y (t+~) = z~ (y~ (t~)) .  (11) 
A solution to (10),(11) is a fixed point of the operator N~:C([tl,  T], ]R ~) --~ 2c([ t~,r],~tD defined 
by 
g l (y )= heC( [ t l ,T ] ,R '~) :h ( t )=e-X( t - t~) I i (y l ( tT ) )+ e-X(t-~)v(s)ds, veSF ,  y . 
1 
As in Step 1, we can show that N1 is completely continuous, has closed values, and the set 
g(N1) := {y e C([t l ,T] ,Rn):  y e crNl(y), for some 0 < a < 1} 
is bounded. 
Set X := C([t~,T],R~). Then, Lemma 2.3 applies, and so N~ has a fixed point y that is a 
solution to problem (10),(11). Denote this solution by Y2. Define 
rk,2(t) = ~-k(y2(t)) -- t, for t _ tl. 
If 
~k,~(t) # 0, on (t~, T] 
then 
{ yl(t), 
~(t )= v2(t), 
is a solution of problem (1)-(3). 
It remains to consider the case when 
By (H4), we have 
r2,2(t) = O, 
and for all k = 1, . . . , rn ,  
if t E [0, Q], 
if t E (tl,T], 
for some t e (tl, T]. 
= ~( I i (y l ( t~) ) )  - t l  
> ~l(vl(t~)) - t~ 
= r l , l ( t l )  = 0. 
Since r2, 2 is continuous, there exists t2 > tl such that 
r2,2(t2) = O, 
and 
r2,2(t) # O, for all t E (tl,t2). 
1732 
It is clear f rom (HI) that 
~k,2(t) # 0, for all t e (t~, t2), 
Suppose  now that there is ~ E (tl,t2] such that 
rl,2 (~) = 0. 
From (H4), it follows that 
k=2, . . . ,m.  




r~,2(Sl)~-T;(y2(81))y~(81) - -  1--~0. 
T~(y2(sl)). ([--,~e-A(s'-t~)Ii(Yl(tl))--/~ fjtl ~ e-A(s~-S)v(s) ds] -~ V(Sl)) = 1 , 
(T~ --)~e -)~(sl-tl)I1 (Yl (tl)) --/~ It1 1 e-)'(sl-s)v(s) ds -[- v(s 1) ~ = 1, 
cs \ 
)), 
which contradicts (H3). 
STEP 3. We continue this process taking into account he fact that Ym :-'- Y I[t~,T] is a solution 
to the problem 
y'(t) - i~y(t) e F(t ,  yt), a.e. t C (t in,T),  
y (t+~) = I~ (ym-~ (t:~)). 
Then define y by 
/ y~(t), 
y~(t), 
y(t) = . 
y~(t), 
if t E [0, tl], 
if t E (tl, t2], 
if t E (tin, T]. 
One more fixed-point argument then shows that the boundary conditions are satisfied. 
(12) 
(13) 
= ~l(Zl(y~(t~))) - t~ 
_ ~(yl(t~)) - tl 
~-- r l , l(t l)  = 0. 
Thus, the function rl,2 attains a nonnegative maximum at some point Sl E (tl, T]. Since 
y~(t) - Ay2(t) E F(t ,  (Y2)t), a.e. t E (tl, T), 
then there exists v(.) C L I ( ( t l ,T ) )  with v(t) c F(t ,  (y2)t) a.e. t c ( t l ,T )  such that 
y'2(t) = -Ae-a ( t - t~) I i (y l ( t l ) )  - A e-~(t -~)v(s)ds + v(t), for a.e. t E (t~,T]. 
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4. SECOND-ORDER NONRESONANCE IMPULSIVE FDIs 
In this section, we give an existence result for the BVP (4)-(7). 
DEFINITION 4.1. A function y C f tn  [-J~=o ACl((tk,tk+l) ,  ]~)  is said to be a solution of (4)-(7) 
i f  there exist v(t) e F(t, Yt) a.e. t e [0, T] such that y"(t) - Ay(t) = v(t) a.e. on J, t # Tk(y(t)), 
k = 1 , . . . , ,~ ,  y(t+) = ~k(y(t - ) ) ,  y'(t+) = &(y( t - ) ) ,  k = 1,... ,,~, t = ~-~(y(t)), y(t) = ¢(t) 
for t e f - r ,  0], y(0) - v(T)  = ~o, and  y'(O) - v ' (T )  = ~.  
THEOREM 4.2. In addition to (H1) and (H2) and (H4) and (HS), assume that 
(H6) there exist positive constants dk, such that 
IYk(y)l <_ dk, for each y e R n, ]¢ = 1,... ,m; 
(HT) fo~ alI (t, ~, ~) e [0, T] × [0, T] × R ~ and for ~ach y, e D, we have 
7~(x), v(s) ds + ik (y ({)) + A y(s) ds # 1, 
for each k = 1 , . . . ,  m, and v 6 SF, v. 
Then the BVP (4)-(7) has at /east  one solution. 
PROOF. We again proceed in three steps. 
STEP 1. Consider the problem 
y't(t) - Ay(t) e F(t, yt), t e [0, T], k = 1 , . . . ,m,  (14) 
y(t) = ¢(t), t e f - r ,  0], y(O) - y(T) : Po, y'(0) - y'(T) : ttl. (15) 
We transform this problem into a fixed-point problem. Consider the operator/V : C([-r, T], I~ ~) --* 




lV (y ) :  heC( [ - r ,T ] ,R '~) :h ( t )= f :M( t , s ) f ( s ,y~)ds  
+M(t, 0)#1 + g(t ,  0)#o, 
t e [-7-, 01, 
t e [0, T], 
-1  { e g-f(T+s-t) + e v'~(t-s), 0 < s < t < T, (16) 
0 1 (e'/-f(T+s-t)--e'/-f(t-s),  O<s<t<T,  
N(t ,s)  M(t ,s)  = (17) b~ 2 (e v~T - 1) e vff(s-t) - e v~S(T+*-s), 0 <_ t <s  <_ T. 
REMARK 4.3. It can easily be shown that the fixed points of the operator N are solutions 
to (4)-(7). 
As in the proof of Theorem 3.2, we can show that N is completely continuous and has closed 
values. We now prove that the set 
E ( f )  : :  {y e c ( [ - r ,  T I ,R~) :  y c o f (y ) ,  for some 0 < o < 1} 
is bounded. Let y E E(/V). Then there exists h E cr/V(y) for some 0 < a < 1. Thus, 
[; 1 h(t) = o- M(t, s)g(s) ds + M(t, 0)~1 + N(t, 0)#o . 
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In view of (H2), this implies that, for each t E [O, T], we have 
T 
]h(t)[ _< f0 IM(t, s)llp(s)l ds + IM(t, 0)11~1 + IN(t, 0)ll,ol 
<__ sup IM(t ,s ) l  (IIP]IL I + [#1]) + sup 
(t,s)E[O,T] x [0,T] (t,s)E[O,T] x [0,T] 
IN(t, ~)11~ol = Z*, 
i.e., 
If 
Condition (H1) implies that 
rk, l(t) = "l'k(yl(t)) - -  t, for t ~ 0. 
~k,l(0) #0, 
From (HI), we have 
rk,l(t) # 0, on [0, T], for k = 1, . . . ,m,  
Since 
t ~ Tk(yl(t)),  
then Yl is a solution of problem (4)-(7), 
It remains to consider the case when 
on [0, T], for k = 1 , . . . ,  m, 
~,~(t) = 0, 
rl,l(O) • 0 
and r1,1 is continuous, there exists tl > 0 such that 
r1,l(tl) = 0, 
rk, l (t)  ~ O, for all t • [0, tl) 
STEP 2. Next, consider the problem 
y"(t )  - %y(t) • F( t ,  Yt), a.e. t • [tl, T], (18) 
y (t +) = I1 (Yl ( t l ) ) ,  (19) 
y' (t+l ) = L (y~ (t~)) . (20) 
A solution to (18)-(20) is a fixed point of the operator N~ :C([tl, T],]~ ~) ~ 2 c([tl'T]'~) defined 
by 
NI(y) = {h • C([tl,T],~") : 
f f } h(t) = (t - s )v (s )ds  + A (t - s )y (s )ds  + I i (y l ( t l ) )  + (t - Q) I I (y l ( t l ) )  , 1 1 
and rl,l(t) # O, for all t E [O,tl). 
and k = 1, . . . ,m.  
for k= l , . . . ,m.  
for some t E [0, T]. 
so 
Ilhll~ ~ max{l l¢ l l~, r} ,  
where l* depends only on the functions h and #1,#o. This shows that E(N) is bounded. As a 
consequence of Martelli's fixed-point theorem, we conclude that N has a fixed point y that is a 
solution to problem (14)-(15). Denote this solution by yl. Define the function 
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where v E SF, y. As in Step 1, we can show that /V1 is completely continuous and has closed 
values. We now prove that the set 
£ (/V1) := {y e C([ t l ,T ] ,R ) :  y E a~(y) ,  for some 0 < ~ < 1} 
is bounded. Let y C £(/~1). Then y E crNl(y) for some 0 < A < 1. Thus, for each t E J, 
y(t) = cr (t -- s)v(s) ds ÷ A (t - s)y(s) ds ÷ I I (y l ( t l ) )  ÷ (t - t l ) I i (Y l ( t l ) )  . 
1 1 
By (H2), (H5), and (H6), this implies that 
ly(t)l _< l-h(y~(tl))l+ ( t - s ) lv (s ) lds+r l [~(y l ( t~) )  I +X -s ) ly (s) lds  
1 
[ _< cl +TIIPlIL~ + Td l  + TA ly(s)l ds, 
1 
for each t E d. Setting 
zo = cl + TllptlL~ ÷ Td l  
and using Gronwall's inequality, we obtain 
ly(t)l < zoe f:l The, 
for each t C d. Thus, 
~ zoe AT(t-t1) '
flyll~ ~ z0e ~r=. 
This shows that £(N)  is bounded. 
Set X := C([t~,T],IR). Now, Lemma 2.3 implies that fi'l has a fixed point y that is a solution 
to problem (18)-(20). Denote this solution by y2 and define 
rk,2(t) = rk(y2(t)) -- t, 
If 
rk,z(t) # O, on (t l ,T],  
then 
{ y~(t), 
y ( t )= y2(t), 
is a solution of problem (4)-(7). 
It  remains to consider the case where 
By (H4), we have 
for t ~t l .  
for all k = 1 , . . . ,m,  
i f t  E [0, tl], 
if t e (tl, T], 
r2,2(t) = 0, for some t E (t l ,T] .  
r=,2 ( i f )  = ~-2 (y2 (t+~ ) ) - tl 
= r2(I i(yl(t l))) - tl 
> Tl(Y l ( t l ) )  -- t l  
= r la(t l )  = 0. 
Since r2,2 is continuous, there exists t2 > tl such that 
r2,2(t2)  = O, 
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and 
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r2,2(t) ~A 0, for all t E (tl,t2). 
for all t e (t~, t2), 
"1,2 (8) =- 0. 
From (H1), we see that 
~k,2(t) ¢ 0, 
Suppose there exists g E (tl, t2] such that 
From (H4), we have 
k=2, . . . ,m.  
~-~(y2(sl)) ' v(s) ds + 5(y1(t l ) )  + )~ y2(s) ds - 1 = O. 
Jtz 
(T~(y2(s1)), jft( 1 v(8) ds q- ~l(Y1(t1) ) -F/~ ~t)'  y2(s) ds)  = l, 
which contradicts (H7). 
STEP 3. We continue this process and take into account that y,~ := y I[tm,T] is a solution to the 
problem 
y"(t) - ~y(t) e F(t ,  y,), ~.e. t e (tin, T),  
y(t+~) = I,, (y~- i  ( t~)) ,  




Define y by 
{ y l ( t ) ,  y2(t), y(t) = . 
ym(t ) ,  
i f t  e [0, tl], 
i f t  c (tl,t2], 
i f t  e (tm,r]. 
Then, one more fixed-point argument shows that the boundary conditions are satisfied. 
Therefore, 
Thus, 
,,,2 (tt)  = ~1 (y2 (t,+)) - tl 
= ~l (h (y~( t l ) ) )  - t l  
< T l (Y l ( t l ) )  - -  t 1 
= rl,1(t1) ~--- 0. 
Thus, the function rl,2 attains a nonnegative maximum at some point sl c (tl, T]. Since 
y~'(t) -~y~(t )  e F(t, y2t), a.e. t e (tl, T), 
there exists v(-) c L I ( ( t l ,T ) )  with v(t) C F(t, y2t), a.e. t E ( t l ,T)  such that 
f y~(t) = - -  v(s) ds + I i (Yl(t l ))  + /~ y2(s) ds, t E (t l ,T]. 
Jr1 
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