Abstract: Let (N ) denote the weight of a minimum cut in an edge-weighted undirected network N , and n and m denote the numbers of vertices and edges, respectively. It is known that O(n 2k ) is an upper bound on the number of cuts with weights less than k(N ), where k 1 is a given constant. This paper rst shows that all cuts of weights less than k(N ) can be enumerated in O(m 2 n + n 2k m) time without using the maximum ow algorithm. The paper then proves for k < 4 3 that 0 n 2 1 is a tight upper bound on the number of cuts of weights less than k(N ), and that all those cuts can be enumerated in O(m 2 n+mn 2 log n) time.
Introduction
Let N stand for an undirected network with its edges being weighted by nonnegative real numbers. Counting the number of cuts with small weights, and deriving upper and lower bounds on their numbers play an important role in the reliability analysis of probabilistic networks whose edges are subject to failure [2] , the graph augmentation problem, i.e., the problem of increasing the edge-connectivity by adding the smallest number of edges to a graph [15] , and other problems.
Let (N ) denote the weight of a minimum cut in N, and let n and m be the numbers of vertices and edges, respectively. It is known that an upper bound on the number of minimum cuts is 0 n 2 1 = n 2 (n01), which is achievable when N is a ring consisting of n edges with weight (N )=2 [1, 3] .
Recently, Vazirani and Yannakakis [17] showed that cuts of weights no more than the r-th minimum weight can be enumerated by O(rn) maximum ow computations. Based on a probabilistic analysis, on the other hand, Karger [10] derived for arbitrary k 1 an upper bound O(n 2k ) on the number of cuts of weights no more than k(N ).
In this paper, for arbitrary k > 1, we enumerate all cuts with weights no more than k(N ) without relying on the maximum ow algorithm. Our enumeration algorithm makes use of the edge splitting operation (see Section 4) to reduce the number of vertices by one while preserving the edgeconnectivity. We repeatedly apply the edge splitting operation until the network has only two vertices, and obtain a sequence of such networks N i with i vertices, i = n; n01; . . .; 2. After enumerating all small cuts (of weights no more than k(N)) in N 2 , the set of small cuts in N i+1 are then computed from the set of those cuts in N i in the order of i = 3; 4;.. .;n 0 1. We can show that the entire running time of this algorithm is O(m 2 n + n 2k m). Thus, if there are 2(n 2k ) such cuts, each cut is found in linear time. We then prove that the number of cuts with weights less than 4 3 (N ) is at most 0 n 2 1 (i.e., the upper bound on the number of minimum cuts), that this bound is tight for any number n of vertices, and that 4 3 is best possible for 0 n 2 1 to be an upper bound. The time of our algorithm to enumerate all the cuts with weights less than 4 3 (N ) becomes O(m 2 n + mn 2 log n). Very recently, Henzinger and Williamson [9] extended the above argument to prove an O(n 2 ) upper bound on the number of cuts with weights less than 3
(N ).
The remainder of this paper is organized as follows. Section 2 describes basic denitions and notations. Before presenting an algorithm to compute all small cuts, we review in Sections 3 -5 the concepts of s-connectivity, weighted edge-splitting, and vertex isolation, and discuss how to compute them. Based on these, Section 6 gives the algorithm to compute all small cuts. Finally, Section 7 derives an upper bound on the number of small cuts with weights less than 4 3 (N ), and applies this to evaluate the time complexity of the above algorithm.
Preliminaries
Let N = (V; E; c) be an undirected network with a set V of vertices and a set E of edges weighted by c : E 7 ! R + , where R + is the set of non-negative real numbers. Throughout the paper, we assume, for notational convenience, that (V; E) forms a simple complete graph, and denote by E c E the set of edges with positive weights (from the computational point of view, we only have to maintain graph (V; E c )). An edge e with its end vertices u and v is denoted by (u; v) or (v; u), and its weight c((u; v)) (= c((v; u))) is written by c(u; v) ( X) hold. The weight of a cut X is dened by c (X; V 0 X; N), which may be written as c (X; N ) or c (X). A cut is called an -cut if it has weight . Clearly, a cut X and its complement V 0 X (which is also a cut) have the same weight c (X) = c (V 0 X). For this reason, we often do not distinguish two cuts X and V 0 X. In particular, in generating small cuts, we want to generate only one of X and V 0 X.
A cut X crosses another cut Y if X \Y 6 = ;, X 0 Y 6 = ;, Y 0 X 6 = ; and V 0 X 0 Y 6 = ;. For two crossing cuts X; Y , we can easily see the following identity (see Fig. 1 ).
The local edge-connectivity (x; y; N ) for two vertices x; y 2 V is dened to be the minimum weight of a cut that separates x and y (we dene (x; y; N ) = +1 if x = y). A cut X is a minimum cut if c (X; N ) is minimum among all cuts in N . The weight of a minimum cut is called the global edge-connectivity of N and denoted by (N ) (we dene (N ) = +1 if jV j = 1). In other words, (N ) = minf(x; y; N ) j x; y 2 V g. Throughout this paper, we assume (N ) > 0 (i.e., graph (V; E c ) is connected). Proof. Assume n 3. We use the O(m + n log n) time graph traversal algorithm [13] that visits every vertex exactly once in the following maxadjacency order: (i) It rst visits s, and (ii) it chooses the i-th vertex v i from the unvisited vertices so that c(fv 1 ; v 2 ; . . . ; v i01 g; v i ; N ) is maximized, where v 1 = s; v 2 ; . . . ; v i01 are the vertices visited so far. It is known [13] that the resulting order v 1 ; . . . ; v n of vertices satises (v n01 ; v n ; N ) = c(v n ; N ) (3.2) (only positive capacities are handled in [13] , but (3.2) follows from [13] by allowing capacities to take zero. See [6, 7, 14, 16] 
4 Weighted Edge-Splitting
Edge splitting is one of the most useful operations, which reduces the size of a graph while preserving edge-connectivity [4, 5, 11, 12] . This section denes the operation of weighted edge-splitting and derives some key lemmas. However, it is not trivial to show that any designated vertex s can be isolated after nite number of safe weighted edge-splittings. Frank [4] rst proved that any vertex s can be isolated by repeating safe weighted edgesplittings at s at most O(n) times. On the other hand, the new algorithm proposed in the next section executes safe weighted edge-splittings at most jNB(s; N )j times, not just O(jV j) times (this fact will be crucial to the time complexity of our nal algorithm for enumerating small cuts in Section 6).
The next two lemmas describe some properties of the network obtained by isolating s, and s-tight cuts, which will be used to validate the new algorithm in the next section. As shown in the above, the while loop is repeated at most n time. Since lines 7 and 11 can be carried out in O(n(m + n log n)) time by Lemma 4.1 (i) and (ii), respectively, and the time for other lines in the while loop is minor, the entire running time is O(n(m + n log n)). Recently, Gabow [8] developed an O(n 2 m log(n 2 =m)) time algorithm for isolating a vertex s, independently of us. Our algorithm ISOLATE repeats a modication of the O(mn + n 2 log n) time minimum cut algorithm of [13] O(n) times, while Gabow's algorithm applies Hao and Orlin's O(nm log(n 2 =m)) time minimum cut algorithm O(n) times. Our algorithm provides a slightly better bound, although Gabow's algorithm is also valid for a directed multigraph.
Enumerating All Small Cuts
For a given > 0, let C < (N ) denote the set of all -cuts in N satisfying < . In this case, we do not distinguish cut X from its complement V 0 X. To avoid the duplication of X and V 0 X, therefore, we choose an arbitrary vertex r 2 V as a reference vertex, and denote by C < r (N ) the set of all -cuts X 2 C < (N ) with r 6 2 X. Note that jC < (N )j = jC < r (N )j by denition, and in what follows, we compute C < r (N ) to avoid confusion. We rst give outline of our algorithm for enumerating small cuts. Now, given a network N = (V; E; c) and ordered set V = fv 1 ; v 2 ; . . . ; v n g, dene a sequence of networks N i , i = n; n 0 1; . . . ; 2 as follows. Let N n = N, and let N i01 , i = n; . . . ; 3, be the network obtained from N i by isolating vertex v i . Set V i = fv 1 ; v 2 ; . . . ; v i g denotes the vertices in N i . In what follows, we explain a relation between networks N i and N i01 . Any cut X with fv i g 6 = X 6 = V i 0 v i in N i is also a cut in N i01 , and c(X; N i ) c(X; N i01 ) holds by Lemma 4.2(a). Also, note that two cuts X and X 0 in N i such that v i 6 2 X and X 0 = X [ fv i g becomes the same cut in N i01 (see Fig.3 ).
Choose v 1 as the reference vertex r. From the above observation, we see that any cut X 2 C < r (N i ) appears in exactly one of the three sets: The proof of this theorem will be given in the latter half of this section. Here we note that this bound 0 n 2 1 is also known as a tight upper bound on the number of minimum cuts in N [1, 3] . In fact, jC < Therefore, property (7.2) proves Theorem 7.1. The proof of (7.2) will be given below via Lemmas 7.1-7.5. If two cuts X i and X j do not cross each other and both separate X A and X B , then (i) X i X j or X i X j , or (ii) X i \ X j = ;, X A X i and X B X j (or X i \ X j = ;, X B X i and X A X j ). 
