Abstract-In this paper the problem of approximating the feasible parameter set for identification of a system in a set membership setting is considered. The system model is linear in the unknown parameters. A recursive procedure providing an approximation of the parameter set of interest through parallelotopes is presented, and an efficient algorithm is proposed. Its computational complexity is similar to that of the commonly used ellipsoidal approximation schemes. Numerical results are also reported on some simulation experiments conducted to assess the performance of the proposed algorithm.
I. INTRODUCTION HE increased interest in identification topics has been
T undoubtedly stimulated by the recent progress in the area of robust control (see [ 1 j). New philosophies and approaches were developed providing effective solutions to many seemingly difficult stability and performance robustness problems. The main motivation for robust control approaches is that for a designed controller to be successful, it is necessary for it to perform well on the actual physical process which always differs from the nominal model by the presence of perturbations. The basic requirement of most of these robust design procedures is the knowledge of a nominal model of the plant and some measure of the uncertainty affecting the model. In many cases, a bound on the uncertainty according to some norm i s required. Nevertheless, it is frequently the case that uncertainty can be described better by combining an unstructured (or nonparametric) component with a parametric one. Parametric uncertainty is represented by a vector lying in a suitable set, while nonparametric perturbations are generally quantified through H , or 1, norm bounds. While many identification papers appeared recently providing a nominal model, with all the relevant uncertainty concentrated in bounds on the nonparametric perturbations (see [2] -[61 for . !, or H , settings) and numerous references available on worst-case parametric identification for several years (see, e.g., [7] - [9] ), few papers have appeared that deal with the identification of models with mixed parametric and nonparametric uncertainty [lo]-[ 121. In this paper, a parametric approach is taken where the model is linear in the vector of unknown parameters. Possible unstructured uncertainty bounded according to ! norms can be accounted for in this context by a suitable choice of the bound on the equation error affecting the input-output relationship (see, e.g., [17] ). Similarly to what is done in other references (e.g., [ 1 l]), an attempt is made to approximate the feasible parameter set, which is a convex polytope in this case, through simple shaped regions. The distinguishing feature of this paper is that approximations in the form of parallelotopes, rather than ellipsoids, are derived.
Ellipsoidal approximations were obtained in [ [20j and [21] . The drawback of approaches of the first kind is the lack of a systematic criterion to establish the complexity of the approximating domains and the (sub)optimality of the relative estimates. On the other hand, in spite of their computational simplicity, techniques based on orthotopic approximations generally provide severely conservative results, preventing their use in practical situations.
The necessity of tighter estimates represented through polyhedral norms leads naturally to parallelotopes (called also "parallelepipeds" in the literature). Parallelotopic approximations deserve attention for several more reasons. In fact, for all cases where the feasible parameter set is a convex polytope, e.g., for linear models with e, or H , perturbations with a known degree of stability and instantaneous measurement error bounds [17] , it is plausible that a polytopic structure with a number of degrees of freedom greater than an ellipsoidal one (this is the case for a parallelotope) gives at least as reliable results as an ellipsoidal one. Although it appears difficult on theoretical grounds to establish conditions under which one approximating structure is better than the other one, simulation experiments conducted on the basis of the preliminar recursive algorithm proposed in [151 seem to confirm that parallelotopic estimates may be consistently better than ellipsoidal ones. Finally, the availability of an estimate in the form of a parallelotope turns out to be very advantageous when using most stability and performance robustness tests devised in the parametric robust control area in recent years as well as in predictive control based on worst-case design [ 161.
The paper is structured as follows. Section I1 formulates the problem, introduces notation, and preliminary results, while 0018-9286/96$05.00 0 1996 IEEE Section 111 presents an efficient algorithm for the recursive approximation of the feasible parameter set through parallelotopes. Section IV presents simulation results, and Section V reports some comments and concluding remarks.
NOTATION AND PRELIMINARY RESULTS
Suppose that a set of data is available where U and y represent the measured input and output of the system to be identified. It is assumed that the data are produced by an unknown linear, time-invariant system Go ( 4 ) ( q represents the unit forward shift operator) and that the measured output data is corrupted by a noise term e, i.e.,
where e is bounded according to an I , norm, i.e., llellm I e.
(1)
For our identification problem, we will assume that the true system admits the following representation:
where 8 E R'L is the vector of unknown parameters, G(q; e) represents the parametric component of the model, while AG(q) stands for possible nonparametric uncertainty accounting for unmodeled or difficult to model dynamics. Several different hypotheses can be done on G(q; 0) and on AG(q) (see, e.g., [ 111 and [ 121) . Regarding G(q; e), we will assume a linear parameterization, i.e.,
elements of an assigned basis in the model space (e.g., Laguerre or Kautz filters or g i ( q ) = q-i if an FIR model is assumed; also see [13] for more general orthonormal basis functions). As far as AG(q) is concerned, we will not make specific assumptions with the exception that it is a normbounded stable operator.
Let cp(k), k = 1 . . . N be the regressor vector of the linear model defined by (2). Neglecting possible transient components in the measured data due to nonzero initial conditions, the feasible parameter set at time N is defined as the set
where ere, k = 1, . . . , N depend on the measurement error bound F, the bound on IlAG(q)il, and the class of input signals (see [17] for more details).
From (3) it turns out that O N is a convex polytope generated by the intersection of N unbounded admissible sets, called strips, which depend on the realization of the input and measurement noise sequences. The second equality in (3) states that O N can be equivalently gen1:rated as the intersection of the feasible parameter set at time N -1 with the strip of parameters consistent with the Nth measurement.
Let us now introduce some terminology on polytopes. Denote by V E R" a bounded coizvexpolytope. The hyperplane
is called a supporting or tangent hyperplane for V if it has nonvoid intersection with V aind $6' I:
The set is called a strip, and its bounding hyFserplanes are denoted by Clearly, any bounded convex polytope can be represented as the intersection of m, m 2 n tight strips, i.e.,
If m = n, the polytope is called a parallelotope. In this case (9) where Notice that since we assume thiat P is bounded, P is invertible.
It is simple to compute the vertices of P. In fact, by setting T = P-' we get from (9) i.e., P ( T , Q c ) is the image, centered around Q,, of the x -n o r m unit ball in R", under the linear transformation T . Hence, turns out that the 2" vertices v u 1 of P ( T , e,) can be expressed
Then from (16), we get the following inequalities:
denoting by t j , ,j = 1; . . . , n the columns of the matrix T , it
Each of the 2n supporting hyperplanes of the parallelotope contains 2"-' vertices whose convex combinations determine a face of P. More specifically, the vertices
belong to a+(p;; e;) and o -( p a , c i ) , respectively.
respect to changes of sign of the vectors t i .
lelotope P(T, 0,) is given by the expression
Remark 2: The parallelotope P ( T , Q r ) is invariant with
Finally, from (1 1 ) it follows that the volume of the paral-
P,[P(T, e,)] = 2") det ( T ) /
We provide now a result which will be used to prove the main contribution of the paper in the next section. In particular. Theorem 1 characterizes the minimal volume parallelotope outbounding a given polytope V . Before stating the theorem, we need a Lemma providing a parameterization of all strips bounding V . Lemma 1: Let V be the intersection of m tight strips 
i.e., and U-are the intersections of the supporting hyperplanes a+, 0 -with the polytope. Since V is convex and a+, Hence, at least n vectors p i , i = 1 . . . n can be found such that Proof: According to Lemma 1, any parallelotope outbounding 1/ can be expressed as the intersection of n strips parameterized according to (1 5 ) and (16). Therefore, it is clear from (14) that the problem of finding the minimum volume parallelotope outbounding V amounts to the following mathematical programming problem:
subject to the constraints In fact, the coefficients { a z J } for which the maximum is attained in (22) provide the parameterization of the optimal parallelotope. Exploiting in (22) the linear dependence of the determinant from the coefficients a l 3 , (22) can be rewritten as shown in (23) at the bottom of the page, which, taking into account the constraints (16) on the coefficients a l l , reduces to (24), also shown at the bottom of the page. Notice that the constraint k # j in (24) allows one to discard null contributions to the determinant in (24). Repeating the same 111. RECURSIVE OPTIIMAL PARALLELOTOPIC OUTBOUNDING ALGORITHM There are many ways in which parallelotopic approximation can be exploited in set membership identification. For example, data can be processed in a sequential, block-sequential, or nonsequential way, depenjding on the acceptable tradeoff between approximation capabilities and computational complexity.
In this paper, we consider in detail the sequential approximation problem. In fact, in thiis case it is possible to highlight interesting geometrical properties and to derive a simple algorithm which is the natural counteipart to the Fogel-Huang algorithm [ 141. Block-sequentid parallelotopic approximations are investigated in [22] .
The problem addressed hereafter follows. Assume that at each recursion k , the parallelotope
is given together with the strip S ( k + 1) determined by the measurement at time k + 1 and the relative error bound
We look for the parallelotope 'F'[T(kt l), Qc(k+l)] of minimal volume outbounding the polytope
argument for the other rows of the matrix in (22), one finds out that the optimal parallelotope is determined by the matrix with maximal determinant. Hence the theorem is proven. Remark 3: Theorem 1 says that the optimal outbounding parallelotope is given by the intersection of n out of the m tight strips St;, s = 1, . . . , n having minimum volume intersection. 2) Select the n strips with minimal volume intersection. Notice that these steps can ble carried out by solving simple linear programs, admitting closed-form solutions. This is not the case for the minimum volume ellipsoidal problem. i.e., P L is the parallelotope obtained by discarding the strip S,.
To simplify exposition, we introduce the vector Moreover, w.l.o.g, we shall assume that vectors t i , i = 1, . . . n, are such that (refer to Remark 2)
This assumption amounts to fixing appropriate positive directions along the axes of the parallelotope P ( T , 0,) and requires replacing t; by -ti in the matrix T for those indexes for which the inequality in (29) However, unlike standard recursive projection algorithms, the updating direction is provided by the vector %,*, instead of Po, the regressor of the most recent measurement.
To prove the theorem, we need some lemmas. whenever r, ' = l(r, = l), i.e., whenever a, '(a,-) is tight.
Hence, to prove the lemma, it suffice, to show that a : ( a , ) , 
4P2*) I P ( P C ) .
From Lemma 2, therefore, it follows: The following Corollary provides an explicit formula for the volume reduction of the optimal outbounding parallelotope provided by a strip intersection.
Corollary 1: The parallelotope volume reduction rate p ( P x ) / p ( P ) is given by Proof: From (32) it follows that Exploiting Lemma 2, the Corollary follows.
Remark 6: Notice that since 0 5 r, ' + r, 5 2, and by Theorem 2, l)OfL-2 1, it follows that p ( P * ) / p ( P ) 5 1, as one could expect.
In summation, the following algorithm for computing the minimum volume outbounding parallelotope is obtained. Compute the tightened strip S (p,, E,) and the tightened parallelotope P(T, e,) according to (30) and (32).
Find the index i* such that
and compute the optimal outbounding parallelotope P* according to (34) . Remark 7: The computational complexity of the algorithm is O ( n 2 ) and appears comparable to or lower than that of other recursive bounding algorithms [14] , [7] . In fact, at each recursion k . the following quantities must be computed: n + 1 scalar products: pb8,. and pbt,, i = 1, . . . , n (step n + 2 vectors: pol t,, e, (step 2); n + 1 vectors tf, Q,*(step 3).
If the strip selection procedure is not invoked, i.e., if the parallelotope P* always coincides with P (T, 8) , the algorithm provides a fixed-shape, fixed-orientation approximation of the parameter uncertainty region. If the initial parallelotope is an orthotope, the algorithm reduces to the parallelepiped algorithm described in [21] . Before concluding this section, we state a corollary which shows that for most of the recursion updates, only a small subset of the previous computations must be made. Hence, the hyperplanes a,, i = 0. . . n: i # j are tangent.
In a similar way, it can be shown that the hyperplanes a:, i = 0 . . . n, i # j are tangent whenever a, -is nontangent.
Consider now the strips si and assume that the hyperplane CT; has been tightened. Since Ti is a supporting hyperplane for the parallelotope ' l s3, it follows, from Lemma 3 that
which completes the proof. $ (or a , ) is nontangent, then we can select t* = j and set n P* = n s (~, .
E%).
2=0, Z f j occurs when the diameter of the parallelotope P ( T , dc), i.e., the maximum distance between opposite vertices, is smaller than the width of the strip S ( p 0 , CO). In fact, in this case the hyperplanes a$ and a; cannot both intersect the parallelotope P ( T , dc), and therefore S ( p 0 , C O ) is not tight. In this case, by Corollary 2, the strip S ( p 0 , CO) can be discarded when looking for P*. This fact does not necessarily imply that this strip does not provide information on the parameter set, since it may contribute to tightening the remaining strips Si, i = 1; . . , ~ n thus reducing the volume of the parallelotopic uncertainty estimate.
The situation is clarified in Fig. l(a)-(c) , where the intersection of a two-dimensional parallelotope with three different strips SO is depicted. In Fig. l(a) all strips are already tight; therefore, the strip to be discarded must be found by computing the index i* = arg { maxi,o, 1 , 2 phi.}. In Fig. l(b) , both the strips SO and S, must be tightened. Hence P* can be chosen to reduce computations, as SI n 3 2 . Finally, in Fig. l(c) , both SI and S 2 must be tightened. Hence P* is provided either by SI n SO or, equivalently, by s2 n SO. 
IV. SIMULATION RESULTS
The algorithm presented in the previous section was exploited for the set membership identification of the parameters of models Remark 8: Corollary 2 states that if one of the bounding
hyperplanes of a given strip has been translated, then the strip can be discarded. More generally, it can be shown and compared with the celebrated ellipsoidal algorithm introthat if p strips have been translated, 1 5 p 5 n + 1, duced in [14] and modified according to [23] . Comparisons then all the p parallelotopes obtained by discarding one of have been carried out in terms of the diameter and the these such strips share the same volume and are minimum volume of the approximating region. In all the experiments volume outbounding parallelotopes. This situation typically the disturbance w ( k ) is independently uniformly distributed ARMA(2, 2):
The initial uncertainty region was chosen as a cube and a reported in Figs. 2-4 , where the volume and the diameter of
sphere of equal volumes. Typical experimental results are
Notice that since these alg,orithms minimize the volume of the approximating region, the diemeter behavior may be nonmonotonic. Moreover, robustness of the identification althe approximating region (averaged over ten independent runs) are plotted as a function of the number of samples processed. In particular the following models are considered: gorithm with respect to the error bounds c k has been checked. Jn particular, if the actual error bound t k . = 1 is replaced by the estimate c k = 1.5 in the outbounding algorithm applied to the simulated data of the AR(3) model, the results reported in Fig. 5 are obtained. Finally, robustness of the algorithm with respect to data distribution has been tested by letting the error term w ( k ) be the realization of a Gaussian process. Fig. 6 reports the results obtained on the simulated data of the AR(3) model, assuming that w ( k ) is distributed according to a truncated Gaussian law with standard deviation ow = 1/3.
v. COMMENTS AND CONCLUDING REMARKS
Estimates of the feasible parameter set provided by the proposed algorithm on the numerical examples shown, under different experimental conditions and a priori information, compare favorably with those computed by the commonly used ellipsoidal algorithm. Since both algorithms have similar computational complexity, one may conjecture that the good performance of the new algorithm depends on structural properties of parallelotopes which allow them to play a special role in a linear set membership estimation with equation errors bounded in a maximum norm. An interesting feature emerging from all the experiments performed, only a small subset of which are reported for space limitations, is that the parallelotopic algorithm behaves much better than the ellipsoidal one in transient conditions of the recursive estimation procedure, e.g., when the uncertainty region is much larger then the width of the strips provided by the incoming measurements. This superior performance can be explained by the simple consideration that assuming a sufficiently large initial estimate, the intersection of a parallelotope with a strip is in most cases a parallelotope itself, and therefore the parallelotopic uncertainty estimate remains a close approximation of the true feasible parameter set for a few dozens iterations. Notice, in particular, that the feasible parameter set consistent with a number of measurements equal to the number of model parameters is exactly a parallelotope. It is easily recognized that thi5 situation cannot occur for ellipsoidal approximations, since the intersection of an ellipsoid with two half planes is not an ellipsoid except for trivial cases of no interest for our problem.
This feature may turn useful in robust adaptive control schemes, where the identification procedure must be stopped and restarted at different times according to suitable criteria, or the uncertainty region occasionally must be enlarged to cope with time-varying parameters.
