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Heat conduction in dielectric crystals originates from the propagation of atomic vibrational waves,
whose microscopic dynamics is well described by linearized or generalized phonon Boltzmann trans-
port. Recently, it was shown that the thermal conductivity can be resolved exactly and in a closed
form as a sum over relaxons, i.e. the collective phonon excitations that are eigenvectors of Boltzmann
equation’s scattering matrix [Cepellotti and Marzari, Phys. Rev. X 6, 041013 (2016)]. Relaxons
have a well-defined parity and only odd relaxons contribute to the thermal conductivity. Here,
we show that the complementary set of even relaxons determines another quantity — the thermal
viscosity — that enters into the description of heat transport in the hydrodynamic regime, where
dissipation of crystal momentum by Umklapp scattering phases out. We also show how the thermal
viscosity and conductivity parametrize two novel viscous heat equations — two coupled equations
for the local temperature and drift velocity fields — which represent the thermal counterpart of
the Navier-Stokes equations of hydrodynamics in the linear, laminar regime. These viscous heat
equations are derived from a coarse-graining of the linearized Boltzmann transport equation for
phonons, and encompass both limits of Fourier’s law or second sound for strong or weak Umklapp
dissipation, respectively. Last, we introduce the Fourier deviation number, a dimensionless param-
eter that quantifies the steady-state deviations from Fourier’s law due to hydrodynamic effects. We
showcase these findings in a test case of a complex-shaped device made of silicon or diamond. This
formulation generalizes rigorously Fourier’s heat equation, and extends the reach of microscopic
computational techniques to characterize the fundamental parameters governing heat conduction.
I. INTRODUCTION
Thermal transport in insulating crystals originates
from phonons, i.e. vibrations of atoms around their equi-
librium positions. The first predictive theoretical frame-
work to describe this phenomenon was developed by
Peierls in 1929 [1–3], who envisioned a microscopic the-
ory of thermal transport in terms of a Boltzmann trans-
port equation (BTE) for propagating atomic vibrations
(phonon wavepackets). In the 1960s significant progress
took place in this field, propelled by the newly discovered
hydrodynamic phenomena in crystals, the most striking
signatures being Poiseuille-like heat flow [4] and second
sound [5]. The former manifests itself with a heat flux
akin to the flow of a fluid in a pipe (i.e. a parabolic-
like profile with a maximum in the center and minimum
at the boundaries, due to viscous effects); the latter in-
stead results in heat propagation in the form of a tem-
perature wave. Second sound in particular was observed
experimentally in a handful of solids, first in solid he-
lium [5], followed by sodium fluoride [6, 7], bismuth [8],
sapphire [9], and strontium titanate [10, 11] – all at
cryogenic conditions. Neither Poiseuille flow nor second
sound can be explained by Fourier’s law.
These experimental observations have been accom-
panied by several pioneering efforts aimed at provid-
ing a quantitative description of heat hydrodynam-
∗ michele.simoncelli@epfl.ch
ics. Sussmann and Thellung [12], starting from the
linearized BTE (LBTE) in absence of momentum-
dissipating (Umklapp) phonon-phonon scattering events,
derived mesoscopic equations in terms of temperature
and phonon drift velocity, the thermal counterpart of
pressure and fluid velocity in liquids. Further advances
came from Gurzhi [13, 14] and Guyer & Krumhansl [15,
16] who, including the effect of weak crystal momen-
tum dissipation, obtained equations for damped second
sound and Poiseuille heat flow. Among early works,
we also mention the discussions on phonon hydrody-
namics using approaches different from the LBTE of
Refs. [17, 18]. While correctly capturing the quali-
tative features of phonon hydrodynamics, all the theo-
retical investigations mentioned above are heuristic, e.g.
they assume simplified phonon dispersion relations (ei-
ther power-law [13, 14] or linear isotropic [12, 15, 16]), or
neglect momentum dissipation. A more rigorous and gen-
eral formulation — albeit valid only in the hydrodynamic
regime of weak Umklapp scattering — was introduced by
Hardy, who extended the discussion of second sound [19]
and, together with Albers, of Poiseuille flow in terms of
mesoscopic transport equations [20].
The turn of the century brought renewed interest in
the theory of heat conduction, as computational and al-
gorithmic advances now allow to solve exactly the LBTE
— employing iterative [21–23], variational [24], or exact
diagonalization [25, 26] methods — and thus to test the
accuracy of the the LBTE and derived models. In par-
ticular, nowadays it is possible to solve the LBTE with-
ar
X
iv
:1
90
6.
09
74
3v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
24
 Ju
n 2
01
9
2out any fitting parameter, deriving all quantities from
first-principles, to accurately describe the thermal prop-
erties of many bulk crystals [22, 27–36], provided phonon
branches remain well separated [37, 38].
Further developments of the LBTE combined with
state-of-the-art first-principles simulations have also re-
cently predicted the existence of hydrodynamic phenom-
ena at non-cryogenic temperatures (>∼100 K) in graphene
[30, 39, 40], in other 2D materials [30], in carbon nan-
otubes [41] and in graphite [42]. These theoretical sug-
gestions have now been confirmed by the experimental
evidence of second sound in graphite [43].
In the hydrodynamic regime, where Poiseuille flow or
second sound occur, Fourier’s law fails [43–46], depriving
us of the most common tool used to predict the tem-
perature profile in a material. In addition, experiments
have shown examples of Fourier’s law failure not only in
the hydrodynamic regime but also in the ballistic regime,
i.e. when shrinking sizes reach the diffusion lengths of
microscopic heat carriers (e.g. Refs. [47–52]), and in
materials of reduced dimensionality [53]. The origin of
these failures are still under active investigation, look-
ing for insights coming either from the LBTE or other
statistical-mechanical models [54, 55]. The LBTE, in
principle, allows to predict accurately thermal transport
when Fourier’s law fails, but its complexity prevents a
straightforward application to materials with complex
geometries (used in experiments and relevant for appli-
cations), thus posing limitations to the study of how a
material’s shape alters transport [34]. Recent research
efforts have been directed at developing mesoscopic mod-
els that improve the shortcomings of Fourier’s law at a
lower computational cost than the LBTE, with differ-
ent strategies being employed. Some approaches use the
single-mode relaxation-time approximation (SMA) to re-
duce the complexity of the LBTE, thus allowing for an-
alytical [56–59] or asymptotic [60] solutions. From the
LBTE in the SMA, mesoscopic models that generalize
Fourier’s law accounting for ultrafast thermal processes
or ballistic effects, e.g. in Refs. [61–65]. Other works
have derived mesoscopic models without relying on the
LBTE [66, 67], or have generalized the Guyer-Krumhansl
equation to account for the effect of the boundaries on
the heat flow [52, 68–71]. A hydrodynamic transport
model has been derived from the LBTE in the Callaway
approximation, defining a phonon viscosity which can be
computed from atomistic data [72].
Here, we derive from the LBTE a novel, general set
of two mesoscopic heat transport equations that cover
both regimes where Fourier’s law or hydrodynamic effects
dominate. To this aim, we define the thermal viscosity
of a crystal from an exact solution of the LBTE based
on the eigenvectors of the scattering matrix (i.e. the re-
laxons introduced in Ref. [26] to determine the thermal
conductivity) and use it to evaluate the dissipation of
crystal momentum flux. The relaxon parity [26] high-
lights the complementary character of thermal conduc-
tivity and viscosity, with the former determined exclu-
sively by odd relaxons, and the latter by even relaxons.
Next, we use a coarse-graining procedure to derive the
viscous heat equations; these are two coupled equations
for the local temperature and drift velocity fields, and
are parametrized in terms of the thermal conductivity
and viscosity. The viscous heat equations represent the
thermal counterpart of the Navier-Stokes equations for
fluids in the laminar regime, and include Fourier’s law
and second sound in the limit of strong and weak crystal
momentum dissipation. Last, we introduce the Fourier
deviation number (FDN), a dimensionless parameter that
quantifies the deviation from Fourier’s law due to hydro-
dynamic effects. We test this formalism on silicon and
diamond, and show how the present formulation allows to
describe non-Fourier heat conduction in complex-shaped
devices, predicting experimentally-measurable tempera-
ture deviations from Fourier’s law.
II. THERMAL VISCOSITY
In the regime of “simple crystals”, that is when the
phonon interbranch spacings are much larger than the
linewidths [37], a microscopic description of thermal
transport is given by the LBTE
∂nν(r, t)
∂t
+ vν · ∇nν(r, t) = − 1
V
∑
ν′
Ωνν′nν(r, t) , (1)
where ν labels a phonon state (i.e. an index running on
all the phonon wavevectors q and phonon branches s),
vν is the phonon group velocity, V is the crystal volume
[73], and Ωνν′ is the phonon-phonon scattering matrix
[26]. Eq. (1) rules the evolution of the deviation of the
phonon populations from equilibrium nν(r, t):
nν(r, t) = Nν(r, t)− N¯ν , (2)
where Nν(r, t) is the out-of-equilibrium phonon popula-
tion at position r and time t, N¯ν = (e
~ων/(kB T¯ ) − 1)−1
is the equilibrium Bose–Einstein distribution at temper-
ature T¯ , and ων is the phonon frequency. From the solu-
tion of the LBTE, one can derive the local lattice energy
E(r, t)= 1V
∑
ν ~ωνNν(r, t) and the macroscopic crystal
momentum P (r, t)= 1V
∑
ν ~qNν(r, t). The former is of-
ten studied in connection with the thermal conductiv-
ity [26], while the latter becomes relevant in the hydro-
dynamic regime of thermal transport [12, 14, 74].
As the energy flux generated in response to a tem-
perature gradient determines the thermal conductivity,
the macroscopic crystal momentum flux generated in re-
sponse to a perturbation of the drift velocity fixes the
thermal viscosity (see also the electronic analogous of
this in Ref. [75]). Therefore, we start by considering
an atomic lattice in the hydrodynamic regime of ther-
mal transport (i.e. carrying a finite amount of crys-
tal momentum); under the constraint of fixed macro-
scopic energy and crystal momentum, the local equi-
librium is given by the phonon drifting distribution
3102 103
T (K)
0.000
0.005
0.010
0.015
0.020
0.025
 (P
a
s)
4 103
Diamond
iiii
ijij
ijji
iijj
102 10310
2
103
104
T (K)
 ( Wm K )
a)
102 103
T (K)
0.000
0.002
0.004
0.006
0.008
 (P
a
s)
1400
Silicon
iiii
ijij
ijji
iijj
102 103
102
103
T (K)
 ( Wm K )
b)
FIG. 1. Largest components of the 4th-order thermal viscosity tensor for diamond (a) and silicon (b) as a function of tem-
perature. Insets: total thermal conductivities (diagonal component of the isotropic tensor) as a function of temperature. The
dashed lines refer to the bulk materials; the solid lines show finite-size predictions computed combining ballistic and bulk values
for a sample having a characteristic size of 5 µm (see main text and Appendix C).
NDν (T (r, t),u(r, t)) [14]
NDν (T (r, t),u(r, t)) =
1
e
1
kBT (r,t)
(~ων−~q·u(r,t)) − 1
. (3)
This differs from the Bose–Einstein distribution due to
the presence of a drift velocity u (a parameter controlling
the amount of local momentum, just like temperature
controls the local lattice energy) and it depends implic-
itly on r, t through T (r, t) and u(r, t). Next, we study
the effect of small perturbations of temperature and drift
velocity. To this aim, we expand the out-of-equilibrium
distribution (2) in the proximity of local thermal equilib-
rium [19], finding
nν(r, t) = n
T
ν (r, t) + n
D
ν (r, t) + n
δ
ν(r, t)
=
∂NDν
∂T
∣∣∣∣
eq
(T (r, t)− T¯ ) + ∂N
D
ν
∂u
∣∣∣∣
eq
· u(r, t) + nδν(r, t),
(4)
where nTν arises from the change of local tempera-
ture [76], nDν from the local drift velocity, and n
δ
ν ac-
counts for all the information that cannot be mapped to
a local equilibrium state; the derivatives are computed
at the equilibrium where T (r, t) = T¯ and u(r, t) = 0.
In analogy with previous work [24], nδν is assumed to be
of the order of the temperature or drift velocity gradi-
ents and has to be determined solving the LBTE. With
this goal, we substitute Eq. (4) in Eq. (1) and, keeping
only terms linear in the temperature and drift velocity
gradients, we obtain
∂N¯ν
∂T
(
∂T
∂t
+ vν · ∇T
)
+
+
∂NDν
∂u
· ∂u
∂t
+ vν ·
(
∂NDν
∂u
· ∇u
)
=
= − 1
V
∑
ν′
Ωνν′
(
nTν′ + n
D
ν′ + n
δ
ν′
)
.
(5)
With the aim of using the relaxon methodology [26] to
gain insights on the physics underlying transport, we
recast Eq. (5) in the symmetric (thus diagonalizable)
form, i.e. in terms of Ω˜νν′ = Ωνν′
√
N¯ν′ (N¯ν′+1)
N¯ν(N¯ν+1)
and
n˜ν(r, t) = nν(r, t)[N¯ν(N¯ν + 1)]
− 12 . We then simplify the
symmetrized Eq. (5) exploiting parity: we recall that a
function fν is even if fν = f−ν (this is e.g. the case of
the phonon energy ~ων = ~ω−ν), or odd if fν = −f−ν
(e.g. phonon group velocity vν = −v−ν) where we use
the notation −ν = (−q, s). Therefore, ∂N¯ν∂T (and thus
n˜Tν ) is even, whereas
∂N¯Dν
∂u (and thus n˜
D
ν ) is odd.
Since also the eigenvectors of the scattering matrix
have a well-defined parity [19][77], we can split n˜δν =
n˜δEν + n˜
δO
ν in the even (n˜
δE
ν ) and odd (n˜
δO
ν ) components.
At steady state, Eq. (5) separates in two equations, one
for each parity. The equation for the odd part describes
the response to a thermal gradient [24, 26]
vν√
N¯ν(N¯ν + 1)
(
∂N¯ν
∂T
∇T
)
= − 1
V
∑
ν′
Ω˜νν′ n˜
δO
ν′ (6)
where n˜δOν is the odd out-of-equilibrium phonon popu-
lation, generated in response to a temperature gradient.
In writing Eq. (6), we used the hydrodynamic hypothe-
sis 1V
∑
ν′ Ω˜νν′
(
n˜Dν′ + n˜
δO
ν′
) ' 1V ∑ν′ Ω˜νν′ n˜δOν′ (details in
Appendix A). The solution of equation (6) can be used
to determine the heat flux and the thermal conductivity
(see e.g. Refs. [24, 26]). The equation for the even part
is
vν√
N¯ν(N¯ν + 1)
(
∂NDν
∂u
· ∇u
)
= − 1
V
∑
ν′
Ω˜νν′ n˜
δE
ν′ , (7)
where n˜δEν is the even out-of-equilibrium phonon popu-
lation, generated in response to a drift velocity gradient.
4In writing Eq. (7), we used the property that n˜Tν is an
eigenvector of the scattering matrix with zero eigenvalue:
1
V
∑
ν′ Ω˜νν′ n˜
T
ν′ = 0 (details in Appendix A).
The phonon deviation n˜δEν gives rise to a macro-
scopic crystal momentum flux [14, 19] ΠijδE(r, t) =
1
V
∑
ν ~qivjν
√
N¯ν(N¯ν + 1)n˜
δE
ν (r, t). Analogously to the
electronic case [75], the macroscopic flux of crystal mo-
mentum allows to define the thermal viscosity as the 4th
rank tensor relating the response ΠijδE to the perturbation∇u:
ΠijδE = −
∑
kl
µijkl
∂uk
∂rl
. (8)
Eq. (7) has the same mathematical form of the usual
steady-state LBTE used to compute the thermal con-
ductivity. Therefore, we readily solve it extending the
methodology developed in Ref. [26] based on the eigen-
vectors of the scattering matrix (relaxons), and find a
closed expression for n˜δEν ; details are shown in Appendix
B. Combining such solution with the definition at Eq. (8),
we find the following expression for the thermal viscosity
µijkl =
√
AiAk
∑
α>0
wjiαw
l
kατα , (9)
where Ai = ∂P
i
∂ui
∣∣
eq
= 1kBTV
∑
ν N¯ν(N¯ν+1)(~qi)2 is re-
ferred to as the specific momentum, τα is the relaxation
time of relaxon α (i.e. the inverse eigenvalue associ-
ated to the eigenvector θαν of the symmetrized scattering
matrix Ω˜νν′ [26]), and w
j
iα is the velocity tensor w
j
iα =
1
V
∑
ν φ
i
νv
j
νθ
α
ν for relaxon θ
α
ν and vector φ
i
ν . The quantity
φiν represents a special eigenvector linked to the crystal
momentum of the system. To see this, we first decompose
the scattering matrix as Ω˜νν′ = Ω˜
N
νν′ + Ω˜
U
νν′ , where Ω˜
N
νν′
and Ω˜Uνν′ contain only momentum-conserving (normal)
and momentum-dissipating (Umklapp) processes, respec-
tively. Since the normal part of the scattering matrix
conserves crystal momentum, there exists a set of 3 eigen-
vectors φiν , (i = 1, . . . , 3 where 3 is the dimensionality of
the system) with zero eigenvalue for Ω˜Nνν′ , which are as-
sociated to the conservation of crystal momentum in the
3 cartesian directions. Because the viscosity describes
the response in crystal momentum flux to a change of
drift velocity, it is not surprising that the eigenvectors
φiν appear in its definition. In fact, the local equilibrium
distribution (Eq. 3) is linear in the drift velocity, with the
proportionality coefficients being these special eigenvec-
tors (see Appendix A for a proof), and therefore appear
in the viscosity as well to describe a perturbation to such
local equilibrium. We note in passing that the thermal
viscosity defined in Eq. (9) has the units of a dynamic
viscosity, i.e. Pa·s.
In Fig. 1 we report the first-principles estimate of the
thermal viscosity for diamond and silicon. We choose
these two materials as prototypes for two different be-
haviors, the former being a system characterized by hy-
drodynamic thermal transport [24, 45], as opposed to the
latter [24, 26] being more conventional. We account for
finite-size effects by combining approximatively the bulk
viscosity, Eq. (9) with its ballistic limit via Matthiessen’s
rule (for a characteristic size of 5 µm, see Appendix C
for details). At low temperatures, the bulk values of the
thermal viscosity decrease sharply with increasing tem-
perature, as can be expected in the hydrodynamic regime
[26, 39]. However, surface effects renormalize this be-
havior, leaving a viscosity that increases (diamond) or
stabilizes (for some components of the viscosity tensor of
silicon) with temperature. In the high-temperature limit,
i.e. when phonon lifetimes decay as T−1 [3, 78], the vis-
cosity tensor tends to a constant. The total bulk thermal
conductivity is shown in the inset of Fig. 1 for compar-
ison; we only show one component as the conductivity
tensor is isotropic for these materials. We have also ver-
ified that the effects of phonon coherences are negligible
in these simple crystals [37]. We note in passing that, al-
beit the thermal conductivities of the two materials dif-
fer by more than one order of magnitude, their largest
thermal viscosity components differ only by a factor of
3. These results may be compared with water, whose
dynamic (shear) viscosity is 8.5·10−3 Pa·s at room tem-
perature, indicating that the thermal viscosity found here
is comparable or larger. To a good approximation, water
is an incompressible fluid, and thus its largest viscosity
component is ijij, also called “first viscosity” or “shear
viscosity”. For compressible fluids, the iiii components
of the viscosity tensor — also called “second viscosity”
or “volume viscosity” [79] — are non-negligible. Here, in
contrast with water, the iiii component of the thermal
viscosity tensor is the largest, which is indicative of an
analogy with a compressible fluid. It is worth mentioning
that the present formulation may need to be extended in
order to describe 2D materials, in which thermal trans-
port is often hydrodynamic [30]. In fact, the presence of
quadratic phonon modes in 2D materials makes the drift-
ing distribution (3) negative for small phonon wavevec-
tors, when q · u > ων . To the best of our knowledge,
negative-valued phonon distributions require a treatment
based on the Wigner function extension of the LBTE [37],
and this will be the subject of future work.
Finally, it is worth highlighting the complementary
character of the thermal conductivity and viscosity,
which arises from their decoupled relaxons contributions.
As commented above, decomposing the thermal conduc-
tivity [26] and viscosity (9) in terms of single relaxons, it
is possible to show that the thermal viscosity is uniquely
determined by the even part of the relaxon spectrum
while the thermal conductivity is determined uniquely by
the odd part of the relaxon spectrum [26]. In Fig. 2 we
represent the contributions of each relaxon to the ther-
mal conductivity or viscosity, confirming numerically this
picture.
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FIG. 2. Relaxons’ contributions to the bulk thermal conductivity vs contributions to the thermal viscosity at 300 K for diamond
(panel a) and silicon (panel b). Each dot represents a relaxon, with its color labeling its relaxation time, and its area being
proportional to the sum of its percentage contributions to the thermal conductivity and viscosity. The dashed lines are plotted
as a guide to the eye, to underscore how even and odd relaxons are fully decoupled. Odd relaxons, which determine the thermal
conductivity, yield negligible (zero) contributions to the thermal viscosity and, conversely, even relaxons determine the thermal
viscosity and yield negligible (zero) contributions to thermal thermal conductivity.
III. VISCOUS HEAT EQUATIONS
Here we show that heat conduction can be described
by viscous heat equations that cover both the Fourier
and hydrodynamic regimes. These are coupled equa-
tions in the temperature T (r, t) and drift velocity u(r, t)
fields, which are parametrized by the thermal viscosity
and conductivity. These equations represent the thermal
counterpart of the Stokes equations of fluid dynamics —
i.e. the Navier-Stokes equations in the linear regime,
whose solution yields the laminar flow — where temper-
ature takes the role of pressure and the phonon drift ve-
locity that of the fluid velocity. In the kinetic regime,
when momentum-dissipating (Umklapp) scattering pro-
cesses dominate [30], these viscous heat equations reduce
to Fourier’s heat equation.
As underscored before, hydrodynamic thermal trans-
port is characterized by energy conservation and crystal
momentum quasi-conservation (the latter being exactly
conserved only in absence of Umklapp processes [12]).
Conserved quantities in the LBTE dynamics are related
to the eigenvectors of certain parts of the scattering
matrix (i.e. phonon distribution functions) with zero
eigenvalues [19] (see also Appendix A). Four of these
eigenvectors can be identified. The first one is the
Bose eigenvector φ0ν ∝ ~ων ∝ ∂N¯ν∂T ∝ nTν , which is an
eigenvector of zero eigenvalue for the symmetrized full
scattering matrix Ω˜νν′ ; its zero eigenvalue is associated
to energy conservation in scattering events (both normal
and Umklapp). The other three eigenvectors are the
drift eigenvectors φiν ∝ ~qi ∝ ∂N
D
ν
∂ui ∝ nDν , i = 1, 2, 3
(where 3 is the dimensionality of the system) already
introduced for the evaluation of viscosity; these φiν are
eigenvectors with zero eigenvalue for the normal part
of the scattering matrix Ω˜Nνν′ and are associated to the
conservation of crystal momentum by normal scattering
events [12, 15, 19]. We note that these four eigenvectors
constitute the first two terms of the phonon distribution
expansion in Eq. (4). We can thus derive the equations
that govern the evolution of the macroscopic T (r, t)
and u(r, t) fields projecting the microscopic LBTE in
the subspaces spanned by φ0ν and φ
i
ν (i = 1, . . . , 3).
In order to derive a closed-form equation for the drift
velocity, when projecting in the subspace spanned by φiν
we consider the effects of momentum dissipation only
within that subspace. The result is the following set of
equations (see Appendix D for a detailed derivation):
C
∂T
∂t
+
3∑
i,j=1
W i0j
√
T¯AjC
∂uj
∂ri
−
3∑
i,j=1
κij
∂2T
∂ri∂rj
= 0 , (10)
Ai
∂ui
∂t
+
√
CAi
T¯
3∑
j=1
W ji0
∂T
∂rj
−
3∑
j,k,l=1
µijkl
∂2uk
∂rj∂rl
= −
3∑
j=1
√
AiAjDijU u
j , (11)
6where κij is the thermal conductivity tensor [26],
W i0j =
1
V
∑
ν θ
0
νv
i
νφ
j
ν is a velocity tensor, C =
1
kB T¯ 2V
∑
ν N¯ν
(
N¯ν + 1
)
(~ων)2 is the specific heat, and
DijU =
1
V
∑
νν′ φ
i
νΩ˜
U
νν′φ
j
ν′′ is the momentum dissipation
rate.
Equations (10) and (11) constitute the main result
of this work, and we name them viscous heat equa-
tions. These transport equations are reminiscent of the
linearized Stokes equations for fluids: to see this more
clearly, we note that energy E and crystal momentum
P are proportional to temperature and drift velocity re-
spectively (E(r, t) = C T (r, t) and P i(r, t) = Ai ui(r, t),
where C is the specific heat and A is the specific mo-
mentum). Exploiting these relationships, it is possible
to rewrite the viscous heat equations in a more familiar
form, namely as energy and momentum continuity equa-
tions:
∂E
∂t
+∇ ·
(
Qδ +QD
)
= 0 , (12)
∂P i
∂t
+
∑
j
∂ΠijT
∂rj
+
∑
j
∂ΠijδE
∂rj
= −∂P
i
∂t
∣∣∣∣
Umkl
, (13)
where, on the basis of the phonon population ex-
pansion in Eq. (4), we distinguish the drifting heat
flux into the contributions from the temperature gra-
dient Qδ,i = −∑j κij∇jT and from the u field
QD,i =
∑
jW
i
0j
√
T¯AjCuj . Similarly, the momentum
flux receives separate contributions from the tempera-
ture ΠijT (r, t) =
√
CAi/T¯ W ji0T (r, t) and from variations
of the drift velocity through Eq. (8). Finally, ∂P
i
∂t
∣∣
Umkl
accounts for the dissipation of crystal momentum by
Umklapp processes; further details can be found in Ap-
pendix D. The distinction between temperature-driven
(Qδ) and drifting (QD) components of the heat flux is es-
sential for hydrodynamic transport. In fact, Fourier’s law
is recovered in the limiting case of u = 0, since Eq. (12)
reduces to C ∂T∂t − κij ∂
2T
∂ri∂rj = 0; so it is the drifting flux
that introduces a correction to Fourier’s law.
It is worth mentioning that the viscous heat equations
differ from the Stokes equations for fluids in two major
ways. First, there is no analogous to the mass conserva-
tion satisfied by Stokes equations, since the total phonon
number is not a constant of motion (e.g. a phonon co-
alescence event decreases the number of phonons in the
system). Second, while collisions between fluid molecules
conserve momentum, scattering among phonons does not
necessarily conserve crystal momentum, due to the pres-
ence of Umklapp processes.
The most relevant feature of the viscous heat equations
is their capability to describe hydrodynamic thermal
transport in terms of macroscopic quantities, i.e. temper-
ature and drift velocity, resulting in a much simpler and
computationally less expensive approach than the micro-
scopic LBTE. The parameters entering Eqs. (10, 11) can
be determined from first-principles calculations (or, pos-
sibly less accurately, from classical potentials), and are
tabulated in Appendix E for diamond and silicon.
In order to be solved, the viscous heat equations re-
quire appropriate boundary conditions on the temper-
ature and drift velocity. The boundary conditions on
temperature have been broadly studied in conjunction
with Fourier’s heat equation [80]: typically, one makes
assumptions on the system capability to exchange heat at
the boundaries, and on the temperature at those bound-
aries (Neumann and Dirichlet boundary conditions re-
spectively [80]). In the next section V, we consider a
system in which the temperature is fixed on some bound-
aries, while the others are assumed to be adiabatic (that
is, the heat flux across these boundaries is zero). In con-
trast, the boundary conditions on the drifting velocity,
i.e. on crystal momentum at the sample’s borders, have
not been studied as extensively as those on tempera-
ture. Since crystal momentum is not conserved at bound-
aries [12], we impose a (no-slip) condition of zero drift
velocity u on all boundaries, ensuring thus zero drift-
ing heat QD ∝ u. As discussed in past works [3, 34],
more comprehensive boundary conditions would require
information on the phonon reflection at surfaces and are
beyond the scope of this work.
The viscous heat equations (10,11) improve past work
on several levels. First, they are valid for general phonon-
dispersion relations; previous mesoscopic approaches for
hydrodynamic thermal transport replaced these with
power-law or linear-isotropic relations [14–16], which are
reasonable approximations only at cryogenic tempera-
tures. In addition, we take into account the full collision
matrix, refining other models derived from the LBTE
in the SMA [70] or in the Callaway approximation [72].
It is worth noting that Hardy & Albers [20] derived a
set of mesoscopic equations from the LBTE that may be
regarded as the generalization of the Guyer-Krumhansl
equation for a general phonon dispersion relation (i.e.
not necessarily linear-isotropic). Hardy & Albers’ equa-
tions have a similar mathematical form to the viscous
heat equations presented here; however, with a few cru-
cial differences that stem from a different derivation. In
particular, Ref. [20] assumes that the fastest timescale of
phonon dynamics is that of normal processes, which is
valid only within the hydrodynamic regime (where Umk-
lapp collisions are rare events), resulting in a different
expression and physical meaning of the parameters enter-
ing the hydrodynamic equations. Then, the most striking
difference from Hardy & Albers’ equations is that their
formulation do not incorporate Fourier’s law as a special
case, which instead emerges in the present framework in
the limit of strong crystal momentum dissipation, i.e.
when Umklapp processes are the fastest timescale and
the drifting velocity is negligible (see also Appendix A 2).
IV. SECOND SOUND
Second sound is the propagation of a temperature wave
inside a material [12, 16, 18, 19, 40, 43, 81–84], and it is
7an effect covered by the viscous heat equations. From a
mathematical point of view, second sound appears when
the temperature field satisfies the following damped wave
equation [19] (we define x as the second sound propaga-
tion direction):
∂2T
∂t2
+
1
τss
∂T
∂t
− v2ss
∂2T
∂x2
= 0 ; (14)
where τss and vss are the second sound relaxation time
and undamped propagation velocity, yet to be deter-
mined. The temperature profile that solves Eq. (14) has
the form of a damped wave:
T (x, t) = T¯ + δT ei(kx−ω¯(k)t)e−t/τss , (15)
where the second sound frequency ω¯(k) depends on the
second sound wave-vector k. In Appendix F, we show
two alternative methods to derive second sound from the
viscous heat equations (10,11).
In the first approach, we want to find the condi-
tions for which the damped wave equation (14) emerges
form the viscous heat equations Eq. (10,11). When this
happens, the solution of Eq. (14) is the damped wave
equation for temperature (15) shown above, with the
the second sound dispersion relation given by ω¯(k) =√
v2ssk
2 − (2τss)−2 (this can be easily verified substi-
tuting Eq. (15) into Eq. (14)). This allows us to ex-
press τss and vss in terms of parameters appearing in
the viscous heat equations; in particular, we find τss =
C(Wxx0)
2
κ(DxxU )
2+DxxU C(W
x
x0)
2 , vss =
κDxxU +C(W
x
x0)
2
CWxx0
. The propaga-
tion velocity of second sound is affected by damping and
depends on the wavevector k: it is given by the group
velocity vg(k) =
∂ω¯(k)
∂k = kvss[k
2 + (2τssvss)
−2]−
1
2 , and
we note that it reduces to the undamped propagation
velocity vss in the undamped limit τss → 0.
These results are consistent with empirical expecta-
tions on second sound: in the limit of weak crystal mo-
mentum dissipation, the second sound relaxation time
increases, while the velocity becomes smaller, making
second sound more likely to be observed in the hydro-
dynamic regime [16, 19]. In fact, when DxxU → 0, we find
that τss → (DxxU )−1 and vss → W xx0. We note that the
viscous heat equations describe not only the propagation
of the temperature field, but also that of the drift veloc-
ity. In Appendix F, we show that when second sound
emerges, the drift velocity field propagates as a damped
wave as well (i.e. similar to Eq. (15)), with the same
relaxation time and velocity of temperature, but with a
phase shift of pi/2.
As a second approach, we take inspiration from
Ref. [40], which derived the second sound dispersion
relations by taking advantage of the Laplace trans-
form of the LBTE, to identify solutions in the form of
a damped wave. In particular, we take the damped
wave equation for temperature, Eq. (15), and a sim-
ilar damped wave equation for the drift velocity field
(with the same frequency and decay time of tempera-
ture), and substitute them into the viscous heat equa-
tions (10,11). As detailed in Appendix F, we find
that the dispersion relations of second sound in the
long-wavelength limit reduce to ω(k) − iτss ≈ −
iDxxU
2 +√
−
(
DxxU
2
)2
+ k2
(
W 2 − DxxU κC −
2µDxxU
A
)
. In particular,
we find that in the long wavelength limit k → 0 and in the
hydrodynamic regime DU → 0 we have τss ≈ 1DxxU and
vg(k) ≈ W , which is consistent with the first approach
presented to derive the equations for second sound. We
further stress that the LBTE can rigorously describe sec-
ond sound only in the long-wavelength limit k → 0 so
that the temperature is slowly varying (for which the
two approaches shown in this section give the same re-
sult); for smaller wavelengths, the definition of tempera-
ture may become questionable [54].
We also recall that Enz [18] and Hardy [19] distin-
guished between “drifting” and “driftless” second sound.
The former emerges when normal processes dominate and
is described in terms of a balance equation for energy and
a continuity equation for momentum, the latter is deter-
mined by a uniform energy flux that decays exponen-
tially. The second sound discussed here is of the drifting
kind, as it emerges from a set of balance equations for
energy and crystal-momentum derived from the LBTE.
V. CASE STUDY
We showcase the viscous heat equations for diamond
around the equilibrium temperature T¯ = 800 K in the
geometry shown in Fig. 3, often used as an illustrative
example in textbooks on fluid dynamics. The equa-
tions are solved numerically using a finite-element solver
implemented in Mathematica [85], imposing a tempera-
ture of 820 K on the left side (x = 0 µm) and of 780
K on the right side (x = 5 µm), assuming all bound-
aries at x 6= 0 and x 6= 5 µm to be adiabatic, and im-
posing a no-slip condition on u at all boundaries. We
plot in Fig. 3 the drifting heat flux QDViscous (panel 3a),
the flux due to changes of local temperature QδViscous
(panel 3b), and, for comparison, the flux predicted by
Fourier’s law QFourier (panel 3c). The total heat flux re-
sulting from the viscous equations is given by the sum
QDViscous+Q
δ
Viscous=Q
D+δ
Viscous (panel 3d).
We stress that Fourier’s law lacks a description of the
contribution to heat flux derived from the local drift ve-
locity [12, 86, 87]. As a result, Fourier’s law misses qual-
itative and quantitative properties of the heat flux pro-
file. The largest differences are observed in proximity of
spatial inhomogeneities, such as boundaries or corners.
For example, QDViscous quickly increases (decreases) in
proximity of the thermal reservoir on the hot-left (cold-
right) side of the example. These changes in QDViscous
determine opposite changes in QδViscous. Microscopically,
these variations are caused by the rapid transition of the
phonon distribution from the Bose–Einstein equilibrium
functional form (imposed at the boundaries) to an out-of-
equilibrium distribution carrying non-zero macroscopic
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FIG. 3. Heat fluxes in the x − y plane of a sample infinite in the z direction, due to the momentum flux QDViscous (panel
a) and the temperature gradient QδViscous (panel b) obtained from the viscous heat equations (10, 11) for diamond at 800 K.
Boundary conditions are imposed such that the temperature is 820K / 780K on the left / right boundaries; zero total heat flux
is imposed through all other boundaries; zero drifting velocity is imposed on all boundaries (no-slip boundary condition). Even
imposing this condition (corresponding to a Bose-Einstein distribution on the left /right boundaries, where the temperature
is fixed), a nonzero drifting velocity is generated as a consequence of the coupling in Eq. (10) of the drifting velocity gradient
∇u with the second derivative of the temperature ∂2T (r,t)
∂ri∂rj
. Panel c reports the Fourier heat flux (QiFourier= −
∑
j κ
ij∇jT )
obtained solving the Fourier equation steady state
∑
ij κ
ij ∂2T
∂ri∂rj
= 0. Panel d shows the x-component of the heat flux along
sections x = 0.5 µm (orange, gray, red) and x = 3.0 µm (black, blue, green), solid lines represent results from the viscous heat
equations, dashed lines are results from Fourier’s law and dotted lines are the heat fluxes due to temperature gradient within
the viscous heat equations (QδViscous).
momentum (i.e. drift velocity) inside the sample.
We report in panel 3d the total heat flux profiles along
two transversal sections of the sample, contrasting the
prediction from the viscous heat equations (solid lines)
with that of Fourier’s law (dashed lines). Along these
directions, Fourier’s law predicts a flat heat flux profile,
while the viscous heat equations yield a Poiseuille-like
heat flux profile. The results from the viscous heat equa-
tions are thus substantially different from Fourier’s pre-
dictions. This non-flat behavior for the heat flux can
be understood from a simple analytical 1D solution of
the viscous heat equations in the absence of Umklapp
processes [12]: as discussed in Appendix H, the flux is
described by hyperbolic functions with a characteristic
length scale λ =
√
µκ
AC(W )2 (an estimate of the friction
lengths, see Ref. [34]). At distances from the surface
larger than λ we recover the flat behavior typical of the
bulk. We also note that these results mimic those from
the space-dependent solution of the LBTE [34], which
generates a minimum flux on surfaces and maximum
at the sample’s center. We further note that, at vari-
ance with classical fluid dynamics and as pointed out in
Ref. [34], the total heat flux does not drop to zero at the
boundaries: the no-slip condition sets the drifting heat
flux QD to zero, but the temperature-driven component
Qδ is still allowed to be nonzero.
In Fig. 4 we plot the difference between the temper-
ature profile predicted by Fourier’s law and the viscous
heat equations along longitudinal (panel a) and transver-
sal (panel b) directions. The insets of Fig. 4b show
the results of the viscous equations (solid blue line)
and Fourier’s law (dashed red line) along the section
y = 0.55 µm. Along the transversal direction (Fig. 4a),
Fourier’s law and Eqs. (10, 11) predict temperature pro-
files which are substantially different in the presence of
variations of the sample’s shape (green line corresponding
to x = 1.01 µm), while are merely shifted by a positive
or negative offset far from these; the precise amount de-
pends on the distance from the fixed-temperature bound-
aries. These differences become more clear by inspecting
the longitudinal direction (Fig. 4b), where the discrep-
ancy between the temperature predicted by Fourier’s law
and Eqs. (10, 11) is largest at x = 1 µm, i.e. where the
sample of Fig. 3 changes geometry. We show in the inset
of Fig. 4b that also the longitudinal temperature gradi-
ent (for y = 0.55;µm) changes when going from Fourier’s
law (dashed red line) to the viscous heat equations (solid
blue line). The difference is maximized close to variations
of the sample’s shape at x = 1 µm and at the bound-
aries x = 0 and x = 5 µm; in this latter case, the vis-
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FIG. 4. Difference between the temperature profile predicted
by Fourier’s law and the viscous heat equations, along y for
various values of x (a) and along x for y = 0.55 µm (b). The
insets of panel b show the temperature profile along x for
y = 0.55 µm; the result of the viscous heat equations (10, 11)
is blue and solid, Fourier’s law prediction is red and dashed.
cous heat equations predict a steeper-than-Fourier’s law
or non-linear temperature gradient that is reminiscent of
that obtained in molecular dynamics simulations [88–97]
and in explicit solutions of the LBTE [34].
VI. FOURIER DEVIATION NUMBER
In this section, we introduce a scalar that parametrizes
the conditions under which hydrodynamic heat conduc-
tion is observed; we will refer to this as the “Fourier
deviation number” (FDN). In particular, we aim at dis-
tinguishing the diffusive regime from the hydrodynamic
regime: in the former case the viscous heat equations
become equivalent to Fourier’s law, while in the latter
case Fourier’s law no longer holds and the viscous heat
equations are required.
As a starting point, we plot as dashed lines in Fig. 5 the
integral mean value of the difference between the temper-
ature profile predicted by Fourier’s law and the viscous
heat equations for the two cases considered before. The
maximum of this quantity, observed for diamond around
800K, indicates the temperature at which the deviation
from Fourier’s behavior is the largest and thus hydrody-
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FIG. 5. Solid lines (right y-axis, 〈|TF − TV |〉 la-
bel): integral average difference between the tempera-
ture profile predicted by Fourier’s law TF(x, y) and the
viscous heat equations (10, 11) TV(x, y) for the geome-
try G shown in Fig. 3: 〈|TF−TV|〉 =
( ∫
G
|TF(x, y) −
TV(x, y)|dxdy
)
/(
∫
G
dxdy). Dashed lines (left y-axis, FDN la-
bel), estimate of the difference between Fourier and viscous
heat equations for diamond (orange) and silicon (blue), as de-
scribed by the Fourier Deviation Number (FDN) defined in
Eq. (21). The maximum deviation is observed — and pre-
dicted by the FDN — at about 200 K for silicon and at about
800 K for diamond.
namic effects are most relevant; for silicon instead this
deviation is smaller and takes place at lower tempera-
tures.
We summarize these trends using an approach in-
spired by the definition of the Reynolds number and we
rewrite the viscous heat equations (10, 11) in adimen-
sional form (we follow the standard procedure used e.g.
in fluid dynamics, which is also called “Buckingham Pi
theorem” [98, 99]). In order to extract the magnitudes
of the tensors appearing in the viscous heat equations,
we factorize the largest component: Ai=Ama
i where
Am= max
i
(|Ai|) and ai is an adimensional tensor with
the largest component having modulus equal to 1. In an
analogous way κij=κmk
ij , κm= max
i,j
(|κij |); W ji0=Wmwji ,
Wm= max
i,j
(|W ji0|); DijU=DU,mdij , DU,m= maxi,j (|D
ij
U |); and
µijkl=µmm
ijkl, µm= max
i,j,k,l
(|µijkl|). Then, we define a set
of dimensionless variables r∗ = r/L, u∗ = u/u0, and
T ∗ = T/δT , where L, u0 and δT are a characteristic
length, drift velocity and temperature difference (more on
this later). Substituting these variables in Eqs. (10, 11),
and limiting ourselves to the steady-state regime, we ob-
tain:
pi1
3∑
i,j=1
wji
√
aj
NR1
∂u∗j(r∗)
∂r∗i
−
3∑
i,j=1
kij
NR2
∂2T ∗(r∗)
∂r∗i∂r∗j
= 0 ,
(16)
10
pi2
√
ai
3∑
j=1
wji
NR3
∂T ∗
∂r∗j
(r∗)− pi3
3∑
j,k,l=1
mijkl
NR4
∂2u∗k(r∗)
∂r∗j∂r∗l
=
−
3∑
j=1
√
aiajdij
NR5
u∗j , (17)
where NRl with l = 1, . . . , 5 are the number of non-
negligible terms of the tensor parameters inside the sum-
mation, and are used to take into account the correct
order of magnitude in each term. For silicon and dia-
mond, where transport properties are isotropic, we find
NR1 = NR2 = 3, NR3 = NR5 = 1, while NR4 = 7 for
diamond and NR4 = 3 for silicon. The final expression
for the dimensionless parameters pi1, pi2, pi3 are:
pi1 =
√
T¯AmCWmu0L
κ · δT
NR1
NR2
∼
〈
QD
〉〈
Qδ
〉 , (18)
pi2 =
√
C
AmT¯
WmδT
LDU,mu0
NR3
NR5
∼
〈
∂ΠT
∂r
〉〈
∂P
∂t
∣∣
Umkl
〉 , (19)
pi3 =
µm
DU,mL2Am
NR4
NR5
∼
〈
∂ΠδE
∂r
〉〈
∂P
∂t
∣∣
Umkl
〉 , (20)
where the symbol ∼ is used to denote the physical quan-
tities to which the various pi terms are associated and〈
. . .
〉
indicates the average value of the modulus of the
vectors/tensors inside them. To evaluate these parame-
ters, we need to estimate the characteristic length, tem-
perature difference and drift velocity. Focusing on the
setup discussed in the previous section (Fig. 3), we fix
L = 1µm and δT=20K. As shown in Appendix G, the
characteristic drift velocity u0 is found by interpolating
the asymptotic behavior at low (uL) and high (uH) tem-
peratures u−10 = u
−1
L + u
−1
H . In the low-temperature
limit, where Umklapp scattering is frozen, viscous ef-
fects determine the drift velocity, and one can show that
uL =
δT
36 ·
√
CAx
T¯
Wxx0
2µxyxyL
2. In the high temperature limit,
the drift velocity is mainly determined by the Umklapp
dissipation rate and uH =
√
C
T¯Ax
Wxx0δT
3 DxxU L
. We can there-
fore estimate the values of all the pi1, pi2, and pi3 factors.
In order to observe deviations from Fourier’s law, the
three parameters pi1, pi2, pi3 must all be close or larger
than 1: when this happens, T and u are non-trivially
coupled and perturbations of momentum give rise to
changes in energy and viceversa. Therefore, we intro-
duce a Fourier Deviation Number (FDN)
(FDN)−1 =
1
pi1
+
1
pi2
+
1
pi3
, (21)
which gives a simple estimate on the deviation from
Fourier’s law: the larger the FDN, the larger the de-
viations from Fourier’s law.
We plot in Fig. 6 the value of FDN for silicon and dia-
mond (solid lines); numerical values are tabulated in Ap-
pendix E. Remarkably, the FDN captures the trends of
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FIG. 6. Fourier Deviation Number (FDN, solid line) and
its different contributions pi1, pi2, pi3 defined in Eq. (21) for
diamond (a) and silicon (b).
the exact solution of the viscous heat equations (dashed
lines), thus identifying accurately the hydrodynamic be-
havior. A detailed analysis of the pi terms is shown in
Fig. 6. In diamond, pi1 has constant values at low and
high temperatures, with a monotonic increase in-between
these limits; in contrast, in silicon it shows an increasing
trend at low temperature, which saturates to a constant
value at high temperature (this as in diamond). For
both diamond and silicon, pi2 monotonically decreases
to a constant value and pi3 decreases asymptotically like
T−2. Also, for both materials studied, pi2 is always much
larger than pi1 and pi3; therefore, the maximum of the
FDN originates from the competition between pi1 and
pi3.
VII. CONCLUSIONS
We introduced a framework to describe heat conduc-
tion beyond Fourier’s law and also encompassing the hy-
drodynamic transport regime, characterized by the pre-
dominance of momentum-conserving (normal) phonon
collisions over momentum-dissipating (Umklapp) colli-
sions. Under these conditions, the phonon gas assumes a
drift velocity, and thus an additional component of heat
flux, so that heat propagation resembles fluid dynamics.
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We showed that a perturbation of the drift velocity gen-
erates a crystal momentum flux, with the proportionality
tensor coefficient between the two being a thermal viscos-
ity, much like a perturbation of temperature generates an
energy flux due to thermal conductivity. We show that
the thermal viscosity can be expressed in closed form us-
ing the exact solution of the LBTE based on the relaxons,
i.e. the eigenvectors of the phonon scattering matrix [26],
and we evaluated it from first-principles. Most impor-
tantly, the microscopic LBTE has been coarse-grained
into two novel mesoscopic viscous heat equations, which
are coupled equations parametrized by the thermal con-
ductivity and viscosity that allow for a description of
the temperature and drift velocity fields. The viscous
heat equations reduce to Fourier’s law as a special case,
but provide a more general description of heat transfer,
and allow for the emergence of hydrodynamic effects.
We characterized the hydrodynamic behavior in terms
of the Fourier deviation number (FDN), a dimensionless
parameter that quantifies hydrodynamic deviations from
Fourier’s law.
The viscous heat equations allow to accurately pre-
dict experimentally-measurable temperature and heat
flux profiles in complex shaped devices. Therefore, they
pave the way towards the investigation of shape and size
effects, which play a central role in phononic devices [100–
111]. We expect these results and framework to be rele-
vant for the emerging field of materials that display hy-
drodynamic thermal transport, often associated to large
thermal conductivities. Finally, we remark that the pre-
sented methodology can be adapted to describe viscous
phenomena for electronic conduction [112–115].
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Appendix A: Eigenvectors of the scattering matrix
The scattering matrix Ων,ν′ appearing in Eq. (1) is
not symmetric, but it can be recast in a symmetric (and
thus diagonalizable) form by means of the the following
transformation [19, 25, 26]:
Ω˜νν′ = Ωνν′
√
N¯ν′(N¯ν′ + 1)
N¯ν(N¯ν + 1)
, (A1)
n˜ν(r, t) =
nν(r, t)√
N¯ν(N¯ν + 1)
, (A2)
where also the distribution nν(r, t) appearing in
Eqs. (6,7) has to be transformed for consistency. The
symmetrized scattering operator Ω˜ν,ν′ is real and sym-
metric, and can thus be diagonalized [19, 25, 26]:
1
V
∑
ν′
Ω˜νν′θ
α
ν′ =
1
τα
θαν , (A3)
where θαν denotes a relaxon (i.e. an eigenvector), α is the
relaxon index and the inverse eigenvalue τα is the relaxon
lifetime. We also define a scalar product [26]:
〈α|α′〉 = 1
V
∑
ν
θαν θ
α′
ν = δα,α′ , (A4)
used to orthonormalize eigenvectors.
In order to show that eigenvectors with zero eigen-
values are related to conserved quantities in the LBTE
dynamics, we rewrite the scattering operator distinguish-
ing scattering events that conserve crystal momentum –
normal (N) – from those that do not – Ukmlapp (U):
Ω˜νν′ = Ω˜
N
νν′ + Ω˜
U
νν′ . (A5)
As stated in the main text, there are four eigenvectors
with zero eigenvalues, that we will discuss in the next
sections.
1. The Bose eigenvector: local temperature
Applying the transformation (A2) to Eq. (5) and con-
sidering the steady-state, one obtains the following equa-
tion for the even part:
vν√
N¯ν(N¯ν + 1)
·
(
∂NDν
∂u
·∇u
)
= − 1
V
∑
ν′
Ω˜ν,ν′
(
n˜Tν′+n˜
δE
ν′
)
.
(A6)
the distribution n˜Tν (r, t) is obtained applying the sym-
metrization (A2) to the distribution nTν (r, t) appearing
in equation (4) and it is thus evident that n˜Tν (r, t) ∝
ων(T (r, t) − T¯ ). From the energy conservation in scat-
tering events (both Normal and Umklapp), it follows
that [19, 116]
1
V
∑
ν′
Ω˜νν′ n˜
T
ν (r, t) =
1
V
∑
ν′
Ω˜νν′
1√
N¯ν(N¯ν + 1)
∂N¯ν
∂T
(T (r, t)− T¯ ) =
1
V
∑
ν′
Ω˜νν′
√
N¯ν′(N¯ν′ + 1)
~ων′
kBT¯ 2
(T (r, t)− T¯ ) = 0 .
(A7)
As a result, we identify ∂N¯ν∂T as an eigenvector with zero
eigenvalue θ0ν , that, after normalization, is
θ0ν =
√
N¯ν(N¯ν + 1)
kBT 2C
~ων =
√
kBT 2
CN¯ν(N¯ν + 1)
∂N¯ν
∂T
, (A8)
12
where the specific heat C is
C =
∂E
∂T
∣∣∣∣
NV
=
1
kBT¯ 2V
∑
ν
N¯ν
(
N¯ν + 1
)
(~ων)2 . (A9)
From equation (A7), it follows that n˜Tν (r, t) disappears
from Eq. (A6). Therefore, by removing the symmetriza-
tion (A2), Eq. (A6) gives Eq. (7) in the main text. In
the context of the decomposition (A5), the Bose eigen-
vector (A8) is an eigenvector to both the normal and
Umklapp scattering operator, and will be denoted as φ0ν
when we will later consider the basis of eigenvectors of
the normal scattering operator in Appendix D.
2. The drift eigenvectors: local drift velocity
Starting from Eq. (5) at the steady-state, one obtains
the following equation for the odd part:
vν√
N¯ν(N¯ν + 1)
·
(
∂N¯ν
∂T
·∇T
)
= − 1
V
∑
ν′
Ω˜ν,ν′
(
n˜Dν′ +n˜
δO
ν′
)
.
(A10)
The distribution n˜Dν (r, t) is obtained applying the sym-
metrization (A2) to the distribution nDν (r, t) appearing
in equation (4). We note in particular that n˜Dν (r, t) ∝∑3
i=1 q
i · ui.
The drifting distribution n˜Dν (r, t) is the stationary dis-
tribution for a system conserving crystal momentum.
Therefore, recalling the decomposition (A5), we have
that
1
V
∑
ν′
Ω˜Nν,ν′ n˜
D
ν′ (A11)
=
1
V
∑
ν′
Ω˜Nν,ν′
√
N¯ν′(N¯ν′ + 1)
~
kBT¯
q′ · u(r, t) = 0 ,
since Ω˜Nν,ν′ accounts only for Normal scattering events
that conserve crystal momentum [12, 15, 19]. From
Eq. (A15) it is possible to identify three eigenvectors of
Ω˜Nν,ν′ with zero eigenvalues [19]:
φiν =
1√
N¯ν(N¯ν + 1)
√
kBT
Ai
∂NDν
∂ui
=
√
N¯ν(N¯ν + 1)
kBTAi
~qi ,
(A12)
where i = 1, 2, 3 and Ai is a normalization constant. The
drifting eigenvectors (A12) are, in general, not orthogo-
nal [20]. Nevertheless, we work in a Cartesian coordinate
system for q′ and u, so that these 3 eigenvectors are or-
thogonal and can also be normalized, choosing Ai from
the condition
〈
φi|φi〉 = 1. In computing the normaliza-
tion constants Ai, we note that they can be expressed in
terms of physically meaningful quantities. In particular,
we note that the crystal momentum density associated
to the drifting distribution is:
P =
1
V
∑
ν
NDν ~q, (A13)
and its derivative with respect to the drift velocity is:
∂P i
∂uj
∣∣∣∣
eq
=
1
V
∑
ν
∂NDν
∂uj
∣∣∣∣
eq
~qi
=
1
kBTV
∑
ν
N¯ν(N¯ν + 1)~qi~qj . (A14)
Comparing Eq. (A12) with Eq. (A14) we notice that Ai =
∂P i
∂ui
∣∣
eq
and ∂P
i
∂uj
∣∣
eq
=0 ⇐⇒ i 6= j. Therefore, we will
refer to Ai as the specific momentum, due to its formal
similarity with specific heat. It can be shown that in
the high temperature limit, Ai(T → ∞) ∝ T (see also
Appendix E).
Finally, it is worth mentioning that in going from equa-
tion (5) to equation (6), the term nDν disappeared because
of the following approximation:
1
V
∑
ν′
Ω˜ν,ν′(n˜
D
ν′ + n˜
δO
ν′ ) =
1
V
∑
ν′
(Ω˜Nν,ν′ + Ω˜
U
ν,ν′)(n˜
D
ν′ + n˜
δO
ν′ ) =
1
V
∑
ν′
Ω˜Uν,ν′ n˜
D
ν′ +
1
V
∑
ν′
Ω˜ν,ν′ n˜
δO
ν′ '
1
V
∑
ν′
Ω˜ν,ν′ n˜
δO
ν′ .
(A15)
This is reasonable both at large temperatures, because
the strong crystal momentum dissipation ensures n˜Dν′ ∝
u ≈ 0, and at low temperatures, where Umklapp pro-
cesses are frozen (Ω˜Uνν′ ≈ 0).
3. Local equilibrium
From Eq. (A7) and Eq. (A15) it follows that, in
the hydrodynamic regime, the distributions nTν (r, t) and
nDν (r, t) are left unchanged by the dynamics described
by the LBTE, therefore these are local equilibrium dis-
tributions. It follows that nTν (r, t) and n
D
ν (r, t) do not
appear in Eq. (6) and Eq. (7) and thus do not contribute
to the thermal conductivity and viscosity, which respec-
tively describe the response to a perturbation of the lo-
cal temperature and drift velocity. It is worth mentioning
that, in the kinetic regime, nDν (r, t) vanishes and n
T
ν (r, t)
is still a stationary distribution for the LBTE.
Appendix B: Thermal viscosity
The total crystal momentum flux tensor Πijtot[19] is de-
fined as
Πijtot(r, t) =
1
V
∑
ν
~qivjνNν(r, t) . (B1)
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Due to the odd parity of qi and vjν , only the even part
of the phonon distribution contributes to the crystal mo-
mentum flux. Using the decomposition (4) introduced
in the main text, we identify three contributions to the
crystal momentum flux:
Πijtot(r, t) =
1
(2pi)3
∑
s
∫
BZ
~qivjν
(
N¯ν + n
T
ν + n
δE
ν
)
d3q
= Π¯ij + ΠijT (r, t) + Π
ij
δE(r, t) , (B2)
where Π¯ij is the equilibrium (constant) crystal momen-
tum flux, which is not affected by the LBTE’s dynamics;
ΠijT is the momentum flux related to the local equilibrium
temperature and ΠijδE is the out-of-equilibrium momen-
tum flux generated in response to deviations from local
equilibrium conditions and is further discussed below.
The thermal viscosity tensor µ is defined as the ten-
sor coefficient that relates a drift velocity perturbation
to the momentum flux generated as a response to that
perturbation [75]:
ΠijδE(r) = −
∑
kl
µijkl
∂uk(r)
∂rl
. (B3)
In particular, µ is determined by deviations from local
equilibrium and thus depends only on nδE. To determine
the distribution nδE, we must solve the LBTE linearized
in the drift velocity gradient Eq. (7). To this aim, we first
symmetrize the LBTE using the transformations (A2),
finding
vν√
N¯ν(N¯ν + 1)
·
(
∂NDν
∂u
·∇u
)
= − 1
V
∑
ν′
Ω˜ν,ν′ n˜
δE
ν′ . (B4)
Next, using the relaxon approach discussed in Ref. [26]
for thermal conductivity, we write the response to the
perturbation ∇u as a linear combination of even eigen-
vectors:
n˜δEν (r) =
∑
αij
f ijα θ
α
ν
∂ui
∂rj
. (B5)
Substituting this relation in the LBTE, and noting that
the left term is related to the eigenvector φi of the normal
scattering matrix (Eq. (A12)), we obtain
vjν
√
Ai
kBT
φiν = −
∑
α
1
τα
f ijα (r)θ
α
ν . (B6)
Taking the scalar product with a generic eigenvector θαν ,
we find √
Ai
kBT
wjiα = −
f ijα
τα
, (B7)
where wjiα is a velocity given by
wjiα =
1
V
∑
ν
φiνv
j
νθ
α
ν . (B8)
Thanks to the odd parity of φiν and v
j
ν , the velocity w
j
iα is
different from zero only for even eigenvectors α. Eq. (B7)
can thus be trivially solved for fα.
With the knowledge of the LBTE solution fα at hand,
the crystal momentum flux tensor is readily computed.
We thus express ΠijδE in the relaxon basis, finding
ΠijδE(r) =
1
V
∑
ν
nδEν (r)~qivjν (B9)
=
1
V
∑
ν
n˜δEν (r)
√
N¯ν(N¯ν + 1)~qivjν
=
1
V
∑
ναkl
fklα θ
α
ν
∂uk
∂rl
√
N¯ν(N¯ν + 1)~qi vjν
=
√
kBTAi
∑
αkl
fklα w
l
kα
∂uk
∂rl
.
Finally, substituting Eq. (B7) in Eq. (B9), we obtain the
expression for the thermal viscosity tensor discussed in
the main text:
µijkl =
√
AiAk
∑
α
wjiαw
l
kατα. (B10)
It is worth drawing a parallel between thermal viscosity
and conductivity, where the latter can be written as [26]
κij = C
∑
α
wi0αw
j
0ατα . (B11)
Notably, wi0α is different from zero only for odd eigenvec-
tors. As a result, thermal conductivity and viscosity are
two quantities describing the transport due to the odd
and even part of the spectrum respectively, i.e. energy
and crystal momentum.
1. Single-mode relaxation-time approximation
In this section we derive the expression for thermal
viscosity within the single-mode relaxation-time approx-
imation (SMA). Using the SMA, the LBTE at Eq. (B4)
becomes
vν√
N¯ν(N¯ν + 1)
·
(
∂NDν
∂u
· ∇u
)
= − n˜
δE
ν
τ SMAν
. (B12)
The deviation from equilibrium n˜δEν is readily found as
n˜δEν = −
vν√
N¯ν(N¯ν + 1)
·
(
∂NDν
∂u
· ∇u
)
τ
SMA
ν . (B13)
We insert this result in the definition of momentum flux,
obtaining
ΠijδE,SMA(r) =
1
V
∑
ν
nδEν (r)~qivjν (B14)
= − 1
V
∑
ν
~2qivjνqkvlν
N¯ν
(
N¯ν + 1
)
kBT¯
τ
SMA
ν
∂uk
∂rl
.
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From the definition of the thermal viscosity (B3), the
SMA thermal viscosity is therefore
µijklSMA =
1
V
∑
ν
~2qivjνqkvlν
N¯ν
(
N¯ν + 1
)
kBT¯
τ
SMA
ν . (B15)
A comparison between the exact bulk thermal viscos-
ity (9) and the SMA bulk thermal viscosity (B15) is
shown in Fig. 7. We highlight how the SMA approx-
imation — which neglects the off-diagonal elements of
the scattering operator and works well when the Umk-
lapp processes dominate over Normal processes [15, 24]
— overestimates the largest component of the thermal
viscosity, especially at low temperatures. This overesti-
mation is more pronounced in diamond compared to sili-
con, in agreement with results from previous works where
the SMA approximation was reported to yield quite ac-
curate results for the thermal conductivity of silicon [26]
but not for diamond [24].
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FIG. 7. Comparison between the exact bulk thermal viscosity
(solid lines) and the SMA bulk thermal viscosity (dashed line)
for diamond (a) and silicon (b).
Appendix C: Ballistic thermal conductivity/viscosity
In order to obtain a simple estimate of size-effects, we
compute the total effective thermal conductivity and vis-
cosity using a Matthiessen sum of the diffusive and bal-
listic limit:
1
κij
=
1
κijBulk
+
1
κijBallistic
, (C1)
1
µijkl
=
1
µijklBulk
+
1
µijklBallistic
. (C2)
The ballistic conductivity and viscosity are computed for
a sample size LxS = 5µm along the temperature gradient
direction (x) as κBallistic = KS ·LxS and µijklBallistic = M ijkl ·
LxS , where the prefactors KS and M
ijkl are
KS =
1
V
∑
ν
(~ων)2
N¯ν(N¯ν + 1)
kBT¯ 2
vxν , (C3)
M ijkl =
1
V
∑
ν
~2qivjνqkvlν
N¯ν
(
N¯ν + 1
)
kBT¯
1
max(|vjν |, |vlν |)
.
(C4)
These prefactors are obtained after setting τν =
L
vν
in
the SMA expressions of k and µ. The numerical values
of KS and M
ijkl can be computed from first-principles
and are tabulated in Tabs. I,II in Appendix E.
Appendix D: Viscous heat equations
In this section we derive an extension to Fourier’s law
from the LBTE, which describes hydrodynamic thermal
transport in terms of the temperature T and drift velocity
u fields. We start recalling that hydrodynamic thermal
transport emerges when most collisions between phonon
wavepackets conserve the crystal momentum. This can
happen, for example, when the mean free path for nor-
mal collisions ΛN is much smaller than the size of the
sample L or the mean free path for Umklapp collisions
ΛU : ΛN  L,ΛU [14, 30]. Under these conditions, the
local equilibrium is expressed in terms of the four special
eigenvectors θ0ν (also denoted φ
0
ν , since this is a com-
mon eigenvector for the full and normal scattering op-
erator, see Appendix A), φiν (i = 1, 2, 3) described in
Sec. (A 1,A 2), and of the local temperature T (r, t) and
drift velocity u(r, t) fields. As explained in Sec. (A 1,A 2),
these four special eigenvectors do not contribute to ther-
mal conductivity and viscosity (i.e. they do not appear
in Eqs. (6) and (7)), since these coefficients only describe
the response to a perturbation of the local equilibrium.
In order to exploit the relationship between the drift-
ing velocity u and the drifting eigenvectors φiν , we choose
to work with the basis of eigenvectors of the normal scat-
tering matrix Ω˜Nνν′ . To this aim, we diagonalize Ω˜
N
νν′ as
1
V
∑
ν′
Ω˜Nνν′φ
β
ν′ =
1
τNβ
φβν , (D1)
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where β is an eigenvalue index, φβν an eigenvector, and
1
τNβ
is an eigenvalue. Among these eigenvectors, we know
the analytic expression for the 4 of them associated with
energy and momentum conservation, which we label with
β = 0 for the energy eigenvector (in this section we
will use φ0ν to label the Bose eigenvector (A8)), and
β = 1, . . . , 3 for the momentum eigenvectors, Eq. (A12).
Noting that the set of “normal” eigenvectors {φβν}
(“normal” in the sense that they diagonalize the nor-
mal part of the scattering matrix) is a complete basis
set [15], we write the deviation from equilibrium n˜ν(r, t)
as a linear combination of these eigenvectors:
n˜ν(r, t) =
∑
β
zβ(r, t)φ
β
ν . (D2)
After inserting Eq. (D2) in (1), we write the LBTE in the
basis of the eigenvectors of the normal scattering operator∑
β
∂zβ(r, t)
∂t
φβν + vν ·
(∑
β
∇zβ(r, t)φβν
)
=
=−
∑
β>3
zβ(r, t)
τNβ
φβν −
1
V
∑
ν′,β>0
zβ(r, t)Ω˜
U
νν′φ
β
ν′ . (D3)
This equation is formally equivalent to the LBTE, but
allows us to take advantage of the knowledge of the first
4 eigenvectors to derive macroscopic equations.
1. Energy moment of the Boltzmann equation
Here we show how to obtain an energy continuity equa-
tion. First, we notice from Eq. (4) that the phonon pop-
ulation expansion at Eq. (D2) can be recast as
n˜ν(r, t) = n˜
T
ν + n˜
D
ν + n˜
δ
ν(r, t)
=
√
C
kBT¯ 2
φ0ν(T (r, t)− T¯ ) +
3∑
i=1
√
Ai
kBT¯
φiνu
i(r, t)
+
∑
β>3
φβνzβ(r, t) . (D4)
The coefficients zβ in front of the 4 special eigenvectors
of Ω˜Nνν′ are associated to temperature and drift velocity,
which fully determine local equilibrium; in detail
z0(r, t) =
√
C
kBT¯ 2
(T (r, t)− T¯ ) , (D5)
zi(r, t) =
√
Ai
kBT¯
ui(r, t), i = 1, 2, 3 . (D6)
We now project the LBTE (D3) in the subspace spanned
by the Bose eigenvector φ0ν , i.e. we take the scalar prod-
uct of Eq. (D3) with φ0ν , finding
∂z0(r, t)
∂t
+
∑
β>0
W0β · ∇zβ(r, t) = 0 , (D7)
where we used the fact that φ0ν is an eigenvector of zero
eigenvalue to Ω˜Uνν′ (see Sec. (A 1)) and we defined the
velocity tensor
W jαβ =
1
V
∑
ν
φαν v
j
νφ
β
ν . (D8)
Note that the velocity W jαβ differs from the velocity w
j
αβ
introduced in Sec. (II) for thermal viscosity; the differ-
ence arises from the use in Eq. (D8) of the “normal”
eigenvectors (of Ω˜Nνν′) rather than the general eigenvec-
tors of Ω˜νν′ (W
j
αβ 6= wjαβ in presence of Umklapp pro-
cesses).
Substituting Eqs. (D5, D6) in (D7) we obtain√
C
kBT¯ 2
∂T (r, t)
∂t
+
3∑
i,j=1
√
Ai
kBT¯
W j0i
∂ui(r, t)
∂rj
+
+
∑
β>3
W0β · ∇zβ(r, t) = 0 . (D9)
To elucidate the meaning of this equation, we note that
the harmonic heat flux can be written as [117]:
Q(r, t) =
1
V
∑
ν
vν~ωνNν(r, t)
=
1
V
∑
ν
vν~ων
(
nDν + n
δO
ν
)
, (D10)
where we used the fact that only odd components of the
phonon distribution contribute to the heat flux. There-
fore, the heat flux receives contributions from both the
drifting velocity [87] and the temperature gradient [26].
In the basis of “normal” eigenvectors, the drifting contri-
bution can be written as
QD,i(r, t) =
1
V
∑
ν
viν~ωνnDν =
=
1
V
∑
ν
viν~ων
∂NDν
∂u
· u
=
1
V
∑
ν,j
viνθ
0
ν
√
TAjCφjuj
=
∑
j
√
TAjCW i0ju
j , (D11)
while for the contribution from the deviation from local
equilibrium nδOν , we find
QδO,i =
1
V
∑
ν
viν~ωνnδOν
=
1
V
∑
ν
viν~ων
√
N¯ν(N¯ν + 1)n˜
δO
ν
=
√
CkBT¯ 2
V
∑
β>3
∑
ν
zβ(r, t)φ
0
νv
i
νφ
β
ν
=
√
CkBT¯ 2
∑
β>3
W i0βzβ(r, t) , (D12)
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where only odd eigenvectors contribute (W i0β = 0 for even
β eigenvectors). As explained in Sec. (A 3), the thermal
conductivity is determined only from odd eigenvectors
that are not related to local equilibrium (that is, all the
odd eigenvectors minus the three drifting eigenvectors).
It follows that the heat flux (D12) arising from the odd
out-of-equilibrium phonon distribution determined from
equation (6) is related to the temperature gradient via
the thermal conductivity:
QδO,i = −kij∇jT . (D13)
Eq. (D13) can be used to rewrite Eq. (D9) in terms of
the local temperature and drift velocity fields:
C
∂T (r, t)
∂t
+
3∑
i,j=1
√
TAiCW j0i
∂ui(r, t)
∂rj
−
3∑
i,j=1
kij
∂2T (r, t)
∂ri∂rj
= 0 . (D14)
If the drift velocity is set to zero, we find the usual
Fourier’s equation for temperature. However, in presence
of non-zero macroscopic crystal momentum, the second
term introduces a correction to Fourier’s law. Eq. (D14)
is clearly not sufficient to fully describe the hydrody-
namic heat conduction problem in which both T and u
are nonzero. In the next section we will derive a comple-
mentary set of equations that completes the formulation.
Before moving to the next section, we note that
Eq. (D14) has a simple physical interpretation. Using
Eq. (D11) and Eq. (D12), Eq. (D14) can be rewritten as
C
∂T (r, t)
∂t
+∇ ·
(
QδO +QD
)
= 0 , (D15)
which is the familiar energy continuity equation.
2. The projection in the momentum eigenspace
In this section, we derive a set of continuity equa-
tions for crystal momentum. We start by recalling from
Eq. (B2) that the momentum flux receives contributions
from three different terms. Of these three, the first term
is a constant related to the equilibrium temperature, and
thus is not changed by the LBTE. Therefore, we focus
only on the momentum flux related to the local equi-
librium temperature ΠijT and the out-of-equilibrium mo-
mentum flux generated in response to a drift velocity
gradient ΠijδE. Using the expression of the four special
eigenvectors discussed in Sec. (A 1, A 2), we rewrite these
two momentum fluxes in the basis of eigenvectors of the
normal scattering matrix, finding:
ΠijT (r, t) =
1
V
∑
ν
nTν ~qivj
=
1
V
∑
ν
∂N¯ν
∂T
~qivj(T (r, t)− T¯ )
=
1
V
√
CAi
T¯
∑
ν
φ0νv
jφiν(T (r, t)− T¯ )
=
√
CAi
T¯
3∑
i=3
W ji0(T (r, t)− T¯ ) , (D16)
and
ΠijδE(r, t) =
1
V
∑
ν
~qivjnδEν
=
√
kBT¯Ai
V
∑
ν,β>3
zβφ
β
νv
j
νφ
i
ν
=
√
kBT¯Ai
∑
β>3
W jiβzβ(r, t) , (D17)
where we used the velocity tensor defined in Eq. (D8).
Next, as in the previous section, we take the scalar
product of Eq. (D3) with φi (i = 1, 2, 3), obtaining the
following three equations indexed by i = 1, 2, 3
∂zi(r, t)
∂t
+Wi0 · ∇z0(r, t) +
∑
β>3
Wiβ · ∇zβ(r, t) =
= −
3∑
j=1
zj(r, t)D
ij
U −
∑
β>3
zβ(r, t)D
iβ
U , (D18)
where we used the fact that φiν are eigenvectors of Ω˜
N
νν′
with zero eigenvalues and we defined
DiβU =
1
V 2
∑
ν,ν′
φiνΩ˜
U
ν,ν′φ
β
ν′ . (D19)
From the property ΩUνν′ = Ω−ν,−ν′ , it can be shown that
DiβU vanishes when β indexes an even eigenvector. Since
the coefficients zβ(r, t) for the first four eigenvectors (β =
0, 1, 2, 3) are known, it is convenient to rewrite Eq. (D18)
as:
∂zi(r, t)
∂t
+Wi0 · ∇z0(r, t)
+
∑
β>3
(
Wiβ · ∇+DUiβ
)
zβ(r, t) = −
3∑
j=1
zj(r, t)D
ij
U ,
(D20)
In the hydrodynamic regime, Umklapp momentum dissi-
pation is weak and thus DiβU → 0 (φiν is approximately an
eigenvector with a vanishing eigenvalue for Ω˜U ). There-
fore, we simplify Eq. (D20) noting that∑
β>3
Wiβ · ∇zβ(r, t)
∑
β>3
DiβU zβ(r, t) . (D21)
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Then, we use the expression of the coefficients zβ(r, t)
(β = 0, 1, 2, 3), and substitute Eqs. (D5,D6) in the sim-
plified Eq. (D20), obtaining:√
Ai
kBT¯
∂ui(r, t)
∂t
+
√
C
kBT¯ 2
3∑
j=1
W ji0
∂T
∂rj
+
1√
kBT¯Ai
∑
j
∂ΠijδE(r, t)
∂rj
= −
3∑
j=1
√
Aj
kBT¯
DijU u
j(r, t) .
(D22)
Next, we notice that only even eigenvectors different from
the Bose eigenvector determine the even distribution nδEν
appearing in the expression for the out-of-equilibrium
momentum flux tensor (D17). As shown in the main
text (Eq. (8)) and in Appendix B, ΠδE can be expressed
in terms of the viscosity and second derivative of the drift
velocity. We thus find
Ai
∂ui
∂t
+
√
CAi
T¯
3∑
j=1
W ji0
∂T
∂rj
−
3∑
j,k,l=1
µijkl
∂2uk
∂rj∂rl
= −
3∑
j=1
√
AiAjDijU u
j . (D23)
Combining this with Eq. (D14) we obtain 4 equations to
be solved in terms of temperature T and drift velocity u,
which are further discussed in the main text.
As a final remark it is worth mentioning that in the
kinetic regime, characterized by strong Umklapp dissipa-
tion, the inequality (D21) may not be valid. Neverthe-
less, in such regime the drift velocity has negligible values
and therefore the system evolution is still described by
Eq. (D14) with u ≈ 0. Indeed, in the kinetic limit this
procedure yields the usual Fourier’s law.
Eq. (D23) can be written as a continuity equation
for momentum. Recalling that Ai = ∂P
i
∂ui and using
Eq. (D16) and Eq. (D17), we obtain
∂P i
∂t
+
∑
j
∂ΠijT
∂rj
+
∑
j
∂ΠijδE
∂rj
= −∂P
∂t
∣∣∣∣
Umkl
. (D24)
Here, in contrast with the conservation equation for en-
ergy, we readily see that crystal momentum is dissipated
by the presence of Umklapp processes. From a mathe-
matical point of view, the projection of the LBTE in the
Bose subspace, performed computing the scalar product
between the LBTE in the normal eigenvectors basis (D3)
and the Bose eigenvector (A8) ∝ ων , is equivalent to cal-
culating the energy moment of the LBTE. Analogously,
the projection in the momentum subspace, performed
calculating the scalar product between the LBTE (D3)
and the momentum eigenvectors (A12) ∝ qi, is equiv-
alent to computing the momentum moment of the LBTE.
Appendix E: Parameters entering the viscous heat
equations.
The numerical values of the parameters needed to solve
Eqs. (10, 11) are reported in table (I) and table (II).
Fig. 8 shows the trend as a function of temperature of
these parameters. Thanks to the cubic symmetries of
the materials studied here, several components of vectors
or tensors can be simplified by symmetry. The thermal
conductivity tensor is isotropic and diagonal for both ma-
terials, therefore only the component xx is reported. κxxP
and κxxC are two contributions to thermal conductivity
coming from the diagonal and off-diagonal part of the
density matrix [37]. The constant KS is the prefactor
(defined in Appendix (C)) used to compute the ballis-
tic thermal conductivity knowing the sample size L as
κBallistic = KS · L. We report the four non-negligible
components of the bulk heat flux viscosity tensor labeled
with the Cartesian indices i and j, e.g. iijj represents the
six symmetry-equivalent components xxyy, xxzz, yyxx,
yyzz, zzxx and zzyy. The constants M ijkl are the pref-
actors (defined in Appendix (C)) used to compute the
ballistic thermal viscosity as µijklBallistic = M
ijkl · L. For
both diamond and silicon, the momentum dissipation
matrix is isotropic and diagonal, i.e. DijU ' DUδij ; sim-
ilarly, the specific momentum Ai is isotropic Ai = A.
Finally, due to the crystal symmetry of silicon and dia-
mond, we have W j0i = W
j
i0 'Wδij .
TABLE I. Parameters entering the viscous heat equations for diamond. As discussed above, due to the symmetries of diamond’s
crystal, A = Ai ∀ i, DijU ' DUδij , W j0i = W ji0 = Wδij , ∀ i = 1, · · ·, 3.
T [K] κxxP
[
W
m·K
]
κxxC
[
W
m·K
]
KS
[
W
m2·K
]
µiiii [Pa·s] µiijj [Pa·s] µijij [Pa·s] µijji [Pa·s] M iiii [Pa·s
m
] M iijj [Pa·s
m
] M ijij [Pa·s
m
] M ijji [Pa·s
m
] DU [ns−1] A
[
pg
µm3
]
C
[
pg
µm·ns2·K
]
W
[
µm
ns
]
100 2.18775e+04 3.96722e-04 5.71279e+07 2.50359e-02 1.14485e-02 1.73101e-02 1.67266e-02 1.29657e+02 5.21697e+01 6.18593e+01 5.21697e+01 3.74820e-01 1.81905e-05 7.02007e-05 5.48421e+00
150 1.08162e+04 3.12615e-03 2.04575e+08 1.97477e-02 7.56026e-03 1.28927e-02 1.16500e-02 7.51629e+02 2.02432e+02 3.93107e+02 2.02432e+02 1.00537e+00 1.26987e-04 2.86510e-04 4.32960e+00
200 5.78523e+03 1.38027e-02 4.47595e+08 1.56981e-02 5.16990e-03 9.94025e-03 7.63451e-03 2.19933e+03 4.85353e+02 1.23119e+03 4.85353e+02 1.89711e+00 4.07776e-04 6.82343e-04 3.69265e+00
250 3.72328e+03 3.66215e-02 7.40127e+08 1.39210e-02 4.17554e-03 8.76942e-03 5.44988e-03 4.44273e+03 9.10298e+02 2.59855e+03 9.10298e+02 3.04125e+00 8.75213e-04 1.21427e-03 3.23270e+00
300 2.77499e+03 6.95343e-02 1.03916e+09 1.32279e-02 3.73803e-03 8.39816e-03 4.29890e-03 7.27985e+03 1.45662e+03 4.38186e+03 1.45662e+03 4.27945e+00 1.50073e-03 1.81740e-03 2.87843e+00
400 1.93101e+03 1.39434e-01 1.56773e+09 1.29691e-02 3.32183e-03 8.41165e-03 3.29339e-03 1.39640e+04 2.77875e+03 8.68553e+03 2.77875e+03 6.66194e+00 3.06547e-03 3.01541e-03 2.40095e+00
500 1.53218e+03 1.92815e-01 1.96704e+09 1.31483e-02 3.07749e-03 8.65637e-03 2.92027e-03 2.11980e+04 4.23702e+03 1.34086e+04 4.23702e+03 8.77478e+00 4.83923e-03 4.01807e-03 2.12089e+00
600 1.28760e+03 2.33780e-01 2.25481e+09 1.34048e-02 2.90942e-03 8.90707e-03 2.75852e-03 2.85323e+04 5.72656e+03 1.82214e+04 5.72656e+03 1.06625e+01 6.67950e-03 4.78618e-03 1.94940e+00
700 1.11701e+03 2.68024e-01 2.46166e+09 1.36507e-02 2.79195e-03 9.12427e-03 2.68129e-03 3.58086e+04 7.20831e+03 2.30037e+04 7.20831e+03 1.23971e+01 8.52499e-03 5.35967e-03 1.83874e+00
800 9.89166e+02 2.97535e-01 2.61239e+09 1.38664e-02 2.70941e-03 9.30593e-03 2.64248e-03 4.29829e+04 8.67057e+03 2.77202e+04 8.67057e+03 1.40301e+01 1.03530e-02 5.78811e-03 1.76384e+00
1000 8.07834e+02 3.45553e-01 2.80913e+09 1.42089e-02 2.60919e-03 9.58443e-03 2.61335e-03 5.70283e+04 1.15334e+04 3.69485e+04 1.15334e+04 1.71118e+01 1.39372e-02 6.35996e-03 1.67254e+00
1500 5.57092e+02 4.24626e-01 3.02748e+09 1.47299e-02 2.52150e-03 9.99429e-03 2.61598e-03 9.09259e+04 1.84370e+04 5.91829e+04 1.84370e+04 2.43361e+01 2.25647e-02 7.01051e-03 1.57887e+00
2000 4.26034e+02 4.74596e-01 3.11031e+09 1.50153e-02 2.50557e-03 1.02141e-02 2.63377e-03 1.23920e+05 2.51504e+04 8.07894e+04 2.51504e+04 3.13107e+01 3.09257e-02 7.26149e-03 1.54525e+00
3000 2.90112e+02 5.43241e-01 3.17170e+09 1.53177e-02 2.51316e-03 1.04437e-02 2.66227e-03 1.88846e+05 3.83529e+04 1.23261e+05 3.83529e+04 4.50415e+01 4.73219e-02 7.44892e-03 1.52096e+00
4000 2.20060e+02 5.95281e-01 3.19364e+09 1.54759e-02 2.52687e-03 1.05624e-02 2.68060e-03 2.53203e+05 5.14351e+04 1.65335e+05 5.14351e+04 5.86748e+01 6.35407e-02 7.51621e-03 1.51241e+00
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TABLE II. Parameters entering the viscous heat equations for silicon. As discussed above, due to the symmetries of silicon’s
crystal, A = Ai ∀ i, DijU ' DUδij , W j0i = W ji0 = Wδij , ∀ i = 1, · · ·, 3.
T [K] κxxP
[
W
m·K
]
κxxC
[
W
m·K
]
KS
[
W
m2·K
]
µiiii [Pa·s] µiijj [Pa·s] µijij [Pa·s] µijji [Pa·s] M iiii [Pa·s
m
] M iijj [Pa·s
m
] M ijij [Pa·s
m
] M ijji [Pa·s
m
] DU [ns−1] A
[
pg
µm3
]
C
[
pg
µm·ns2·K
]
W
[
µm
ns
]
100 7.93556e+02 1.52847e-01 1.58696e+08 7.65226e-03 1.55613e-03 5.15451e-03 1.63279e-03 2.38259e+03 1.63776e+01 2.32222e+03 1.63776e+01 3.04699e+00 1.69464e-03 6.46690e-04 8.25091e-01
150 3.82794e+02 1.73111e-01 2.37515e+08 6.02810e-03 9.25962e-04 4.09722e-03 1.01944e-03 4.66229e+03 1.69362e+02 4.48396e+03 1.69362e+02 7.24833e+00 3.29333e-03 1.03633e-03 7.16183e-01
200 2.44541e+02 1.65114e-01 2.89754e+08 5.33223e-03 6.08292e-04 3.55286e-03 8.04049e-04 6.98950e+03 3.65202e+02 6.64107e+03 3.65202e+02 1.18717e+01 4.92977e-03 1.33675e-03 6.36972e-01
250 1.80498e+02 1.60633e-01 3.23234e+08 4.99415e-03 4.54300e-04 3.27700e-03 7.09085e-04 9.29131e+03 5.67688e+02 8.75931e+03 5.67688e+02 1.63756e+01 6.55621e-03 1.54510e-03 5.88350e-01
300 1.43989e+02 1.59240e-01 3.45050e+08 4.80929e-03 3.71899e-04 3.12413e-03 6.59575e-04 1.15575e+04 7.67083e+02 1.08415e+04 7.67083e+02 2.06956e+01 8.16196e-03 1.68684e-03 5.58128e-01
400 1.03647e+02 1.59565e-01 3.69982e+08 4.62905e-03 2.93271e-04 2.97384e-03 6.12322e-04 1.60037e+04 1.15179e+03 1.49289e+04 1.15179e+03 2.89209e+01 1.13174e-02 1.85414e-03 5.25164e-01
500 8.15370e+01 1.61010e-01 3.82813e+08 4.54998e-03 2.59198e-04 2.90727e-03 5.91329e-04 2.03736e+04 1.52170e+03 1.89524e+04 1.52170e+03 3.68085e+01 1.44204e-02 1.94232e-03 5.08869e-01
600 6.74204e+01 1.62829e-01 3.90170e+08 4.51000e-03 2.41898e-04 2.87324e-03 5.80243e-04 2.46978e+04 1.88204e+03 2.29386e+04 1.88204e+03 4.45087e+01 1.74906e-02 1.99348e-03 4.99732e-01
700 5.75656e+01 1.64883e-01 3.94745e+08 4.48788e-03 2.32176e-04 2.85414e-03 5.73703e-04 2.89933e+04 2.23617e+03 2.69020e+04 2.23617e+03 5.20973e+01 2.05400e-02 2.02553e-03 4.94125e-01
800 5.02706e+01 1.67102e-01 3.97773e+08 4.47488e-03 2.26321e-04 2.84273e-03 5.69535e-04 3.32699e+04 2.58614e+03 3.08504e+04 2.58614e+03 5.96151e+01 2.35755e-02 2.04682e-03 4.90446e-01
1000 4.01594e+01 1.71850e-01 4.01395e+08 4.46195e-03 2.20188e-04 2.83100e-03 5.64743e-04 4.17878e+04 3.27818e+03 3.87191e+04 3.27818e+03 7.45223e+01 2.96202e-02 2.07239e-03 4.86079e-01
1200 3.34637e+01 1.76816e-01 4.03390e+08 4.45679e-03 2.17439e-04 2.82597e-03 5.62214e-04 5.02772e+04 3.96384e+03 4.65656e+04 3.96384e+03 8.93297e+01 3.56437e-02 2.08651e-03 4.83688e-01
1400 2.86939e+01 1.81878e-01 4.04603e+08 4.45483e-03 2.16133e-04 2.82377e-03 5.60731e-04 5.87500e+04 4.64575e+03 5.43991e+04 4.64575e+03 1.04080e+02 4.16548e-02 2.09512e-03 4.82240e-01
102 103
T (K)
10 1
100
101
102
DU
 (n
s
1 )
diamond
silicon
a)
102 103
T (K)
10 5
10 4
10 3
10 2
10 1
C 
(
pg
m
ns
2
K
); 
A 
(p
g m
3
)
C(diamond)
A(diamond)
C(silicon)
A(silicon)
b)
102 103
T (K)
100W
 (
m
/n
s)
6 100
4 10 1
diamond
silicon
c)
FIG. 8. Trends as a function of the temperature of various quantities reported in Tabs. I,II. a, values of the Umklapp-dissipation
inverse timescale ΩU (T ); b, specific heat C(T ) and specific momentum A(T ); c, values of the velocity W .
Appendix F: Second sound
In this section we show that drifting second sound [16,
19, 40, 43], i.e. thermal transport in terms of a tem-
perature damped wave, is described by the viscous heat
equations. For simplicity, we consider a system such that
the tensors W i0j and κ
ij appearing in the viscous heat
equations (10,11) are isotropic; the generalization to an
anisotropic case is analogous to what is reported here.
Without loss of generality, we consider xˆ as the di-
rection of second sound propagation. For simplicity we
consider and isotropic system, the general derivation can
be obtained straightforwardly generalizing the procedure
reported here. In an isotropic system, the drifting heat
flux QD is collinear with the drift velocity and the heat
flux due to local temperature changesQδ is collinear with
the temperature gradient. Thus, it follows that the only
nonzero component of the drift velocity must be along the
second sound propagation direction ux = u (for simplic-
ity we omit all tensor indexes in the rest of this section,
since the only the component having all the indexes equal
to x is needed for this discussion). With these conditions,
the viscous heat equations (10,11) become:
C
∂T
∂t
+W
√
T¯AC
∂u
∂x
− κ∂
2T
∂x2
= 0 , (F1)
A
∂u
∂t
+
√
CA
T¯
W
∂T
∂x
− µ∂
2u
∂x2
= −A DUu . (F2)
In order to observe second sound, temperature needs to
follow a damped wave equation. To this aim, we require
that drift velocity and temperature are related as
W
√
T¯AC
∂u
∂x
= Cτss(1− f)∂
2T
∂t2
− Cf ∂T
∂t
. (F3)
where τss is the second sound relaxation time and 0 <
|f | < 1 a constant, both to be determined. To better un-
derstand this requirement, we insert Eq. (F3) in Eq. (F1),
finding the desired temperature damped-wave equation:
∂2T
∂t2
+
1
τss
∂T
∂t
− κ
Cτss(1− f)
∂2T
∂x2
= 0 . (F4)
Next, we show that condition (F3) implies that also
the drift velocity field follows a damped-wave equation.
To this aim, we take the derivative with respect to x of
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Eq. (F3), finding
W
√
T¯AC
∂2u
∂2x
=
(
Cτss(1− f) ∂
2
∂t2
− Cf ∂
∂t
)
︸ ︷︷ ︸
Oˆ
∂
∂x
T ,
(F5)
where Oˆ is a differential operator. Next, by applying
the operator Oˆ to both sides of equation (F2) and using
condition (F5), we obtain
∂3u
∂t3
− f
1− f
1
τss
∂2u
∂t2
+
W 2
τss(1− f)
∂2u
∂x2
− µ
A
∂4u
∂t2∂x2
+
f
1− f
1
τss
µ
A
∂3u
∂t∂x2
= −DU
(
∂2u
∂t2
− f
1− f
1
τss
∂u
∂t
)
.
(F6)
If we consider only the lowest-order derivatives in
Eq. (F6), we obtain a simplified equation that holds in
the close-to-equilibrium regime where variations in space
and time are small. In particular, neglecting higher-than-
second order derivatives gives:
∂2u
∂t2
+
DUf
f−(1−f)τssDU︸ ︷︷ ︸
c1
∂u
∂t
− W
2
f−(1−f)τssDU︸ ︷︷ ︸
c2
∂2u
∂x2
= 0 .
(F7)
Therefore, if
f >
τssDU
1 + τssDU
, (F8)
then both constants c1 and c2 are positive and the evo-
lution of the drifting velocity is that of a damped wave
equation like the one for temperature.
The coefficients τss and f are determined solving
Eqs. (F4,F7) and requiring the second sound condi-
tion (F3). The solutions are of the form
T (x, t) =
1
2pi
∫
CT (k)e
− t2τss ei(kx−ω¯(k)t)dk (F9)
and
u(x, t) =
1
2pi
∫
Cu(k)e
− t2τss ei(kx−ω¯(k)t)dk (F10)
with:
ω¯(k) =
√
v2ssk
2 − 1
4τ2ss
; (F11)
vg(k) =
∂ω¯(k)
∂k
=
kvss√
k2 + (2τssvss)−2
; (F12)
f = DUτss ; (F13)
τss =
C(W )2
κ(DU )2 +DUC(W )2
; (F14)
vss =
κDU + CW
2
CW
. (F15)
The condition (F13) is derived from the requirement
c1 =
1
τss
, and is consistent with the damped wave require-
ment (F8); condition (F14) is derived from the require-
ment that c2 =
κ
Cτss(1−f) and the second sound veloc-
ity (F15) has been obtained substituting Eq. (F13) and
Eq. (F14) into Eq. (F4). We note that for DU → 0 (that
is, negligible Umklapp dissipation) vg(k) → vss → W ,
i.e. the second sound propagation velocity approaches
the drifting second sound velocity defined by Hardy [19])
and τss → DU−1. Finally, the second sound condi-
tion (F3) imposes the following relation between the co-
efficients:
Cu(k)=
−i
k
{
τss
W
√
C
T¯A
[
(1− τssDU )
(
1
2τss
+iω¯(k)
)2
+DU
(
1
2τss
+iω¯(k)
)]}
CT (k)
(F16)
CT (k) must be set according to initial conditions and the
form of Cu(k) follows from equation (F16). We note from
Eq. (F16) that, when second sound occur, temperature
and drift velocity are both damped waves with a phase
shift of pi/2.
1. Alternative derivation
In the previous section, we obtained second sound
properties by finding the conditions under which the
viscous equation for temperature (Eq. (10)) becomes a
damped wave equation. However, we can also obtain a
second sound equation taking inspiration from the ap-
proach outlined in Ref. [40]. The approach, in general,
consists in looking for the conditions upon which the mi-
croscopic degrees of freedom of the transport equation
evolve as a damped wave. In particular, we want to find
the conditions such that the solution of Eqs. (10,11) are
T (x, t) = T¯ + (δT )ei(kx−ω¯(k)t)e−t/τss , (F17)
u(x, t) = u0e
i(kx−ω¯(k)t)e−t/τss , (F18)
where δT and u0 are in general complex numbers to allow
for a phase difference between the two waves. We note
in particular that this guess for solution requires that
both temperature and drift velocity oscillate/decay at
the same frequency/rate, which is consistent with the
conditions (F9,F10) obtained in the previous section.
Using this guess for the solution, the derivation of the
dispersion relation and the decay time easily follows. To
this aim, we substitute Eqs. (F17,F18) in the viscous heat
equations (10,11) and find:
−iCω˜(k)δT +W
√
TACiku0 + κk
2δT = 0 , (F19)
−iAω˜(k)u0 +
√
CA
T
WikδT + µk2u0 = −ADUu0 ,
(F20)
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where we introduced a complex frequency ω˜(k) = ω¯(k)−
i
τss
to simplify the calculation. The real part of this
complex frequency is the oscillation frequency of second
sound, whereas the imaginary part describes its decay
time. Next, we rewrite Eq. (F20) as:
u0 = −δT
ik
√
CA
T W
µk2 +ADU − iAω˜(k) , (F21)
and substitute this expression into Eq. (F19), finding
− iCω˜(k) + CAW
2k2
µk2 +ADU − iAω˜(k) + κk
2 = 0 , (F22)
that gives:
(−iCω˜(k)+κk2)(ADU +µk2− iAω˜(k))+CAW 2k2 = 0 .
(F23)
This is a quadratic equation that determines the disper-
sion relations for ω˜k, given by:
ω˜2(k) + iω˜(k)
[(
µ
A
+
κ
C
)
k2 +DU
]
+
−
(
W 2 +
κDU
C
+
κµk2
CA
)
k2 = 0 . (F24)
This equation can be solved to obtain the complex fre-
quency ω˜(k) and thus the oscillation frequency and decay
time of second sound as a function of the wavevector k.
Solving for this quadratic equation, we obtain:
ω˜(k) =− i
2
(
µ
A
k2 +DU +
κ
C
k2
)
± 1
2
[
−
(
µ
A
k2 +DU +
κ
C
k2
)2
+ 4
(
W 2k2 +
DUκk
2
C
+
κµk4
AC
)] 1
2
. (F25)
In order to compare this result with the expression for
second sound derived in the previous section, it is worth
recalling that the semiclassical description of thermal
transport used throughout this work holds for long-
wavelength perturbations. Therefore, we simplify the
previous expression retaining terms to smallest order in
k, finding:
ω˜(k) ≈− iDU
2
(F26)
±
√
−
(
DU
2
)2
+ k2
(
W 2 +
DUκ
2C
− µDU
2A
)
.
We can readily see that in the limit of small wavevectors
(k → 0) the non-trivial solution is ω˜k ≈ −iDU , that is,
the second sound oscillation frequency goes to zero, and
has a decay time set by the Umklapp dissipation rate:
τss ≈ 1DU . To estimate the behavior of the oscillation
frequency, is instead convenient to recall the hypothesis
of small Umklapp rates. In fact, if we set DU = 0, we find
ω˜(k) ≈ ±Wk, that is, second sound disperses linearly
with k, and has a velocity vg(k) =
∂ω˜k
∂k ≈ W . These
limiting approximations (vg ≈ W and τss ≈ 1DU ) are
consistent with the results found in the previous section.
Appendix G: Estimate of the characteristic drifting
velocity
In this section, we estimate the characteristic value of
the drift velocity (u0) in the high (uH) and low (uL) tem-
perature regimes. These characteristic values are deter-
mined substituting in the viscous heat equations (10, 11)
the characteristic values of the temperature (and related
derivatives) and solving them approximatively for the ve-
locity. With this aim, we start estimating the character-
istic temperature gradient in the setup of Fig. 3 when
a temperature difference T¯ ± δT is imposed on the two
opposite sides (at x = 0 and x = 5 µm).
In this setup, we clearly distinguish two regions, with
the left-hand side having half the width of the right-hand
side. Energy conservation requires that the current in
the left-hand side must be equal to the right-hand side.
Therefore, the heat flux on the left QL must be twice the
heat flux on the right side QL = 2QR. Using Fourier’s
law Q = −k∇T , and supposing that the thermal conduc-
tivity is constant throughout the sample, it follows that
the temperature gradients in the two regions are related
as ∇xTL = 2∇xTR. Requiring the total temperature
drop to be equal to the temperature difference imposed
by the boundary conditions, we can write
− 2δT = ∆T xL + ∆T xR = lL∇xTL + lR∇xTR = 6l∇xTR ,
(G1)
where l = 1µm, lL and lR are the lengths of the left and
right-hand sides and their values are chosen according
to the geometry in Fig. 3. Focusing from now on on
the larger region on the right, it follows that the tem-
perature drop taking place is approximately given by
∆TR = − 43δT .
To determine a characteristic value of drift velocity u0,
we substitute ∇T xR in Eq. (11) and for simplicity consider
crystals of cubic symmetry. u0 can be determined focus-
ing on the steady state limit of Eq. (11). We simplify
its estimate considering separately the limits of low and
high temperatures.
In the high temperature limit, the term related to mo-
mentum dissipation (∝ DijU ) is much larger than the vis-
cous term (∝ µijkl) (see Fig. 8), therefore Eq. (11) can
be approximated as:√
CAx
T¯
W xx0∇xT x ' −AxDxxU ux . (G2)
Using the estimated temperature gradient, the high-
temperature characteristic value of drifting velocity uH
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is found to be
uH =
√
C
T¯Ax
W xx0δT
3 DxxU l
. (G3)
At low temperatures, viscosity dominates over the mo-
mentum dissipation term (see Fig. 8), so that Eq. (11) is
approximated as√
CA
T¯
W xx0
∂T
∂x
' µxxxx ∂
2ux
∂x2
+ µxyxy
∂2ux
∂y2
, (G4)
where we considered only the two largest components
of the viscosity tensor. To estimate the average value
of these second derivatives, we note that, as shown in
Fig. 3, u has a bell-like profile in the sample interior,
which vanishes at the boundaries. We thus proceed with
a few assumptions that allow us to make an estimate of
u. First, we suppose that the two terms involving the
second derivative of the drift velocity in Eq. G4 are of
the same order of magnitude, that is µxxxx
〈
∂2ux
∂x2
〉
∼
µxyxy
〈
∂2ux
∂y2
〉
, which can be checked numerically. It fol-
lows that Eq. (G4) can be simplified as:〈
∂2ux
∂y2
〉
'
√
CA
T¯
W xx0∇xT2
2µxyxy
= a . (G5)
Next, we notice that the variation of u is stronger along
the y coordinate. To mimic the Poiseuille-like shape,
we assume the velocity profile to be constant along the
x direction, and parabolic along the y direction with
vanishing velocity at the boundaries (y = 0 µm and
y = lR = 1µm), so that u ' (−a · y(y − lR), 0, 0). With
these approximations, we can estimate the average value
of the parabolic velocity profile, i.e. the characteristic
value of the drift velocity at low temperatures uL, as:
uL = 〈u〉 = 1
wR
∫ wR
0
u(y)dy =
al3R
6
(G6)
=
(4δT
3lR
)
·
√
CA
T¯
W
2µxyxy
w3R
6
= δT ·
√
CA
T¯
Wl2
72µxyxy
. ,
where wR is the width of the right region. We thus re-
cover the expression for uL given in section VI in the
main text.
The average value of u is interpolated in between the
high and low temperature limit using Matthiessen’s rule,
as: u−10 = u
−1
H + u
−1
L . The estimates of uH , uL and u0
for diamond and silicon are reported in Fig. 9. We also
compare this rough estimate with the average value of u
computed by averaging the results of the numerical sim-
ulation along the sections x = 0.5µm and x = 3.0µm
of the geometry discussed in the main text. Despite the
qualitative arguments used to derive u0, the estimate is
able to capture qualitative trends and approximately re-
produce results from the simulation.
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FIG. 9. Estimates of the characteristic value of the drifting
velocity u0 (solid lines) as combination of the asymptotics
trends given by uH (Eq. (G3)) and uL (Eq. (H1)) (dashed
lines) for diamond (a) and silicon (b). The dashed-dotted
lines shows the average value of the drifting velocity computed
from simulations along the sections x = 0.5µm (gray) and
x = 3.0µm (black).
Appendix H: Analytical 1D example
The viscous heat equations can be solved analytically
in a handful of toy models. Here, for simplicity, we ne-
glect dissipation of momentum by Umklapp processes
and consider heat diffusion along the transversal direc-
tion of a thin film, so that the problem becomes effec-
tively a 1D problem, with x labeling the orthogonal di-
rection position. At the steady state, the diffusion equa-
tions are:
3∑
i,j=1
√
TAiCwj0i(∇u)ij − κij
∂2T (r, t)
∂ri∂rj
= 0 , (H1)
√
CAi
T¯
W0i·∇T (r, t)−
∑
jkl
µijkl
∂2uk(r, t)
∂rj∂rl
= 0 . (H2)
Given the 1D geometry, we label A = Ax, W = W x0x,
µ = µxxxx and assume that temperature and velocity
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fields depend only on the position x, obtaining
√
T¯ACW
∂u(x)
∂x
− κ∂
2T (x)
∂x2
= 0 , (H3)√
CA
T¯
W
∂T (x)
∂x
− µ∂
2u(x)
∂x2
= 0 . (H4)
To close the problem, we specify the following no-slip
boundary conditions on a 1D geometry having length 2l:
u(x = ±l) = 0 , (H5)
and
T (x = ±l) = T¯ ± δT , (H6)
that is, we assume boundaries at thermal equilibrium.
We look for solutions of the form:
u(x) = d cosh(bl) + a cosh bx , (H7)
T (x) = T¯ + c sinh bx . (H8)
After some algebra, one finds the solution
u(x) = δT
√
κ
µT¯
(
cosh(bx)
sinh(bl)
− coth(bl)
)
, (H9)
T (x) = T¯ + δT
sinh(bx)
sinh(bl)
, (H10)
b =
√
ACW 2
µk
. (H11)
This analytical solution shares several qualitative similar-
ities with the numerical example discussed in the main
text, and more clearly highlights how the factor 1/b rep-
resents a length-scale at which surface scattering affects
thermal transport, which is in turn dependent on both
conductivity and viscosity. Moreover, we note that the
mathematical form of the solution has the same qualita-
tive behavior of the problem studied by Sussmann and
Thellung [12], which serves as a verification of the present
model. At variance with their work however, the prefac-
tors introduced here allow us to go beyond the Debye
approximation.
Appendix I: Computational Details
Density-functional theory calculations have been per-
formed with the Quantum ESPRESSO distribution [118,
119]. The LDA exchange-correlation functional has been
used, with norm-conserving pseudopotentials both for sil-
icon [120] and diamond [121]. The first-principles equi-
librium lattice parameters are respectively 10.18 Bohr
for silicon and 6.65 Bohr for diamond. The LDA func-
tional has been chosen on the basis of its capability to
accurately describe the structural and vibrational prop-
erties of these materials [24, 26] and its compatibility
with the D3Q code [31, 32] for first-principles calcula-
tions of anharmonic interatomic force constants. Kinetic
energy cutoffs of 100 Ry and 90 Ry are used for the wave
functions of silicon and diamond respectively, and charge
density cutoffs of 400 Ry and 360 Ry. The Brillouin
zone is integrated with a Gamma-centered Monkhorst-
Pack mesh of 12×12×12 and 8×8×8 points for sili-
con and diamond respectively. Second-order force con-
stants are computed on a 8×8×8 mesh for both mate-
rials, using density-functional perturbation theory [122]
as implemented in Quantum ESPRESSO. Third-order
force constants are computed from first-principles using
the “2n+1” theorem as implemented in the D3Q pack-
age [31, 32] for Quantum ESPRESSO, a 4×4×4 mesh is
used for both materials. The scattering matrix Ωνν′ is
computed as in Ref. [24] and accounts for third-order
anharmonicity [31] and isotopic disorder [123, 124] at
natural abundance. Thermal conductivity and viscosity
calculations for silicon and diamond are performed us-
ing a 27×27×27 q-point grid and a Gaussian smearing of
4 cm−1 and 8 cm−1 respectively. The usage of a q-points
mesh with an even number of samples in each direction
is crucial to correctly account for the parity symmetries
of the scattering operator.
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