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Streszczenie: Jednym z najwa˙ zniejszych problemów w teorii układów dwuwymiarowych jest sformułowanie takich
warunków koniecznych i wystarczaj ˛ acych stabilno´ sci, których sprawdzenie wymaga´ c b˛ edzie niewielkiego nakładu ob-
liczeniowego oraz umo˙ zliwi relatywnie łatwe jego zastosowanie w zagadnieniach syntezy regulatorów. W niniejszym
artykule sformułujemy warunki wystarczaj ˛ ace i konieczne stabilno´ sci wzdłu˙ z pasa dla liniowych procesów powtarzal-
nych, a nast˛ epnie u˙ zyjemy ich do analizy stabilno´ sci asymptotycznej linowych układów dwuwymiarowych opisanych
lokalnymi modelami stanowymi. Zaproponowane warunki stabilno´ sci s ˛ a podane w formie problemów optymalizacji
wypukłej z ograniczeniami w postaci liniowych nierówno´ sci macierzowych. Zał ˛ aczono przykłady numeryczne w celu
ilustracji efektywno´ sci prezentowanych wyników.
Słowa kluczowe: Liniowe układy dwuwymiarowe, stabilno´ s´ c asymptotyczna, liniowe procesy powtarzalne, liniowe
nierówno´ sci macierzowe.
1. WPROWADZENIE
Układy wielowymiarowe, a w szczególno´ sci układy dwuwymiarowe (2D) znalazły zastosowanie w opi-
sie wielu zjawisk i procesów wyst˛ epuj ˛ acych w licznych dziedzinach współczesnej techniki [9]. Szczególnie
interesuj ˛ acymi zastosowaniami s ˛ a układy wielowymiarowego przetwarzania sygnałów i obrazów, kodowania
i dekodowania oraz ﬁltracji sygnałów, które cz˛ esto s ˛ a u˙ zywane w graﬁce komputerowej [1, 3].
Nale˙ zy jednak podkre´ sli´ c, ˙ ze zastosowanie modeli wielowymiarowych jest bardzo ograniczone, głównie
ze wzgl˛ edu na brak dobrze rozwini˛ etej teorii układów wielowymiarowych, która dostarczyłaby odpowied-
niego formalizmu matematycznego, umo˙ zliwiaj ˛ acego zapisanie wielu problemów analizy i syntezy w postaci
predestynuj ˛ acej do zastosowania szerokiego wachlarza efektywnych metod numerycznych.
Wprzypadkuklasycznychukładówjednowymiarowych(1D)pokazano,i˙ zwieleproblemówanalizyisyn-
tezy mo˙ ze by´ c sprowadzonych do postaci problemów badania własno´ sci pewnych wielomianów lub macierzy.
Innymi słowy, problemy analizy i syntezy sprowadza si˛ e głównie do problemów zwi ˛ azanych z wyznaczaniem
i lokowaniem biegunów układu. Z kolei te problemy, mog ˛ a by´ c rozwi ˛ azane przy u˙ zyciu efektywnych algo-
rytmów numerycznych. Przykładem takiego problemu jest badanie stabilno´ sci układów jednowymiarowych.
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557Istotnie, rozwi ˛ azanie problemu stabilno´ sci mo˙ ze by´ c sprowadzone do wyznaczenia warto´ sci własnych macie-
rzy systemowej i sprawdzenia czy wszystkie one maj ˛ a moduły mniejsze od 1 (w przypadku układów dyskret-
nych) lub le˙ z ˛ a w lewej półpłaszczy´ znie zespolonej (dla układów ci ˛ agłych). Z kolei, warto´ sci własne macierzy
zawsze mog ˛ a by´ c efektywnie wyznaczone przy pomocy komputera. Alternatywnymi metodami okre´ slania
stabilno´ sci układu jest u˙ zycie kryterium Routh’a lub metod Lapunowa z wykorzystaniem optymalizacji wy-
pukłej [2].
Naturalnym jest postawienie pytania, czy problemy analizy i syntezy układów wielowymiarowych, a w
szczególno´ sci2D, mog ˛ aby´ c równieefektywnierozwi ˛ azane jakto mamiejsce wprzypadku układówjednowy-
miarowych. Niestety, okazuje si˛ e, ˙ ze zastosowanie znanych (tj. stosowanych w teorii układów 1D) i efektyw-
nych metod do rozwi ˛ azywania problemów analizy i syntezy układów wielowymiarowych jest bardzo ograni-
czone, a cz˛ esto nawet niemo˙ zliwe. Trudno´ sci te s ˛ a ju˙ z widoczne gdy chcemy sformułowa´ c warunki konieczne
i wystarczaj ˛ ace stabilno´ sci asymptotycznej liniowych układów 2D.
Najbardziej istotnym faktem, komplikuj ˛ acym formułowanie warunków koniecznych i wystarczaj ˛ acych
stabilno´ sci asymptotycznej układów 2D jest mo˙ zliwo´ s´ c istnienia niesko´ nczenie wielu biegunów układu. Dla-
tego te˙ z, trudno lub wr˛ ecz niemo˙ zliwym jest testowanie poło˙ zenia ka˙ zdego bieguna układu (gdy ich liczba
d ˛ a˙ zy do niesko´ nczono´ sci), co jest odpowiednikiem tradycyjnego spektralnego warunku stabilno´ sci układu.
Niniejszy artykuł proponuje u˙ zycie znanych warunków koniecznych i wystarczaj ˛ acych stabilno´ sci wzdłu˙ z
pasa dla liniowych procesów powtarzanych (ang. Linear Repetitive Processes - LRPs) do analizy stabilno´ sci
asymptotycznej układów 2D. Jest to mo˙ zliwe, gdy˙ z LRPs s ˛ a jedn ˛ a z podklas układów 2D o szczególnych
zastosowaniach - zobacz [10, 5, 6]. Cech ˛ a charakterystyczn ˛ a liniowych procesów powtarzalnych LRPs jest
wielokrotne powtarzanie, teoretycznie niesko´ nczon ˛ a ilo´ s´ c razy, pewnej czynno´ sci na danym obiekcie ale,
co jest wa˙ zne, przy zmieniaj ˛ acych si˛ e warunkach, tak ˙ ze układ nie jest okresowy. Do opisu takich układów
wykorzystujemy, tak jak to ma miejsce w przypadku układów 2D, dwie zmienne niezale˙ zne reprezentuj ˛ ace
kolejno: numer czynno´ sci, która ma oczywi´ scie charakter dyskretny oraz czas zwi ˛ azany wykonywan ˛ a czyn-
no´ sci ˛ a, reprezentowan ˛ a przez zmienn ˛ a o charakterze ci ˛ agłym lub dyskretnym. Cały układ jest wi˛ ec układem
dyskretnym lub ci ˛ agło-dyskretnym. Szczególnie wa˙ zne jest, ˙ ze zmienna "wzdłu˙ z pasa" posiada ograniczon ˛ a
warto´ s´ c (w wi˛ ekszo´ sci przypadków przyjmuje si˛ e, ˙ ze jest to warto´ s´ c stała - oznaczon ˛ a tutaj symbolem α).
W przypadku LRPs mamy dwie podstawowe koncepcje stabilno´ sci: asymptotyczn ˛ a i wzdłu˙ z pasa. Sta-
bilno´ s´ c asymptotyczna liniowych LRPs okre´ sla, ˙ ze sekwencja ograniczonych sygnałów wej´ sciowych daje
ograniczon ˛ a sekwencj˛ e sygnałów wyj´ sciowych (proﬁli pasa). Poniewa˙ z stabilno´ s´ c asymptotyczn ˛ a procesu
powtarzalnego gwarantuje jedynie istnienie tylko pewnego ustalonego proﬁlu granicznego to w wielu jednak
przypadkach własno´ s´ c ta nie jest wystarczaj ˛ aca, gdy˙ z proces mo˙ ze by´ c niestabilny wzdłu˙ z tego proﬁlu. Dlate-
go te˙ z musi by´ c zastosowany mocniejszy warunek stabilno´ sci, który zapewni stabilno´ s´ c procesu wzdłu˙ z pasa.
Stabilno´ s´ c taka jest nazywana w literaturze [10] stabilno´ sci ˛ a wzdłu˙ z pasa i co najwa˙ zniejsze jest ona w wie-
lu przypadkach równowa˙ zna stabilno´ sci asymptotycznej liniowego układu 2D. Korzystaj ˛ ac z tego wła´ snie
faktu oraz kilku znanych z literatury twierdze´ n udało si˛ e sformułowa´ c oryginalne warunki konieczne i wystar-
czaj ˛ ace stabilno´ sci w formie liniowych nierówno´ sci macierzowych (ang. linear matrix inequalities – LMIs).
Atrakcyjno´ s´ c proponowanego podej´ scia zwi ˛ azana jest z istnieniem tzw. algorytmów punktu wewn˛ etrznego,
posiadaj ˛ acych relatywnie nisk ˛ a zło˙ zono´ s´ c obliczeniow ˛ a, które słu˙ z ˛ a do rozwi ˛ azania problemów optymaliza-
cyjnych z ograniczeniami w postaci LMIs. Dodatkowym atutem takiego post˛ epowania jest mo˙ zliwo´ s´ c wy-
korzystania otrzymanych wyników do rozwi ˛ azania problemu syntezy regulatora stabilizuj ˛ acego niestabilny
asymptotycznie układ 2D. Jedn ˛ a niedogodno´ sci ˛ a, która zaw˛ e˙ za klas˛ e układów dla których mo˙ zemy stosowa´ c
zaproponowane warunki stabilno´ sci jest to, i˙ z mog ˛ a one by´ c stosowane dla LRPs z jednym wej´ sciem i jednym
wyj´ sciem. Oznacza to, ˙ ze ograniczmy stosowanie warunków stabilno´ sci do układów 2D, gdzie w przypadku
opisu modelem stanowym Roessera mamy podwektor pionowy b ˛ ad´ z poziomy o długo´ sci równej 1.
W prezentowanym artykule przyj˛ eli´ smy nast˛ epuj ˛ ace oznaczenia: macierze zerowe i jednostkowe odpo-
wiednich wymiarów s ˛ a oznaczone przez 0 i I. Ponadto, M  0 oznacza, ˙ ze macierz M jest rzeczywista,
symetryczna i dodatnio okre´ slona, a M ≺ 0 oznacza ˙ ze macierz M jest rzeczywista, symetryczna i ujem-
nie okre´ slona. Operatory σ(M) oraz ρ(M) oznaczaj ˛ a odpowiednio spektrum oraz promie´ n spektralny danej
macierzy M, a M⊥ oznacza ortogonalne uzupełnienie macierzy M.
W toku przeprowadzanych dowodów przydatne b˛ ed ˛ a równie˙ z nast˛ epuj ˛ ace lematy, których dowody i za-
558stosowania zostały przedstawione w [8, 12, 4].
Lemat 1 Dla dyskretnego układu liniowego o transmitancji G(z) i odpowiedzi cz˛ estotliwo´ sciowej
G(ejθ)=C(ejθI−A)−1B+D
nast˛ epuj ˛ ace nierówno´ sci s ˛ a sobie równowa˙ zne
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gdzie Π jest dan ˛ a rzeczywist ˛ a macierz ˛ a symetryczn ˛ a.
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gdzie Q  0, P jest macierz ˛ a symetryczn ˛ a.
Lemat 2 Dla ci ˛ agłego układu liniowego o transmitancji G(s) i odpowiedzi cz˛ estotliwo´ sciowej
G(jω)=C(jωI−A)−1B+D
nast˛ epuj ˛ ace nierówno´ sci s ˛ a sobie równowa˙ zne
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gdzie Π jest dan ˛ a rzeczywist ˛ a macierz ˛ a symetryczn ˛ a.
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gdzie Q  0, P jest macierz ˛ a symetryczn ˛ a.
Lemat 3 Dla danej macierzy symetrycznej Ψ ∈ Rm×m oraz dwóch macierzy Π, Σ odpowiednich rozmiarów,
istnieje macierz W taka, ˙ ze
Ψ + ΠTWTΣ + ΣTWΠ ≺ 0
wtedy i tylko wtedy gdy poni˙ zsze nierówno´ sci macierzowe s ˛ a spełnione dla macierzy W
Π⊥ΨΠ⊥T ≺ 0, Σ⊥ΨΣ⊥T ≺ 0 (5)
2. Liniowe procesy powtarzane i ich stabilno´ s´ c
Poniewa˙ z dynamika wzdłu˙ z pasa liniowych procesów powtarzalnych mo˙ ze by´ c opisywana równaniem
ró˙ znicowym lub ró˙ zniczkowym zmiennej niezale˙ znej (która mo˙ ze mie´ c charakterystyk˛ e czasow ˛ a b ˛ ad´ z prze-
strzenn ˛ a), dwie podklasy liniowych procesów powtarzalnych mog ˛ a by´ c rozwa˙ zane
 dyskretne LRPs, gdzie dynamika w obu kierunkach jest opisywana równaniem ró˙ znicowym,
559 ró˙ zniczkowe LRPs gdzie, w przeciwie´ nstwie do dyskretnych LRPs, dynamika wzdłu˙ z pasa opisywana
jest równaniem ró˙ zniczkowym zmiennej niezale˙ znej (dynamika z pasa na pas jest wci ˛ a˙ z opisywana
równaniem ró˙ znicowym).
Model stanowy ró˙ zniczkowego LRP ma nast˛ epuj ˛ ac ˛ a, powszechnie znan ˛ a [10], form˛ e dla 0 ¬ t ¬ α, k ­ 0
˙ xk+1(t) =A11xk+1(t)+A12yk(t)+B1uk+1(t)
yk+1(t) =A21xk+1(t)+A22yk(t)+B2uk+1(t)
(6)
W powy˙ zszym równaniu, k oznacza indeks pasa (powtórzenia), xk(t) ∈ Rn jest wektorem stanu, yk(t) ∈ Rm
jest wektorem proﬁlu pasa (wyj´ scia), uk(t) ∈ Rl jest wektorem sterowa´ n.
Do pełnego opisu procesu nale˙ zy jeszcze zdeﬁniowa´ c warunki brzegowe, które w niniejszym artykule
maj ˛ a nast˛ epuj ˛ ac ˛ a form˛ e (lecz inne formy s ˛ a równie˙ z mo˙ zliwe):
xk+1(0) = dk+1, k ­ 0,
y0(t) = f(t), 0 ¬ t ¬ α
(7)
gdzie f(t) jest znan ˛ a funkcj ˛ a zmiennej t ∈ [0,α] a dk+1 ∈ Rn jest wektorem stałych elementów .
W przypadku dyskretnego LRP, model stanowy ma poni˙ zsz ˛ a posta´ c dla 0 ¬ p < α, k ­ 0
xk+1(p + 1) =A11xk+1(p)+A12yk(p)+B1uk+1(p)
yk+1(p) =A21xk+1(p)+A22yk(p)+B2uk+1(p)
(8)
W powy˙ zszym równaniu przyjmujemy te same oznaczenia jak w przypadku modelu (6). Powtórnie nale˙ zy
równie˙ z zdeﬁniowa´ c warunki brzegowe, które mog ˛ a by´ c zdeﬁniowane w nast˛ epuj ˛ acy sposób
xk+1(0) = dk+1, k ­ 0,
y0(p) = f(p), p = 0,1,...,α − 1
(9)
Jak ju˙ z zostało wspomniane we wprowadzeniu, w celu otrzymania warunków koniecznych i wystarczaj ˛ acych
stabilno´ sci asymptotycznej układów 2D u˙ zyjemy zestawu warunków stabilno´ sci wzdłu˙ z pasa LRPs.
Badanie stabilno´ sci powy˙ zej przedstawionych procesów odbywa si˛ e z wykorzystaniem teorii stabilno´ sci
układów 2D po wprowadzeniu drobnych modyﬁkacji, które jednak nie maj ˛ a wpływu na stabilno´ s´ c. W tym
celu deﬁniujemy operatory przesuni˛ ecia z1, z2 wzdłu˙ z pasa (kierunek p) i z pasa na pas (kierunek k)
xk(p) :=z1xk(p + 1),
yk(p) :=z2yk+1(p)
W takim przypadku dwuwymiarowy wielomian charakterystyczny dla dyskretnych LRPs (8) jest zdeﬁniowa-
ny jako
ρ(z1,z2) = det
 "
I − z1A11 −z1A12
−z2A21 I − z2A22
#!
Z drugiej strony poprzez zastosowanie przekształcenia s/z zamiast z1/z2 jak to było powy˙ zej, wielomian
charakterystyczny dla ró˙ zniczkowych LRPs (6) jest uzyskiwany
ρ(s,z) := det
 "
sI − A11 −A12
−zA21 I − zA22
#!
Na podstawie tych wielomianów charakterystycznych, warunki stabilno´ sci dla dyskretnych i ró˙ zniczkowych
LRPs mog ˛ a by´ c zdeﬁniowane.
Lemat 4 [10] LRP jest stabilny wzdłu˙ z pasa wtedy i tylko wtedy gdy
a)
ρ(s,z) 6= 0, ∀ (s,z) : Re(s) ­ 0,|z| ¬ 1
w przypadku ró˙ zniczkowych LRPs (6)
560b)
ρ(z1,z2) 6= 0, ∀ (z1,z2) : |z1| ¬ 1,|z2| ¬ 1
w przypadku dyskretnych LRPs (8)
Poniewa˙ z, powy˙ zsze warunki stabilno´ sci (uzyskane przy bezpo´ srednim wykorzystaniu teorii stabilno´ sci ukła-
dów 2D) oparte s ˛ a o wyznaczanie zer dwuwymiarowego wielomianu charakterystycznego i dlatego brak jest
odpowiednich narz˛ edzi do ich sprawdzenia gdy˙ z liczba tych zer mo˙ ze d ˛ a˙ zy´ c do niesko´ nczono´ sci. Dlatego sko-
rzystamy z innego zestawu warunków stabilno´ sci, które to zostan ˛ a u˙ zyte w dalszej cz˛ e´ sci artykułu. Zestawy
tych warunków podane s ˛ a poni˙ zej, odpowiednio dla wersji ró˙ zniczkowej i dyskretnej LRP.
Lemat 5 [11] Ró˙ zniczkowy LRP (6) jest stabilny wzdłu˙ z pasa wtedy i tylko wtedy gdy nast˛ epuj ˛ ace warunki
s ˛ a spełnione:
 ρ(A22) < 1
 Re(ρ(A11)) < 0
 wszystkie warto´ sci własne G(s) = A21(sI −A11)−1A12 +A22 gdy s = iω maj ˛ a moduły mniejsze od 1
∀ rzeczywistych cz˛ estotliwo´ sci ω ­ 0.
gdzie A11, A12, A21, A22 s ˛ a macierzami modelu stanowego LRP (6).
Równowa˙ zny zestaw warunków stabilno´ sci wzdłu˙ z pasa mog ˛ a zosta´ c zdeﬁniowane równie˙ z dla dyskretnych
LRPs.
Lemat 6 [11] Dyskretny LRP (8) jest stabilny wzdłu˙ z pasa wtedy i tylko wtedy gdy nast˛ epuj ˛ ace warunki s ˛ a
spełnione:
 ρ(A22) < 1
 ρ(A11) < 1
 wszystkie warto´ sci własne G(z) = A21(zI − A11)−1A12 + A22 ∀|z| = 1 maj ˛ a moduły mniejsze od 1.
Oczywistym jest, ˙ ze sprawdzenie dwóch pierwszych warunków w powy˙ zszych twierdzeniach nie sprawia
˙ zadnych problemów, gdy˙ z s ˛ a to znane warunki stabilno´ sci dla klasycznych układów 1D. Problemem nato-
miast jest warunek trzeci, gdy˙ z wymaga oblicze´ n dla wszystkich punktów (których jest niesko´ nczona liczba)
na kole jednostkowym lub dla wszystkich cz˛ estotliwo´ sci (je´ sli rozwa˙ za´ c b˛ edziemy rozwa˙ za´ c interpretacje
tego warunku w dziedzinie cz˛ estotliwo´ sci). Dlatego te˙ z sprawdzenie tego warunku ł ˛ aczy si˛ e du˙ zymi proble-
mami natury obliczeniowej. Dodatkowo utrudnieniem jest analiza stabilno´ sci procesów z wieloma wej´ sciami
i wieloma wyj´ sciami (ang. MIMO - Multi-Input Multi-Output). W takim przypadku sprawdzenie warunku
trzeciego komplikuje si˛ e, gdy˙ z wymaga wyliczenia warto´ sci własnych macierzy transmitancji G(s) lub G(z),
która w przypadku MIMO jest macierz ˛ a wielomianow ˛ a, i dla ka˙ zdej warto´ sci własnej nale˙ zy wykre´ sli´ c wła-
´ sciwej charakterystyki. Z tego wła´ snie powodu ograniczymy si˛ e do procesów o jednym wej´ sciu i jednym
wyj´ sciu (SISO).
W celu omini˛ ecia wskazanych problemów, poszukiwa´ c musimy metody, która umo˙ zliwi nam przekształ-
cenie niesko´ nczonej liczby nierówno´ sci (dla wszystkich cz˛ estotliwo´ sci) zdeﬁniowanych w dziedzinie cz˛ esto-
tliwo´ sciwproblemzesko´ nczon ˛ aliczb ˛ aniewiadomych.Oczywi´ scieprzekształceniemusizosta´ cdokonanebez
wprowadzania jakiegokolwiek stopnia konserwatywno´ sci. Aparatu takiego dostarcza znany lemat Kalman-
Yakubowicz-Popov’a ustanawiaj ˛ acy równowa˙ zno´ s´ c pomi˛ edzy nierówno´ sciach zdecydowanymi w dziedzinie
cz˛ estotliwo´ sci a problemem poszukiwania macierzy o znanych rozmiarach spełniaj ˛ acych pewne nierówno-
´ sci macierzowe [7]. Problemem pozostaje jednak przekształcenie tej nierówno´ sci macierzowej do postaci
LMI, umo˙ zliwiaj ˛ acej jego rozwi ˛ azanie przy pomocy znanych pakietów numerycznych. Zostanie to pokazane
w sekcji 4. niniejszego artykułu. Wcze´ sniej jednak zapoznamy si˛ e z modelami układów 2D i zale˙ zno´ sciami
pomi˛ edzy modelami stanowymi LRPs i układów 2D.
5613. Modele liniowych układów 2D i procesów powtarzalnych
Poniewa˙ z liniowe procesy powtarzalne, jak to ju˙ z zostało wcze´ sniej wspomniane, s ˛ a szczególn ˛ a podklas ˛ a
liniowych układów 2D to dlatego posiadaj ˛ a wiele strukturalnych podobie´ nstw z tymi układami. Dzi˛ eki temu
modele Roessera i Fornasiniego-Marchesiniego mog ˛ a zosta´ c u˙ zyte do modelowania dyskretnych i ró˙ znicz-
kowych procesów powtarzalnych oraz do ich analizy z wykorzystaniem teorii układów dwuwymiarowych.
Z drugiej strony, cz˛ e´ s´ c istniej ˛ acych rozwi ˛ aza´ n dla problemów analizy procesów powtarzalnych mo˙ ze by´ c
bezpo´ srednio zaadaptowanych do analizy układów dwuwymiarowych. Poni˙ zej zostanie pokazane jak model
dyskretnego LRP mo˙ ze zosta´ c osadzony w modelu stanowym Roessera lub Fornasiniego-Marchesiniego, któ-
re to u˙ zywane s ˛ a opisu układów liniowych 2D. Post˛ epuj ˛ ac analogicznie b˛ edziemy mogli przekształci´ c model
ró˙ zniczkowego LRP do postaci ci ˛ agło-dyskretnego (hybrydowego) modelu stanowego 2D.
Aby przekształci´ c model dyskretnego LRP do postaci modelu Roessera nale˙ zy tylko zdeﬁniowa´ c nowe
zmienne
r =k + 1,
yk(p) =vk+1(p) = vr(p),
(10)
aby model stanowy (8) przybrał struktur˛ e równania stanu modelu Roessera podanej poni˙ zej
"
xr(p + 1)
vr+1(p)
#
=
"
A11 A12
A21 A22
#"
xr(p)
vr(p)
#
+
"
B1
B2
#
ur(p) (11)
Oczywistym jest, ˙ ze spogl ˛ adaj ˛ ac na powy˙ zszy model mo˙ zemy stwierdzi´ c i˙ z, wektor proﬁlu pasa yk(p) pełni
rol˛ e pionowego wektora stanu, a wektor stanu pasa xk+1(p) pełni role poziomego wektora stanu. Równocze-
´ snie, wektor proﬁlu pasa jest bezpo´ srednio wektorem wyj´ s´ c, oznaczonym tutaj przez zr(p)
zr(p) = vr(p) =
h
0 I
i
"
xr(p)
vr(p)
#
(12)
Równocze´ snie, modele w przestrzeni stanów liniowych procesów powtarzalnych mog ˛ a zosta´ c przekształcone
do postaci modelu Fornasiniego-Marchesiniego. Aby tego dokona´ c, zdeﬁniujmy nast˛ epuj ˛ ace macierze na pod-
stawie modelu dyskretnego LRP
b A1 =
"
A11 A12
0 0
#
, b A2 =
"
0 0
A21 A22
#
, b B1 =
"
B1
0
#
, b B2 =
"
0
B2
#
(13)
oraz rozszerzony wektor stanu
ˆ x(p + 1,k + 1) =
"
xk(p + 1)
yk(p)
#
Co wi˛ ecej, zdeﬁniujmy wektor wej´ s´ c jako
ˆ u(p + 1,k) = ˆ u(p,k + 1) = uk(p)
i wtedy równanie (8) mo˙ ze zosta´ c rozpisane w nast˛ epuj ˛ acej postaci
ˆ x(p + 1,k + 1) = b A1ˆ x(p,k + 1) + b A2ˆ x(p + 1,k) + b B1ˆ u(p,k + 1) + b B2ˆ u(p + 1,k) (14)
która jest jedn ˛ a z form modelu Fornasiniego-Marchesiniego.
Na podstawie powy˙ zszych przekształce´ n wida´ c, i˙ z model stanowy LRP jest równowa˙ zny równaniu stanu
modelu Roessera. Dlatego warunki stabilno´ sci LRPs mo˙ zemy bezpo´ srednio zastosowa´ c do analizy stabilno´ sci
układów 2D.
Post˛ epuj ˛ ac w analogiczny sposób mo˙ zemy przekształci´ c modele stanowe ró˙ zniczkowych LRPs do postaci
modeli ci ˛ agło-dyskretnych (hybrydowych) układów 2D przedstawionych poni˙ zej
"
˙ xr(t)
vr+1(t)
#
=
"
A11 A12
A21 A22
#"
xr(t)
vr(t)
#
+
"
B1
B2
#
ur(t) (15)
˙ ˆ x(t,k + 1) = b A1ˆ x(t,k + 1) + b A2 ˙ ˆ x(t,k) + b B1ˆ u(t,k + 1) + b B2 ˙ ˆ u(t,k) (16)
5624. Nowe konieczne i wystarczaj ˛ ace warunki stabilno´ sci asymptotycznej układów 2D
W niniejszej sekcji przedstawimy główny rezultat prezentowanego artykułu. Maj ˛ ac na uwadze zale˙ zno´ sci
pomi˛ edzy modelami stanowymi LRP a układu 2D oraz znaj ˛ ac konieczne i wystarczaj ˛ ace warunki stabilno´ sci
wzdłu˙ z pasa LRP mamy nast˛ epuj ˛ acy rezultat.
Twierdzenie 1 Liniowy dyskretny układ 2D jest stabilny asymptotycznie wtedy i tylko wtedy gdy istniej ˛ a ma-
cierze W, R  0, S  0, Q  0 oraz symetryczna macierz P takie, ˙ ze istnieje rozwi ˛ azanie poni˙ zszych
LMIs
AT
22RA22 − R ≺ 0 (17)
AT
11SA11 − S ≺ 0 (18)





−P Q + WT 0 0
Q + W P−2Q − AT
11WT − WA11 −WA12 AT
21
0 −AT
12WT −I AT
22
0 A21 A22 −I





≺0 (19)
Dowód 1 Oczywistym jest, i˙ z nierówno´ sci (17) i (18) s ˛ a bezpo´ srednim wynikiem zastosowania teorii stabil-
no´ sci Lapunowa dla dyskretnych układów liniowych. Aby otrzyma´ c LMI (19), nale˙ zy w pierwszej kolejno´ sci
zaobserwowa´ c, i˙ z dla dyskretnego LRP trzeci warunek Lematu 6 jest równowa˙ zny nierówno´ sci (1) lub (2) dla
Π =
"
1 0
0 −1
#
opisuj ˛ acej wybrany obszar płaszczyzny zespolonej - w tym przypadku koła jednostkowego - zobacz [7] aby
pozna´ c wi˛ ecej szczegółów. Przyjmuj ˛ ac wcze´ sniej opisane oznaczenia macierzy w modelu stanowym Roessera,
nierówno´ s´ c (2) mo˙ ze zosta´ c zapisana jako
"
AT
11 I 0
AT
12 0 I
#


−P Q 0
Q P−2Q+AT
21A21 AT
21A22
0 AT
22A21 AT
22A22−I






A11 A12
I 0
0 I


≺0 (20)
teraz nale˙ zy zauwa˙ zy´ c, i˙ z powy˙ zsza nierówno´ s´ c ma form˛ e pierwszej nierówno´ sci w (5). Przyjmuj ˛ ac nast˛ epu-
j ˛ ac ˛ a notacj˛ e
Π⊥=
"
AT
11 I 0
AT
12 0 I
#
,Ψ=



−P Q 0
Q P−2Q+AT
21A21 AT
21A22
0 AT
22A21 AT
22A22−I



otrzymujemy, ˙ ze
ΠT =
h
−I A11 A12
i
Konsekwentnie, dla macierzy Σ, która spełnia drug ˛ a nierówno´ s´ c (5)), zastosowanie lematu 3 implikuje, ˙ ze
nierówno´ s´ c macierzowa (20) posiada rozwi ˛ azanie gdy



−P Q 0
Q P−2Q+AT
21A21 AT
21A22
0 AT
22A21 AT
22A22−I


−sym(ΠWTΣT)≺0 (21)
jest spełnione. Co wi˛ ecej, nierówno´ s´ c (21) jest zawsze spełniona dla Σ = [0 I 0]
T. Zastosowanie uzupełnienia
Schur’a do nierówno´ sci (21) daje nam w rezultacie LMI (19), co ko´ nczy dowód.
W przypadku ci ˛ agło-dyskretnego układu 2D mamy nast˛ epuj ˛ acy rezultat
563Twierdzenie 2 Liniowy ci ˛ agło-dyskretny (hybrydowy) układ 2D jest stabilny asymptotycznie wtedy i tylko
wtedy gdy istniej ˛ a macierze W, R  0, S  0, Q  0 oraz symetryczna macierz P takie, ˙ ze istnieje
rozwi ˛ azanie poni˙ zszych LMIs
AT
22RA22 − R ≺ 0 (22)
AT
11S + SA11 ≺ 0 (23)

 


−Q P + WT 0 0
P + W −AT
11WT − WA11 −WA12 AT
21
0 −AT
12WT −I AT
22
0 A21 A22 −I





≺0 (24)
Dowód 2 Dowód mo˙ ze by´ c przeprowadzony w analogiczny sposób jak dla twierdzenia 1. Tym przypadku
korzystamy jednak z nierówno´ sci (4) jako podstawy całego dowodu.
5. Przykład numeryczny
W niniejszej sekcji zostan ˛ a przedstawione dwa przykłady numeryczne w celu zademonstrowania efek-
tywno´ sci zaproponowanych warunków stabilno´ sci dla liniowych układów 2D.
Przykład 1 Rozwa˙ zmy dyskretny liniowy układ 2D opisany w przestrzeni stanów modelem Roessera z nast˛ e-
puj ˛ acymi macierzami
A11 =
"
0.5 0.5
0.1 −0.1
#
, A12 =
"
0.9
0.1
#
A21 =
h
0.4 0.2
i
, A22 = 0.1
(25)
Łatwo obliczy´ c, ˙ ze
σ(A11) = {0.5742,−0.1742}, σ(A22) = 0.1
czyli LMIs (17) i (18) twierdzenia 1 s ˛ a na pewno spełnione i pozostaje nam sprawdzenie tylko LMI (19).
Nierówno´ s´ c ta jest spełniona dlatego rozwa˙ zany dyskretny układ 2D jest stabilny asymptotycznie. Podkre´ sli´ c
nale˙ zy, i˙ z powszechnie znane warunki wystarczaj ˛ ace stabilno´ sci, a przedstawione np. w [10] nie s ˛ a spełnione
w tym przypadku. Charakterystyka Nyquist’a przedstawiona na Rysunku 1 jest potwierdzeniem, ˙ ze rozwa˙ zany
układ 2D jest stabilny asymptotycznie.
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Rys. 1. Wykres Nyquist’a stabilnego asymptotycznie dyskretnego liniowego układu 2D
564Przykład 2 Rozwa˙ zmy dyskretno-ci ˛ agły liniowy układ 2D opisany w przestrzeni stanów modelem Roessera
z nast˛ epuj ˛ acymi macierzami
A11 =
"
−2.929 −0.3186
−0.3186 −0.8829
#
, A12 =
"
−2.8
−1.3
#
A21 =
h
1.9 0.2
i
, A22 = 0.99
(26)
Natychmiast mo˙ zemy potwierdzi´ c, i˙ z dwa pierwsze warunki Twierdzenia 2 s ˛ a spełnione gdy
σ(D0) = 0.99, σ(A) = {−2.9775,−0.8344}
Równocze´ snie trzeci warunek jest te˙ z spełniony dlatego ci ˛ agło-dyskretny układ 2D (26) jest stabilny asympto-
tycznie, co potwierdzone jest wykresem Nyquist’a na Rysunku 2(a). Je´ sli jednak A12 = [−3.3 −1.3]T (co nie
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(a) Stabilny asymptotycznie układ 2D (b) Niestabilny asymptotycznie układ 2D
Rys. 2. Wykresy Nyquist’a
ma wpływu na dwie pierwsze nierówno´ sci) to taki układ 2D nie b˛ edzie ju˙ z stabilny asymptotycznie poniewa˙ z
nierówno´ s´ c (24) nie ma rozwi ˛ azania – zobacz równie˙ z Rysunek 2(b).
6. PODSUMOWANIE
W niniejszym artykule zaprezentowano analiz˛ e stabilno´ sci liniowych układów dwuwymiarowych z zasto-
sowaniem warunków stabilno´ sci opracowanych dla liniowych procesów powtarzalnych. Na podstawie znane-
go faktu o równowa˙ zno´ sci stabilno´ sci asymptotycznej układów 2D i stabilno´ sci wzdłu˙ z pasa LRPs, zostało
pokazane, ˙ ze mo˙ zemy wykorzysta´ c warunki stabilno´ sci LRPs do analizy stabilno´ sci asymptotycznej ukła-
dów 2D. Równocze´ snie, korzystaj ˛ ac z lematu Kalman-Yakubowicz-Popov’a oraz aparatu liniowych nierów-
no´ sci macierzowych pokazano, ˙ ze konieczne i wystarczaj ˛ ace warunki stabilno´ sci asymptotycznej układów
dwuwymiarowych mog ˛ a sprowadzone do postaci predestynuj ˛ acej je do sprawdzenia przy u˙ zyciu znanych
pakietów do oblicze´ n in˙ zynierskich. co wi˛ ecej, mo˙ zliwe b˛ edzie wykorzystanie przedstawionych rezultatów
do rozwi ˛ azania problemu syntezy sterownika b ˛ ad´ z badania stabilno´ sci odpornej. Na zako´ nczenie przedsta-
wiono równie˙ z przykłady numeryczne ilustruj ˛ ace wyniki rozwi ˛ aza´ n przedstawionych liniowych nierówno´ sci
macierzowych.
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