Abstract. The aim of this research paper is to establish some precise, new bounding inequalities for the generalized alternating Mathieu series using their integral representations and the classical CBS inequality. The obtained inequalities improve certain bounds derived recently by Tomovski and Hilfer in [17] .
Motivation with introduction
The special function defined by series
is called Mathieu-series, after his 'ancestor'É.L. Mathieu, who introduced it in his classical book [7] treating problematics in mathematical physics. Bounds on this series have been used in discussing boundary value problems for the biharmonic equations in 2D rectangular domains [11, p. 258 has been introduced recently by Pogány et al. in [9] . After that few article have been devoted to alternating Mathieu series and its generalizations, such as alternating generalized Mathieu series, alternating Mathieu a a a a -series and alternating Mathieu (a a a a, λ λ λ λ )-series. Good sources for bounding ineqaulities for alternating Mathieu's and alternating Mathieu type series are the recent articles [9, 15, 17, 18] . However, further research clearly showes that in [17] the authors didn't take into account the oscillatory nature of the Bessel function of the first kind in integrands. Clearly the mistake appears in the proofs of related bounding inequalities. These cases are pointed out here and the erroneous places are corrected in a set of theorems remarking in the same time that this article is essentially not a corrigendum to [17] .
Several interesting problems and solutions dealing with integral representations and bounding inequalities for the slight generalization of S(r), S(r) to Mathieu series with a fractional power
can be found in an older article by Diananda [4] and in recent works by Tomovski and Trenčevski [19] and Cerone and Lenard [3] . Motivated essentially by [3] and by [10] a family of so-called generalized Mathieu series, reads
has been defined in [14] , tacitly assumed that the positive sequence a a a a = (a n ) N monotonously diverges to the infinity, i.e. lim n→∞ a n = ∞ and the series (1.4) converges, that is the auxiliary series
compare some parts of [3, 4, 10, 15] . Introducing
as the alternating variant of (1.4), in [9, 14, 16] 
Integral representations of S
The generalized hypergeometric function is defined by
where 
for suitably bounded values of |x|, when the parameters involved satisfy
The following integral representations are closely connected to one reported in [9, Eqs. (8.12), (9.7)] and to certain results (for Mathieu type series) reported in [14] . Denote in the sequel
Finally, for all r, μ > 0 there holds [9, Eq. (5.12)]
Laplace transforms of generalized hypergeometric functions
In the Bessel functions theory it is fairly well-known [6, p. 688, Eq. 6.612.3] that
stands for the Legendre function of the second kind in which B is the familiar Euler Beta-function. Substituting α = 1,
The next generation of hypergeometric type functions we will need in the sequel is the 
where the coefficients
for the sake of brevity (a) is taken to denote the sequence of A parametars a 1 , ··· , a A , with the similar interpretations for (b), ···, (d ). Srivastava and Daoust find [13, p. 155 ] that the series (3.3) converges absolutely for all x, y ∈ C when
It could be mention that the case Δ = Δ = 0 has been discussed also in [13, pp. 154-155] , while the remaining case, when at least one of Δ, Δ is negative results in formal power series, that is (3.3) converges only in trivial situation x = y ≡ 0. THEOREM 1. Assume μ, X,Y > 0, Z,W ∈ R, q ∈ N and ℜ{s} > 0 . Then we have: 6) such that coincides with the right-hand expression in the display (3.4). The formula (3.5) we prove analogously, firstly expressing the Γ-function terms of the 1 F q function in the integrand in Pochhammer symbol terms.
Proof. By definition it is
∞ 0 e −sx 1 Ψ 1 (μ, 1) (X,Y ) − Z x Y 2 dx = ∞ 0 e −sx ∞ ∑ m=0 ∞ ∑ n=0 Γ(μ + m)Γ(μ + n)(−Z) m+n Γ(X + Ym)Γ(X + Yn) x Y (m+n) m! n! dx = s −1 ∞ ∑ m=0 ∞ ∑ n=0 Γ(1 + Y (m + n))Γ(μ + m)Γ(μ + n) Γ(X + Y m)Γ(X + Y n) (−Z/s Y ) m+n m! n! ,(3.
Bounding inequalities
Now, we expose our new results concerning upper bounds for alternating Mathieu series S(r), S μ+1 (r), S 
By the CBS inequality one concludes
we get
On the other hand
Collecting all derived bounds we obtain
The Theorem is proved. Comparing the bounds B 1 (r) in (4.1) with B 2 (r) we conclude
although both bounds have the same asymptotical magnitude when r → ∞. Here
where
Proof. Applying the CBS inequality to the integral in (2.6) we deduce
Making use of Laplace-transform formula (3.2) we obtain
Majorizing (2.6) by the achieved bounds we arrive at (4.3). REMARK 2. To correct the erroneous bound [17, Eq. (2.23)] it is enough to replace it by the upper bound (4.3).
THEOREM 4. We have
Proof. Ramanujan's asymptotic relation for zero-balanced 2 F 1 (cf. e.g. [2] ), reads
is the familiar digamma-function, while γ denotes the famous Euler-Mascheroni constant. Applying this asymptotic formula with
to the Gaussian term in (4.3), we conclude the assertion.
In [1, Eq. (1.
2)] Alzer has been proved the sharpness of the inequality
given already by Dragomir et al. [5] . It is obvious that (4.5) is equivalent to
on the same range of x, y.
where C
Proof. The Srivastava-Daoust S -function in (3.4) has been majorized by a square of a 2 Ψ 1 -function expression via (4.6) specifying x = Y m+ 1/2, y = Y n + 1/2 to evaluate the double indexed Γ-term in (3.6), that is:
The CBS inequality one transforms (2.4) into
Since, by usual reasons
and by (4.8) and (4.9) it is
we immediately deduce the asserted bound (4.7). 
