Abstract -Maintaining the secrecy of information is of great concern today.Steganography is the art and science that hides the information in an appropriate cover carrier like image, text, audio and video media. Considerable amount of work has been carried out by different researchers on steganography. In this work a new transform domain image stenographic technique DWTDM is presented where secret data is embedded in adjacent DWT coefficient differences. The dynamic range of the DWT difference considered while extraction of data which results an efficient and robust stenographic technique which can avoid various image attacks and works perfectly well for both uncompressed and compressed domain. Experimental results demonstrate the effectiveness and accuracy of the proposed technique in terms of security of hidden data and various image similarity metrics.
I. INTRODUCTION
Steganography is the art and science of hiding information by embedding messages with in other seemingly harmless messages. Steganography means -covered writing‖ in Greek. As the goal of steganography is to hide the presence of a message and to create a covert channel, it can be seen as the complement of cryptography, whose goal is to hide the content of a message. Another form of information hiding is digital watermarking, which is the process that embeds data called a watermark, tag or label into a multimedia object such that watermark can be detected or extracted later to make an assertion about the object. The object may be an image, audio, video or text only. A famous illustration of steganography is Simmons' Prisoners' Problem [1] .An assumption can be made based on this model is that if both the sender and receiver share some common secret information then the corresponding steganography protocol is known as then the secret key steganography where as pure steganography means that there is none prior information shared by sender and receiver. If the public key of the receiver is known to the sender, the steganographic protocol is called public key steganography [2] , [3] and [4] .For a more thorough knowledge of steganography methodology the reader is advised to see [5] [6] .Some Steganographic model with high security features has been presented in [7] [8] [9] . Almost all digital file formats can be used for steganography, but the image and audio files are more suitable because of their high degree of redundancy [6] . 
A. Image Steganography Framework
A block diagram of a generic image steganographic system is given in Fig. 2 . 
C. Steganalysis
Steganalysis is the science of detecting hidden information. The main objective of Steganalysis is to break steganography and the detection of stego image is the goal of steganalysis. Almost all steganalysis algorithms rely on the Steganographic algorithms introducing statistical differences between cover and stego image. Steganalysis deals with three important categories: (a) Visual attacks: In these types of attacks with a assistance of a computer or through inspection with a naked eye it reveal the presence of hidden information, which helps to separate the image into bit planes for further more analysis. (b) Statistical attacks: These types of attacks are more powerful and successful, because they reveal the smallest alterations in an images statistical behavior. Statistical attacks can be further divided into (i) Passive attack and (ii) Active attack. Passive attacks involves with identifying presence or absence of a covert message or embedding algorithm used etc. Mean while active attacks is used to investigate embedded message length or hidden message location or secret key used in embedding. (c) Structural attacks: The format of the data files changes as the data to be hidden is embedded; identifying this characteristic structure changes can help us to find the presence of image.
D. Problem Formulation
In this work a specific image based steganographic method for hiding information in the transform domain has been proposed. The proposed approach works both on gray scale as well as colour images also. A novel DWT difference based steganographic method has been implemented in this work. The proposed method is the modified work of Bhattacharyya and Sanyal's Transformation [10] [11] in DWT domain. This work has been extensively tested on a variety of images with different textures and is robust enough to avoid various image based attack like noise addition, compression. Experimental results demonstrate that the proposed system successfully preserves the quality of the images and stays undetected by the well-known steganalysis methods also.
Rest of the paper has been organized as following sections: Section II describes some related works on image steganography. Section III describes the Bhattacharyya and Sanyal's Transformation technique. Section IV describes the Wavelet Transform technique. Section V deals with proposed method along with the algorithms. In section VI experimental results are discussed and analyzed. Section VII contains various attacks applied and their results on the proposed methodology. Section VIII describes the results of application of steganalysis technique on stego images. Comparisons with other techniques have been shown in section IX. Section VII contains the computational complexity analysis of the embedding methods. Section X draws the conclusion.
II. RELATED WORKS ON IMAGE STEFANOGRAPHY
In this section various steganographic data hiding methods both in spatial domain and transform domain has been discussed.
A. Spatial Domain Steganographic Method
Various spatial domain based steganography namely LSB, PVD, GLM and method proposed by Ahmad T et al. has been proposed in this section.
1) Data Hiding by LSB
Various techniques about data hiding have been proposed in literatures. One of the common techniques is based on manipulating the least-significant-bit (LSB) [32] , [33] and [34] , [35] 
2) Data Hiding by PVD
The pixel-value differencing (PVD) method proposed by Wu and Tsai [36] can successfully provide both high embed-ding capacity and outstanding imperceptibility for the stego-image. The pixel-value differencing (PVD) method segments the cover image into non overlapping blocks containing two connecting pixels and modifies the pixel difference in each block (pair) for data embedding. A larger difference in the original pixel values allows a greater modification. In the extraction phase, the original range table is necessary. It is used to partition the stego-image by the same method as used to the cover image. Based on PVD method, various approaches have also been proposed. Among them Chang et al. [37] proposes a new method using tri-way pixel-value differencing which is better than original PVD method with respect to the embedding capacity and PSNR.
3) Data Hiding by GLM
In 2004, Potdar et al. [38] proposes GLM (Gray level modification) technique which is used to map data by modifying the gray level of the image pixels. Gray level modification Steganography is a technique to map data (not embed or hide it) by modifying the gray level values of the image pixels. GLM technique uses the concept of odd and even numbers to map data within an image. It is a one-to-one mapping between the binary data and the selected pixels in an image.
B. Transform Domain Steganographic Method
Transform Domain methods hides messages in significant areas of cover image which makes them robust against various image processing operations like compression, enhancement etc. Many transform domain methods exist. The widely used transformation functions include Discrete Cosine Transformation (DCT), Fast Fourier Transform (DFT), and Wavelet Transformation.
The basic approach to hiding information with DCT, FFT or Wavelet is to transform the cover image, tweak the coefficients, and then invert the transformation. If the choice of coefficients is good and the size of the changes manageable, then the result is pretty close to the original. 1) DCT based data hiding used in the JPEG compression algorithm to transform successive 8x8-pixel blocks of the image from spatial domain to 64 DCT coefficients each in frequency domain. The least significant bits of the quantized DCT coefficients are used as redundant bits into which the hidden message is embedded. The modification of a single DCT coefficient affects all 64 image pixels. Because this modification happens in the frequency domain and not the spatial domain, there are no noticeable visual differences. The advantage DCT has over other transforms is the ability to minimize the block-like appearance resulting when the boundaries between the 8x8 sub-images become visible (known as blocking artifact). The statistical properties of the JPEG files are also preserved. The disadvantage is that this method only works on JPEG files since it assumes a certain statistical distribution of the cover data that is commonly found in JPEG files. Some common DCT based data hiding techniques are JSteg [12] , JPHide [13] , F5 [14] or OutGuess [15] for UNIX platform. Yet Another Steganographic Scheme (YASS) [16] another technique belongs to JPEG steganography. Some other DCT based steganographic work has been given in [17, 18] and [19] .
2) Wavelet-based steganography [20] [21] [22] [23] [24] [25] is a new idea in the application of wavelets. However, the standard technique of storing in the least significant bits (LSB) of a pixel still applies. The only difference is that the information is stored in the wavelet coefficients of an image, instead of changing bits of the actual pixels. The idea is that storing in the least important coefficients of each 4 x 4 Haar transformed block will not perceptually degrade the image. While this thought process is inherent in most steganographic techniques, the difference here is that by storing information in the wavelet coefficients, the change in the intensities in images will be imperceptible. [10] , [11] known as Pixel Mapping Method (PMM), a method for information hiding within the spatial domain of any gray scale image. Embedding pixels are selected based on some mathematical function which depends on the pixel intensity value of the seed pixel and its 8 neighbors are selected in counter clockwise direction. Before embedding a checking has been done to find out whether the selected embedding pixels or its neighbors lies at the boundary of the image or not. Data embedding are done by mapping each two or four bits of the secret message in each of the neighbor pixel based on some features of that pixel. Figure 3 and Figure 4 shows the mapping information for embedding two bits or four bits respectively. Extraction process starts again by selecting the same pixels required during embedding. At the receiver side other different reverse operations has been carried out to get back the original information.
IV. WAVELET The result of latter convolution is smoothed version of the input, while the high frequency part is captured by the first convolution. The reconstruction involves a convolution with the synthesis filter and the results of this convolution are added. In two dimensional transform, first apply one step of the one dimensional transform to all rows and then repeat to all columns. This decomposition results into four classes or band coefficients. The Haar Wavelet Transform is the simplest of all wavelet transform. In this the low frequency wavelet coefficient are generated by averaging the two pixel values and high frequency coefficients are generated by taking half of the difference of the same two pixels. The four bands obtained are approximate band (LL), Vertical Band (LH), Horizontal band (HL), and diagonal detail band (HH). The approximation band consists of low frequency wavelet coefficients, which contain significant part of the spatial domain image. The other bands also called as detail bands consists of high frequency coefficients, which contain the edge details of the spatial domain image. This DWT decomposition of the signal continues until the desired scale is achieved .Two-dimensional signals, such as images, are transformed using the two-dimensional DWT. The twodimensional DWT operates in a similar manner, with only slight variations from the one-dimensional transform. Given a two-dimensional array of samples, the rows of the array are processed first with only one level of decomposition. This essentially divides the array into two vertical halves, with the first half storing the average coefficients, while the second vertical half stores the detail coefficients. This process is repeated again with the columns, resulting in four sub bands within the array defined by filter output. Fig 5 shows a one level decomposition using the two-dimensional DWT where LPF1 Represents low-pass filtering of the image rows, HPF1 represents high pass filtering of Image rows, LPF2 represents low-pass filtering of image columns, and HPF2 represents high-pass filtering of image columns. Since the discrete wavelet transform allows independent processing of the resulting components without significant perceptible interaction between them, hence it is expected to make the process of imperceptible embedding more effective. This paper presents a novel DWT difference based stenographic method in transform domain which is an enhanced idea of the Bhattacharyya and Sanyal's Transformation [8] , [37] in transform domain. Within a group of 8x8 DWT coefficients four seed pixels are selected and for each seed pixel its 3x3 neighborhood is selected as the valid embedding area. For each seed block the DWT difference between a pair of neighboring pixel is calculated. Arithmetic operation is further applied to map a pair of binary bits depending on the computed difference. The proposed system has been extensively tested on a variety of images with different textures. Experimental results demonstrate that the proposed system successfully preserves the quality of the images and stays undetected by the well-known steganalysis methods. Extraction process is resistant to compression and various image attacks and can be done effectively without the presence of original cover image. Figure 8 and 9 shows the pictorial description of embedding and extraction process respectively.
A. Embedding Algorithm

1) Get the Cover Image and Secret message.
2) Convert the secret message into binary notation so as to obtain individual bits of the message.
3) Perform the Discrete Wavelet Transform of the cover image with ‗haar' wavelet, to obtain the four components, of DWT namely [cA, cD, cH, cV] Where, cA is the approximation coefficients matrix and cH, cV, and cD are the details coefficients matrices along horizontal, vertical, and diagonal, directions respectively, obtained by wavelet decomposition of the cover image matrix.
Thus if the cover image is of size MXN then we get 4 dwt resulting components namely, [ Table I below: 10) Considering binary representation of each secret character, 2 bits secret data are mapped in the DWT coefficients as given in the following figure 6 and according to Table II   Figure 6. DWT difference table for embedding   Table II: Mapping Table for difference table for extraction 10) The inverse mapping is done as follows: 
VI. EXPERIMENTAL RESULTS
In this section the authors present the experimental results of the proposed method based on two benchmarks techniques to evaluate the hiding performance. First one is the capacity of hiding data and another one is the imperceptibility of the stego image, also called the quality of stego image. The quality of stego image produced by the proposed method has been tested exhaustively based on various image similarity metrics namely MSE, RMSE, PSNR, SSIM, Shannon's Entropy, KL divergence distances and Normalized Cross-correlation. Figure 10 shows the color image of Lena as cover and stego image after embedding 16000 characters where as Table V shows the calculated value of various image similarity metrics for various colour stego images and of different dimensions and Table VI shows the shows the calculated value of various image similarity metrics for various gray scale stego images with different dimensions. The peak signal-to-noise ratio (PSNR) is the ratio between a signal's maximum power and the power of the signal's noise. Engineers commonly use the PSNR to measure the quality of reconstructed signals that have been compressed. Signals can have a wide dynamic range, so PSNR is usually expressed in decibels, which is a logarithmic scale. In statistics, the mean squared error (MSE) of an estimator is one of many ways to quantify the difference between values implied by an estimator and the true values of the quantity being estimated. MSE is a risk function, corresponding to the expected value of the squared error loss or quadratic loss. MSE measures the average of the squares of the‖errors.‖ The error is the amount by which the value implied by the estimator differs from the quantity to be estimated. PSNR measures the quality of the image by comparing the original image or cover image with the stego-image, i.e. it measures the percentage of the stego data to the image percentage.
The root-mean-square deviation (RMSD) or rootmean-square error (RMSE) is a frequently used measure of the differences between values predicted by a model or an estimator and the values actually observed from the thing being modeled or estimated. RMSD is a good measure of accuracy. These individual differences are also called residuals, and the RMSD serves to aggregate them into a single measure of predictive power.
The PSNR is used to evaluate the quality of the stegoimage after embedding the secret message in the cover. Assume a cover image C (i,j) that contains N by N pixels and a stego image S(i,j) where S is generated by embedding / mapping the message bit stream. Mean squared error (MSE) of the stego image is calculated as equation 3.
(3)
The PSNR is computed using the following formulae given in Equation 4: PSNR = 10 log 10 255 2 / MSE db. 
B. Structural Similarity (SSIM)
The structural similarity (SSIM) [27] index is a method for measuring the similarity between two images. The SSIM index is a full reference metric, in other words, the measuring of image quality based on an initial uncompressed or distortion-free image as reference. SSIM is designed to improve on traditional methods like peak signal-to-noise ratio (PSNR) and mean squared error (MSE), which have proved to be inconsistent with human eye perception.
The SSIM metric is calculated on various windows of an image. The measure between two images x and y of common size N x N is:
Where the average of , is the average of , the variance of , the variance of , the covariance of and , , two variables to stabilize the division with weak denominator. is the dynamic range of the pixel-values and and by default.
C. Kullback Leibler Divergence
In probability theory and information theory, the Kullback-Leibler Divergence [26] (also information divergence, information gain, relative entropy, or KLIC) is a non-symmetric measure of the difference between two probability distributions P and Q. KL measures the expected number of extra bits required to code samples from P when using a code based on Q, rather than using a code based on P. Typically P represents the ‖true‖ distribution of data, observations, or a precisely calculated theoretical distribution. The measure Q typically represents a theory, model, description, or approximation of P. Although it is often intuited as a metric or distance, the KL divergence is not a true metric for example, it is not symmetric: the KL from P to Q is generally not the same as the KL from Q to P. For probability distributions P and Q of a discrete random variable their KL divergence is defined to be (6) In words, it is the average of the logarithmic difference between the probabilities P and Q, where the average is taken using the probabilities P. The K-L divergence is only defined if P and Q both sum to 1 and if Q (i) > 0 for any i such that P(i) > 0. If the quantity 0log0 appears in the formula, it is interpreted as zero. For distributions P and Q of a continuous random variable, KL-divergence is defined to be the integral
where p and q denote the densities of P and Q. More generally, if P and Q are probability measures over a set X, and Q is absolutely continuous with respect to P, then the Kullback-Leibler divergence from P to Q is defined as 
The logarithms in these formulae are taken to base 2 if information is measured in units of bits, or to base e if information is measured in nats. Steganography Security using Kullback Leibler Divergence: Denoting C the set of all covers c, Cachin's definition of steganographic security [10] is based on the assumption that the selection of covers from C can be described by a random variable c on C with probability distribution function (pdf) P. A steganographic scheme, S, is a mapping C x M x K → C that assigns a new (stego) object, s ε C, to each triple (c,M,K), where M ε M is a secret message selected from the set of communicable messages, M, and K ε K is the steganographic secret key. Assuming the covers are selected with pdf P and embedded with a message and secret key both randomly (uniformly) chosen from their corresponding sets, the set of all stego images is again a random variable s on C with pdf Q. The measure of statistical detectability is the Kullback Leibler divergence as given in equation 11.
Stego system is called ε-secure against passive attackers, if D (P || Q ) ≤ ε and perfectly secure if ε = 0.
D. Cross Correlation
For comparing the similarity between cover image and the stego image, the normalized cross correlation coefficient (r) has been computed. Cross correlation is a standard method of estimating the degree to which two series are correlated. Consider two series x(i) and y(i) where i = 0,1,2,. . . , N-1. The cross correlation r at delay d is defined as where mx and my are the means of the corresponding series. Similarity measure of two images can be done with the help of normalized cross correlation generated from the above concept using the following formula:
E. Entropy
In information theory, Entropy is a measure of the uncertainty associated with a random variable. In this context, the term usually refers to the Shannon Entropy, which quantifies the expected value of the information contained in a message, usually in units such as bits. In this context, a 'message' means a specific realization of the random variable. Equivalently, the Shannon Entropy is a measure of the average information content one is missing when one does not know the value of the random variable. The concept was introduced by Claude E. Shannon [28] in his 1948 paper "A Mathematical Theory of Communication‖. Named after Boltzmann's H-theorem, Shannon denoted the entropy H of discrete random variable X with possible values {x 1 , ... , x n } as, Here E is the expected value, and I is the information content of X. I(X) is itself a random variable. If p denotes the probability mass function of X then the entropy can explicitly be written as where b is the base of the logarithm used. Common values of b are 2, Euler's number e, and 10, and the unit of entropy is bit for b = 2, nat for b = e, and dit (or digit) for b = 10.
VII. ATTACKS ON STEGO IMAGES
Spatial domain techniques of data embedding has certain benefits and also has some drawbacks. On the positive side, the calculation complexity is relatively low compared to any technique that would require domain transforms. It should also be noted that the data capacity of the spatial techniques is quite significant. Spatial methods, however, falter from most types of image attacks, thus, the robustness of the spatial techniques limits the overall effectiveness. The frequency domain representation of an image serves as a stronger channel for transmitting information covertly
Copyright © 2012 MECS I.J. Computer Network and Information Security, 2012, 7, 27-40 while minimizing distortion of the container image. Spatial techniques localize the data in an image through bit manipulation. Frequency methods encode the data across the global frequencies of the image. This fact enables frequency methods to achieve a greater robustness to attack. DWTDM based steganographic image has been tested on various attack like noise addition, image compression. Two types of noise namely Gaussian noise occurs from electronic noise in image acquisition system and most problematic with poor lighting conditions or vary high temperatures and Salt & Pepper noise which is typically caused by malfunctioning pixel element in camera sensors, faulty memory locations, or timing errors in digitization process has been added to the Stego images before the extraction operation takes place and the final results is quite promising and has given a satisfied performance. Table VII shows the results of noise attack on DWTDM color images. Figure 11 shows the Gaussian Noise attack on Lena Images having various noise scalar values. Table VIII and IX shows compression ratio of different DWTDM based stego color and gray scale images at different embedding rates. 
VIII. ANALYSIS ON STEGO IMAGES
To access the security of the steganography algorithms the development of steganalysis attack is necessary. In this work all the stego images produced by DWTDM algorithms has been tested on two types on well known steganalysis attack namely Chi-square Analysis and RS Steganalysis. (16) and the value for the difference between distributions with v -1 degrees of freedom as in (17) . From (16) and (17) the χ 2 statistic for the PoVs can be found out as given in (18) .
Chi-Square Analysis calculates the average LSB and constructs a table of frequencies and Pair of Values [31] . It takes the data from these two tables and performs a chi-square test. It measures the theoretical vs. calculated population difference. Figure 12 and 13 shows the various results of the Chi Square Analysis based on the DWTDM methods.
Statistical attack: RS Analysis: Fridrich et al. [30] introduced a powerful, yet complex, steganalytic method that is able to accurately estimate the length of the embedded message on a digital image, for several LSB steganographic methods. The method is based on the fact that the content of each bit plane of an image is correlated with the remaining bit planes. In particular, for an 8-bit image, there is some degree of correlation between the LSB plane and the other seven bit planes. When a message is inserted in the LSB plane, its content is considered to become randomized, and thus the correlation between the LSB planes with the remaining bit planes is reduced or lost. Let I be the image to be analyzed having width W and height H pixels. Each pixel has been denoted as P i.e. for a Gray Scale Image (8 bits per pixel image), value of P = 0, 1,. . . 255. Next step is to divide I into G disjoint groups of n adjacent pixels. For instance n can be = 4 .Next define a discriminant function f which is responsible to give a real number f(x 1 ,….., x n ) ε R for each group of pixels G = (x 1 ,….., x n ). The objective is to capture the smoothness of G using f. Let the discrimination function be 
IX. COMPARISON WITH OTHER EXISTING METHODS
In this section a comparative study has been taken up with some other existing methods in spatial domain like Least-significant-bit (LSB) [9] , [11] , PVD method proposed by Wu and Tsai [42] , GLM [16] by Potdar et al. and in transform domain like [20] , [13] and [28] . From the comparative study it can be concluded that DWTDM method is better in terms of embedding capacity and moderate PSNR. Besides this method can avoid various Image attacks compared to others effectively and works well both in compressed and uncompressed domain. In addition various image similarity metrics has been also calculated in this method which was not taken up in other existing methods. Works on both uncompressed image and compressed image.
Security of the hidden data is very high.
Tested against various image attacks like noise addition, compression etc.
X. CONCLUSIONS
This work dealt with the techniques for steganography in DWT domain as related to image science. A new and efficient steganographic method for embedding secret messages into images without producing any major changes has been proposed. From the comparative study it has been seen this method is better compared to others in terms of various image similarity parameters. Embedding capacity of this method is much better than other exiting methods in transform domain. Beside this method is a robust method which can avoid various image attacks noise addition, compression. From the security aspects the relative entropy distance (KL divergence) is very low between the cover image and stego image which yields a very high security value of the hidden data. The hidden message also stays undetected after application of some well known steganalysis method on it. This method is also capable of extracting the secret message without the cover image.
