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ABSTRACT
Over the past few decades, short-period giant planets have been discovered in extra-
solar planetary systems, allowing for new tests of planetary evolution theories. Many
of these giant exoplanets have high temperatures (>1000 K) and do not directly re-
semble Jupiter or Saturn. Only in the past few years have exoplanets akin to the
cold (∼100 K) gas giants in the solar system been identified.
In this dissertation, I investigated giant gaseous planets through comparative
studies of Saturn and exoplanets. Saturn has been the target of numerous high-
precision observations, making it the ideal candidate for comparative studies. I sim-
ulated transit observations of a Saturn-analog exoplanet and determined that cold ex-
oplanet atmospheres are amenable to characterization via transmission spectroscopy.
By casting Saturn as an exoplanet, I demonstrated the potential for exoplanets to
place the solar system in a Galactic context.
The transit spectrum of Saturn also highlighted the importance of atmospheric
refraction in transit observations. Refraction alters the path of light propagating in
an atmosphere. I showed that out-of-transit refracted light provides an opportunity
to identify and characterize the atmospheres of cold transiting and non-transiting
exoplanets. I searched exoplanet parameter space to locate the maximal effect and
v
derived a criterion that predicts which atmospheres produce detectable refracted light
signatures.
My consideration of exoplanetary refraction also included a parallel study of
Saturn’s atmosphere. I developed a novel method to measure atmospheric refractivity
from distorted images of the Sun. I used this method to infer Saturn’s atmospheric
structure for more than a dozen Saturn solar occultations and to identify seasonal
variations in Saturn’s stratospheric temperature.
Lastly, I obtained ground-based observations of the long-period transiting
exoplanet Kepler-421b to refine its transit ephemeris. Without accurate transit
ephemerides, long-period exoplanet characterization with large space-based observa-
tories cannot occur. My unique observations represent the first step toward ensuring
that long-period exoplanets are characterized in the near future.
In summary, this dissertation lays the foundation for investigations of cold gi-
ant exoplanets, which exist in an almost entirely unexplored regime of exoplanetary
science. Using Saturn to provide context and motivation, I began confronting the
challenges facing this new discipline of exoplanetary science.
vi
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1Chapter 1
Introduction
1.1 Historical Context
With the Copernican Revolution came the notion that the solar system’s planets
orbit the Sun (Copernicus 1543). When this notion was later confirmed by Galileo
(Galilei 1610), the cornerstone of modern planetary science was laid. Moving forward
in time, the study of planets grew and developed almost entirely based upon the
celestial bodies within the solar system. In the solar system, the small and rocky
planets orbit interior to the large and gaseous planets. With some notable exceptions
(e.g., Struve 1952), the thinking among astronomers that other planetary systems
would mimic this dichotomy prevailed well into the 20th century.
In 19951, the discovery of the extrasolar planet 51 Pegasi b—an exoplanet with
at least half the mass of Jupiter on a four-day orbit around a Sun-like star—kicked
off another revolution in planetary science (Mayor & Queloz 1995; Marcy et al.
1997). Suddenly (although not necessarily surprisingly), there was direct evidence of
planetary systems other than the solar system, and these new systems could contain
planets for which there were no analogs in the solar system.
The latter point is one that studies of exoplanets have made abundantly clear
many times over. Such is the power of exoplanetary science to compliment traditional
planetary science. Through exoplanets the population of planet types and their
1There were other noteworthy discoveries that fueled the start of the exoplanet revolution, some
of which occurred prior to 1995. See, for instance, Seager & Lissauer (2010) for a review.
2possible properties can be explored, albeit to a resolution and precision that is limited
by their vast distance from Earth. Conversely, the solar system planets represent
single draws of the full planetary population. Yet these planets are nearby, meaning
that they can be studied in exquisite detail.
As a member of the solar system, Saturn can (and must) be investigated compar-
atively under the guise of both planetary and exoplanetary science. In the following
dissertation, I conduct comparative studies of Saturn’s atmosphere and the atmo-
spheres of exoplanets akin to Saturn. I utilize observations of Saturn itself as well as
observations of numerous exoplanetary systems. I apply and develop analysis tech-
niques with origins in planetary and exoplanetary science. Through this approach,
I hope to convey the incredible benefit of an interdisciplinary approach to studying
all planets, near and far.
1.2 Dissertation Motivation
The atmosphere of Saturn has been the target of extensive observation for over
100 years. Using ground observations, Slipher (1907) identified strong absorption
features in spectra of Saturn that were later identified as methane and ammonia
(Wildt 1934). The last few decades have seen a substantial increase in the number of
studies of Saturn’s atmosphere thanks to spacecraft such as Pioneer 11, Voyagers 1
and 2, and Cassini. The wealth of data returned by the recently concluded Cassini
mission promises the return of new discoveries well into the future.
The theory of transit transmission spectroscopy as a means of exoplanet atmo-
spheric characterization was first presented by Seager & Sasselov (2000). Not long
after, the theory was successfully applied to the exoplanet HD 209458 b, a Jupiter-size
giant planet on a 3.5-day orbit. Since then, several additional methods to remotely
probe exoplanet atmospheres have been developed and successfully tested. However,
3all atmospheric detections to date have occurred for relatively hot (&500-K) plan-
ets. As a result, cold exoplanetary atmospheres are so far entirely unconstrained by
observations.
Now is a crucial time for comparative studies of Saturn and cold gas-giant
exoplanets. Saturn is the perfect candidate for such studies as it has been the target
of numerous high precision observing campaigns. Cold, giant exoplanets are largely
occupy a largely unconstrained regime of parameter space, but can greatly benefit
from prior information related to Saturn. Pushing the frontier of atmospheric science
to long-period giant exoplanets requires assessing the feasibility of characterization
observations, developing new atmospheric detection and measurement techniques,
and identifying (and ensuring) exoplanet candidates for future study. These are
some of the tasks that I undertake in this dissertation.
In the following sections, I will provide relevant background information for the
scientific explorations described in this dissertation. In §1.3, I introduce giant planet
formation and evolution theories, which include brief discussions of planet migration
and population synthesis modeling. In §1.4, I describe the different populations of
giant planets within the Galaxy. §1.5, I present background information on the atmo-
spheres of Jupiter, Saturn, and hot giant exoplanets. In §1.6, I describe the current
set of techniques used to detect and characterize exoplanets. For each, I discuss the
usefulness for application to long-period, giant exoplanets. In §1.7, I provide a brief
introduction to planetary occultation experiments, specifically focusing on stellar and
radio occultations of Saturn. Lastly, in §1.8, I list and briefly describe the primary
questions I seek to answer in this dissertation.
41.3 Giant Planet Formation
The leading paradigm for giant planet formation places the site of planet for-
mation beyond the snow line in the protoplanetary disk. The icy material that is
present far from the star is thought to be critical to a giant planet’s ability to accrete
its substantial mass. From this basic starting point, two theories for giant planet for-
mation have emerged: nucleated instability (also known as core accretion) and disk
instability. With the discovery of extrasolar giant planets on remarkably short orbits,
the concept of orbital migration was invoked to explain how giant planets traveled
inward from their distant formation sites. In the following sections, I will outline
these two leading formation theories and briefly discuss the proposed explanations
for giant planet migration.
1.3.1 Nucleated Instability (or Core Accretion)
Under the theory of nucleated instability, or core accretion, a giant planet forms
in two broad stages. First, the accretion of icy and rocky planetesimals and planetary
embryos forms a solid core of material (e.g., Lissauer 1987). As accretion continues,
solid material and gas from the surrounding nebula are coaccreted. The core eventu-
ally grows past a critical mass, typically placed at or above ten Earth-masses (Mizuno
1980; Pollack & Bodenheimer 1989), at which point the surrounding gas undergoes
rapid hydrodynamical collapse onto the planetary core. The gas acquired during this
rapid accretion phase is largely of the same composition of the protostellar nebula.
The end product of this two-step process is a giant planet with a heavy element core
and a gaseous envelope that is primarily composed of H2 and He at a ratio that is
(mostly) preserved by the stellar helium abundance. However, due to the period
of solid and gaseous coaccretion, the envelope is also enriched in heavy elements
compared to the nebula.
5The core accretion theory of giant planet formation gained credence when
Mizuno et al. (1978) and Mizuno (1980) demonstrated that it could account for
the abundance of heavy elements in the atmospheres of the four gaseous solar system
planets. It is well established that Jupiter, Saturn, Uranus, and Neptune are not
comprised of elements at the solar proportion (e.g., Pollack & Bodenheimer 1989;
Podolak et al. 1993). Today, the heavy metal2 enrichment in these planets’ atmo-
spheres is approximately 4, 10, 80, and 80 times solar (Wong et al. 2004; Fletcher
et al. 2009; Atreya et al. 2018). Early models describing core accretion pointed to
the timescale for formation as a potential problem. Pollack et al. (1996) found that
Jupiter and Saturn would require 1–10 Myr to form, and Uranus and Neptune would
require 2–16 Myr to form. Core accretion requires planets to form prior to the dis-
sipation of the gas from the protoplanetary disk, which occurs within a few Myr for
typical gas disks (Fedele et al. 2010; Barenfeld et al. 2016). However, with a careful
treatment of the grain opacity within the disk, these timescales can potentially be
decreased (see Dodson-Robinson et al. (2008) for the case for Saturn).
1.3.2 Disk Instability
Under the theory of disk instability, pockets of the disk can become unstable to
gravitational collapse under certain conditions. More massive disks and those with
lower temperatures are more prone to disk instabilities (e.g., Armitage 2010). The
disk fragments continue to collapse to form the giant planet (Boss 1997). The result
is a giant planet with a composition nearly matching that of the protostellar nebula.
Boss (2000) argued in favor of disk instabilities using numerical simulations to
demonstrate that Jupiter-mass planets could be formed through this process on or-
bital timescales—as quickly as hundreds to thousands of years. This avoided the
2As a true Astronomer, I refer to any element with an atomic number higher than that of helium
as a “heavy metal.”
6timing issue that potentially plagued the core accretion theory of planet formation.
Also, sufficiently massive disks could feasibly create several Jupiter-mass planets,
which could interact gravitationally. The result in many cases would be planet-planet
scattering and ejection (e.g., Marzari & Weidenschilling 2002). Early exoplanet mi-
crolensing observations toward the Galactic bulge reported a substantial population
of free-floating Jupiter-mass exoplanets not associated with a host star (Sumi et al.
2011), which seemingly supported the disk instability theory of planet formation.
However, this microlensing result—and the abundance of unbound giant exoplanets
in the Galaxy—has recently been cast into doubt (Mróz et al. 2017).
The disk instability theory has drawn further criticism due to its inability to
account for the heavy metal abundance (relative to solar) of the solar system gaseous
planets. Planetesimal accretion in the late stages of planet formation could increase
the amount of heavy elements in the planetary envelope (Boss 1997). However, the
gravitational disruption of the disk and the ejection of some fraction of the forming
planets may prevent such a stage of planetesimal accretion (e.g., Atreya et al. 2018).
Measurement of the metal abundance in planetary atmospheres is a relatively
straight-forward method of discriminating between the nucleated and disk instability
theories. This is a critical task to complete for the sample of long-period giant
exoplanets, and one that has the distinct potential to place the solar system gas
giants in a greater context. In Chapters 2 and 3, I investigate methods of probing
the chemical abundance of exoplanetary atmospheres with this motivation in mind.
1.3.3 Giant Planet Migration
Here, I review the theories surrounding planetary migration, with emphasis on
the solar system gas giant planets and hot Jupiter exoplanets.
7Disk-driven Migration
As planets form, they exchange angular momentum with the surrounding disk
that causes changes to their orbital properties. This is the basic concept behind disk-
driven migration. Disk-driven migration is typically separated into two regimes: type
I (Ward 1997) and type II (Goldreich & Tremaine 1980; Papaloizou & Lin 1984; Lin &
Papaloizou 1986; Crida et al. 2006), which are distinguished by the lack or presence
of a gap in the gas disk, respectively. Small planets and giant planet cores (with
masses less than ∼10 Earth masses) undergo type I migration. When those cores
grow massive enough, they open a gap in the disk and undergo type II migration,
which occurs on timescales comparable to the disk’s viscous evolution (e.g., Crida &
Morbidelli 2007).
A leading theory surrounding the formation of the solar system (i.e., the so-
called “Grand Tack” scenario, Walsh et al. 2011) proposes that Jupiter and Saturn
experienced type II migration in the protosolar disk. Jupiter likely formed first
and, while migrating inwards, entered into a mean motion resonance with a still-
forming Saturn. The Grand Tack scenario speculates that Saturn moved inward to
within ∼2 AU of the Sun3. It has been shown that inward migrating giant planets
that fall into a mean motion resonance can have their motion reversed (Masset &
Snellgrove 2001), so Jupiter and Saturn likely migrated out to nearly their current
orbits. Since Saturn is not presently in resonance with Jupiter, it is thought that
Saturn experienced additional outward migration during a period of gravitational
instability that occurred after the gas in the protosolar disk cleared (Tsiganis et al.
2005).
3Given that the water snow line within the protostellar disks evolves due to variations in stellar
irradiation and accretion (e.g., Garaud & Lin 2007), I revisit the potential imprint that early
migration may leave on giant exoplanets in Chapter 6.
8Disk-driven migration tends to keep the giant planet’s orbital eccentricity low.
In some cases, eccentricity measurements can distinguish between disk-driven migra-
tion and other scenarios (e.g., Dawson & Johnson 2018). Therefore, measurements of
orbital eccentricity through transit and radial velocity (RV) observations are vital to
distinguishing formation pathways for giant planets on either short- or long-period
orbits. This is part of the motivation for Chapter 5, which attempts to refine the
orbital properties of a single cold, giant exoplanet.
High-eccentricity migration
High-eccentricity migration is another theory to account for the significant in-
ward migration of a giant planet that formed several AU from its parent star. In
broad terms, it is a two-step process that involves the reduction of the migrating
planet’s orbital angular momentum (by a factor of ∼101) and orbital energy (by a
factor of ∼102). First, in the presence of a secondary perturber, a giant planet’s an-
gular momentum can be reduced through planet-planet scattering (e.g., Rasio & Ford
1996; Weidenschilling & Marzari 1996; Ford & Rasio 2006; Chatterjee et al. 2008)
or secular interactions (e.g., Wu & Murray 2003; Wu & Lithwick 2011). These two
pathways can be distinguished through their respective timescales, since scattering
happens quickly (on orbital timescales) while secular timescale are slow (kyr–Myr,
Dawson & Johnson 2018). Second, the migrating planet’s orbital energy is thought
to dissipate within the planet itself through tidal interactions with the host star.
This process rapidly results in a close-in giant planet on an approximately circular
orbit.
There is evidence to suggest that high-eccentricity migration through secular in-
teractions followed by tidal dissipation is the predominant formation scenario for hot
Jupiter exoplanets (see Dawson & Johnson 2018, for a current review). However, the
case of hot Jupiter formation pathways is not yet closed. Locating and characterizing
9the potential long-period perturbers (e.g., giant exoplanets or substellar objects) is
strong motivation for developing methods to study cold exoplanetary atmospheres
(as in Chapter 3) and maintaining orbital ephemerides of those long-period plan-
ets already known to exist (as in Chapter 5). Furthermore, discovering additional
long-period giant planets in transit and RV surveys—that may be in the midst of
migration via one of the aforementioned mechanisms—will undoubtedly inform the
formation pathways for close-in giant exoplanets.
In Situ Hot Jupiter Formation
Although hot Jupiters were among the first extrasolar planets discovered (in-
cluding 51 Peg b), their formation mechanism(s) are still hotly debated. Much of the
discussion involves the competing scenarios of high eccentricity migration followed
by tidal circularization and disk-driven migration. Each of these theories, however,
assumes that the giant planet formed beyond the snow line via core accretion. In situ
formation of hot Jupiters has largely been disfavored due to the inability to grow a
massive planetary core at small orbital distances (see Dawson & Johnson 2018, and
references therein). The timescale of core growth at hot Jupiter orbital distances is
shorter than the gas dissipation timescale in the disk, but there simply does not seem
to be enough material to grow a ∼10 Earth-mass core in that region of the disk.
Recently, Batygin et al. (2016) revived the in situ theory of hot Jupiter formation
by pointing out a distinct discrepancy in the mass distribution of hot and cold giant
exoplanets. If both types of planets have the same origin—as high eccentricity or
disk-driven migration would suggest—then their mass distributions should be similar.
Batygin et al. (2016) continues to suggest that the conglomeration of super-Earth
size planets can indeed produce hot Jupiters in situ by the standard theory of core
accretion.
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Hot Jupiter exoplanets are not the focus of this dissertation, but I include this
section to echo the sentiment expressed previously about the ability of exoplanets to
reveal new insights on the solar system planets. Hot Jupiters have no direct analog
in the solar system, and it is not yet clear whether or not they share a similar origin
with cold Jupiters (such as Jupiter and Saturn). The discovery and characterization
of a unprecedented set of cold, long-period giant exoplanets—an endeavour for which
this dissertation lays the foundation—will elucidate the differences and similarities
between short- and long-period giant planets.
1.3.4 Planet Population Synthesis
The core accretion theory of giant planet formation has inspired a discipline
of complicated modeling known as population synthesis. Population synthesis aims
to understand the conglomeration of planetary cores, the accretion of gaseous en-
velopes, and the migration of giant planets across a comprehensive set of exoplan-
etary parameter space (e.g., Ida & Lin 2004; Mordasini et al. 2014). These models
produce testable predictions for the expected distribution of planet mass, semi-major
axis, and atmospheric and interior composition. As the study of extrasolar planets
progresses from (largely) a discovery effort to one of in-depth characterization, the
potential to constrain population synthesis models with observed atmospheric and
interior parameters grows.
Under the core accretion theory, the abundance of heavy metals (or metallicity)
within a giant planet’s atmosphere is a key window to its formation history. The
metallicity is influenced by the location of planet formation within the disk (e.g.,
Öberg et al. 2011), the time of formation (e.g., Garaud & Lin 2007), the protostellar
disk properties, the presence of nearby planets, and other factors. These properties
produce trends in relative metallicity—the abundance of metals in the planet atmo-
sphere compared to the abundance of metals in host star’s atmosphere—and heavy
11
element mass (e.g., Miller & Fortney 2011; Thorngren et al. 2016). Constraining
these trends specifically requires radius, mass, and atmospheric measurements for
weakly irradiated (i.e., long-period) giant exoplanets. Such measurements are not
complicated by radius inflation mechanisms that are active for highly-irradiated hot
Jupiters (e.g., Fortney & Nettelmann 2010; Baraffe et al. 2010). This is perhaps the
strongest motivation to develop tools to discover and characterize long-period giant
planets as I do in Chapters 2, 3, and 5.
Population synthesis models do not solely rely on exoplanet measurements.
They been updated substantially to explain the metal enrichment of the solar system
gas giants (Alibert et al. 2005; Lissauer et al. 2009; Helled & Bodenheimer 2014). In
Chapter 4, I outline a novel method of inferring atmospheric properties, including the
helium abundance, from solar occultations with application to Saturn. Although cur-
rent solar occultation observations do not have the precision to make a measurement
of helium, future constraints would be valuable to understanding the gas accretion
and subsequent evolution of giant planet envelopes and interiors.
1.4 Giant Planet Population
Prior to the discovery of extrasolar planets, the population of giant planets
consisted of four familiar members, loosely separated into two categories based on
temperature and composition (“gas giants” and “ice giants”). In this section, I describe
how spectroscopic (primarily RV) and photometric (primarily transit) observations
of exoplanets have vastly increased the knowledge of the occurrence rate and variety
of giant planets in the Galaxy.
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1.4.1 Mass Classes
Based on the sample of (∼1000) known giant exoplanets at the time of writing,
there is a clear minimum in planet occurrence rate near ∼ 0.1 Jupiter masses (see
Santerne 2018, for a recent review.). In the solar system, this observation distin-
guishes Uranus and Neptune (i.e., low-mass giant planets) from Jupiter and Saturn
(high-mass giant planets). High-mass giant exoplanets are readily detectable to mod-
ern RV and transit surveys. As a result, the division in masses is likely not due to
an observational bias or systematic non-detection.
The observed dividing mass is on the order of the critical core mass required
to instigate rapid hydrodynamic gas accretion according to the nucleated instability
(core accretion) theory of giant planet formation (§1.3). Early planet migration
work noted a potential problem with migration timescales and the timescale for a
forming planet to open a gap (Hourigan & Ward 1984). To summarize the issue,
a growing planetary core experiences inward type I migration at a rate that scales
with core mass (Ward 1997). If the growing core remains in type I migration, it will
be lost through scattering or collision with the central star (e.g., Alibert et al. 2005;
Mordasini et al. 2009). If instead, the growing core reaches a sufficient mass to open
a gap, it transitions to the much slower type II migration. Despite recent advances
in type I migration theory that suggest that corotation torques slow (or reverse)
type I inward migration (see Baruteau et al. (2014) and references therein), there
still exists a mass range (20–100 Earth masses, 0.06–0.3 Jupiter masses) such that
the growing core cannot open a gap prior to migrating into the host star. Recently
Crida & Bitsch (2017) proposed this as the physical mechanism for the observed
mass dichotomy in giant planets. Future detections and mass measurements of giant
planets with a variety of periods will provide tests to this new hypothesis.
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1.4.2 Orbital Period Classes
Based on the sample of (∼1000) known giant exoplanets at the time of writing4,
giant planets fall into three classes based on semi-major axis (or orbital period).
These three classes have been named hot Jupiters (periods less than 10 days), warm
or temperate Jupiters (period in the range 10–85 days), and cold Jupiters (periods
greater than 85 days).
Multiple RV, transit, and microlensing surveys have returned occurrence rate
estimates for each orbital period class (e.g., Gould et al. 2006; Cumming et al. 2008;
Mayor et al. 2011; Wright et al. 2012; Santerne et al. 2016; Deleuil et al. 2018).
In general, hot Jupiters exist in ∼1% of F, G, and K star systems whereas cold
Jupiters exist in &3% of F, G, and K star systems (see Santerne 2018, and references
therein). These occurrence rates demonstrate that short-period giant planets are
rare compared to their long-period counterparts. The hot Jupiter occurrence rates
from RV, transit, and microlensing surveys are in agreement with the exception of
the estimates from Kepler, which are relatively low (0.4±0.1% Howard et al. 2012;
Fressin et al. 2013; Santerne et al. 2016). A systematic difference in metallicities
between the stars in the Kepler field and those observed by the various RV surveys
was suggested as a possible explanation for the discrepancy (Wright et al. 2012).
However, recently Guo et al. (2017) found that metallicity differences cannot solely
account for the low Kepler occurrence rate.
Similarly, the Kepler occurrence rate for warm Jupiter exoplanets (0.9±0.2%,
Santerne et al. 2016) is low compared to the corresponding estimate from RV observa-
tions (1.6±0.5, Mayor et al. 2011). However, the warm Jupiter occurrence rate from
Kepler somewhat disputed. Applying a different treatment of false positive planet
4Hereafter, any reference to “giant” planets refers to those with masses above ∼0.1 Jupiter
masses.
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detections, Fressin et al. (2013) claimed that warm Jupiters occur in 1.6±0.1% of
F, G, and K star systems, in close agreement with RV surveys. Nonetheless, the
results of Santerne et al. (2016) may provide evidence for a so-called “period valley”5
in the population of giant planets. This potentially lends credence to the theory that
close-in and long-period giant planets have different formation histories (e.g., Udry
et al. 2003; Udry & Santos 2007).
Due to limited observational baselines and signal-to-noise ratio restrictions,
ground-based transit surveys are incomplete past ∼10 days. Similarly, the primary
Kepler mission—which stared at the same patch of sky for nearly four years—has
difficulty probing exoplanets with periods greater than a few hundred days. Valiant
efforts to identify long-period period exoplanets have been made (e.g., Wang et al.
2015; Uehara et al. 2016), but these often involve time-intensive visual inspection
by human subjects. Foreman-Mackey et al. (2016) conducted an entirely automated
long-period planet search of the full primary Kepler data set, which allowed them
to estimate an occurrence rate. They found that Sun-like stars have (on average)
2.0±0.7 giant planets with 0.1–1 Jupiter radius and period in the range 2–25 yr.
The long-period population of cold, giant exoplanets will be among the last to
receive substantial characterization. Given the observational biases associated with
their detection (§1.6), their observation will require a patience and a collective com-
munity effort that is not always necessary for short-period exoplanets (see Chapter
5). However, given that Jupiter and Saturn have yet to be placed in context among
cold giant exoplanets, the development of methods to characterize these kinds of
exoplanets is imperative for planetary science and exoplanetary science alike.
5The term “period valley” refers to a decrease in planet occurrence rate for warm Jupiter exo-
planets. It is a “valley” as both hot and cold Jupiters have been claimed to form more frequently
(e.g., Udry et al. 2003).
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1.4.3 Correlation to Stellar Properties
Investigations of the correlation between stellar and planetary properties have
created an industry within exoplanetary science. At the time of writing, it is clear
that relations of varying strengths between stellar spectral type, stellar metallic-
ity, planet mass, planet radius, and planet orbital period are present (see Petigura
et al. (2018) for a recent example). Yet, the exact nature of these relations is often
clouded by observational biases and systematic limitations in the underlying spec-
troscopic and photometric surveys. Here I will only briefly introduce two of the most
established relations between stellar properties and giant planet properties.
Mass-metallicity Relation
Metal-rich stars form from disks that are enhanced in the heavy elements that
form terrestrial planets and the cores of gas giants. According to the theory of core
accretion (§1.3), planet formation should be more efficient in metal-rich disks. A test
of this assessment is given by measuring the rate of planet occurrence around stars of
varying metallicity. Indeed, stellar metallicity has long been part of the discussion of
exoplanet occurrence (e.g., Gonzalez 1997). Early exoplanet studies noted a distinct
correlation between the occurrence of giant planets and highly metal-rich host stars
(Santos et al. 2004; Fischer & Valenti 2005). However, it was not clear if this relation
extended to lower mass planets (Sousa et al. 2008; Ghezzi et al. 2010).
The seminal work of Johnson et al. (2010) found that the fraction f of stars
(of masses 0.2 to >1 solar mass) hosting giant planets scaled as f ∝ 101.2[Fe/H],
where [Fe/H] is the stellar metallicity. More recent studies that include results from
the primary Kepler mission (spanning 2009–2013, Borucki et al. 2010; Koch et al.
2010) have found that the numerical factor in that relation can be as high ∼3.4
depending on the planet size and orbital period (Petigura et al. 2018). In general,
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these empirical trends serve as evidence in favor of the core accretion theory of giant
planet formation.
Stellar Mass Relation
For a fixed disk metallicity, more massive disks also have more planet-forming
material. Since stellar mass scales with disk mass, a straight-forward correlation
between the occurrence of planets and stellar mass was expected. Early theoretical
studies of planet formation predicted a dearth of Jovian planets orbiting M dwarfs
(e.g., Laughlin et al. 2004), a trend that was quickly identified in observations (Endl
et al. 2003; Butler et al. 2006; Johnson et al. 2007). The paucity of giant planets
orbiting low-mass stars is a result that has persisted into more recent exoplanet
studies as well (e.g., Bonfils et al. 2013). With so few giant planets expected to exist
around M dwarfs, each additional planet discovery is valuable, and efforts to refine
orbital properties and characterize its atmosphere are readily justified.
Summary of Planet-star Relations
Nearly all planet-star correlations are incomplete for cold giant planets due to
the difficulty in acquiring planetary mass, radius, and atmospheric measurements.
Yet, as demonstrated by Santerne et al. (2016), the most abundant class of giant
planets are those with long orbital periods (&100 days). Extending the planet-star
correlations to these kinds of planets can be achieved through the discovery and
characterization techniques I describe in this dissertation (Chapters 2, 3, and 5).
1.5 Giant Planet Atmospheres
Thanks to decades of spacecraft observations, the atmospheres of Jupiter and
Saturn have a thorough body of literature with exquisite temporal, spatial, and
spectral precision. Investigations of exoplanet atmospheres are far more primitive
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and limited. However, much of the atmospheric science conducted with exoplanets
has elucidated previously unexplored parts of parameter space. In this way, the
“early days” of exoplanet atmosphere work is quite complimentary to the years of
established planetary science efforts. In this section, I briefly describe some of the
properties and processes ongoing in Saturn’s atmosphere. I restrict this description
only to that information which is pertinent to this dissertation. Then, I provide a
similarly concise introduction to the properties and processes so far known to occur
extrasolar giant planet atmospheres.
1.5.1 The Atmosphere of Saturn
With knowledge of the equations of state of hydrogen and helium, a basic mass-
radius relation can reveal that Saturn is primarily composed of H2 and He (Zapolsky
& Salpeter 1969). However, employing an adiabatic model with a hot core, it can
readily be seen that Saturn is not solely composed of H2 and He (e.g., Fortney et al.
2007). Today, it is well established that methane (CH4) is third most abundant
species in Saturn’s atmosphere6. In general, Saturn’s atmospheric chemistry de-
termines its composition. The chemistry is affected by the atmosphere’s thermal
structure, which is set by a radiative balance of incident solar radiation and ther-
mal infrared emission (e.g., Fouchet et al. 2009). The deposition of solar energy into
methane photolysis heats Saturn’s stratosphere, creating a temperature inversion and
driving substantial photochemistry (e.g., Moses et al. 2005). Saturn’s global thermal
structure also varies with orbital longitude (i.e., season) largely due to the planet’s
orbital eccentricity and rotational obliquity. Local variations in Saturn’s atmospheric
temperature are introduced by latitudinal composition gradients, dynamics, and even
ring shadowing. Determination of the full picture of Saturn’s global thermal struc-
6Throughout this dissertation, the term “atmosphere” will exclusively refer to the neutral atmo-
sphere unless otherwise noted.
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ture demands a large number of observations to resolve these temporal and spatial
variations. This is the primary motivation for Chapter 4 of this dissertation.
The literature describing Saturn’s atmosphere is vast. In this brief introduc-
tion, I provide background information through the context of Saturn’s atmospheric
composition, focusing specifically on helium and methane.
Helium
Saturn’s helium was accreted directly from the primordial solar nebula ∼4.6
Gyr ago as the solar system formed. The Sun also formed from the protosolar
nebula, so the initial He/H2 mixing ratio within Saturn’s gaseous envelope likely
matched that of the protosun. Initially, the distribution of hydrogen and helium
within Saturn’s gaseous envelope was likely uniform. In the intervening 4.6 Gyr,
the bulk amount of helium within Saturn was largely unchanged. Helium is inert
and is not substantially lost or gained through chemical or atmospheric processes.
However, the spatial distribution of helium within the planet may not have been so
static. The conditions present in the interior of Saturn may have allowed helium to
condense out of solution with metallic hydrogen (Smoluchowski 1967; Salpeter 1973;
Morales et al. 2009; Püstow et al. 2016). This may have resulted in “helium rain,” or
a gravitational settling of condensed helium atoms (Stevenson & Salpeter 1977a,b).
During helium rain, the sinking helium radiates some of its gravitational potential
energy. This radiation greatly alters the planet’s internal energy budget, affecting
the entire planet’s evolution.
Determining the extent to which helium rain occurred within Saturn is funda-
mentally important to understanding how Saturn evolved. Early on, it became clear
that Jupiter and Saturn experienced different forms of interior evolution. Homoge-
neous evolutionary models were able to reproduce the measured internal luminosity
of Jupiter (e.g., Graboske et al. 1975; Hanel et al. 1981) but not of Saturn. The
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measured internal luminosity of Saturn was greater than the evolutionary models
could explain (Grossman et al. 1980), suggesting the presence of an additional inter-
nal energy source. When invoked as an ad hoc source of internal energy, helium rain
can successfully reproduce the present day effective temperature of Saturn (Fortney
& Hubbard 2003).
Conrath et al. (1984) combined radio occultation measurements and infrared
spectra obtained by Voyager 2 to estimate the helium mass fraction in Saturn’s at-
mosphere (Y ). Their analysis found Y = 0.06 ± 0.05, which is notably less than
solar: Y ≈ 0.25 (Asplund et al. 2009). This apparent helium depletion in Saturn’s
atmosphere and the existence of an unknown energy source in Saturn’s interior sug-
gested that extensive helium rain had occurred. Years later, the initial Voyager 2
abundance measurements were called into question (von Zahn et al. 1998). A re-
analysis of the Voyager 2 observations identified potential systematic uncertainties
and returned Y=0.18–0.25 for Saturn (Conrath & Gautier 2000). The lack of preci-
sion in this result precluded rigorous interpretation of the data. Substantial efforts
to apply the methods of Conrath et al. (1984) to radio and infrared observations
from Cassini have once again attempted to measure Saturn’s elusive helium abun-
dance (e.g., Fouchet et al. 2009). In Chapter 4, I describe a new method using solar
occultations to measure atmospheric refractivity, which is directly affected by the
atmospheric helium.
Methane and Its Photochemical Byproducts
Methane is well-mixed in Saturn’s atmosphere and is the thermochemically
stable form of carbon. Based on infrared spectra acquired by the Cassini spacecraft,
Fletcher et al. (2009) measured the CH4 mixing ratio to be 4.7±0.2×10−3 in Saturn’s
troposphere. The corresponding carbon mole ratio suggests that Saturn’s carbon
enrichment is ∼10 times solar. The trend of metal-enriched giant planets is valid
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within the solar system (Wong et al. 2004; Fletcher et al. 2009; Atreya et al. 2018)
and in exoplanets (e.g., Espinoza et al. 2017), offering support of the core accretion
theory of giant planet formation (§1.3).
In Saturn’s upper stratosphere, methane is readily dissociated by ultraviolet ra-
diation (primarily solar Ly α photons). The most abundant byproducts of methane
dissociation are ethane (C2H6) and acetylene (C2H2), but various other higher-order
hydrocarbons have been detected as well (see Fouchet et al. (2009) and references
therein). Similar to temperature measurements, the abundance of these photochem-
ical byproducts also displays seasonal and latitudinal variations (e.g,. Howett et al.
2007; Guerlet et al. 2009).
Methane and its byproducts are affected by the chemical and thermal environ-
ment in Saturn’s atmosphere. In cold giant exoplanets akin to Saturn, these types
of species would be especially useful in constraining forward models of atmospheric
structure and composition. Yet, the means of identifying these models in planetary
data (i.e., of Saturn) and explanatory observations are quite different. In Chapter
2, I investigate how to identify CH4 and the effects of photochemistry in transit
observations of a Saturn-like exoplanet.
1.5.2 The Atmospheres of Giant Exoplanets
As I will discuss in §1.6, observational biases have limited in-depth exoplanet
characterization efforts to only the hottest of exoplanets, including short-orbit hot
Jupiters and long-orbit young giants. Directly imaged systems such as HR-8799
comprise the latter, which have provided unique tests to the leading theories of
planet formation (e.g., Marois et al. 2010). Prior to the discovery of exoplanets, only
models could explore the youths of giant planets. Now, directly imaged exoplanets
provide critical waypoints that constrain planetary evolution.
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However, given that the focus of the dissertation is on mature planetary atmo-
spheres7, I will focus the description provided here on hot Jupiters. They are the
only mature class of giant exoplanets to receive substantial (i.e., precise and repeated)
atmospheric characterization8. Hot Jupiters are largely characterized by their high
temperatures due to the intense stellar irradiation incident upon their atmospheres.
Their equilibrium temperatures range from ∼1000 K to over 2000 K (e.g., Sing et al.
2016). Due to orbital synchronization—which occurs on timescales much shorter
than the age of most hot Jupiter systems—most (if not all) hot Jupiters are tidally
locked and in spin-orbit resonances. The global thermal gradients caused by uneven
stellar heating strongly influence dynamics within hot Jupiter atmospheres. Global
circulation models predict that intense day-night winds exceed the rotation speed of
the planet and shift the hottest region of the atmosphere east of the substellar point
(e.g., Showman & Polvani 2011). Indeed, such hot-spot shifts have been measured
(e.g., Knutson et al. 2009; Majeau et al. 2012). Methods to measure hot Jupiter
winds across the day-night terminator have also been developed (e.g., Miller-Ricci
Kempton & Rauscher 2012) and tested with some success (e.g., Snellen et al. 2010).
Despite having no analog in the solar system, the abundances of hot Jupiter
atmospheres are useful for direct comparison with Jupiter and Saturn. The earliest
detection of an exoplanet atmosphere provided a constraint on the sodium content
in the atmosphere of HD 209458 b (Charbonneau et al. 2002). Since then, numerous
atomic and molecular features from H, He (Spake et al. 2018), Na, K, H2O, CO,
CO2 and CH4 have been identified in the transmission spectra (§1.6) of hot Jupiters
(see Madhusudhan et al. (2014b) and references therein). The presence of carbon-
7Quantitatively, and for the purposes of this dissertation, a mature giant planet is one that has
an effective temperature that is comparable to its equilibrium temperature.
8Hot Earth-to-Neptune-size exoplanets have also been the subject of numerous atmospheric
studies (e.g., Kreidberg et al. 2014a). These types of planets could be the subject of another Ph.D.
dissertation, so I will not mention them here.
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and oxygen-bearing molecules among those detected in extrasolar giant planet at-
mospheres enables the measurement of abundance ratios (e.g., C/O, O/H), which
are useful for constraining planetary formation histories (e.g., Öberg et al. 2011;
Madhusudhan 2012; Mordasini et al. 2016). Amazingly, such information is poorly
known (at best) for Jupiter and Saturn, as most of the water in their atmospheres is
condensed into cloud layers that are difficult to probe remotely.
One of the most perplexing aspects of hot Jupiter atmospheres is the role they
play in the inflation of their planetary radii. A giant planet’s radius is not determined
only by its mass (e.g., Fortney et al. 2007). Stellar insolation largely determines the
energy deposition into the atmosphere and therefore affects the planet radius. Many
hot Jupiters have larger radii than are predicted by planetary cooling models (e.g.,
Fortney & Nettelmann 2010). Based on the sample of confirmed exoplanets, the
extent of the inflation has some dependence on insolation and appears to cease below
∼ 2× 108 erg s−1 cm−2 (Demory & Seager 2011).
Mechanisms to explain hot Jupiter radius inflation include stellar flux heating
(Showman & Guillot 2002), tidal heating (e.g., Bodenheimer et al. 2001), suppressed
cooling (e.g., Burrows et al. 2007; Chabrier & Baraffe 2007), and Ohmic dissipation
(Batygin & Stevenson 2010). A growing body of observational evidence suggests
that stellar irradiation is the leading cause of the inflation (e.g., Laughlin et al. 2011;
Lopez & Fortney 2016) and even stages of re-inflation in the case of evolved stars
(Grunblatt et al. 2016).
It is not known if radius inflation continues out to longer periods. In other
words, the inflation boundary of Demory & Seager (2011) is not well constrained
on the low-insolation end. This point is accentuated by the fact that Jupiter and
Saturn typically lie well below the limits on figures displaying the radius-insolation
relation. Jupiter and Saturn occupy a totally unexamined region of parameter space.
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Filling that parameter space through the discovery and confirmation of transiting
long-period giant exoplanets (Chapter 5) is a crucial step toward solving the mystery
of radius inflation.
Furthermore, many of the discoveries regarding the composition of giant exo-
planet atmospheres have relied upon transmission spectroscopy. Given this method’s
dependence on large atmospheric scale heights and susceptibility to clouds, it is not
clear if cold giant exoplanet atmospheres (akin to Saturn or Jupiter) will be amenable
to this kind of characterization. I explore that point in Chapter 2.
1.6 Exoplanet Detection and Characterization Techniques
In this section, I provide brief descriptions of several of the commonly-used
exoplanet detection techniques9. I discuss their individual biases specifically in the
context of long-period giant planets. For each, I also describe their usefulness for
atmospheric characterization.
1.6.1 Stellar Reflex Motion (or Radial Velocities)
According to Christian Doppler’s 1843 treatise, sources of radiation in motion
along an observer’s line of sight exhibit changes in wavelength (Doppler 1843). This
fundamental theory has played a significant role in modern astrophysics, including
the development of the field of exoplanets. In the gravitational two-body problem
containing a star and a planet, both bodies execute Keplerian motion about their
common center of mass. To a distant observer monitoring the star, the result is a
periodic radial velocity (RV) signal in the star’s spectrum with semi-amplitude K
9I restrict this discussion to detection methods that are pertinent to this dissertation.
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(e.g., Murray & Correia 2010; Lovis & Fischer 2010)
K =
√
G
1− e2
Mp sin i√
a(M? +Mp)
(1.1)
where G is the gravitational constant, e is the planet’s orbital eccentricity, Mp is
planet mass, i is the inclination of the planet’s orbit with respect to the observer, a
is the planet’s semi-major axis, and M? is stellar mass. As RV detection technology
became more precise, the usefulness of RVs as a method of exoplanet detection grew.
Starting with the detection of 51 Pegasi b (Mayor & Queloz 1995; Marcy et al.
1997), most of the initial exoplanet detections came in the form of RV detections.
RV observations are primarily useful for the constraints they place on planet mass
and orbital eccentricity.
As demonstrated by Eq. 1.1, K (essentially the equivalent of exoplanet “de-
tectability”) scales as Mp, a−1/2, and M
−1/2
? (under the assumption that M? Mp).
Therefore, this detection method is biased toward massive planets, those on close-in
orbits, and those orbiting small stars. There is also a slight bias toward edge-on
systems (with i = 90◦), but this is not as severe as the equivalent bias for transit-
ing exoplanets. The a−1/2 dependence of K is also not entirely detrimental to the
discovery of long-period giant planets. For example, Jupiter’s gravitational influence
produces a solar reflex motion of K ≈ 13 m s−1 to an edge-on observer. This is en-
tirely within the detectability of modern RV instruments (e.g., Fischer et al. 2016).
The difficulty in such a detection is merely obtaining a consistent series of RV ob-
servations that span the full phase of the planet’s orbit. However, such a long-term
RV campaign has been demonstrated (e.g., Beichman et al. 2018), and I will outline
future efforts to expand these types of efforts in Chapter 6.
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Although RV observations constrain planet mass—which is vital to the inter-
pretation of exoplanet atmosphere observations—they themselves provide little to no
information on the targeted planet’s atmosphere.
1.6.2 Transits
As seen by a randomly-placed observer, the distribution of orbital inclinations
(i.e., cos i) for exoplanetary systems is uniform. As a result, a specific observer will
occasionally observe a fraction of those exoplanets occult, or transit, their host stars.
Exoplanet transit events are characterized by a temporary, periodic reduction on the
host star’s flux. Transit observations are primarily useful for the constraints they
place on planet radius and orbital period, although other useful properties such as
stellar density are indirectly constrained through transit (Seager & Mallén-Ornelas
2003).
The geometric probability of observing a transit (ptransit) of a particular exo-
planetary system known to host a planet is (e.g., Winn 2010)
ptransit =
(
R? +Rp
a
)(
1
1− e2
)
(1.2)
where R? is the stellar radius, Rp is the planet radius, a is the planet’s semi-major
axis, and e is the planet’s orbital eccentricity10. This equation demonstrates that
transits are favored in systems with large stars and planets, especially those on
close-in orbits. The direct scaling of ptransit ∝ a−1 assures that transit surveys will
systematically detect close-in exoplanets. The probability of detecting long-period
exoplanets in transit is further reduced when the finite baseline of observations is
considered. If the orbital period (P ) is longer than that baseline, then it can be
shown that ptransit ∝ P−5/3 (Beatty & Gaudi 2008).
10Note that Eq. 1.2 has been averaged over all values of the argument of periapse.
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However, low transit probabilities can be overwhelmed by long-baseline sur-
veys of many stars. This line of reasoning—supported by the recent development of
extremely precise and stable photometric detectors—has led to the development of
highly successful transit surveys, both from the ground and in space. At the time
of writing, most of the known exoplanets were discovered by the primary Kepler
mission (Borucki et al. 2010; Koch et al. 2010), which employed the transit method
on a single patch of sky in the constellation Cygnus for nearly four years. Presently,
and into the near future, the best long-period exoplanet candidates for follow-up
characterization were discovered by Kepler. I revisit this point and its significance
in Chapters 5 and 6.
An observer of a transiting exoplanet system that is neither in transit or in
eclipse11 measures a flux with stellar F?(t) and planetary Fp(t) components. Both of
these fluxes are functions of time (t) since the star may be variable and the planet
is constantly changing phase. During transit, a portion of the stellar flux equal
to R2pF?(t)β(t)/R2? is removed, where β(t) is a geometric function describing the
projected overlap between the planet and star. If the nightside Fp is negligible
relative to F? and stellar limb darkening is ignored, then the relative decrease in flux
measured during transit (i.e., the transit depth δ) is δ ≈ (Rp/R?)2.
As written here, δ is only approximate because it depends on the existence of
planetary atmosphere and the wavelength of observation. Since atmospheric opacity
varies with wavelength, so does the apparent area of the combined planet-atmosphere
disk (e.g., Seager & Sasselov 2000). Therefore, δ is a wavelength-dependent quantity
that contains atmospheric information. This is the basic principle behind transit
transmission spectroscopy. Atmospheric variations in transit depth (∆δ) are on the
11Eclipse refers to the star occulting the planet.
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order of the size of the annulus of absorbing gas
∆δ ≈ 2NRpH
R2?
(1.3)
where, H is the atmospheric scale height and N is the number of scale heights
describing the width of the annulus (typically of order unity, Winn 2010). Eq. 1.3
demonstrates that atmospheric characterization via the transit method also has a
unique set of biases. Planets with large atmospheric scale heights (i.e., high temper-
ature, low surface gravity, or low mean molecular mass atmospheres) and those with
large planet-star radius ratios are favored. Given the low temperature of long-period
gas giant exoplanet akin to Saturn, this immediately casts doubt on the transmission
spectroscopy as a useful tool for atmospheric characterization (see Chapter 2).
Refraction
As a sizable portion of this dissertation is devoted toward atmospheric refrac-
tion, I will note that Eq. 1.3 and its derivation here do not include the effects
of atmospheric refraction. The ability of refraction to alter transit observations—
especially the inferred planet radius—were considered upon the discovery of the first
transiting exoplanets (Seager & Sasselov 2000; Hubbard et al. 2001). These early
works determined that refraction need not be considered when measuring exoplanet
radii for short-period exoplanets. In the following years, most (if not all) transiting
exoplanets that were discovered were of the “short-period” kind, where the effects
of atmosphere refraction were negligible. With the exception of a few works (to be
discussed later), the utility of atmospheric refraction as a tool for exoplanet char-
acterization went unexplored. In a 2017 review article, Deming & Seager (2017)
called for more research into atmospheric refraction in the context of transiting ex-
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oplanets. I answer this call primarily in Chapter 3, but also discuss refraction in an
exoplanetary sense in Chapters 2 and 6.
1.6.3 Direct Imaging
The imaging of exoplanets apart from their host stars is somewhat different
than the previously discussed techniques in that it is a direct way of detecting and
characterizing exoplanets. The benefits of direct imaging include the removal of the
confusion between planetary and stellar properties. However, extreme barriers such
as the immense planet-star contrast and the fundamental limits on angular resolution
set by diffraction will always challenge attempts to see exoplanets on their own at
visible and near-infrared wavelengths.
The main observing biases of the direct imaging method are identified through
the two aforementioned challenges in its execution. First, the higher the contrast
between the star and the planet, the more difficult the task of directly imaging the
planet. As a result, all of the directly imaged objects to date have been young and
self-luminous. Their luminosity derives from the heat from formation, which they
are still radiating. By the Stefan-Boltzmann law, luminosity scales with radius, so
direct imaging favors giant planets (and even larger substellar objects). Therefore,
direct imaging of young, self-luminous planets is a unique way to study giant planets
in their youth. Detecting a Jupiter-Sun twin system (i.e., at their present tempera-
tures) from 10 parsecs at 10 µm requires a contrast on the order of 3×10−8 (Traub
& Oppenheimer 2010, and references therein). This is only slightly smaller than the
corresponding contrast for an Earth-Sun twin system at 10 parsecs (8×10−8). While
this is beyond the capabilities of current instrumentation, it is likely to be achieved
in the near future after developments in engineering (e.g., coronagraphs, interferom-
eters) and analysis methods (e.g., speckle techniques) (e.g., Traub & Oppenheimer
2010).
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Second, direct imaging requires that the planet be resolved apart from its host
star. This requirement creates a bias toward long-period planets. As mentioned
previously, this bias is useful for giant planets currently, allowing for investigation
of young giant planets, and in the future as contrast improvements allow for the
detection of mature planets.
Another facet of direct imaging involves reflected light, originally emitted by
a host star but scattered by a nearby exoplanet. Although not feasible with cur-
rent instrumentation, the Wide-Field Infrared Space Telescope (Spergel et al. 2015)
outfitted with a coronagraph is expected to acquire spectra of cold, long-period ex-
oplanets akin to Jupiter and Saturn (Traub et al. 2016). Atmospheric retrieval from
their spectra would likely identify the presence of clouds and constrain abundance
of methane (Lupu et al. 2016), demonstrating the value of this technique for cold,
giant exoplanets. However, unlike transmission spectroscopy (Chapter 2), any inves-
tigations of reflected light from giant planets must wait until the mid-2020s at the
earliest.
1.6.4 Transit Timing Variation
In a planetary system containing multiple exoplanets, mutual gravitational in-
teractions can be detected through the repeated, precise measurement of mid-transit
times of any of the transiting exoplanets (e.g., Dobrovolskis & Borucki 1996; Miralda-
Escudé 2002). The pattern of the transit timing variations (TTVs) strongly depends
on the masses and orbital configurations of the interacting planets, reflex motion
of the host star, and general relativistic effects (e.g., Holman & Murray 2005; Agol
et al. 2005). TTVs are useful as an indirect method of discovering additional planets
in known exoplanet systems that may have not been detectable through transits or
RVs previously (e.g., Ballard et al. 2011; Nesvorný et al. 2012). With sufficient tran-
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sit observations, TTV measurements can potentially refine orbital and planet mass
estimation.
In general, accurate TTV analysis is limited to short-period transiting exoplan-
ets because a large number of transits must be observed to eke out the TTV signal.
The primary Kepler data set—which contains nearly uninterrupted photometry of
the same stars for nearly four years—is a natural laboratory for the testing of TTV
theories (e.g., Ford et al. 2011; Mazeh et al. 2013; Holczer et al. 2016). Additionally,
the timing perturbations are generally stronger for planets near orbital resonances,
which more readily allow the exchange of orbital energy and angular momentum.
Gravitational interactions between exoplanets and other companions (including
exoplanets, brown dwarfs, or stars) accumulate over the course of an orbit (e.g., Agol
et al. 2005). For long-period exoplanets, this accumulation can result in substantial
TTVs. Around 50% of long-period exoplanets (and candidates) from the Kepler
data set displayed TTVs between 2 and 40 hours (Wang et al. 2015). Such long
TTVs present a serious challenge to attempts to confirm and characterize long-period
transiting exoplanets (see Chapter 5).
Although TTVs can potentially identify companions or constrain planet mass,
they provide little to no information of the targeted planet’s atmosphere.
1.6.5 Gravitational Microlensing
Upon the chance alignment of a distant background star and a closer foreground
star, the foreground star acts as a lens that creates multiple images of the background
star. In microlensing specifically, these additional images are unresolved due their
closeness to the foreground star as seen by the observer (Gaudi 2010). The result is
an amplification of the background star’s flux, which is readily detectable. Planets
that orbit the foreground star may act to lens the background source additionally,
adding a smaller characteristic flux increase on top of the primary lensing event.
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Modern searches for gravitational microlensing events were spurred on in part by the
influential work of Paczynski (1986), which predates the field of exoplanets.
Today, gravitational microlensing is an active field of exoplanet research driven
by observational campaigns such as Optical Gravitational Lensing Experiment
(OGLE, Udalski 2003). The primary physical properties of an exoplanet that can
be constrained by a microlensing event are planet mass (with respect to the host
star) and the instantaneous orbital position of the planet. In general, more massive
planets produce more magnification, so this method of detection is biased toward
giant planets.
By nature, gravitational microlensing experiments cannot be repeated. They
also provide little to no information about the planet’s atmosphere. In this way, even
if an interesting target is identified by a microlensing event, follow up and atmospheric
characterization of the target are difficult if not infeasible. A strength of microlensing,
however, is its ability to identify free-floating planetary mass objects. The population
(or lack thereof) of such unbound objects holds important consequences for theories
of giant planet formation (§1.3). However, the results from searches for these types
of objects are debated (Sumi et al. 2011; Mróz et al. 2017).
1.7 Occultation Experiments for Planetary Bodies
Similar to exoplanet transits, occultations involving radiation sources and the
solar system bodies provide valuable opportunities to probe their atmospheric prop-
erties. Unlike exoplanet transits, occultations of planetary bodies typically reduce the
measured flux from the source to zero and require a slightly different geometric treat-
ment. In this section, I will review the two primary types of planetary occultations
in the context of neutral atmospheres: stellar occultations and radio occultations.
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The intention of this section is to provide the background for the rather detailed
discussion of solar occultations presented in Chapter 4.
1.7.1 Stellar Occultations
The motion of the solar system planets and their proximity to the Earth ensures
that stellar occultations will occasionally occur. During a stellar occultation, a dis-
tant star is occulted by a planetary atmosphere (and subsequently the planet itself).
The first planetary atmospheres investigated by this method were those of Jupiter
(which occulted σ Arietis, Baum & Code 1953), Venus (which occulted Regulus, de
Vaucouleurs & Menzel 1960), and Neptune (which occulted BD -17◦ 4388, Freeman
& Lynga 1970). The observed quantity is the stellar flux, which is seen to decrease
as its light penetrates deeper layers of the planetary atmosphere. As first pointed
out by Pannekoek (1903) and Fabry (1929), the diminishing flux is primarily a result
of refractive defocusing and not due to extinction from absorption or scattering. As
such, stellar occultations provide a way of measuring atmospheric refractivity, from
which properties such as density, pressure, and temperature can be derived (e.g.,
Wasserman & Veverka 1973; French et al. 1978; Elliot & Young 1992).
As pointed out by Goldsmith (1963), the problem of differential atmospheric
refraction is only tractable with a large number of simplifying assumptions. While
some are “extremely valid,” others are “more doubtful.” Of the eight assumptions
listed by Goldsmith (1963), perhaps the most important is that the source of radiation
can be treated as a point-source. Quantitatively, this means that the size that the
stellar image subtends in the planetary atmosphere is much smaller than the scale
on which the atmospheric properties vary. A solar-radius star at a distance of 100
parsecs subtends ∼0.3 km as seen from a 5 AU distance (i.e., the approximate Earth-
Jupiter distance). Since Jupiter’s scale height is roughly tens of kilometers, the
point-source approximation would be valid in this case. The major interpretation of
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this assumption is that all of the star’s light in a given measurement experiences the
same refraction—such that its path length, minimum altitude, and defocusing are
equivalent.
Initial theoretical and observational work on stellar occultations (e.g., Pan-
nekoek 1903; Fabry 1929; Baum & Code 1953) employed an additional assumption for
the sake of simplicity: that of an isothermal atmosphere. This assumption produces
exponential profiles of refractivity, density, and pressure that are mathematically
simple. Although it is now known that the atmospheres of solar system bodies are
generally not isothermal, this assumption holds for certain regions of some atmo-
spheres. A greater problem that emerges from this assumption—when applied to
a full occultation light curve—is the non-uniqueness of the solution (Wasserman &
Veverka 1973). I will return this point at the end of this dissertation (Chapter 6) in
the context of a new analysis technique I develop for certain planetary occultations
(Chapter 4).
1.7.2 Radio Occultations
As advances in technology gave rise to spacecraft capable of interplanetary
travel, the radio occultation method of atmospheric investigation was born. Dur-
ing a radio occultation, the spacecraft acts as the source of radiation. Positioned
next to the planetary body of interest, the spacecraft emits a radio signal in a nar-
row frequency band (typically S, X, or Ka band) that is later received by a ground
station on the Earth. On its path to the Earth, the radio emission passes through
the atmosphere of the planet. The atmosphere imprints a minor phase shift on the
wave, which is extracted from the received signal and inverted to produce profiles
of atmospheric properties. These analysis methods are complex, but well developed
(e.g., Phinney & Anderson 1968; Fjeldbo et al. 1971; Lindal 1992; Withers et al.
2014).
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The primary physical quantity that is returned by a radio occultation experi-
ment is the atmospheric refractivity as a function of gravitational potential. With
information about the planet’s gravitational field and the precise states (i.e., posi-
tions and velocities) of the spacecraft, the target body, and Earth, the refractivity
profile can be expressed in terms of radial distance. This information is available
thanks to the NASA’s Navigation and Ancillary Information Facility (NAIF) and its
SPICE software12.
Among the many uses of radio occultation experiments, is the ability to probe
helium in planetary atmospheres. Helium has a high excitation temperature and rel-
atively few spectral lines compared to other atoms and molecules, making it difficult
to detect in remote spectroscopic observations. However, radio occultations probe
to depths where H2-He collision induced absorption creates opacity at far-infrared
wavelengths (e.g., Gautier & Grossman 1972). Therefore, the combination of radio
occultation refractivity profiles and simultaneous infrared spectra allow for the re-
trieval of the helium abundance (e.g., Conrath et al. 1984). This method has been
applied to Jupiter and Saturn previously, as the helium abundance is vital to under-
standing their formation and evolution (§1.3). I revisit this method and the use of
radio occultations for measuring helium abundance in Chapter 4.
Inversion and forward modeling techniques have been applied to both types of
occultations described in this section. Radio occultations lend themselves to inversion
techniques, which are thoroughly developed despite their inherent complexity (e.g.,
Fjeldbo et al. 1971; Lindal 1992; Schinder et al. 2015). For stellar occultations, early
works favored forward modelling, but this method failed for erratic data (Wasserman
& Veverka 1973) forcing the use of inversion methods. In both cases, inversions of
time-series data requires the assumption of a point-like radiation source. What is the
12http://naif.jpl.nasa.gov
35
solution to the problem of an extended source, such as the Sun as viewed by a space-
craft from the orbit of Saturn? In Chapter 4, I adapt the established methodology
of occultations to the problem of solar occultations in Saturn’s atmosphere.
1.8 Goals and Outline
The overarching goal of this dissertation is to investigate the atmospheric prop-
erties of long-period, gas giant planets—both within and beyond the solar system.
This goal is achieved by answering the following questions.
Questions 1 and 2
1. Is detailed characterization of giant exoplanets akin to Saturn feasible?
2. What chemical processes do observations of their atmospheres reveal?
I will address both of these questions in Chapter 2 using observations taken by
the Visual and Infrared Mapping Spectrometer (VIMS) from the Cassini spacecraft
during solar occultations at Saturn. I exploit the similarities between the observing
geometries during a solar occultation and a planetary transit to reconstruct the
transmission spectrum of Saturn, as if it were a transiting exoplanet. This technique
has been applied to Titan previously (Robinson et al. 2014), but has not yet been
employed for a gas giant planet such as Saturn.
Questions 3 and 4
3. How does atmospheric refraction influence exoplanet transit observations?
4. How can refracted light reveal the existence and properties of non-transiting
exoplanets?
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Only a small number of studies have investigated how atmospheric refraction influ-
ences observations of transiting exoplanets (e.g., Hui & Seager 2002; Sidis & Sari
2010). In Chapter 3, I conduct a thorough simulation of atmospheric refraction in
transiting exoplanet observations using a custom ray tracing model. This model im-
proves upon the accuracy of previous numerical and analytical efforts to model the
photometric effects of refraction.
Question 5
5. To what extent does Saturn’s stratospheric refractivity, as measured during
solar occultations, constrain Saturn’s atmospheric composition and seasonal
evolution?
In Chapter 4, I answer this question by revisiting the Saturn solar occultations in-
troduced in Chapter 2. Many studies have probed Saturn’s atmospheric composition
through radio and stellar occultation experiments, but the solar occultation data set
from VIMS and its treatment is unique. Here, I create a novel analysis technique
that involves modeling the two-dimensional distorted solar image to infer atmospheric
properties. This represents the first publication of the full VIMS Saturn solar occul-
tation data set.
Question 6
6. Does Kepler-421b, one of only a few presently known long-period transiting
exoplanets, have transit timing variations?
The transit ephemerides of long-period exoplanets such as Kepler-421b are inher-
ently imprecise. Therefore, without proper follow-up observation, long-period exo-
planets may accrue such large transit timing uncertainties that future transits are
effectively lost. In Chapter 5, I conduct an observational experiment to refine the
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transit ephemeris of this exoplanet using the Large Monolithic Imager on the Discov-
ery Channel Telescope. I answer the above question through a Bayesian hypothesis
testing treatment of the photometric observations.
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Chapter 2
Simulated Observations of a Saturn-analog
Exoplanet
This chapter describes simulated observations of a Saturn-analog exoplanet
based on solar system observations of Saturn. The simulated observations test the
applicability of current exoplanet characterization techniques on cold giant planets,
and define the science questions that such observations could answer. Methods to
detect Jupiter- and Saturn-analog exoplanets and characterize their atmospheres are
also discussed. The contents of this chapter have been published in Dalba et al.
(2015)1.
2.1 Motivation
To date, investigations of exoplanet atmospheres have not targeted those re-
sembling the cold, gaseous planets in the solar system. Transit observations have
only been used to characterize the atmospheres of exoplanets on short-period orbits
(e.g., Charbonneau et al. 2002; Knutson et al. 2007; Pont et al. 2008; Kreidberg
et al. 2014a; Fraine et al. 2014). Close-in exoplanets are warm, producing favorable
atmospheric scale heights, and they transit their hosts frequently, providing many
opportunities to characterize their atmospheres. Direct imaging observations, which
require that exoplanets be self-luminous, have also only been able to characterize
1Dalba, P. A., Muirhead, P. S., Fortney, J. J., Hedman, M. M., Nicholson, P. D., & Veyette, M.
J., 2015, ApJ, 814, 154
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warm exoplanets; most directly-imaged planets are younger than 50 Myr and hotter
than 800 K (Marois et al. 2008; Lagrange et al. 2010; Carson et al. 2013). High-
resolution, ground-based spectroscopy also favors short-period planets that experi-
ence large changes in radial-velocity during a single observation or have atmospheres
warm enough to be observed in emission (e.g., Snellen et al. 2010; Birkby et al. 2013).
Other observing techniques (i.e., radial-velocity and microlensing) effectively discover
long-period, giant exoplanets but do not provide information pertaining to planets’
atmospheres.
Transmission spectroscopy is the most appropriate known method for charac-
terizing the atmospheres of cold, long-period planets resembling those in our solar
system. Unfortunately, transit surveys are geometrically biased against long-period
planets (Beatty & Gaudi 2008). Transmission spectra have the potential to reveal
molecular abundances in exoplanet atmospheres, which constrain models of their
thermal profiles (Fortney et al. 2010). Transmission spectra are also useful for full
atmospheric retrieval codes (e.g., Madhusudhan & Seager 2009; Irwin et al. 2008;
Line & Yung 2013; Line et al. 2014) that explore phenomena such as temperature
inversions and disequilibrium chemistry, both of which have been observed in the
solar system gas giants (Baines et al. 2005; West et al. 2009; Bagenal et al. 2004;
Tokunaga et al. 1983).
Atmospheric abundances of molecules such as CO, CH4, CO2, and H2O place
constraints on C/O, C/H, and O/H ratios, which are tracers of planetary formation
and evolution. Many planet formation theories, including that for Jupiter, invoke
core accretion (Owen et al. 1999; Pollack et al. 1996), which has been tested by
observations of C/O in hot Jupiters (e.g., Stevenson et al. 2014; Brogi et al. 2014; Line
et al. 2014). Atmospheric abundance measurements of cold, giant exoplanets would
provide a similar test of core accretion and could also be used to improve the current
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understanding of how atmospheric abundances respond to planetary migration (Ida
& Lin 2004; Madhusudhan et al. 2014a; Öberg et al. 2011).
Atmospheric abundances can be difficult or impossible to determine for atmo-
spheres that harbor clouds or haze, which produce flat transmission spectra across
near infrared wavelengths (e.g., Bean et al. 2010; Berta et al. 2012; Kreidberg et al.
2014a; Knutson et al. 2014a,b; Ehrenreich et al. 2014). Clouds are present in the
atmospheres of each giant solar system planet (e.g., West et al. 2009; Bagenal et al.
2004; Lindal et al. 1987; Smith et al. 1989), but these solar system giant planets
are much colder and experience different levels of stellar insolation than previously-
observed cloudy exoplanets. It is not clear how these differences would influence the
effects of clouds on the transmission spectrum of a cold giant exoplanet.
In this Chapter, I begin exploring the regime of cold, long-period exoplanets
using Saturn. High-quality solar system observations provide a unique opportunity to
study and “ground-truth” the methods used to characterize exoplanets. Solar system
bodies such as the Earth (e.g., Vidal-Madjar et al. 2010; García Muñoz et al. 2012;
Bétrémieux & Kaltenegger 2013; Misra et al. 2014; Schwieterman et al. 2015), Titan
(Robinson et al. 2014), Jupiter (Irwin et al. 2014; Montañés-Rodríguez et al. 2015),
Uranus and Neptune (Kane 2011) have all been studied in the context of extrasolar
planetary science in recent years. This Chapter answers Questions 1 and 2 from
Chapter 1: “Is detailed characterization of giant exoplanets akin to Saturn feasible?”
and “What chemical processes do observations of their atmospheres reveal?”.
I present the Cassini VIMS observations, data, and analysis procedures in §2.2.
In §2.3 I develop an occultation model that assumes the portion of Saturn’s atmo-
sphere sampled by the observations is isothermal and in hydrostatic equilibrium. I
also fit for the effects of atmospheric refraction and absorption instead of ascribing
them from previous observations. In §2.4, I calculate the transmission spectrum
41
of Saturn and compare it to spectra of model atmospheres that are frequently ap-
plied to exoplanets. In §2.5 I discuss the implications of this work for exoplanet
atmosphere models, and I briefly consider a strategy to locate and characterize cold,
giant exoplanets in the near future. Lastly, in §2.7, I summarize the findings of this
Chapter.
2.2 Observations
2.2.1 Cassini VIMS
The Visual and Infrared Mapping Spectrometer (VIMS) aboard the Cassini
spacecraft observed Saturn and its satellites from 2004 to 2017 (Matson et al. 2002;
Brown et al. 2004). VIMS has two imaging grating spectrometers, VIMS-VIS and
VIMS-IR, that operate in the visible (0.35-1.07 µm, 96 bands, ∼8 nm resolution) and
near-IR (0.85-5.11 µm, 256 bands, ∼17 nm resolution), respectively. Only the latter
is used during solar occultations. Solar occultation observations are obtained through
a solar port with an aperture of 30 mm by 5 mm that is orientated 20◦ away from
the boresight direction of the main aperture. In the solar port, sunlight undergoes
several reflections that attenuate the solar flux by a factor of approximately 2.5×10−7
before passing through the slit and in to the main optical path of VIMS-IR (Bellucci
et al. 2009). The nominal VIMS-IR observation produces a data cube comprised
of two spatial dimensions (64 x 64 pixels) and one spectral dimension. The indium
antimonide IR detector is a one-dimensional array (1 x 256 pixels), so it can only
obtain the spectrum of a single spatial pixel at a time. Therefore, the IR telescope’s
secondary mirror is scanned in two dimensions across the target to construct a full
data cube. For solar occultation observations, VIMS only acquires a 12 x 12 pixel
field of view, which corresponds to an angular size of 20.′6 x 20.′6 (each pixel having
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an angular resolution of 1.7 arcminutes). This reduction in field of view is acceptable
since the solar disk as seen from Saturn only extends over approximately 2 x 2 pixels.
2.2.2 Occultation Data
I analyzed a Saturn solar occultation observation from UT 2007 November 17.
The observation consisted of 479 data cubes, each having an image dimension of 12
x 12 pixels and an exposure time of 20 ms per pixel. VIMS began observing several
minutes before ingress in order to establish a high-signal, baseline measurement of the
solar spectrum out of occultation. Similarly, the observation ended several minutes
after the solar flux was completely attenuated. The duration of an entire observation
was approximately 0.5 hours.
For each 12x12-pixel image, I defined the background as all the pixels residing
outside of a circular aperture centered on the Sun with a radius of four pixels. The
average background was approximately 14 counts per pixel, only 0.6% of the average
integrated signal from the Sun (∼2,260 counts). Since the background level decreased
unevenly as Saturn’s limb entered the field of view, I could not accurately estimate the
background signal across the detector simply by finding the mean number of counts
in a circular annulus surrounding the central aperture. Instead, I separated the
detector into four 6x6-pixel quadrants, and subtracted the mean background locally
in each. When Saturn’s atmosphere was in view, the average background value was
1-2 counts per pixel. Considering the minimal contribution of the background to the
total count value of the entire field of view, this simple procedure was sufficient.
I determined a value of relative transmission (Tλ) by summing the signal over
the entire background-subtracted field of view and dividing by the total background-
subtracted signal of the Sun prior to occultation. Outside of occultation, Tλ ∼ 1.
Once the Sun’s flux was completely attenuated by Saturn, Tλ ∼ 0. I followed this
normalization procedure for each of the 256 wavelength bands in each of the 479
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data cubes. This ratio removed systematic and instrumental errors along with the
need to convert the detector’s data numbers (or counts) into specific energies. Data
calibration was further simplified by the high linearity of VIMS-IR detector (Brown
et al. 2004) and by the low background signal compared to that of the Sun (less
than 1%). The data I considered did not suffer from contamination by stray light
entering the boresight, spacecraft pointing instability, or other sources of spurious
signal that warrant advanced calibration procedures (e.g., Maltagliati et al. 2015).
A formal data reduction routine for VIMS exists (McCord et al. 2004); however, it
is not appropriate for observations of solar occultations that pass through a different
optics chain from those acquired through the main aperture.
After calculating Tλ, I median-filtered each occultation light curve to remove
outliers due to other sources of spurious signal, most which were cosmic ray strikes
on the detector. A data point was declared an outlier and removed if it had a value
of Tλ that was three standard deviations above or below the median Tλ value of the
six points on either side of it.
I assigned each Tλ-value an uncertainty equal to the standard deviation of solar
signal prior to occultation. At redder wavelengths (λ > 4 µm), the solar intensity
was weak and the data became increasingly noisy. The reddest 8 bands spanning
4.99–5.12 µm were used to record timing information for the observations and were
not included in the following analysis. Some of the VIMS data exhibited low-level,
time-correlated noise, possibly due to detector readout effects (McCord et al. 2004).
Its magnitude was typically on the order of the uncertainty and did not greatly affect
the signal or the analysis.
I monitored the progress of the occultation with measurements of the “tangent
radius” r. This was a measure of distance between the center of Saturn and the point
on a straight line of sight between the Sun and Cassini that was tangent to the local
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Fig. 2.1: Geometry of the Sun-Saturn-Cassini system (not to scale, rings of Saturn
not pictured). Note that this diagram ignores Saturn’s oblateness. Light from the
Sun followed a curved path in Saturn’s atmosphere (solid red line). The tangent
radius (r) was measured from the center of Saturn to the point along the straight
line of sight between Cassini and the Sun (dashed red line) that was tangent to the
local horizon of Saturn. In the model, rays from the Sun entered Saturn’s atmosphere
at an altitude of Rp +ztop before reaching Cassini with angle α to the Cassini -Saturn
line. Rp was the “surface” of Saturn from which the altitude z was measured. As
the occultation progressed, the Sun appeared to move in the direction indicated by
the black arrow from the point of view of Cassini. Each value of r corresponded
to a value of D (§2.3.3). There was some impact parameter between the path of
the Sun and the center of Saturn as seen from Cassini (i.e., the Sun did not pass
directly behind the center of Saturn). However, the occultation model only tracked
the one-dimensional radial motion of the Sun.
horizon of Saturn (see Fig. 2.1). I used r as a substitute for time since it included
information about the relative positions of the Sun, Saturn, and Cassini that was
useful when modeling the occultation.
2.3 A Solar Occultation Model
2.3.1 Parameterizing Saturn’s Atmosphere
A goal of this work was to measure Saturn’s transmission spectrum as em-
pirically as possible. Therefore, I modeled the Saturn-solar occultations without
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directly using atmospheric chemical abundances, mixing ratios, indices of refraction,
and opacities available in the literature. Instead, I fit the VIMS occultation data to
a model atmosphere and estimated parameters describing the structure and compo-
sition of Saturn’s atmosphere. Each of Cassini VIMS’ wavelength bands had its own
best-fit occultation light curve. For each wavelength band, I assumed the portion
of Saturn’s atmosphere sampled by the observation was ideal, isothermal, and in
hydrostatic equilibrium in order to acquire the familiar number density profile
n(z) = n0e
−z/H (2.1)
where z is altitude, n(z) is particle number density as function of altitude, and n0 is
the reference particle number density at the z = 0 m “surface” of Saturn (Rp), which
corresponded to the one-bar pressure level in Saturn’s atmosphere at the latitude of
observation (see below). H is the atmospheric scale height defined by
H =
kBT
µmpg
(2.2)
where kB is Boltzmann’s constant, T is temperature, µ is the mean molecular weight
of Saturn’s atmosphere, mp is the proton mass, and g is the local acceleration due
to gravity. H was a critical parameter to the occultation model as it controlled how
steeply the transmission decreased during ingress. The scale height did not have a
wavelength dependence per se, but I could not use a single value of H in the model
across the spectrum. Due to methane absorption, different wavelengths sampled
portions of Saturn’s atmosphere that were separated by up to ∼450 km in altitude.
This was readily observable in the occultation data as a range in “half-light” r-values,
where Tλ = 0.5. Over ∼450 km, variations in temperature and therefore scale height
necessitated that I fit for H at each wavelength in the model.
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I used two parameters to describe the wavelength-dependent absorption and
refraction of light in Saturn’s atmosphere: the total absorption cross section σλ and
the total refractivity2 νλ. Both parameters included contributions from all atmo-
spheric species. The other parameters in the model, Rp and n0, were not wavelength-
dependent so I adopted the following one-bar values for Saturn: Rp = 5.7×107 m
and n0 = 5.5×1025 m−3 (Hubbard et al. 2009; Fouchet et al. 2009; West et al. 2009).
This value of Rp accounted for Saturn’s oblateness (∼0.0979) and the local Saturn-
centric latitude of observation (∼49◦S), assuming Saturn to be an oblate spheroid
(e.g., Smith et al. 1983; Cox 2000).
In a vertically stratified atmosphere, refractivity ν(z) can be defined as
(Bétrémieux & Kaltenegger 2013)
ν(z) =
[
n(z)
n0
]∑
j
fj(z)ν0,j (2.3)
where fj(z) is the altitude-dependent mole fraction of the jth atmospheric species,
and ν0,j is the refractivity of the jth species at standard temperature and pressure.
I assumed that Saturn’s atmosphere was well-mixed such that fj did not have a z-
dependence. This allowed me to treat the summation term in Eq. 2.3 as a single
parameter. Substituting Eq. 2.1 in Eq. 2.3 yields
ν(z) = νλe
−z/H (2.4)
where νλ is the wavelength-dependent total refractivity parameter described above.
I note that νλ was evaluated at z = 0 m allowing for ν(z) to be calculated else-
where in the atmosphere with Eq. 2.4. For σλ, I assumed a well-mixed composition
at the altitudes sampled by the observation at a given wavelength so that σλ did not
have a z-dependence.
2The refractivity (ν) is related to the index of refraction (η) by ν = η - 1.
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2.3.2 Ray Tracing
I traced rays between the Sun and Cassini according to a ray tracing scheme
developed by Kivalov (2007).3 Each ray had finite energy and could be bent by
refraction and attenuated by absorption. The density of rays in a given area and
solid angle represented the specific intensity from the Sun.
At the time of observation, I determined the orbital distance of Saturn (a =
9.524 AU) and the distance between Cassini and the center of Saturn (dSC = 2.59×108
m) using the JPL-HORIZONS solar system ephemeris computation service (Giorgini
et al. 1996). Since dSC changed by less than 5% over the 0.5-hour observation, I
assumed it to be constant.
I considered rays that reached the spacecraft at a positive angle of α relative
to the Cassini-Saturn line that ranged from zero to arcsin [(Rp + ztop)/dSC] where
ztop was the fiducial “top” of Saturn’s atmosphere equal to 1.2×106 m or ∼20 scale
heights (see Fig. 2.1). At this altitude, the particle number density was reduced by
a factor of 2×10−9 from n0 and the atmosphere was essentially transparent.
The ray tracing scheme accounted for refraction by modeling each step of a
ray’s motion through Saturn’s atmosphere as a circle segment where the radius of
curvature was a function of the index of refraction (Kivalov 2007; van der Werf 2008).
At each step, I calculated the optical depth (τλ) experienced by the ray according to
dτλ
ds
= n(z)σλ (2.5)
where s is the ray path length. The rays propagated through Saturn’s atmosphere
until one of two conditions was met: 1) z = ztop meaning that the ray reached the
edge of the atmosphere on the Cassini -side, or 2) τλ = 50 in which case the ray’s
energy had been fully attenuated.
3A concise summary of this ray tracing scheme was provided by van der Werf (2008).
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2.3.3 Generating a Transmission Model
I made the occultation model in a reference frame such that Saturn and Cassini
were fixed relative to each other and the Sun appeared to move4 in a plane perpen-
dicular to the Cassini-Saturn line (see the black arrow in Fig. 2.1). This plane will
herein be referred to as the plane of the Sun. Positions on this plane with respect to
the Cassini-Saturn line were expressed with the coordinate D. Although D did not
have a physical meaning, it allowed for direct comparison between the position of the
Sun (from the data) and the rays’ points of origin (from the model). The D-values
of the Sun were calculated by projecting r, the tangent radius, back to the plane of
the Sun using the geometry of the system.
Each ray considered by the model could be described by three quantities: τλ,
the final optical depth the ray achieved upon exiting Saturn’s atmosphere; α, the
angle above the Cassini-Saturn line at which the ray reached Cassini ; and D, the
height on the plane of the Sun above the Cassini-Saturn line where the ray originated.
Both τλ and α were important in determining the decrease in brightness during the
occultation. Figure 2.2 shows that these quantities for a single evaluation of the
model. As a function of D, both τλ and α had smooth, numerical relations amenable
to interpolation. For any D-values occupied by the Sun during the occultation, I
could numerically determine the τλ and α values of the Sun’s rays. I also measured
the minimum radial distance from the center of Saturn achieved by each ray. This
distance was important in assessing the effects of refraction in the data (§2.3.5) and
was physically more informative than D.
The τλ-values allowed me to determine the energy attenuation due to absorption.
The α-values allowed me to determine flux losses due to refraction. Atmospheric
refraction caused an apparent shrinking of the solar disk in the vertical (or radial)
4This choice increased the computational efficiency of the model-fitting process.
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Fig. 2.2: Numerical relations between α, τλ, D, and minimum altitude at 1.25-µm
in a single evaluation of the occultation model (with νλ=2.38×10−4, σλ=3.47×10−32
m2, and H=42.3 km). Each ray (black data point) originated at the Sun with
a D-value that corresponded to a value of α and τλ, which governed brightness
losses by refraction and absorption, respectively. The minimum altitude in Saturn’s
atmosphere (Rp + z) achieved by each ray is also shown. These smooth functions
allowed for interpolation of any D-value. The red line in the left panel shows the
relation tanα = D/(a + dSC) where D and (a + dSC) are the opposite and adjacent
sides of a right triangle, respectively, from Fig. 2.1. Rays that only traverse Saturn’s
upper atmosphere (large α) lie along this red line because they do not experience
high indices of refraction and therefore travel in nearly straight lines. However, rays
deviate from the red line at lower α as refractive bending becomes more significant.
direction (see Fig. 2.3). This change in shape resulted from the differential refraction
experienced by rays originating at different points on the Sun. A ray leaving the
“top” of the Sun traveled through a less dense portion of the atmosphere than a ray
leaving from the “bottom” of the Sun. Consequently, the difference in α for these two
rays and therefore the apparent angular size of the Sun on the detector diminished
as the occultation progressed—resulting in a loss of brightness. Another result of
atmospheric refraction was the separation of the apparent position of the Sun and
the true position of the Sun. Since Cassini pointed towards the true position of
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Fig. 2.3: Two effects of atmospheric refraction captured by the occultation model.
Panel a: Cassini VIMS data (black data points) at 1.25 µm illustrating the decrease
in transmission as the occultation progressed. Panel b: The approximate apparent
shape and position of the Sun on the VIMS detector predicted by the occultation
model. The four numbered ellipses correspond to the four boxed data points in Panel
a. The dashed circle is the shape and position of the unocculted Sun for reference.
Since Cassini always pointed towards the true position of the Sun, refraction caused
the apparent position of the Sun to move against the gradient in ν (radially away
from the center of Saturn) as the occultation progressed. The refractive spreading
of the Sun’s rays flattened the appearance of the solar disk into an ellipse. Each of
these effects was present in the raw VIMS data cubes, although I did not use the
image of the solar disk in the raw data cubes to estimate the parameters σλ and νλ. I
display these phenomena simply to demonstrate that the occultation model correctly
accounted for the effects of refraction.
the Sun throughout the occultation observation, this phenomenon manifested itself
as an apparent motion of the Sun on the detector. Figure 2.3 illustrates that the
occultation model accounted for both the apparent motion and shrinking of the solar
disk.
Having numerical functions for τλ(D) and α(D) meant that I could determine
the relative transmission of the flux from any point on the solar disk throughout the
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Fig. 2.4: Cassini VIMS data (black data points) and occultation model fits at
1.25 µm — where CH4 is transparent — and 1.38 µm — where CH4 is opaque.
Note that the tangent radius increases to the left. The dominant extinction process
(refraction or absorption) and the shape of the transmission curves in these two
wavelength channels were different. At 1.25 µm, the flux loss was almost entirely due
to refraction, as shown by the blue curve which was found by ignoring absorption.
At 1.38 µm, CH4 absorption attenuated the solar flux before refractive loses became
significant.
entire occultation.5 By integrating over the solar disk, I calculated a model value of
Tλ for each r and therefore a full occultation model. Examples of the Cassini data
and model fits in two characteristic wavelength bands are shown in Fig. 2.4.
2.3.4 Bayesian Parameter Estimation
I fit the occultation model to the data and extracted the best-fit values of σλ,
νλ, and H using emcee, an open source, pure-Python Markov Chain Monte Carlo
ensemble sampler (Foreman-Mackey et al. 2013). In each of the 248 wavelength
5From the point-of-view of Cassini, the Sun subtended 130 km in Saturn’s atmosphere. At the
altitudes considered in this work, the horizon of Saturn was virtually flat over 130 km. Therefore,
I assumed Saturn’s atmosphere was plane-parallel in calculating Tλ over the entire solar disk.
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bands, I applied uniform priors to σλ and H that restricted the parameter space to
1×10−34 m2 < σλ < 1×10−29 m2 and 2.0×104 m < H < 8.0×104 m; any values
of σλ or H outside of these ranges were considered to be unphysical based on prior
knowledge of Saturn’s atmosphere (Burrows et al. 2001; Fouchet et al. 2009). For
νλ, I imposed a normal prior with mean 2.5×10−4 and variance 1.6×10−9. I chose
these values based on known values of refractivity for H and He at a solar mixing
ratio scaled to ∼ 134 K (Atreya 1986) and based on the likely range of temperatures
sampled by the occultation observations.
The posterior probability distribution function for the model parameters at
1.25 µm is shown in Fig. 2.5. The parameter distributions for most wavelengths
were well-defined and Gaussian. In certain cases (e.g., 1.25 µm) the distributions for
were skewed towards lower values of νλ and H. I found a slight correlation between
these two parameters. Without the aforementioned prior on refractivity, the effect
of increasing the scale height could be negated if νλ was allowed to reach unrealistic
values greater than 1×10−3. Therefore, the prior on refractivity was necessary. Pa-
rameter variances were higher in wavelength bands that exhibited higher noise and
in two cases (1.64 and 3.88 µm) emcee could not produce a well-defined posterior
distribution. These wavelengths corresponded to two VIMS “filter gaps” where the
spectral profiles of the channels are distorted (Brown et al. 2004). I did not include
these channels in the calculation of Saturn’s transmission spectrum.
2.3.5 Transforming from Occultation to Transit
The occultation model returned parameters σλ and νλ that described the opacity
and refractivity of Saturn’s atmosphere between 1 and 5 µm (Figs. 2.6 and 2.7,
respectively). With these parameters, I shifted from an occultation geometry, where
the observer (Cassini) was close to Saturn and relatively far from the Sun, to a
transit geometry, where the observer was located at an infinitely large distance away
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Fig. 2.5: Posterior probability distributions for the total absorption cross section
(σλ), the total refractivity at one bar (νλ), and the scale height (H) for a single
wavelength band (1.25 µm). The one-dimensional histograms show the distribu-
tions for each parameter marginalized over the others and the two-dimensional his-
tograms (with contours encompassing the 16th, 50th, and 85th percentiles) show
the joint distributions for each parameter pair. The best-fit values and uncertainties
found with these percentiles for σλ, νλ, and H at 1.25 µm were 3.47+0.42−0.42×10−32 m2,
2.38+0.14−0.18×10−4, and 4.229+0.075−0.094×104 m, respectively.
from a Saturn-twin exoplanet orbiting a solar-twin star (see Fig. 2.8). In the transit
geometry, the observer only measured rays that left Saturn’s atmosphere parallel to
the line of sight. These rays had a range of impact parameters (b) relative to the
center of the exoplanet. While in the atmosphere, the rays still refracted according
to Eq. 2.4 and experienced attenuation according to Eq. 2.5, but the refractive
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Fig. 2.6: Spectrum of best fit values of total absorption cross section (σλ). Error
bars are present for all points, although some are difficulty to see. Since changes in
σλ coincide with absorption features, this spectrum will broadly resemble Saturn’s
transmission spectrum.
spreading of the rays did not cause the apparent shrinking of the stellar disk that
was present in the occultation observations.
I considered the Saturn-Sun exoplanet system at the moment of mid-transit
(Fig. 2.8). I traced rays with ∼4-km vertical resolution in the upper 3% of Saturn’s
atmosphere6 to determine relations between impact parameter, final optical depth
(τλ), minimum altitude (zmin), and point of origin on the Sun. A ray was considered
to be absorbed if it reached τλ ≥ 50. I calculated the relative transmission of each
ray using Tλ = e−τλ . The 4-km vertical resolution yielded smooth numerical relations
between each of the above parameters allowing me to determine the transmission as
a function of impact parameter, Tλ(b), for Saturn at mid-transit.
6Rays sampling lower altitudes were absorbed.
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Fig. 2.7: Spectrum of best fit values of total refractivity (νλ). Error bars are present
for all points, although some are difficulty to see. In general, regions of low refractivity
correlate to regions of higher absorption cross section (Fig. 2.6). This effect is not
necessarily physical, and can be explained considering the behavior of the model and
the fitting procedure. At wavelengths where absorption was the primary cause of the
flux decrease, the model fitting favored the lowest possible values of refractivity. The
small error bars on the smallest values of νλ occur where the fitting was limited by
the prior on refractivity (§2.3.4). Therefore, the values and the uncertainties of the
lowest values of ν in this figure are not reliable. The refractivity values at wavelengths
where flux loss due to refraction was important (where σλ was relatively small) are
more accurate.
I also calculated the minimum impact parameter, bmin, at each wavelength. In
regions of the spectrum with high methane opacity, bmin corresponded to rays with
final optical depths of ∼50. This meant that absorption limited the altitudes probed
by the rays. Alternatively, in regions of the spectrum where methane was transparent,
atmospheric refraction determined the value of bmin and the rays corresponding to
bmin had optical depths less than unity. The significance of this result will be discussed
in §2.4.3.
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I calculated the wavelength-dependent effective area of Saturn’s disk (Aeff,λ)
using the expression
Aeff,λ = pi
[
(Rp + ztop)
2 − 2
∫ Rp+ztop
bmin
Tλ(b) b db
]
, (2.6)
which neglects the effects of stellar limb darkening (Bétrémieux & Kaltenegger 2014,
2015). The integral term subtracts circular annuli of thickness db weighted by their
relative transmission Tλ(b) from the total combined area of the atmosphere and planet
pi(Rp + ztop)
2. I then determined the value of transit depth δλ trivially using
δλ =
Aeff,λ
piR2
(2.7)
where R is the solar radius (6.96×108 m). The resulting transmission spectrum of
Saturn is displayed in Fig. 2.9.
I point out that Eq. 2.6 dispels the claims of Bétrémieux & Swain (2018)
that Saturn’s transmission spectrum features were overestimated by the methods
described here. The integral lower limit (bmin) is specifically defined as the smallest
impact parameter that a ray could have for an exo-Saturn orbiting a Sun-like star as
observed by a distant observer (as shown in Fig. 2.8). Therefore, any transmission
spectrum features calculated using Eq. 2.6 are inherently based at b and not at the
lower refractive boundary that exists for an observer that is much closer to the planet
(Bétrémieux & Swain 2018).
The aforementioned method of removing the refractive flux losses intrinsic to
occultation observations but not transit observations differed from the methods of
Robinson et al. (2014), who used Cassini observations to measure the transit trans-
mission spectrum of Titan. Instead of modeling Titan’s atmosphere so that Tλ(b)
could be calculated in the case of a Titan-Sun exoplanetary system, Robinson et al.
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(2014) divided the Cassini data by the correction factor
fref = (1 + dsc dθ/dzmin)
−1 (2.8)
where θ is the bending angle swept out by a ray due to atmospheric refraction.
This factor is simply the occultation light curve that would be produced for the
case of a completely transparent atmosphere such that brightness loss is only due to
refraction. The expression for fref was originally derived by Baum & Code (1953)
under the assumption that θ was small or, equivalently, the index of the refraction
was approximately unity (Baum & Code 1953; Wasserman & Veverka 1973).
As a sanity check, I recalculated the transmission spectrum of Saturn using
the methods of Robinson et al. (2014). The resulting transmission spectrum closely
matched the one produced using the methods described in this work.
2.4 Results
2.4.1 The Transmission Spectrum of Saturn
I generated the near-infrared transmission spectrum of Saturn as if it were a
transiting exoplanet (Fig. 2.9). The spectrum displays several spikes in transit depth
of order 10 to 90 parts-per-million (ppm) corresponding to opacity from methane,
ethane, acetylene, and possibly carbon monoxide between 4.1 and 5.0 µm. The
largest feature, near 3.4 µm, is thought to be due to an asymmetric stretching mode
of a C-H bond in an unknown aliphatic hydrocarbon chain. Similar chains have been
identified in observations of Titan (Bellucci et al. 2009; Robinson et al. 2014) and
the diffuse interstellar medium (Sandford et al. 1991). A recent analysis of Titan
solar occultations by Maltagliati et al. (2015) suggested that gaseous ethane may
also contribute to the opacity between 3.2 and 3.5 µm. Gaseous ethane is present
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Fig. 2.8: Geometry of a Saturn-Sun exoplanet system at mid-transit (not to scale,
rings of Saturn not pictured). The path of a maximally-deflected ray is shown in red.
At mid-transit in regions of the spectrum where methane was transparent, atmo-
spheric refraction determined the minimum altitude rays could probe (zmin). Each
zmin corresponded to a minimum impact parameter (bmin) that set the continuum
level of Saturn’s transmission spectrum.
in Saturn’s atmosphere (Fouchet et al. 2009) and could therefore be contributing to
the absorption near 3.4 µm.
The uncertainties in Saturn’s transmission spectrum are the standard devia-
tions of 1,000 different transmission spectra, each calculated using different values
for parameters σλ, νλ, and H. The 1,000 different parameter sets formed a Gaussian
distribution centered on the best-fit parameters values and with standard deviations
equal to the uncertainties returned by emcee. The uncertainty was higher in the 4-
to 5-µm region where the solar intensity was relatively weak.
While most of the features in the transmission spectrum were due to absorption,
the baseline was determined by atmospheric refraction. This “critical transit depth”
corresponded to a critical minimum altitude in Saturn’s atmosphere that rays could
probe during mid-transit. According to the analytic refraction models of Robinson
et al. (2017), this boundary occurs at approximately 20 mbar7. I note that I did not
force this baseline; it is a simple geometric result of atmospheric refraction combined
7Dalba et al. (2015) claimed the pressure level of refractive boundary to be 1±0.5 bar. This value
was calculated erroneously through a comparison to the atmospheric models discussed in §2.4.2.
Here, I present the corrected pressure level as determined by Robinson et al. (2017).
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Fig. 2.9: Top: The near-infrared, transmission spectrum of Saturn (black data
points). The error bars are the 1σ uncertainties, which in some cases are smaller
than the data point. The dashed green line and shaded green region correspond
to the critical altitude and 1σ uncertainty range, below which rays cannot probe
during mid-transit due to atmospheric refraction. Bottom: Saturn’s transmission
spectrum generated without the effects of refraction (see §2.4.3). Two self-consistent
atmosphere models (blue and red) are plotted with the transmission spectrum. The
blue model allows for NH3 in gaseous form while the red model forces the gaseous NH3
content to zero. These models do not include the critical altitude set by refraction
or the effects of clouds.
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with the planet-star distance and the stellar radius. The baseline of the spectrum
was located above Saturn’s NH3 cloud deck, which resides near 1–2 bars. As a result,
signatures of the cloud deck were not detected in Saturn’s transmission spectrum.
The value of the critical transit depth varied slightly across the spectrum due to the
uncertainty in νλ and the minor wavelength-dependence of refractivity in Saturn’s
atmosphere.
2.4.2 Self-consistent Atmosphere Models
I compared the “reconstructed” transmission spectrum of Saturn to the trans-
mission spectrum of a self-consistent “off-the-shelf" atmosphere model for Saturn.
The philosophy was not to search for a best fit, but rather to test how a model that
was not tuned would fit the observations. As a transiting exoplanet, Saturn’s surface
gravity (10.4 m s−2, Seidelmann et al. 2007) would be constrained, and the incident
stellar flux around its G2V parent star at 9.5 AU would be known. Furthermore, from
the stellar age and planet mass, the intrinsic flux from the planet’s interior could be
estimated from evolution models (i.e., Fortney et al. 2007). With these parameters,
atmosphere models (i.e., Fortney et al. 2005, 2010) can be used to find a solution
for the pressure-temperature-abundance profile that is in radiative-convective equilib-
rium given current knowledge of equilibrium chemistry and the wavelength-dependent
opacity of each molecule. Solar system and exoplanet abundance trends suggest that
planets are enriched in heavy elements compared to their host stars (e.g., Kreidberg
et al. 2014b), so the atmosphere models can use a metal-enhanced chemistry grid at
10×solar abundance. Lastly, a one-dimensional radiative transfer code (i.e., Fortney
et al. 2010) can produce a transmission spectrum for the modeled atmosphere. Fol-
lowing this procedure, J. Fortney calculated a self-consistent transmission spectrum
for a Saturn-analog exoplanet for me to compare to the transmission spectrum in
Fig. 2.9.
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The transmission spectrum of the self-consistent atmosphere model is shown in
the bottom panel of Fig. 2.9. Since the self-consistent models did not include the
limiting effects of refraction or the gray opacity source near two bars, it was more
appropriate to compare these models to the version of Saturn’s transmission spectrum
that did not include refraction (see §2.4.3) than to the Saturn’s actual transmission
spectrum (Fig. 2.9, top panel). To first-order, Saturn’s transmission spectrum and
the spectrum from the self-consistent atmosphere model showed good agreement.
Yet, at various locations in the spectrum (i.e., 1.49 µm, 1.96 µm, and 2.93 µm),
the atmosphere model exhibited opacity where the transmission spectrum of Saturn
did not. These mismatches were due to the existence of gaseous ammonia at low
pressures in the self-consistent model, which is not found in Saturn. The chemistry
of the model naturally allowed for NH3 condensation and depletion from the gas
phase when the temperature-pressure profile became sufficiently cold. However, if
the temperature-pressure profile converged to warmer temperatures at low pressures
(a warm stratosphere), then the model included a reappearance of gaseous NH3 at
low pressure. In reality, Saturn’s atmosphere acts like a cold trap, condensing most
of the NH3 into a cloud layer near the two-bar pressure level.
Therefore, I created a second model where all parameters were kept the same
but the gaseous NH3 abundance was forced to zero in the transmission spectrum
calculation. This ammonia-free model yielded a substantially better fit to Saturn’s
transmission spectrum, although some inconsistencies remained:
• At 1.27 µm, 1.58 µm, 2.08 µm, 2.96 µm, and beyond 4.20 µm the ammonia-free
model decreased to values of δλ below the critical depth set by refraction (see
§2.4.3) and even below the presumed location of the NH3 cloud deck. This
occurred because the model does not consider the altitude-limiting effects of
62
refraction and cloud decks. In reality, rays could not probe these depths during
mid-transit.
• The self-consistent models displayed continuum absorption due to scattering by
aerosols and H2 at wavelength shorter than 1.6 µm. This absorption is fairly
minor and only noticeable at the shortest-wavelengths of VIMS’ sensitivity. It
may be slightly overestimated by the model because a similar feature was not
detected in the transmission spectrum.
• The glaring disagreement near 3.4 µm resulted from gaseous ethane and an
unknown aliphatic hydrocarbon in Saturn’s atmosphere. The latter likely pro-
duced opacity through an asymmetric C-H stretching mode (§2.4.1). The model
did not include this opacity because it did not consider photochemistry.
• Saturn’s transmission spectrum displayed opacity near 3.76 µm that the was
not reproduced by the self-consistent atmosphere models. This feature may
have been due to gaseous ethane (Sharpe et al. 2004; Maltagliati et al. 2015).
Again, as ethane is one of the primary by-products of photochemistry, the
model did not capture this source of opacity.
• The peaks of the methane features at 1.15, 1.38, and 2.30 µm were underesti-
mated by the self-consistent atmosphere models. This may have resulted from
errors in either the methane band Cassini data or the line-by-line opacities of
methane used in the self-consistent atmosphere models (Freedman et al. 2008).
Regarding the latter, recent updates to the ExoMol database (Yurchenko &
Tennyson 2014) could potentially explain the observed discrepancies. However,
the Yurchenko & Tennyson (2014) results primarily explored the opacities of
methane at high temperatures, up to 1,500 K. I would not expect these new
line lists to be more appropriate for a model of Saturn’s atmosphere (at ∼140
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K) than the Freedman et al. (2008) results, which specifically apply to cold
atmospheres. Other explanations for the discrepancies in the methane feature
peaks include opacity from other unidentified species or a disequilibrium pro-
cess occurring in the region sampled by the observation. Photochemical models
and observations suggest that methane destruction occurs near the micro-bar
level in Saturn’s atmosphere (Moses & Greathouse 2005; Fouchet et al. 2009).
Production of methane deeper in Saturn’s atmosphere to replenish loss due to
photolysis may explain the observed excess.
2.4.3 Refraction and the Transmission Spectrum
Atmospheric refraction determined the minimum altitude rays could probe dur-
ing mid-transit and therefore the minimum value of transit depth in the transmis-
sion spectrum. Consequently, the transmission spectrum did not contain information
about the structure or composition of the atmosphere below the critical altitude. I
recalculated the transmission spectrum forcing νλ = 0 at all wavelengths in order to
determine what features, if any, were blocked by refraction. In this scenario, rays
traveled in straight lines through Saturn’s atmosphere and the decrease in flux was
entirely due to absorption (σλ). The resulting transmission spectrum is shown in the
bottom panel of Fig. 2.9.
The methane features in this “νλ = 0” transmission spectrum were nearly iden-
tical to those in the original transmission spectrum. This was not surprising since
refraction effects were minimal in those portions of the spectrum. Away from the
methane features, however, rays probed deeper altitudes in Saturn’s atmosphere re-
vealing several features that were not present in the original spectrum. First, from
comparison to the one-dimensional atmosphere model I found empirical evidence for
not being able to probe deeper than approximately two bars, which appeared to be
due to a gray opacity source across all wavelengths, presumably the top of the NH3
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cloud layer. Second, the minimum depth near 2 µm did not appear to be set by the
same feature that limited the rest of the spectrum. Instead, the opacity at 2 µm was
likely due to C2H2 absorption.
Since rays that experienced the greatest deflection in Saturn’s atmosphere orig-
inated near the solar limb, the inclusion of limb-darkening could reduce the effects
of refraction on the transmission spectrum. As shown by Eq. 2.6, including limb-
darkening would result in lower Tλ-values thereby increasing Aeff,λ. Consequently, the
continuum level of the transmission spectrum may reside slightly above the critical
depth set purely by atmosphere refraction. This effect would be negligible for most of
Saturn’s near-infrared spectrum where the variation in intensity across the solar disk
is minimal. However, limb-darkening could not be neglected at shorter wavelengths
and could alter the optical transmission spectra of planets with highly refractive at-
mospheres. For composite transmission spectra that span multiple regimes of the
electromagnetic spectrum, special care must be taken to account for stellar limb-
darkening.
Calculating Saturn’s transmission spectrum with νλ = 0 revealed that refraction
can suppress features in transmission spectra. This result has been discussed in
several previous studies involving refraction and transmission spectroscopy (i.e., Sidis
& Sari 2010; García Muñoz et al. 2012; Misra et al. 2014; Bétrémieux & Kaltenegger
2013, 2014, 2015). Although the effects of refraction have been largely unimportant
in previous observations of hot giant exoplanet atmospheres (e.g., Hubbard et al.
2001), my results suggest that refraction may be critical to future investigations of
giant, long-period exoplanet atmospheres.
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2.5 Discussion
2.5.1 Implications for Exoplanet Atmosphere Models
Typical models from the exoplanet atmosphere context reproduce most of the
major features, due to methane absorption, across the entire wavelength range. How-
ever, the single largest absorption feature, likely due to gaseous ethane and an un-
known aliphatic hydrocarbon derived from methane-based photochemistry (Atreya
& Wong 2005), was absent from the model. Having opacity between 3.3 and 3.5
µm, this large feature is particularly alarming because it could influence the transit
depth of an exoplanet observed in Channel 1 of the Infrared Array Camera on the
Spitzer Space Telescope, which is centered at 3.6 µm (Fazio et al. 2004). This suggests
that exoplanet atmospheres at all temperatures may harbor surprises that cannot be
easily diagnosed with broad-band photometry.
Minor disagreements between the self-consistent models and the transmission
spectrum such as the peak-to-peak sizes of the methane features are also troubling.
These mismatches may be caused by local disequilibrium processes (e.g., temperature
variations, zonal winds) that are difficult to predict and model. As observations of
exoplanet atmospheres progress to ever-greater precision, second-order effects such
as these will become increasingly important.
2.5.2 Clouds and Transit Transmission Spectra
Clouds tend to flatten exoplanet transmission spectra by blocking the trans-
mission of stellar flux (e.g., Fortney 2005; Kreidberg et al. 2014a). Therefore, one
might expect Saturn’s clouds, which are present at nearly every latitude (Baines et al.
2005), to produce a flat transmission spectrum for Saturn. Instead, I found that Sat-
urn’s transmission spectrum is not flat to 90 ppm. Furthermore, the lowest depth
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a ray can probe at mid-transit is determined by refraction and not clouds8. There-
fore, the role of clouds in the transmission spectra of cold, long-period exoplanets
may not be as restrictive as that of clouds in warm Earth- and mini-Neptune-sized
exoplanets. It is, of course, possible that this solar occultation only probed a rel-
atively cloud-free portion of Saturn’s atmosphere. However, variability in Saturn’s
cloud structure is expected to develop gradually and over large ranges of latitude
and longitude (Pérez-Hoyos et al. 2006), making it unlikely that these observations
were unique to a specific time or location.
2.5.3 Transmission Spectroscopy of Cold Gas Giants
Saturn’s transmission spectrum displays molecular absorption features on the
order of 90 ppm, suggesting that transmission spectroscopy is a viable technique to
study the atmospheres of cold giant exoplanets. Cold atmospheres can be hosted by
planets with extremely long orbital periods (such as Saturn) or by those on shorter or-
bits around cooler stars. Despite their rarity, giant planets orbiting later-type stars
represent an accessible starting point for studies of cold giant-planet atmospheres
outside of the solar system. Of all the known transiting exoplanets, very few are
expected to have cold atmospheres with methane-dominated chemistry akin to Sat-
urn. The best candidate may be Kepler-421b, a Uranus-sized exoplanet orbiting a
G9 dwarf star with a period of ∼704 days (Kipping et al. 2014). Assuming a Uranian
albedo, the equilibrium temperature of Kepler-421b would be ∼185 K. Although the
mass of this planet is unknown, its supposed formation location within its protostel-
lar disk suggests that it is likely to be an icy gas giant versus a rocky planet with a
gaseous envelope (Kipping et al. 2014).
8I note that the rays could likely reach the cloud deck at times before and after mid-transit (e.g.,
Misra et al. 2014).
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A full investigation of the detectability of molecular features in Kepler-421b’s
atmosphere is beyond the scope of this work. However, if the atmospheric chemistry
of Kepler-421b is similar to that of Jupiter or Saturn, I might expect to see substantial
methane features in the transmission spectrum. Such a detection would benefit
theories of planet formation and migration and would also be the first identification
of an active methane cycle occurring in an exoplanet atmosphere.
Additional giant exoplanets with cold atmospheres may be discovered in the
near future. Based on expected yields from Sullivan et al. (2015), the Transiting
Exoplanet Survey Satellite (TESS, Ricker et al. 2015) is expected to find around a
half-dozen giant planets with radii of 6 to 22 R⊕ and periods of several hundred days.
The cold atmospheres of these potential planets, in addition to that of Kepler-421b,
could be probed with follow-up observations by the Hubble Space Telescope (HST )
or the James Webb Space Telescope (JWST ).
2.5.4 Observing a Jupiter- or Saturn-twin Exoplanet
Cold exoplanets with orbital periods of several hundred days represent a way-
point on the path towards detecting and characterizing giant planets analogous to
those in the solar system. However, the challenges associated with observing a long-
period Jupiter- or Saturn-twin exoplanet in transit necessitate a different approach
than has been previously applied to short-period exoplanets. In the following sections
I assess the feasibility of a survey to detect and characterize Jupiter- and Saturn-twin
exoplanets in the near future.
Detectability and Occurrence
The a priori probability of observing a cold, long period exoplanet in transit
can be estimated by multiplying the geometric transit probability by the planet
occurrence rate. For the purposes of this calculation, I consider exoplanets with
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periods 4.33×103 days < P < 1.08×104 days and masses 0.3MJ < M < 10MJ ,
where MJ is the mass of Jupiter and 0.3MJ is the mass of Saturn. This period range
extends from that of Jupiter (∼11.9 years) to that of Saturn (∼29.5 years). I assume
all observations achieve a high enough signal-to-noise ratio to detect 100% of the
geometrically observable transits, which cause decrements in flux on the order of 1%.
The geometric transit probability for a circular orbit is the inverse of the planet’s
orbital distance divided by the radius of the host star: (a/R?)−1. If I consider Sun-
like host stars with planets in circular orbits9 with periods in the aforementioned
range, the geometric transit probability ranges from ∼0.05 to ∼0.09%.
Occurrence rates of Jupiter- and Saturn-like exoplanets are difficult to estimate
because previous transit and radial-velocity surveys are not complete to the long
periods associated with these planets. However, direct-imaging observations have
suggested that the occurrences derived from radial-velocity surveys can be extrapo-
lated to describe planets at orbital distances up to 100 AU (Brandt et al. 2014). With
this in mind, I estimate the occurrence rate of Jupiter- and Saturn-like exoplanets
assuming that the probability (dp) of a star hosting a planet with mass spanning [M ,
M + dM ] and orbital period spanning [P , P + dp] is
dp = C
(
M
M0
)−α(
P
P0
)−β
dM
M
dP
P
(2.9)
where C, α, and β are constants and M0 and P0 are fiducial values chosen to be
1 MJ and 1 day, respectively (Tabachnik & Tremaine 2002). I adopt the values
C = 1.04 × 10−3, α = 0.31 ± 0.2, and β = −0.26 ± 0.1 for FGK dwarf stars from
Cumming et al. (2008), a radial-velocity survey complete in the ranges 2 days < P <
2000 days and M ≥ 0.3MJ . As shown by Kipping et al. (2014), the Cumming et al.
9The orbits of Jupiter and Saturn have eccentricities of 0.0489 and 0.0565, respectively. For the
purpose of this calculation, I assume simple circular orbits rather than accounting for a distribution
of eccentricities (e.g., Kipping 2013, 2014).
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(2008) distribution strongly agrees with the observed occurrence rates in the Kepler
sample (Fressin et al. 2013). I integrate Eq. 2.9 over the ranges [0.3MJ , 10MJ ] and
[4.33×103 days, 1.08×104 days] to find an occurrence rate of ∼2.91%. Therefore, the
a priori probability of observing a long-period, giant exoplanet in transit around an
FGK dwarf star ranges from ∼ 1.5× 10−3 to ∼ 2.6× 10−3 percent.
Based on these probabilities, I estimate that ∼38,500 stars would have to mon-
itored for 11.9 years in order to find a single Jupiter-analogue, or ∼66,700 stars for
29.5 years for a single Saturn-analogue. Clearly, any survey to find long-period, giant
exoplanets in transit must observe a large (>105) number of stars to make a detection
on a practical time scale.
Survey for Long-Period, Giant Exoplanets
I estimate the number of long-period (4.33×103 days < P < 1.08×104 days),
giant (0.3MJ < M < 10MJ) exoplanet detections around FGK dwarf stars using a
stellar population generated by the Tridimensional Model of the Galaxy10 synthesis
code (TRILEGAL, Girardi et al. 2005). Using the default input parameters, I gener-
ate a stellar population in a 10 deg2 field centered on the galactic coordinates of the
Kepler field (l = 76◦, b = +14◦) with limiting H-band magnitudemH < 32. Of the full
sample (∼3.3×106 stars), I only consider stars with effective temperatures and lumi-
nosities in the fiducial ranges 3800 K < Teff < 7000 K and −1.5 < log10(L/L) < 1.0
(where L is the solar luminosity) in an attempt to limit the sample to FGK dwarf
stars. The stars are grouped into bins of width two magnitudes between mH = 6
and mH = 28; bins on either side of these limits contain zero stars. The total star
counts in each bin are multiplied by the a priori probabilities calculated in §2.5.4
and divided by the periods of Jupiter and Saturn to determine the final detection
10http://stev.oapd.inaf.it/cgi-bin/trilegal
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Fig. 2.10: Expected number of long-period, giant planet transit detections per 100
deg2 after a single year of observation. I estimate these detection rates using a
synthetic catalog of FGK dwarf stars generated with the TRILEGAL simulation
code (Girardi et al. 2005) and the a priori transit probabilities from §2.5.4. A
horizontal line is drawn at unity for reference. For a Saturn-analog exoplanet, the
Wide Field Camera 3 (WFC3) aboard the Hubble Space Telescope (HST) could make
a 5σ detection of transmission spectrum features for stars with H-band magnitudes
mH . 9.2. If the rates in this figure are extrapolated to cover the whole sky, I would
expect one detection per year suitable for characterization with HST -WFC3.
rates for long-period, giant exoplanets (Fig. 2.10). Note that I present detections per
100 deg2 per year; TRILEGAL limits the field area to 10 deg2 so I simply increased
the number of stars in the sample by a factor of 10.
Extrapolating the detection rates of Fig. 2.10 over the full sky (41253 degrees2)
demonstrates that at least one detection of a Jupiter- or Saturn-analog exoplanet is
expected for stars with H-band magnitudes between 8 and 10. Even more detections
are expected for fainter stars (up to the 28th magnitude). As I explain below, exo-
planets orbiting stars on the bright end of this range are amenable to characterization
with HST. Fainter stars will require the additional precision to be offered by JWST.
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It is important to once again note that I assume this type of survey would recover
100% of the observable transits. For reference, the transits of Jupiter and Saturn
across the Sun would cause decrements in flux of ∼1.1% and ∼0.7%, respectively.
To observe transits of this magnitude, this survey would not require a space-based
telescope. Instead, arrays of ground-based, robotic telescopes, akin to MEarth (Irwin
et al. 2009) or MINERVA (Swift et al. 2015) could be used to detect transit events.
An all-sky, array telescope such as the “Evryscope” would also be a highly appropriate
instrument for this type of survey (Law et al. 2015); the construction of the Evryscope
is in part motivated by the ability to observe giant planets transiting nearby bright
stars. Further characterization of these cold giant exoplanets would, however, require
more powerful observing facilities.
Target-of-opportunity Follow-up Observations
The long periods of these exoplanets necessitate immediate follow-up charac-
terization. Fortunately, long periods also result in long transit durations. From the
point-of-view of a distant observer, the transits of Jupiter and Saturn across the so-
lar disk would last ∼23 and ∼57 hours, respectively.11 These transit durations are
long enough such that target-of-opportunity campaigns with facilities such as HST
or Spitzer Space Telescope could be activated in time to characterize the exoplanet’s
atmosphere. The infrastructure for this type of observing program is already in
place in the field of gamma ray bursts (GRBs). Since 2004, the Swift mission has
been observing GRBs and relaying the coordinates and data to the GRB community
worldwide in just a matter of seconds (Gehrels et al. 2004).
To demonstrate the ability of current facilities to characterize the atmospheres
of cold giant exoplanets, I specifically consider the case of a Saturn-Sun analog ob-
11Assuming circular orbits with inclinations of 90◦.
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served with the Wide Field Camera 3 (WFC3) aboard HST and the Infrared Array
Camera (IRAC) aboard Spitzer. Upon observing the slow (∼3.3-hour), deep ingress,
the survey telescopes would issue an alert calling for the activation of the target-of-
opportunity programs. Under ideal conditions, HST could begin observing the transit
24 hours after activation,12 capturing the final ∼29 hours of the transit. Spitzer nor-
mally requires 48 hours to initiate a target-of-opportunity program,13 which leaves an
insufficient amount of time to characterize the planet’s atmosphere. For the purposes
of this thought-experiment, however, I will consider Spitzer’s ability to characterize
a Saturn-twin exoplanet atmosphere regardless of the 48-hour turnaround time.
In Fig. 2.11, I show the expected HST -WFC3 and Spitzer -IRAC transmission
spectrum of a Saturn-analog exoplanet derived from the Cassini VIMS transmission
spectrum. The spectral resolution of HST -WFC3 nearly matches that of Cassini
VIMS in this wavelength range, so a convolution to match resolution is unnecessary. I
bin the high signal-to-noise ratio portion of the HST -WFC3 spectrum by 2 resolution
elements yielding 30 data points between 1.13 to 1.65 µm. Then, by repeatedly
scattering the data points with random Gaussian noise of 1 to 50 ppm, I determine
that a minimum precision of 12.8 ppm is required to distinguish features in the
HST -WFC3 spectrum from a flat line to 5σ confidence. For the simulated Spitzer
observations, I integrate the IRAC bandpasses over the transmission spectrum of
Saturn to determine the 3.6 and 4.5 µm data points. I estimate that an uncertainty
of 9.4 ppm is required in each Spitzer data point to rule out a flat spectrum to 5σ.
It is critical to note that Spitzer cannot observe both IRAC channels simultaneously.
Each data point must be obtained individually.
These uncertainties set upper limits on the magnitudes of Saturn-hosting stars
that are amenable to characterization with HST -WFC3 and Spitzer -IRAC. To de-
12http://www.stsci.edu/hst/HST_overview/documents/uir/ToO-UIR.pdf
13http://ssc.spitzer.caltech.edu/warmmission/ddttoo/whattoo/
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Fig. 2.11: Simulated HST -WFC3 and Spitzer -IRAC observations of Saturn’s trans-
mission spectrum. The spectrum is solid in regions sampled by either HST or Spitzer
and dotted elsewhere. The red circles are the expected HST -WFC3 data points,
binned by 2 resolution elements and scattered with random Gaussian noise of ∼13
ppm. The red diamonds are the expected Spitzer -IRAC data points with an uncer-
tainty of ∼9 ppm. Note that Spitzer cannot observe both channels simultaneously.
In each case, the quoted precision is the requirement to distinguish the features in
the transmission spectrum from a flat line (black, dashed line) to 5σ confidence. To
achieve this precision in 0.5 transits of a Saturn-twin exoplanet across a solar-type
star (see text), HST would be limited to stars with H-band magnitudes mH . 9.2.
Spitzer could achieve the displayed precision in a single channel (either 3.6 or 4.5 µm)
for stars with mH . 3.4 but would require additional observing time to observe the
other channel. Therefore, Spitzer observations of this type of target are infeasible.
termine this limit for HST I consider a large variety of observing strategies (e.g.,
staring versus spatial scan modes, various slew rates14, subarray sizes, and readout
configurations) over a range of H-band magnitudes matching the output from the
TRILEGAL simulation (6 < mH < 28). In each case, I assume HST observes the
transiting system for 36 consecutive orbits: 18 during the final half of transit, and 18
out-of-transit orbits to establish a precise baseline for the stellar flux. I assume the
host star is visible for 56 minutes of the 96-minute orbit before Earth occultation,
14Information pertaining to HST drift scan mode was obtained at http://www.stsci.edu/hst/
wfc3/documents/ISRs/WFC3-2012-08.pdf.
74
similar to the stars in the Kepler field. The nominal exposure time is set by the cho-
sen readout configuration, and the corresponding signal-to-noise ratio per resolution
element per exposure is estimated using the HST -WFC3 exposure time calculator.15
For each observing configuration, I use the Phase II Astronomer’s Proposal Tool16
Orbit Planner to determine the number of exposures I can obtain per HST orbit and
make a final estimate of the precision of the transmission spectrum.
The result of this calculation is that with only a half transit, HST -WFC3 can
make a 5σ detection of atmospheric features in the transmission spectrum of a Saturn-
analog if the host star has mH . 9.2. As displayed in Fig. 2.10, fewer than one
Saturn-analog detection is expected per 100 deg2 per year. However, if I extrapo-
late these detection rates to cover the entire sky, I would expect approximately one
detection per year amenable to characterization with HST -WFC3.
Considering that Spitzer cannot respond quickly enough to characterize a tran-
siting Saturn-analog exoplanet and each channel must be observed individually, I
estimate its limiting host-star magnitude in less detail than for HST. If I assume
photon-limited observations, I can loosely estimate uncertainties by scaling those ob-
tained for a previous Spitzer -IRAC observation of a solar-type star. For 55 Cancri
(mH=4.14), Demory et al. (2011) achieved 63-ppm-precision in IRAC’s 4.5 µm band
over 4.97 hours of observation. If Spitzer -IRAC could only observe 0.5 transits (29
hours in transit + 29 hours out of transit) of a Saturn-twin exoplanet orbiting a
solar-type star in a single channel, then the 9.4 ppm precision requirement would
limit the host star H-band magnitudes to mH . 3.4. Spitzer would then have to
wait until the following transit event to obtain observations in the other channel.
This first-order approximation demonstrates that HST is by far the most appro-
15http://etc.stsci.edu/etc/input/wfc3ir/spectroscopic/
16http://www.stsci.edu/hst/proposing/apt/
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priate currently-operational instrument for characterizing the atmospheres of cold,
long-period exoplanets.
The success of this hypothetical survey is contingent upon the ability of the
survey telescopes to quickly and accurately identify long-period, giant exoplanet
transits. This would require immediate, automatic data reduction and analysis. For
stars brighter than mH ≈ 9.2 and transit durations longer than ∼57 hours, there is
some flexibility that would allow for human intervention. Still, distinguishing false-
positives from actual events would be a major challenge to this approach. As in
any other wide-field transit survey, false alarms may result from variations in instru-
ment sensitivity, weather, or other astrophysical sources such as stellar variability
or unknown stellar companions. To the extent that it is possible, explicit target se-
lection and advance “snapshot” observations could limit astrophysical false positives.
To reduce the false positives due to eclipsing binary stars, the target-of-opportunity
program could also involve obtaining a spectrum of the target in search of two sets
of spectral lines.
2.6 Concluding Remarks
Studies of solar system analogs provide a useful method of “ground-truthing” the
techniques and models frequently applied to exoplanets. Exhausting the resources
provided by decades of work in the planetary sciences will greatly aid the burgeoning
field of exoplanetary science. The usefulness of missions such as Cassini and Juno,
which is currently orbiting Jupiter, extends beyond the solar system to the cold,
long-period regime of exoplanets.
The Kepler mission has discovered a great variety of Earth-sized exoplanets.
Future efforts to discover and characterize cold Jupiters and Saturns may find that
a similar diversity exists among giant gaseous planets. These efforts will put the
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giant members of the solar system in a greater context, thereby allowing for a better
understanding of the formation and evolution of the entire solar system.
2.7 Summary
In this Chapter, I simulated the transit transmission spectrum of Saturn-analog
exoplanet using observations of a solar occultation taken by the Cassini spacecraft.
Due primarily to biases in exoplanet detection methods, the scientific value in discov-
ering and characterizing exoplanets on long-period orbits is not well known. Through
the use of a spacecraft data set, I have provided motivation for follow-up of transiting
cold gas-giant exoplanets on long-period orbits.
The major findings of this Chapter are presented below.
1. Despite the ∼100-K temperature and global cloud layer that is characteristic of
a Saturn-analog planet, transit transmission spectroscopy is a valid technique
to use for atmospheric characterization.
2. The transmission spectrum of Saturn contains absorption features from
methane, acetylene, ethane, and potentially larger aliphatic hydrocarbons. The
largest feature (due to ethane and likely an asymmetric stretching mode of
an unidentified hydrocarbon) is ∼90 parts per million, making it potentially
detectable to the upcoming JWST. Self-consistent atmosphere models qualita-
tively reproduce Saturn’s transmission spectrum with minor tuning. However,
these simplistic models demonstrate that photochemical models will be neces-
sary to accurately retrieve properties of a Saturn-like exoplanet.
3. The flat base of Saturn’s transmission spectrum results from atmospheric re-
fraction and not Saturn’s global NH3 cloud layer. This refractive boundary
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results from Saturn’s relatively low gravity and its orbital distance relative to
the solar radius.
4. I use a stellar population model to demonstrate that a year-long, all sky transit
survey could detect at least one Saturn-like exoplanet candidate that is bright
enough for HST atmospheric characterization.
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Chapter 3
Refracted Light in the Atmospheres of
Transiting and Non-transiting Exoplanets
This chapter discusses a numerical investigation of out-of-transit refracted light
in observations of transiting (and non-transiting) exoplanets. Using a ray-tracing
model, previous analytical models of refraction are improved and specific predictions
are made regarding the planetary systems that are amenable to characterization via
refracted light. Additionally, the non-detection of refracted light in the high-precision
Kepler data set is explained. Future investigations of exoplanetary atmospheres that
are enabled by observations of refracted light are also discussed. The contents of this
chapter have been published in Dalba (2017)1.
3.1 Motivation
Transits of extrasolar planets present opportunities to probe the atmospheres
of bodies outside of the solar system (e.g., Seager & Sasselov 2000; Charbonneau
et al. 2002). As in any other planetary occultation, a ray of light traversing an
exoplanetary atmosphere will be influenced by atmospheric refraction. Transiting
exoplanets, therefore, represent a new means of probing atmospheric processes with
refraction. Not long after the discovery of HD 209458 b, Seager & Sasselov (2000),
Hubbard et al. (2001), and Hui & Seager (2002) correctly asserted that refraction
1Dalba, P. A., 2017, ApJ, 848, 91
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effects are unimportant for exoplanets similar to HD 209458 b. Since then, the
sample of transiting exoplanets that has been studied in depth has been heavily
biased toward short-period exoplanets. The result of this short-period bias is a
delay in understanding how refracted light can be fully exploited to characterize
exoplanetary atmospheres (Deming & Seager 2017).
Hui & Seager (2002) investigated refraction and the existence of caustics in
exoplanetary atmospheres with a model formalism similar to gravitational lensing.
They broadly separated exoplanet parameter space into refractive and non-refractive
groups but lacked a sizable sample of transiting exoplanets to place their results
in context. Most of the recent investigations of atmospheric refraction in an exo-
planetary context focused on its influence on transmission spectroscopy. Refraction
produces “surfaces” in exoplanet atmospheres, thereby setting upper limits on the at-
mospheric pressure levels that can be sensed at mid-transit (Bétrémieux & Kalteneg-
ger 2014, 2015; Bétrémieux 2016; Bétrémieux & Swain 2017, also Chapter 2). This
effect would be particularly significant in observations of Earth-analog exoplanets
(e.g., García Muñoz et al. 2012; Misra et al. 2014).
In contrast to its limiting effect on transmission spectra, atmospheric refraction
produces another phenomenon that has the potential to serve as a new means of
atmospheric characterization. Before or after a transit, a planetary atmosphere will
deflect light into the line of sight of a distant observer. The light forms a distorted
secondary image of the host star, which I hereafter refer to as a stellar mirage. In a
transit light curve, this unresolved mirage creates a small increase in flux peaked at
the moment before transit (Sidis & Sari 2010). Although the effect is so far unde-
tected in exoplanet transit light curves, it is responsible for Lomonosov’s discovery
of the Venusian atmosphere during the transit of Venus in 1761 (Cruikshank 1983)
80
and is the subject of other recent studies of Venus (e.g., García Muñoz & Mills 2012;
Pere et al. 2016).
Only Sidis & Sari (2010) and Misra & Meadows (2014) have investigated the
out-of-transit refracted light signal in quantitative detail. Sidis & Sari (2010) demon-
strated that the stellar mirage would have a crescent shape (their Fig. 1). They also
derived analytic expressions for the magnitude of the flux increase as a function
of projected orbital separation between the star and exoplanet. Although a useful
introductory work, Sidis & Sari (2010) only considered a few examples of realistic ex-
trasolar planetary systems and used toy models to calculate the size—and therefore
magnitude—of the refracted image. These choices made the problem analytically
tractable, but limited the applicability of their results. Misra & Meadows (2014)
modeled the refracted light signal outside of transit for the purpose of prioritizing
future spaced-based observations of exoplanetary atmospheres. Misra & Meadows
(2014) improved upon Sidis & Sari (2010) by utilizing a ray tracing scheme to sim-
ulate atmospheric refraction. However, Misra & Meadows (2014) also used a toy
model to calculate the shape and size of the refracted image.
What is lacking in the literature is a more accurate treatment of refracted light
outside of exoplanet transits, and a comprehensive exploration of parameter space
to identify the systems that are most amenable to atmospheric characterization via
refracted light. I provide both of these in this Chapter. Additionally, I aim to un-
derstand whether or not an out-of-transit refracted light signal is likely to be present
in the high-precision Kepler data set, either for transiting or non-transiting systems
or exoplanets. This Chapter answers Questions 3 and 4 from Chapter 1: “How
does atmospheric refraction influence exoplanet transit observations?” and “How can
refracted light reveal the existence and properties of non-transiting exoplanets?”.
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In §3.2, I design a model to simulate the out-of-transit stellar mirages that are
produced by refraction. The model, titled Refraction in Exoplanet Transit Obser-
vations (RETrO), produces images of the stellar mirage and its total relative flux as
function of time and orbital phase. In §3.3 , I use RETrO to conduct a compre-
hensive parameter space search of the out-of-transit refracted light signal at visible
wavelengths. I calculate the maximum relative out-of-transit flux increase values of
exoplanets with different temperatures, orbital configurations, host stars, and atmo-
spheric compositions. I also assess the impact of opacity from Rayleigh scattering
on the appearance of the out-of-transit flux increase. In §3.4, I interpret the result
of the parameter space exploration. Various trends associated with the magnitude
of the flux increase are identified. In §3.5, I use RETrO to simulate the out-of-transit
flux increases caused by the atmospheres of non-transiting exoplanets. The poten-
tial for refraction to create atmospheric lensing events that identify non-transiting
exoplanets and reveal the properties of their atmospheres is investigated. I provide
the formalism to estimate the detectability of atmospheric lensing events for non-
transiting exoplanets at visible wavelengths, with application to the Kepler data set.
In §3.6, I discuss the implications of this Chapter in the context of previous work.
I specifically consider the atmospheric lensing predictions of Hui & Seager (2002).
I also discuss future science applications of atmospheric refraction in exoplanetary
systems. Finally, in §3.7, I summarize the results of this Chapter.
3.2 RETrO: An Out-of-transit Refracted Light Model
Before or after a transit, some of the light from the host star that is originally
not propagating toward the observer is refracted by the exoplanetary atmosphere
into the observer’s line of sight. This occurs for certain rays on the entire disk of the
star facing the exoplanet. The result is a coherent secondary image of the star in the
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exoplanet atmosphere, a stellar mirage2. The stellar mirage is an image of the entire
disk of the host star, but it is distorted into a crescent shape (Fig. 3.1, also Fig.
1 of Sidis & Sari 2010). Specific intensity is conserved, so the relative flux increase
measured by the distant observer is proportional to the area of the secondary image
(Sidis & Sari 2010). The secondary image will always be unresolved for an exoplanet
as viewed from Earth, so the effect manifests as “shoulders” on the transit light curve,
with increases in flux prior to and after transit.
The latitudinal extent of the crescent is primarily determined by the stellar and
exoplanetary radii and the projected star-planet separation. The maximum width
of the crescent is typically on the order of the atmospheric scale height because one
e-folding factor in density—and also refractivity—usually provides enough bending
to focus the light originating from the near and far sides of the host star3. As the
projected separation between the exoplanet and star decreases, the stellar mirage be-
comes larger in the exoplanetary atmosphere. This is a geometric effect and is best
explained using the angle χ as defined in Fig. 3.1. χ, which determines the length
of the crescent (i.e., end-to-end), achieves its maximum out-of-transit value just as
the projected disks of the planet and star are mutually tangent4. As the projected
separation between the exoplanet and the star decreases, the stellar mirage also ap-
pears at higher altitudes (lower pressures). Closer to transit, smaller bending angles
are required to redirect stellar rays into the line of sight of a distant observer. These
smaller bending angles are achieved at relatively higher altitudes (lower pressures).
2I use the terms “secondary image” and “stellar mirage” interchangeably.
3I use the terms “near” and “far” in reference to limbs of the exoplanet and its host star. “Near”
means the limb of the exoplanet (star) that is closest to the star (exoplanet) from the point of view
of the observer. “Far” means the opposite.
4I use mutually tangent in a geometric sense to refer to the projected disks of the planet and
star at the instant that they meet. This could refer to the instantaneous beginning or end of ingress
or egress, respectively.
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Fig. 3.1: Diagram showing the host star, exoplanet, and stellar mirage (dashed
crescent) projected on the sky before or after a transit. The star, exoplanet, and
mirage are not to scale. Symbols are defined in Table 3.1. A: Rays are traced in the
equatorial plane of the star-planet system, which is designated by the red line. The
blue “x” and “y” on the star map to the secondary image in the exoplanet atmosphere
as shown. B: To trace rays in three dimensions, the ray tracing plane (red line) is
rotated about the center of the exoplanet through the angle χ. The pink “x” and “y”
on the star map to the secondary image in the exoplanet atmosphere as shown. The
end result is an inverted, distorted secondary image of the stellar disk.
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The maximum flux increase due to out-of-transit refraction occurs when the
projected disks of the exoplanet (including its atmosphere) and host star are mutually
tangent (Sidis & Sari 2010). For a transiting orbit, this is the moment before any
of the host star’s flux reaching the observer begins experiencing attenuation from
absorption, scattering, or refractive defocusing.
3.2.1 Ray Tracing
I implement the two-dimensional ray tracing scheme of Kivalov (2007). This
scheme approximates the path elements of a ray as circle segments with curvature
determined by the atmospheric refractivity profile. Assuming a curved path for each
path element returns a second-order approximation to the actual path of light in a
planetary atmosphere. Table 3.1 contains all of the symbols used in RETrO.
The following expressions determine the path of a ray in a planetary atmosphere
(Kivalov 2007; van der Werf 2008).
dz
ds
= sin β (3.1)
dβ
ds
=
cos β
z
+ κ (3.2)
dφ
ds
=
cos β
z
(3.3)
where z is the radial distance between the center of the exoplanet and the ray, β is the
horizon angle swept out between the ray and the local horizon, φ is the planetocentric
latitude with respect to the equator on the observer-side of the atmosphere, and s is
the distance along the ray path (Fig. 3.2). In Eq. 3.2, κ is the local ray curvature
defined as
κ =
1
n
[
cos β
dn
dz
− sin β
z
dn
dφ
]
, (3.4)
where n is the index of refraction (van der Werf 2008). The refractivity ν is related
to n by ν = n − 1. I simplify the ray curvature by neglecting latitudinal variations
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in the refractive index (i.e., dn/dφ = 0) and assuming spherical symmetry within all
exoplanetary atmospheres.
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Table 3.1. List of symbols used in RETrO.
Symbol Meaning
a Exoplanet semi-major axis
A Cauchy’s coefficient of refraction
AB Bond albedo
AM Area of the stellar mirage
b Transit impact parameter
bτ=1 Impact parameter of a ray with τ = 1
B Cauchy’s coefficient of dispersion
BHS02 B-parameter from Hui & Seager (2002)
fM Relative flux increase due to stellar mirage
fM,max Maximum relative flux increase
g Exoplanet gravitational acceleration
H Atmospheric pressure scale height
J Photoelectrons per unit time
M Closed curve of the stellar mirage
mH Mass of hydrogen atom
Mp Exoplanet mass
n Index of refraction
N Atmospheric particle number density
Pdetect Refracted light detection probability
Ptransit Geometric transit probability
R? Stellar radius
s Distance along ray path
SNRtotal Integrated SNR of lensing event
t Time coordinate
T Duration of lensing event
Tatm Atmospheric temperature
Teff Stellar effective temperature
Teq Planetary equilibrium temperature
X Projected star-planet separation
Y Solar helium mass fraction
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Table 3.1 (cont’d)
Symbol Meaning
z Radial distance from exoplanet center
zref Reference z-value at one bar
ztop z-value at the “top” of the atmosphere
β Angle between ray and local horizon
κ Ray curvature
λ Wavelength
µ Atmospheric mean molecular mass
ν Atmospheric refractivity
νref Reference atmospheric refractivity at one bar
νSTP STP refractivity
ντ=1 Refractivity of a ray with τ = 1
ξ Bending (refraction) angle
ξτ=1 Bending angle of a ray with τ = 1
σR Rayleigh scattering cross section
τ Path-integrated optical depth
τR Rayleigh scattering optical depth
φ Planetocentric latitude
χ Rotation angle of ray tracing plane
Under the assumption of an isothermal atmosphere in hydrostatic equilibrium,
the refractivity ν follows the atmospheric pressure (and particle number density)
according to
ν(z) = νref e
(zref−z)/H (3.5)
where νref is the refractivity at zref , a reference distance from the exoplanet center—
typically anchored at one bar of pressure. H is the atmospheric pressure scale height,
which satisfies H = kBTatm/(µg) where kB is the Boltzmann constant, Tatm is the
atmospheric temperature, µ is the atmospheric mean molecular mass, and g is the
gravitational acceleration.
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Fig. 3.2: Diagram showing a refracted ray path (red) and its parameters within
a planetary atmosphere (see also Fig. 1 of van der Werf 2008). The concentric
semicircles (dashed and solid lines) represent interfaces between regions of different
refractive index. RETrO conducts backwards ray tracing from the observer to the
star. By convention, the β-values in this diagram are negative.
In addition to z, φ, and β, the bending or refraction angle (ξ) is also integrated
along the ray path:
dξ
ds
= κ . (3.6)
The final integrated parameter is the optical depth along the ray path (τ). The
specific treatment of optical depth is discussed in §3.3.
The equations of ray motion are integrated using a fourth-order Runge-Kutta
scheme (Runge 1895), which provides a useful balance between computational effi-
ciency and accuracy.
3.2.2 Simulating the Stellar Mirage
To simulate the stellar mirage in the exoplanet atmosphere, I fix the position of
the exoplanet at a point in its orbit and trace rays backward from the observer into
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the equatorial plane of the exoplanet atmosphere. The rays are originally traveling
parallel to the line of sight of the distant observer but they diverge due to refraction.
As the rays exit the exoplanet atmosphere, the final values of the integrated param-
eters (z, β, and φ) allow for the projection of the ray paths back to the host star
(assuming an index of refraction n = 1 for interplanetary space).
A swath of rays initiated at the observer impact the exoplanetary atmosphere
over a range of altitudes. After refracting through the atmosphere, some rays will
impact the star’s surface and others will not. The former provide numerical relations
between all ray properties including their points of origin on the star, their attenu-
ation, their total bending angles, and their impact parameters with respect to the
center of the exoplanet. The latter determine which rays effectively “bracket” the star
(see the blue symbols in Fig. 3.1). These rays define the boundary of the secondary
image of the star in the exoplanet atmosphere.
A full treatment of the transit geometry requires ray tracing in three dimen-
sions, not just in the equatorial plane. However, under the assumption of a spherically
symmetric refractivity profile, three-dimensional ray tracing can be achieved by ro-
tating the plane in which rays are traced through an angle χ about the center of the
exoplanet (Fig. 3.1).
Once rotated, the new bounding rays (pink symbols in the bottom panel of
Fig. 3.1) are determined. Now, the plane in which the rays are traced cuts through
a chord of the host star instead of the equatorial plane. The entire mirage can be
mapped by integrating χ in the range ± sin−1(R?/X), where R? is the stellar radius
and X is the projected separation between the centers of star and the planet. When
the projected disks of the star and planet are mutually tangent, X equals (R?+ztop),
90
where ztop is the radial distance between the center of the planet and the designated
“top” of the atmosphere5.
This method yields inverted crescent-shaped images of the host star in the
exoplanet’s atmosphere (e.g., Fig. 3.3). The area of the stellar mirage (AM) satisfies
the closed line integral
AM =
∮
M
z2
2
dχ (3.7)
where M is the closed curve of the crescent and z is the radial distance as defined
before but for points alongM. Finally, the relative flux increase (fM) resulting from
the appearance of the mirage is simply fM = AM/(pi R2?).
All of the steps listed in this section can be repeated as the exoplanet progresses
through its near-transit orbit in order to construct a full light curve containing the
out-of-transit flux increase.
3.3 Modelling Refracted Light Across Parameter Space
The amount of star light that a planetary atmosphere refracts into a distant
observer’s line of sight is a nonlinear function of stellar, orbital, planetary, and at-
mospheric parameters. To identify the regions of parameter space where this phe-
nomenon is detectable in photometric observations, I model the stellar mirage for
a comprehensive set of exoplanetary systems. At first, flux attenuation caused by
absorption and scattering within the planetary atmosphere is ignored and all at-
mospheres are assumed to be cloud-free. Therefore, each relative flux increase fM
value is an upper limit. The primary detectability metric is the maximum relative
flux increase (fM,max) that occurs just before or after transit. This single flux value
5The value of ztop was arbitrary, and it was typically chosen to be 20 scale heights above zref . In
general, the scale height was much smaller than the planetary radius, so ztop was equivalent to the
planetary radius. At ztop, the density (and therefore refractivity) was so low that rays essentially
traveled in straight lines. The results of this Chapter are insensitive to the value of ztop.
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Fig. 3.3: Example of the crescent-shaped stellar mirage created by RETrO for a clear
H2/He atmosphere as projected on the sky. The outlines of the star (red, dashed),
the one-bar radius of the exoplanet (black), and the stellar mirage (red, solid) are
to scale. In this illustrative—although not strictly physical—case, R? = 0.08R, the
semi-major axis a = 0.05 AU, zref = 1R⊕, zref/H = 17.2, and the relative flux increase
is ∼500 parts-per-million. This stellar mirage appears deep within the atmosphere
below the one-bar pressure radius. Realistically, the light constituting this mirage
would be fully attenuated and a flux increase would not be observed (§3.4).
does not strictly determine whether or not the phenomenon is observable. However,
fM,max is sufficient to identify favorable regions of parameter space.
I model exoplanetary systems with various values of these five parameters (Table
3.2):
• Stellar radius (R?). The size of the host star is related to the size of the
secondary image in the planetary atmosphere. F, G, K, and M dwarf stars
down to the canonical hydrogen burning limit are considered.
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• Orbital semi-major axis (a). The orbital distance is related to the amount of
bending a ray must experience to enter the line of sight of the observer. Circular
orbits are used throughout this work, so a is equivalent to orbital distance at
all points in the orbit.6 Orbital eccentricity influences the morphology of the
relative flux increase, but does not alter its maximum value. Short- and long-
period orbits are considered to capture hot-Jupiters and Saturn-analogs alike.
• Planet mass (Mp). Planet mass influences the size of a planet and its atmo-
spheric structure. Considering Earth-mass to Jovian-mass planets, Mp deter-
mines the planetary radius (zref) via the empirical, deterministic mass-radius
relations of Chen & Kipping (2017). The radius returned from this mass-radius
relation is treated as the one-bar reference radius, which anchors the atmo-
spheric refractivity profile. The planet mass and radius yield the gravitational
acceleration (g), which is assumed to be constant throughout the atmosphere.
The planet radius is arguably more fundamentally related to atmospheric re-
fraction. However, for the planetary mass and radius ranges under consider-
ation, empirical relations suggest that mass is not a single-valued function of
radius (e.g., Chen & Kipping 2017). Increasing the planetary mass eventu-
ally leads to gravitational self-compression such that more massive planets are
smaller. This process influences the atmospheric scale height, which plays a
role in determining the size of the stellar mirage.
• Atmospheric temperature (Tatm). The extent of the atmosphere—as dictated
by the scale height H—is proportional to Tatm. This temperature may be corre-
lated with semi-major axis, so it is possible to assume Tatm equals the planetary
equilibrium temperature. However, the temperatures of the solar system giant
6Hereafter, the terms “orbital distance” and “semi-major axis” will be used interchangeably. This
is only true for orbits with eccentricities of zero, which are used throughout this work.
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planets at pressures where refraction becomes substantial are poorly described
by their respective equilibrium temperatures. A better approach to exploring
the relation between temperature and the stellar mirage is to decouple Tatm
and a and allow any planet at any semi-major axis to have any temperature.
Although the resulting parameter space is broad, this treatment encompasses
more realistic regions of parameter space. This treatment also incorporates
more exotic scenarios such as young, long-period gaseous exoplanets that are
still hot from gravitational contraction and exoplanets experiencing the green-
house effect. All atmospheres are assumed to be isothermal. If the altitude
range sampled by the rays that create the stellar mirage is small, then this
assumption is valid. As mentioned previously, the altitude range of the rays
that create the stellar mirage are typically on the order a the scale height.
Atmospheric temperatures between 50 and 1000 K are considered.
• Atmospheric composition. The chemical composition of the atmosphere influ-
ences its mean molecular mass (µ) and refractivity (ν). I use refractivity values
derived from laboratory measurements of various gases at 101325 Pa and 273.15
K, or “Standard Temperature and Pressure” (STP, Kaye & Laby 1995, Section
2.5.7). These refractivities have the symbol νSTP. Assuming the ideal equation
of state for the atmospheric gas, Tatm gives the corresponding one-bar (1×105
Pa) refractivity values (νref). Atmospheric composition itself is a vast parame-
ter space, so I choose the end-member cases H2/He, 100% H2O, 100% N2, 100%
CO2 to obtain a general sense of how the chemical composition influences the
stellar mirage. In the H2/He case, the helium mass fraction is given the solar
value of Y = 0.25 (Asplund et al. 2009). Table 3.3 provides values of µ and
νSTP.
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Table 3.2. Definition of the Rectilinear Parameter Space Grid
Parameter Domain
Stellar radius R? (R) [0.08,1.5]a
Orbital semi-major axis a (AU) [0.05,10]b
Planet mass Mp (M⊕) [1,400]b
Atmospheric temperature Tatm (K) [50,1000]b
Atmosphere type H2/He, H2O, N2, CO2
aValues are evenly sampled in linear space.
bValues are evenly sampled in logarithmic space.
Table 3.3. Mean Molecular Mass and STP Refractivity
Composition µ (mH) νSTPa
H2/He 2.29 1.18×10−4
100% H2O 18 2.56×10−4
100% N2 28 2.98×10−4
100% CO2 44 4.49×10−4
aThese refractivity values were
measured at 101325 Pa and 273.15 K
(Kaye & Laby 1995, Section 2.5.7).
The H2/He value is a combination of
νSTP = 1.32×10−4 for H2 and νSTP =
3.5×10−5 for He at the mole fraction
corresponding to Y = 0.25 (solar).
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Fig. 3.4: Jupiter’s atmospheric refractivity at visible wavelengths relative to 589.3
nm assuming a helium mole fraction of 0.14 (von Zahn et al. 1998) and refraction
and dispersion coefficients from Born & Wolf (1999, pp. 101).
Refractivity is a wavelength-dependent quantity (e.g., Fig. 3.4). Away from
electronic, vibrational, and rotational transitions, the wavelength dependence of ν is
approximated by Cauchy’s formula: ν = A(1 + B/λ2) where λ is wavelength and A
and B are the coefficients of refraction and dispersion of the medium, respectively.
The STP refractivity values in Table 3.3 are measured at 589.3 nm, so all modeling
hereafter is quantitatively valid at that wavelength. However, the results of this work
are qualitatively applicable across much of the visible portion of the electromagnetic
spectrum. Jupiter’s atmospheric refractivity, for example, only changes by ∼3.5%
from the blue end to the red end of the visible regime (Fig. 3.4). I return to the
wavelength-dependent nature of refractivity in §3.6.2.
The atmospheric scale height is not directly varied, as it is a function of several
fundamental parameters. Altering the planet mass (and therefore the radius and
gravity), the atmospheric temperature, and the atmospheric composition ensures a
wide variety of H-values is considered.
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Each parameter is sampled 12 times within its bounds, with the exception of
atmospheric composition that only has four values. The result is a rectilinear grid
of 4×124 = 82944 nodes defining the full parameter space. The stellar mirage as
a function of orbital phase leading up to transit is modeled at each of these nodes.
The result is 82944 transit light curves displaying the “shoulders” caused by refracted
light. Atmospheric variations between the dusk and dawn portions of the planetary
atmosphere are not considered, so the light curve before transit ingress is identical
to the one after transit egress.
Some of the grid points represent exotic or even unphysical planetary systems.
For the sake of completeness, I model those cases to fill the grid and understand
where atmospheric refraction could potentially create observable stellar mirages.
3.3.1 Opacity
Opacity within a planetary atmosphere can attenuate stellar rays and prevent
the appearance of a stellar mirage. Therefore, when exploring the effects of atmo-
spheric refraction across parameter space, the ability of opacity to hide the stellar
mirage must be modeled as well.
For H2/He atmospheres, nominal sources of opacity include (but are not limited
to) Rayleigh scattering, H2-He collision-induced absorption (CIA), and absorption
from trace species such as CH4 and H2O. It is well established that absorption, not
refraction, will dictate the transmission of flux through the atmospheres of short-
period exoplanets (e.g., Seager & Sasselov 2000; Hubbard et al. 2001). At long-
periods, atmospheres are typically cold and H2O is likely to be cold-trapped into a
cloud layer that is difficult to remotely sense. This is indeed the case for Jupiter
and Saturn. Therefore, it is reasonable to consider CH4 as the primary absorbing
trace species for the atmosphere modeling. At 589.3 nm, the extinction coefficient
of a 1% mixing ratio of CH4 in the H2/He atmosphere at STP is ∼2.7×10−8 m−1
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(Burrows et al. 2001).7 However, the extinction coefficient from Rayleigh scattering
in the same atmosphere is ∼1.4×10−6 m−1. The contribution of CH4 to the total
extinction is .2%. Similarly, the 589.3 nm extinction coefficient for H2-He CIA at
STP in the H2/He atmosphere is ∼1.2×10−11 m−1 (Richard et al. 2012), which is
also negligible compared to the Rayleigh scattering extinction. Clearly, the primary
source of opacity for the models in this work is Rayleigh scattering.
The optical depth due to Rayleigh scattering along the ray path (τR) satisfies
τR =
∫
σR(z) N(z) ds (3.8)
where N is the total number density and σR is the Rayleigh scattering cross section.
Following Seager (2010, pp. 167),
σR(z) =
24pi3
N(z)2λ4
[
n(z)2 − 1
n(z)2 + 2
]2
. (3.9)
Cloud layers can present a significant source of opacity to the stellar mirage
(Misra & Meadows 2014). Clouds potentially truncate the refracted light signal
above some pressure level (below some altitude). In the case of a Saturn-analog
exoplanet, the atmospheric “surface” created by refraction would exist above the
cloud deck in altitude (see Chapter 2). Hence, I do not consider opacity from clouds
here.
Sources of opacity in the other atmosphere types (i.e., H2O, N2, and CO2) are
not initially included to test whether or not the stellar mirage is even detectable in
the best-case of a clear atmosphere.
As previously mentioned, opacity can reduce or even completely extinguish the
out-of-transit, refracted stellar flux. In the following section, I report relative flux
7For perspective, the canonical atmospheric mixing ratios of CH4 for Jupiter and Saturn are
0.3% and 0.45%, respectively.
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increases due to refraction. These flux increases have not been diminished to account
for opacity. However, the relative flux values are reported alongside corresponding
values of optical depth. I interpret these two properties together and explain which
portions of parameter space are not amenable to refracted light observations due to
opacity.
3.4 Results of Parameter Space Exploration
Here I describe and interpret the results of the parameter space exploration. I
divide this section into two parts: one describing the H2/He atmosphere simulations
and one describing the H2O, N2, and CO2 atmosphere simulations. As I explain, this
division is justified by the maximum size of the relative flux increase as a function of
atmospheric composition.
3.4.1 Hydrogen-helium Atmospheres
The primary results of the transiting exoplanet parameter space exploration
for H2/He atmospheres are shown in Fig. 3.5, which displays variation within four
dimensions of the total parameter space. The heat map colors correspond to the
maximum relative increase in flux (fM,max) caused by atmospheric refraction. This
maximum increase occurs at the moment prior to (or after) transit, and is found
assuming a clear atmosphere (i.e., no absorption or scattering). All systems displayed
in Fig. 3.5 have H2/He atmospheres. Each individual panel displays fM,max for 144
combinations of atmospheric temperature Tatm and planet mass Mp. Their scales
are displayed on the bottom left panel, and are identical for all other panels. Each
fM,max value in a single panel has a single value of semi-major axis a and stellar
radius R?, which are displayed as “secondary” x and y axes on the top and at the
right of the figure.
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Fig. 3.5: Maximum relative flux increase (fM,max) due to the appearance of stellar
mirages in H2/He atmospheres of various exoplanet systems. The axes and scales of
each individual panel are identical to those on the bottom left panel. Each column
of panels is evaluated at a single value of semi-major axis a, and each row of panels
is evaluated at a single value of stellar radius R?. The blue solid, dashed, and dotted
lines represent Rayleigh scattering optical depths (τR) of 10, 1, and 0.1, respectively.
Any panel without a blue line is entirely greater than τR = 10. At visible wavelengths,
the detectability of stellar mirages is limited to long-period, ∼100–300M⊕ planets
orbiting M dwarf stars and perhaps any cold planet orbiting an ultra-cool dwarf star
beyond ∼0.5 AU.
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The blue solid, dashed, and dotted lines in Fig. 3.5 represent Rayleigh scattering
optical depth τR values of 10, 1, and 0.1, respectively for the equatorial ray at the
near edge of the stellar mirage (nearest to the exoplanet) just before or after transit.
In reality, there is a slight decrease in τR between the near and far edges of the
mirage. The inner equatorial ray is a conservative benchmark to understand where
the mirage starts to become attenuated. If the inner equatorial ray has τR < 1,
then the entire stellar mirage does as well. As the projected planet-star separation
increases, however, the stellar mirage appears deeper in the atmosphere. As a result,
for exoplanet systems with τR ≈ 1, the refracted light signal may not be optically
thin until the exoplanet is sufficiently near to transit.
Three trends in the appearance of stellar mirages in H2/He atmospheres are
apparent in Fig. 3.5. First, refracted light is not significant for short-period exoplanet
systems of any kind because of the dominating opacity from Rayleigh scattering.
As discussed in §1, this result is expected (e.g., Seager & Sasselov 2000; Hubbard
et al. 2001). Below ∼0.2 AU, no exoplanet systems within the parameter space in
consideration display an optically thin refracted light signal. Up to ∼6 AU, some
optically thin pockets of parameter space exist where the maximum relative flux
increase can be on the order of tens of ppm. These favorable pockets typically occur
for stars with sub-solar radii. By 10 AU, most gas giant exoplanets transiting stars
with radii R? . R create clear stellar mirages. These approximate limits are in
partial disagreement with Sidis & Sari (2010), who claim that refraction effects are
significant for exoplanets on orbits &70 days—which corresponds to &0.33 AU for a
Sun-like star. This discrepancy is potentially a result of the toy model employed by
Sidis & Sari (2010) to describe the shape and size of the stellar mirage.
The second trend in Fig. 3.5 is that the magnitude of fM,max increases with
the atmospheric scale height H. This trend is evident in the fM,max variations as
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functions of Tatm. Increasing Tatm leads to greater maximum relative flux increases.
As mentioned previously, the width of the stellar mirage crescent is typically on the
order of the scale height. Higher temperature atmospheres have larger scale heights
and produce crescent mirages with larger area. This trend is in agreement with Sidis
& Sari (2010).
The third trend in Fig. 3.5 is the increase in fM,max values in cold atmospheres
for Saturn-mass (∼100-M⊕) exoplanets. This feature is a direct result of the gravi-
tational self-compression that is present in the empirical mass-radius relations from
Chen & Kipping (2017). For Saturn-mass planets, the local minimum in gravita-
tional acceleration creates larger values of atmospheric scale height. Also, the large
planetary radius values create long ray path lengths and considerable bending an-
gles. The opacity displays a similar feature as it is also a path-integrated quantity.
The increased signal for Saturn-mass exoplanets suggests that low density or inflated
exoplanets are quite favorable for refraction-related phenomena. To date, all such
known exoplanets exist on relatively short-period orbits and are unlikely to display
any effects of refracted light.
Fig. 3.5 demonstrates that any individual parameter (e.g., orbital period) can-
not adequately describe whether or not refraction effects will be significant for a
given planetary system. It is therefore difficult to make a broad statement describ-
ing the detectability of the out-of-transit flux increase. At the very least, the value
of a/R? is indicative of the size of the stellar mirage. In practice, the appearance
of the out-of-transit stellar mirage at visible wavelengths should be prevalent (i.e.,
maximum relative flux increases by at least tens of ppm) for exoplanets with H2/He
atmospheres and a/R? & 4000. This region occupies the top-right corner of Fig. 3.5.
Within this range, the atmospheric temperature Tatm in part determines whether
Rayleigh scattering or refraction is the dominant process. An estimate for Tatm is
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the planetary equilibrium temperature defined as
Teq = Teff(1− AB)1/4
√
R?
2a
(3.10)
where Teff is the stellar effective temperature, AB is the planetary Bond albedo, and
perfect energy redistribution is assumed. For the values of a/R? & 4000, AB = 0,
and Teff < 4000 K, the equilibrium temperature is Teq . 45 K. The x-axis of each
panel in Fig. 3.5 rests at Tatm = 50 K, well into the clear atmosphere regime below
an optical depth of unity. Therefore, ∼50-K exoplanets satisfying the a/R? & 4000
criterion will display observable stellar mirages at visible wavelengths.
There is one pocket of parameter space that produces observable stellar mirages
but does not satisfy the a/R? & 4000 criterion. Exoplanets of any mass orbiting
beyond ∼0.5 AU around late M or ultra-cool dwarf stars with radii R? . 0.1R have
maximum relative flux increase values greater than 50 ppm. For a late M dwarf star
with Teff = 2500 K, the corresponding equilibrium temperature of an exoplanet at
0.5 AU with AB = 0 is ∼54 K, which ensures the optical depth is less than unity for
almost any value of planet mass. Although an interesting case, cool stars like this
are faint at visible wavelengths and achieving even 100 ppm precision would be a
formidable observational challenge.
3.4.2 Water, Nitrogen, and Carbon Dioxide Atmospheres
The primary results of the transiting exoplanet parameter space exploration for
H2O, N2, and CO2 atmospheres are shown in Figs. 3.6, 3.7, and 3.8, respectively. The
format and scale of these figures are identical to that of Fig. 3.5. The relative flux in-
creases are significantly smaller than in the corresponding H2/He atmospheres. The
explanation for this is related to the explanation of second trend described previously
for the H2/He atmospheres: the the magnitude of fM,max increases with the atmo-
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spheric scale height H. Compared to hydrogen and helium, H2O, N2, and CO2have
larger mean molecular masses. Atmospheres composed of these heavier species there-
fore have smaller scale heights and weaker out-of-transit refracted light features. The
reduction in the maximum relative flux value due to increasing µ is severe. In re-
gions of parameter space where H2/He atmospheres demonstrate the largest relative
flux increases (e.g., R? ≈ 0.1R), CO2 atmospheres, for instance, show reductions in
the maximum flux increase by an order of magnitude. The top- and left-most panel
in Fig. 3.8 shows that the total flux increase due to the stellar mirage is reduced
to a few ppm even for the longest-period, hottest exoplanets considered. The STP
refractivities of H2O, N2, and CO2 are each greater than that of H2/He (Table 3.3).
However, the simulations I conducted demonstrate that this increase in refractivity
is not as important to the magnitude of the out-of-transit refraction effect as the
increase in µ.
I did not include contour line of optical depth in Figs. 3.6, 3.7, and 3.8. The
Rayleigh scattering cross sections of the H2O, N2, and CO2 atmospheres will be
similar to that of the H2/He atmosphere. However, the these species also introduce
their own opacity in addition to Rayleigh scattering. In general, the limiting effect of
attenuation only becomes worse when H2O, N2, and CO2 atmospheres are considered.
Hereafter, I only consider cases of H2/He atmospheres because refraction phe-
nomena are unlikely to be observed in other atmosphere types until photometry with
single part-per-million (ppm) precision is readily achievable.
3.5 Atmospheric Lensing by Non-transiting Exoplanets
The amount of starlight refracted into an observer’s line of sight by an exoplan-
etary atmosphere is maximal when the projected disks of the planet and star are
mutually tangent. As the projected separation (X) increases, the physical extent of
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Fig. 3.6: Maximum relative flux increase (fM,max) due to the appearance of stellar
mirages in H2O atmospheres of various exoplanet systems. The format and scale of
this figure is identical to that of Fig. 3.5, except lines of optical depth are not shown.
The maximum relative flux increase for an H2O atmosphere considered here was is
197 ppm.
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Fig. 3.7: Maximum relative flux increase (fM,max) due to the appearance of stellar
mirages in N2 atmospheres of various exoplanet systems. The format and scale of
this figure is identical to that of Fig. 3.5, except lines of optical depth are not shown.
The maximum relative flux increase for an N2 atmosphere considered here was is 127
ppm.
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Fig. 3.8: Maximum relative flux increase (fM,max) due to the appearance of stellar
mirages in CO2 atmospheres of various exoplanet systems. The format and scale of
this figure is identical to that of Fig. 3.5, except lines of optical depth are not shown.
The maximum relative flux increase for an CO2 atmosphere considered here was is
81 ppm.
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the stellar mirage diminishes along with the relative flux increase fM. I have, so far,
only considered transiting exoplanets with edge-on orbits. In this case, the transit
impact parameter (b) is zero, and the exoplanet’s projected motion is either directly
toward or away from the center of the host star. As a result, the rate at which
fM increases (or decreases) is also maximal. If the projected planet-star separation
shrinks more slowly, then fM changes more gradually. With this in mind, the great-
est out-of-transit refracted light signal is achieved by a non-transiting exoplanet with
impact parameter b = R? + ztop (Fig. 3.9).
Figure 3.9 contains the modeled light curves of an exoplanet system considering
both a transiting (b=0) and non-transiting (b = R? + ztop) orbit. The transiting case
produces “shoulders”—sharp increases in flux—that sit on the edges of the transit
light curve. The non-transiting case creates an “atmospheric lensing event” as the
stellar mirage slides along exoplanet’s terminator. In both cases, the maximum
relative flux increase is the same because the same minimum projected planet-star
separation is achieved. However, the atmospheric lensing event that occurs in the
non-transiting case is several times longer than the relatively short flux increases
on either side of transit. The full width at half maximum of the lensing feature is
approximately equivalent to the length of the transit that would occur for an edge
on transit. Both types of lensing events shown in Fig. 3.9 are significantly longer
than transits of presently known exoplanets owing to the low mass and long-period
of the modeled exoplanet (a = 1.46 AU, R? = 0.21R, Tatm = Teq = 50 K, Mp =
1.4MSaturn, and zref = 1.6RSaturn). However, this particular system is one of the few
that produces potentially observable signals that overcome opacity from Rayleigh
scattering at visible wavelengths.
The detection of exoplanets via the transit method is intrinsically biased against
those with long-periods. Assuming a circular orbit, the simple geometric transit
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Fig. 3.9: RETrO model of a system with the following parameters: Clear H2/He
atmosphere, a = 1.46 AU, R? = 0.21R, Tatm = Teq = 50 K, Mp = 1.4MSaturn,
and zref = 1.6RSaturn. Top: The top panel shows the relative flux increase caused by
refraction for transiting (dashed) and non-transiting (solid) orbits. For the transiting
case, fM values decrease below zero as refraction causes an overall decrease in flux
during transit. The atmospheric lensing event that occurs in the non-transiting case is
potentially more detectable than the “shoulders” from the transiting case. Bottom:
The bottom panel shows the projected positions of the exoplanet (dotted), host star
(red circle), and stellar mirages (red arcs) for a non-transiting orbit to scale. The
stellar mirages appear above zref in altitude and have finite widths and areas. The
mirage position along the exoplanet’s day-night terminator also as the exoplanet
orbits the star. The mirage reaches its maximum size at an orbital phase of zero.
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probability is Ptransit ≈ R?/a. The chances of detection are slightly improved for
an exoplanet with an atmosphere prone to refraction. Including refraction effects,
the detection probability is Pdetect ≈ Ptransit +Rp/a where Rp is the planetary radius.
Since the out-of-transit refracted light signal is quite significant for many cases of gas
giants orbiting small stars, refraction can theoretically almost double the geometric
probability of detecting a long-period exoplanet.
3.5.1 Detectability of Atmospheric Lensing in the Kepler Data Set
I investigate the likelihood of a refracted light signal from a non-transiting exo-
planet existing in the Kepler data set. Instead of basing the investigation on systems
with currently known exoplanets, I focus on the precision of the Kepler photome-
try. A consideration of refracted light signals from known exoplanetary systems is
provided in §3.6.
Stellar flux that is collected by a particular telescope and instrument creates a
rate of measured photoelectrons per unit time (denoted by the symbol J). Consid-
ering only Poisson noise, the total signal-to-noise ratio (SNRtotal) of a single atmo-
spheric lensing event is
SNRtotal =
J
∫ T
0
fM(t) dt√
JT + J
∫ T
0
fM(t) dt
(3.11)
where t is time and T is the total duration of the atmospheric lensing event. Given
J , Eq. 3.11 returns the maximum achievable SNR for any exoplanet atmospheric
lensing event.
The Kepler spacecraft (Borucki et al. 2010; Koch et al. 2010) launched in 2009
and made high-precision photometric observations of a single patch of sky until the
end of its primary mission in 2013. The Kepler bandpass spans 430 nm to 880 nm,
so the results of this refraction study are applicable to the Kepler data set. By
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specifying J as a function of relative stellar magnitude for the Kepler spacecraft8,
I use RETrO models to calculate SNRtotal for all 82944 exoplanet systems from §3.3.
For all exoplanets, non-transiting orbits with impact parameters b = R? + ztop are
assumed, which yield the greatest values of maximum relative flux increase fM,max.
For b > R?+ztop, the duration of the atmospheric lensing event increases but fM,max
decreases. In practice, the increase in detectability gained for a longer lensing event
is eventually lost due to the low peak-to-baseline contrast.
To be conservative, the denominator in Eq. 3.11 is replaced with an informed es-
timate of the precision achieved by actual Kepler data. The 10th percentile precision
of 10th magnitude9 stars observed by Kepler is 12.3 ppm in 6 hours of observation
(Christiansen et al. 2012). The SNRtotal for Kepler’s 10th-magnitude stars is then
found by integrating the numerator in Eq. 3.11 and dividing by the measured Kepler
precision scaled to the total duration of the lensing event. The single event SNRtotal
values range from 0 to 250 across the entire parameter space. As discussed previ-
ously, though, certain portions of parameter space are unphysical or are subject to
significant Rayleigh scattering. The threshold for an actual detection is more compli-
cated than a single SNR estimate, so any distinction made here between “detectable”
and “not detectable” is approximate. I also note than the theoretical, pre-flight esti-
mate for Kepler’s photometric precision on a 10th magnitude star over 6 hours was
8.4 ppm10. Therefore, the signal-to-noise ratio calculations done previously improve
by ∼50% if the evaluation of Eq. 3.11 is done without consideration of the actual
photometric precision Kepler achieved.
8Empirical Kepler photoelectron rates are available at https://keplergo.arc.nasa.gov/
CalibrationSN.shtml.
9Kepler-band magnitude
10See description of Kepler’s noise sources at https://keplergo.arc.nasa.gov/
CalibrationSN.shtml.
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The results of the signal-to-noise ratio calculation within two subsets of the en-
tire parameter space are shown in Fig. 3.10. Each panel contains varying atmospheric
temperatures (Tatm) and planet masses (Mp) for clear H2/He atmospheres and single
values of semi-major axis (a = 0.56 AU and a = 1.46 AU) and stellar radius (R? =
0.08R and R? = 0.21R). In both panels, the planetary equilibrium temperature
for a Bond albedo of zero is approximately 50 K, so exoplanets well described by Teq
would lie on or near the x-axes. The top panel shows that SNRtotal values of 5–10
are achievable for sub-Saturn mass exoplanets orbiting late M or ultra-cool dwarf
stars. This portion of parameter space exists below the blue Rayleigh scattering
optical depth (τR = 1) line, suggesting that the assumption of a clear atmosphere
in calculating the relative flux increase (and SNRtotal) is valid. However, given the
faintness of small stars at visible wavelengths, such a detection may be infeasible.
The bottom panel of Fig. 3.10 highlights a narrow region of detectability for exo-
planets with masses between those of Saturn and Jupiter, on ∼1.5 AU orbits around
slightly larger M dwarf stars. However, the combination of SNRtotal ≈ 3 and τR ≈ 1
decreases the likelihood of detection in this region.
The SNRtotal values for 10th magnitude Kepler stars generally display the same
trends discussed in §3.3. Opacity from Rayleigh scattering at visible wavelengths
mostly restricts detections of stellar mirages in Kepler photometry to either rare or
impractical pockets of parameter space (e.g., a & 6 AU). Additionally, disentangling
the atmospheric lensing feature from sources of stellar variability is a challenging
endeavor. This is especially difficult for systems that have lensing event durations
similar to the stellar rotation period. Moreover, it is difficult to prioritize a search
for an atmospheric lensing event. Since atmospheric lensing occurs for non-transiting
planets, the signal could exist in almost any light curve, and prioritizing, for instance,
the Kepler Objects of Interest (KOIs) may be unhelpful.
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Fig. 3.10: Modeled detectability of atmospheric lensing events caused by potential
non-transiting exoplanets in Kepler data. The SNRtotal values are found for clear
H2/He atmospheres, the displayed parameters, and the measured Kepler precision for
10th-magnitude stars (Christiansen et al. 2012). The blue dashed line represents the
Rayleigh scattering optical depth of unity decreasing to lower Tatm values. The green
dashed line identifies a single event SNRtotal = 3 for reference. Top: Sub-Saturn mass
exoplanets orbiting late M or ultra-cool dwarf stars can produce observable signatures
of refracted light in Kepler data, although finding a suitably bright host star is
potentially impractical. Bottom: The atmospheres of sub-Jupiter mass exoplanets
on 1–2 AU orbits around small stars may also create detectable lensing events in the
Kepler data set.
In conclusion, atmospheric lensing can create photometric signals that are the-
oretically detectable within data at Kepler’s precision. However, Rayleigh scattering
likely attenuates or entirely removes any such signals.
113
3.6 Discussion
3.6.1 For Which Systems is Refraction Important?
Atmospheric retrieval from transmission spectra is a useful technique to char-
acterize exoplanetary atmospheres. Many retrieval studies (e.g., Benneke & Seager
2012; Line et al. 2012; Barstow et al. 2013; Lee et al. 2014; Waldmann et al. 2015;
Morley et al. 2017) use the geometric limit where rays travel in straight-line paths,
effectively ignoring refraction. As the number of potentially characterizable, long-
period transiting exoplanet candidates grows (e.g., Kipping et al. 2014; Wang et al.
2015; Kipping et al. 2016; Uehara et al. 2016; Foreman-Mackey et al. 2016; Osborn
et al. 2016; Morton et al. 2016), it seems useful to estimate at what point refraction
should not be ignored.
Hui & Seager (2002) made the first attempt to determine for which systems
refraction is important. They developed a formalism based on the existence of
caustics—positions in the source (host star) plane where lensing caused by atmo-
spheric refraction results in diverging magnification of the host star. In doing so, Hui
& Seager (2002) defined a useful parameter, BHS02 = 2aντ=1/H where ντ=1 was the
atmospheric refractivity probed by a ray that achieved a total optical depth (τ) of
unity. In a spherically symmetric atmosphere, refractivity relates to bending angle
such that ντ=1 = ξτ=1
√
H/(2pibτ=1) where ξτ=1 and bτ=1 are the bending angle and
impact parameter of the ray that achieves an optical depth of unity (e.g., Withers
2010, and references therein). Here, ξτ=1 is positive by convention. Substituting this
relation into BHS02 gives
BHS02 = aξτ=1
√
2
piHbτ=1
(3.12)
For a spherical planet, Hui & Seager (2002) found that BHS02 and bτ=1/H (a balance
between the atmospheric thermal and binding energies) described the importance
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of atmospheric lensing. They derived a condition for “strong lensing,” where atmo-
spheric refraction was deemed important (Eq. 13 of Hui & Seager 2002):11
1−
√
piH
2bτ=1
BHS02 < 0 (3.13)
This condition broadly divided parameter space into regions with or without
caustics (see Fig. 3.11, or Fig. 3 of Hui & Seager 2002)12. In 2002, HD 209458 b
was the only known transiting exoplanet. Without a larger sample, Hui & Seager
(2002) could not extensively test their theory or predict the existence of atmospheric
lensing in a particular system. They left a full investigation of stellar, planetary, and
atmospheric composition parameters to future work.
In the 15 years since the work of Hui & Seager (2002), 2918 additional transit-
ing exoplanets have been discovered13, primarily by the Kepler mission. I populate
Fig. 3.11 with KOIs that have published values of a, R?, Teq, and planetary radius
(i.e., zref)13. Planetary mass estimates are found using the empirical, deterministic
relations of Chen & Kipping (2017), and the equilibrium temperature is used as the
atmospheric temperature in all cases. An H2/He atmosphere is considered for each
planet as opposed to 100% H2O, 100% CO2, etc. Although this assumption is not
entirely realistic, it ensures that the values of BHS02 are upper limits, since refraction
effects are significantly smaller for high mean molecular mass atmospheres (§3.3).
I find the values of ξτ=1, bτ=1, and BHS02 at visible wavelengths for each of
the 82944 exoplanet systems in the parameter space, where Rayleigh scattering is
the source of opacity. Fig. 3.5 demonstrates that the variation in the strength of
refraction across parameter space is smooth, so the four-dimensional grid is linearly
11I ignore the planetary oblateness when reproducing the relations of Hui & Seager (2002).
12The original figure from Hui & Seager (2002)—and the motivation for understanding atmo-
spheric refraction in exoplanetary systems—was reiterated recently by Deming & Seager (2017).
13NASA Exoplanet Archive, accessed 2018 June 18.
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Fig. 3.11: Updated version of Fig. 3 from Hui & Seager (2002) illustrating the con-
dition for caustics (refraction) in transiting exoplanet systems. The gray markers are
KOIs with H2/He atmospheres modeled with RETrO at visible wavelengths. Accord-
ing to Hui & Seager (2002), any planets above the black line display caustics (i.e.,
refraction dominates Rayleigh scattering). I suggest (in the text) that this condition
is overly optimistic, potentially due to the mathematical formalism employed by Hui
& Seager (2002). The red line is the adjusted caustic condition, which is increased
by the KOIs’ median value of R?/bτ=1. This adjusted condition is more consistent
with the detectability of out-of-transit refracted light presented in §3.3 and §3.5.
interpolated to calculate ξτ=1, bτ=1, and BHS02 for each KOI. The results are shown
in Fig. 3.11. Any parameters with values outside of the grid are assigned to the
nearest node. This mostly applies to extremely short-period exoplanets, where the
effects are refraction are unimportant regardless.
According to Eq. 3.13—the strong lensing condition of Hui & Seager (2002)—
a significant fraction of KOIs (residing above the black line in Fig. 3.11) display
caustics, suggesting that refraction effects dominate over Rayleigh scattering. Since
the vast majority of KOIs have a/R? < 100, this disagrees with the conditions
required for significant out-of-transit refracted light signals described in §3.3 and §3.5.
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The discrepancy potentially arises from the mathematical formalism employed by Hui
& Seager (2002), which is founded on the canonical lens equation from gravitational
lensing theory (e.g., Paczynski 1986). For gravitational lensing, the source—which
is the host star in the exoplanet application—is treated as a point source and the
magnification is not related to the finite value of R?. This fact is also evident in the
condition for strong lensing. Combining Eqs. 3.12 and 3.13 yields ξτ=1(a/bτ=1) >
1. The interpretation of this expression is a balance between the refraction angle
required to deflect light around the planet (a/bτ=1) and that which can be achieved in
the optically thin portion of the planetary atmosphere (ξτ=1). However, in transiting
(or non-transiting) exoplanet applications, most rays have to cross the disk of the
star before being refracted by the far limb of the planet. The required bending angle
in the exoplanet case is therefore ∼ a/R?. When Eq. 3.13 is multiplied by a factor
equalling the median value of R?/bτ=1 for all KOIs, the new caustic condition (Fig.
3.11, red line) is not satisfied by any of the KOIs. This result is consistent with the
general pessimism regarding the observability of refracted light at visible wavelengths
discussed previously.
It is worth noting that Hui & Seager (2002) do consider the host star as a
collection of point sources in order to calculate transit light curves. However, this
consideration is not included in their derivation of Eq. 3.13.
Based on Hui & Seager (2002) and Eq. 3.13, I propose the following condition
for the importance of out-of-transit refracted light signals in exoplanet observations:(
a
R?
)
ξτ=1 > 1 . (3.14)
If this condition is satisfied, then an unattenuated stellar mirage will appear in the
exoplanetary atmosphere near transit (i.e., inferior conjunction). If this condition is
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not satisfied, then attenuation of light in the exoplanetary atmosphere will overwhelm
the effects of refraction and a stellar mirage will not exist.
Eq. 3.14 is an informative balance between the required refraction angle defined
by the host star and orbital distance, and that which can be achieved in the optically
thin portion of the exoplanet atmosphere. Fig. 3.12 shows that only four KOIs satisfy
Eq. 3.14: 1192.01, 5528.01, 99.01, and 1174.01 (which is out of the frame). None
are confirmed exoplanets. KOIs 99.01 and 1174.01 have been identified previously
as candidate long-period exoplanet systems (Uehara et al. 2016; Foreman-Mackey
et al. 2016). KOI 5528.01 is potentially a super-Earth sized exoplanet on a ∼200-day
orbit, and KOI 1192.01 is likely a false positive detection of an eclipsing binary.
For perspective, I also show the maximum relative flux increase fM,max for all
KOIs in Fig. 3.12. These values are found for all KOIs by linearly interpolating the
grid in the same fashion as described previously. The fM,max values for KOIs 1192.01,
5528.01, 99.01, and 1174.01 are 4.6 ppm, 5.1 ppm, 4.9 ppm, 2.0 ppm respectively.
Most of the large fM,max values occur for hot exoplanets on short orbits, emphasizing
that the maximum relative flux increase alone is not sufficient to quantify the sig-
nificance (or lack thereof) of refracted light signals in exoplanet observations. Both
(a/R?)ξτ=1 and fM,max are needed to understand if an observation of refracted light
is feasible.
3.6.2 Refraction at Wavelengths Longer than Visible
The dearth of KOIs that satisfy the refraction condition (Eq. 3.14) implies that
a distinguishable individual refracted light signal is unlikely to exist in the light curve
of any known or suspected exoplanet in the Kepler sample. This is largely a result
of the short-period bias of the confirmed Kepler exoplanets.
The prospect of a non-transiting atmospheric lensing event existing in the Kepler
data set is also rather bleak (§3.5). This is primarily a result of the substantial
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Fig. 3.12: Assessment of the detectability of atmospheric lensing by KOIs. Top: The
maximum relative flux increase (fM,max) as modeled in RETrO assuming clear H2/He
atmospheres. The largest signals come from short-period, hot exoplanets. Bottom:
Very few KOIs satisfy the condition for atmospheric refraction to be significant in
exoplanet observations (Eq. 3.14, dashed line). Both fM,max and (a/R?)ξτ=1 are
needed to quantify the significance of refracted light signals in exoplanet observations.
It is unlikely that individual refracted light signals are clearly distinguishable in the
Kepler data set.
Rayleigh scattering opacity in the visible wavelengths spanning Kepler’s bandpass.
Unlike the short-period exoplanet bias, this problem has a simple solution: observe
at longer wavelengths.
All of the modeling in this work is conducted at the visible wavelength of 589.3
nm. At longer wavelengths, the Rayleigh scattering cross section decreases as λ−4.
Less opacity potentially enables observations of stellar mirages for many exoplanets
with a < 6 AU. Indices of refraction also decrease with increasing wavelength (e.g.,
Fig. 3.4). Since n − 1 = ν ∝ ξ, bending angles decrease at longer wavelengths, but
roughly as λ−2 according to Cauchy’s formula (§3.3). The simplest estimate of the
detectability of stellar mirages therefore scales as approximately λ2.
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The combination of the these two wavelength dependencies suggests a greater
likelihood of detecting a stellar mirage (or other refracted light signal) at redder
wavelengths than visible. The Transiting Exoplanet Survey Satellite (TESS), having
successfully launch in 2018, has a notably redder bandpass than Kepler (Ricker et al.
2015). The ratio of their central wavelengths is roughly (800 nm)/(600 nm) ≈ 1.33,
corresponding to an increase in detectability of ∼1.8. A careful estimate of the
detectability of refracted light signals by TESS is beyond the scope of this work.
However, the increased detectability combined with the long temporal baselines of
the TESS continuous viewing zone may set the stage for a detection.
In the near-infrared portion of the spectrum, Rayleigh scattering typically yields
to other sources of opacity including CIA, H2O, and CH4. Based on the solar system
planets, the atmospheres of cold long-period gas giants are likely dominated by CH4
chemistry. Fortunately, CH4 has multiple 1–5 µm “windows” in opacity, where the
absorption cross section decreases sharply. Refraction effects dominate within these
windows (Chapter 2), introducing the potential for observations of refracted light
with the James Webb Space Telescope (JWST).
3.6.3 Science in Refracted Light
Much of the previous literature pertaining to exoplanetary applications of re-
fraction aims to estimate and correct for its influence on transmission spectroscopy.
There have yet to be substantial efforts devoted to understanding how refraction-
related phenomena can be exploited to learn about exoplanets and their atmospheres
(Deming & Seager 2017).
In the simplest case, a photometric detection of a stellar mirage or out-of-transit
refracted light signal is illuminating. It is a method of detecting long-period exoplan-
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ets that can undergo subsequent atmospheric characterization14. Many long-period
exoplanets have been discovered by radial-velocity and gravitational microlensing ob-
servations, but these techniques do not provide a method of subsequent atmospheric
characterization. Directly imaged exoplanets can be characterized, but this tech-
nique is not yet sensitive enough for mature cold planets akin to Jupiter or Saturn.
The sample of known long-period transiting exoplanets is small because the transit
probability is low and their transits are infrequent. Even if a long-period exoplanet is
detected and confirmed, high-risk observing campaigns are usually required to refine
its transit ephemeris before follow-up characterization (e.g., Kepler-421b Kipping
et al. 2014, also Chapter 5). Refracted light offers a means of exoplanet detection
that can at least partially offset some of the difficulties associated with discovering
long-period exoplanets that can be characterized. In the coming decade, PLATO—an
M-class mission from the European Space Agency—will locate long-period exoplan-
ets orbiting Sun-like stars (Ragazzoni et al. 2016). PLATO is currently designed
to observe at visible wavelengths, so a direct detection of refracted light in an exo-
planetary system will be challenging. However, the long-period sample of exoplanets
discovered by PLATO may indeed be amenable to atmospheric characterization with
refracted light at redder wavelengths.
Even more information can be gleaned from a high-precision photometric ob-
servation of an atmospheric lensing event (e.g., Fig. 3.9). From Eq. 3.14 and ray
tracing models, the maximum relative flux increase informs the average refraction
angle, and therefore the bulk atmospheric refractivity. This fundamental quantity
is generally set by the most abundant species, which are H2 and He for cold gas
giant planets. Refractivity measurements are thereby complimentary to the trace
14Out-of-transit scattered light is also a means of planet detection and characterization (DeVore
et al. 2016). However, the scattered light signal is strongest for short-period exoplanets (Robinson
2017).
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abundances derived from atmospheric retrievals of transmission spectra. Helium is
a notoriously difficult species to measure remotely (e.g., Conrath & Gautier 2000).
Yet, its atmospheric abundance—as potentially revealed through refractivity mea-
surements (Chapter 4)—greatly informs the interior evolution of a gas giant planet
(e.g., Fortney & Hubbard 2003).
In favorable refraction conditions, an out-of-transit refraction spectrum can be
acquired with instruments such as the Wide Field Camera 3 (WFC3) on the Hubble
Space Telescope (HST) and the Near Infrared Camera (NIRCAM) or Near Infrared
Spectrograph (NIRSpec) that will be flown on JWST. A refraction spectrum would
resemble the stellar spectrum, although wavelengths corresponding to atmospheric
opacity would be attenuated. The wavelengths of transmission indirectly reveal the
absorbing species in the atmosphere. The amount of transmission in the clear re-
gions constrain the refractivity profile and the abundances of species such as H2.
Further consideration of “refraction spectroscopy” is needed, but it could potentially
improve measurements of atmospheric abundances when combined with traditional
transmission spectroscopy.
3.7 Summary
In this Chapter, I developed a ray tracing model (RETrO) to simulate out-of-
transit refracted light in visible light transit observations. This model offered im-
provements in accuracy over previous works that considered the same effect of re-
fraction in observations of transiting exoplanet systems. With my custom model
RETrO, I conducted an investigation of the strength of refracted light signals across
a comprehensive exoplanet parameter space.
The major findings of this Chapter are presented below.
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1. In agreement with previous work, atmospheric refraction is insignificant for any
type of exoplanet on a close-in orbit (a . 0.2 AU). For visible light observations,
Rayleigh scattering attenuates light before it reaches densities large enough to
generate substantial ray bending. Between ∼0.2 and ∼6 AU, small pockets
of parameter space (typically occupied by large planets orbiting small stars)
are amenable to producing stellar mirages that are not hidden by Rayleigh
scattering. By 10 AU, most gas giant exoplanets transiting stars similar to or
smaller than the Sun display clear stellar mirages. In general, unattenuated
stellar mirages will appear in exoplanetary atmospheres near transit (i.e., in-
ferior conjunction) if (a/R?)ξτ=1 > 1 is satisfied (Eq. 3.14). This relation is a
balance between the required refraction angle defined by the host star and the
semi-major axis and that which can be achieved in the optically thin portion
of the atmosphere. Of the entire sample of Kepler Objects of Interest, only
three potential exoplanets (KOIs 99.01, 1174.01, and 5528.01) and one likely
false positive detection (KOI 1192.01) satisfy this condition.
2. The relative flux increases caused by atmospheric refraction vary from zero to
several hundreds of parts-per-million depending on stellar, orbital, planetary,
and atmospheric properties. Realistic H2/He atmospheres produce signals on
the order of tens to a hundred parts-per-million, which are potentially observ-
able. The corresponding signals for high mean molecular weight atmospheres
are significantly lower because they have intrinsic smaller scale heights. The
STP refractivities of H2O, N2, and CO2 are each greater than that of H2/He,
this increase in refractivity is not as important to the magnitude of the refrac-
tion effects as the increase in mean molecular weight.
3. From signal-to-noise ratio considerations, I find that out-of-transit atmospheric
lensing events (Fig. 3.9) for non-transiting exoplanets are generally more ob-
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servable than the equivalent phenomenon for transiting exoplanets. I describe
the fundamental signal-to-noise ratios that are associated with atmospheric
lensing events and investigate the potential for such a signal to exist in the
Kepler data set. Due to Rayleigh scattering, only small, relatively impracti-
cal portions of exoplanet parameter space yield clear lensing events at visible
wavelengths (Fig. 3.10), and these events have integrated signal-to-noise ratios
between 3 and 10.
4. Out-of-transit refraction phenomena including stellar mirages are best observed
at longer wavelengths, since the Rayleigh scattering cross section scales as λ−4
compared to refractivity which scales roughly as λ−2.
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Chapter 4
Investigation of Refracted Images in
Planetary Solar Occultations
This chapter builds upon Chapter 3 by investigating atmospheric refraction
and mirages in solar system observations of Saturn. A novel method is developed
to process the full set of Saturn solar occultations observed by the Visual and In-
frared Mapping Spectrometer on the Cassini spacecraft. I measure stratospheric
scale heights and temperature for Saturn spanning many latitudes and ∼8 years of
Saturn’s ∼30-year orbit. These measurements substantially increase the sample of
previous temperature measurements and cover a critical gap in coverage at Saturn’s
southern high latitudes.
4.1 Motivation
Similar to Chapter 3, this chapter involves simulating and measuring two-
dimensional effects of atmospheric refraction in planetary atmospheres. Here, I
consider the distorted image of the Sun as measured by the Cassini spacecraft in
near-infrared wavelength channels spanning 1–5 µm. This Chapter answers Ques-
tion 5 from Chapter 1: “To what extent does Saturn’s stratospheric refractivity, as
measured during solar occultations, constrain Saturn’s atmospheric composition and
seasonal evolution?”
Saturn’s thermal structure is influenced by dynamical and chemical processes
occurring within its atmosphere. Temperature measurements probe the balance be-
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tween energy deposition and radiation, including how the atmosphere responds to
changing solar insolation. Saturn’s active photochemistry also depends on atmo-
spheric temperatures (e.g., Moses & Greathouse 2005), especially as methane by-
products such as ethane, acetylene, and propane act as efficient coolants through
infrared radiation.
Saturn’s atmosphere experiences complex variations in temperature on both
large and small scales. Much like on Earth, Saturn’s rotational obliquity causes
hemispheric seasons. However, Saturn’s eccentric orbit also introduces thermal vari-
ations as a function of orbital longitude. Additionally, Saturn’s rings cast a shadow on
a portion of the planet that alters local temperatures and photochemical production
rates.
The Cassini spacecraft had a suite of instruments with the capability to mea-
sure Saturn’s atmospheric temperature at various pressure levels, latitudes, longi-
tudes, and seasons. Acquiring a full understanding of Saturn’s atmospheric thermal
structure necessitates many measurements spread in location and time. The Visual
and Infrared Mapping Spectrometer (VIMS, Brown et al. 2004) observed multiple
solar occultations that contained information about atmospheric structure (e.g., scale
height), which was influenced by the temperature. The VIMS data are a valuable
addition to other instrument data sets, but they have not previously been published.
Extracting atmospheric information from the VIMS solar occultation observations
relies on accounting for the effects of atmospheric refraction on the resolved image
of the solar disk. Such methods are non-standard in most planetary occultation
experiments and therefore require special treatment.
In this Chapter, I develop novel methods to infer atmospheric temperature from
VIMS observations. I then apply these methods to Saturn’s atmosphere to measure
temperatures for 17 occultations. In §4.2, I describe the Cassini observations and
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the VIMS data set. In §4.3, I describe the standard techniques used to process
occultations and the non-standard, novel techniques I develop to analyze the VIMS
data set. I present the inferred temperatures in §4.4 and place them in context within
other observations of Saturn in §4.5. In §4.6, I provide a brief case study of how
near-infrared refractivity profiles inferred from solar occultations can, in principle,
be used to measure the helium abundance in giant planets such as Saturn. Finally,
§4.7 contains a summary of the findings of this Chapter.
4.2 Observations
The analysis described in this chapter makes use of solar occultation observa-
tions acquired by the VIMS on the Cassini spacecraft. The VIMS instrument and
data products were introduced in Chapter 2. Here, I expand upon that introduc-
tion by providing a thorough discussion of the entire set of VIMS1 solar occultations
observed at Saturn.
During the lifetime of Cassini, VIMS observed 26 solar occultations at Sat-
urn. The occultations occurred over various latitudes and longitudes, but always
sampled Saturn’s atmosphere near the day-night terminator by nature of the occul-
tation geometry. At the time of writing, Dalba et al. (2015) conducted the only work
that utilized VIMS solar occultations at Saturn. Therefore, this Chapter represents
the first full publication of the VIMS solar occultation data set at Saturn. The 26
occultations are summarized in Table 4.1.
The observational strategy of each solar occultation at Saturn followed roughly
the same procedure. The Sun was observed prior to occultation in order to establish
a stable “baseline” intensity measurement (in all wavelength channels), the Sun was
1In this Chapter, references to VIMS explicitly mean the VIMS-IR solar occultation port unless
otherwise noted.
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Table 4.1. Summary of 26 VIMS solar occultations at Saturn
Occultationa Date Saturn Saturn Solar
[UT] Latitude [deg]b Longitude [deg]c Longitude [deg]
2005-159N 8 Jun 2005 4 -99 306
2005-196N 15 Jul 2005 5 -98 307
2007-130N 10 May 2007 [60,75] [-100,-153] 331
2007-321N 17 Nov 2007 [-32,-50] [-58,-51] 338
2007-321X 17 Nov 2007 [-56,-38] [96,105] 338
2007-337Xd 3 Dec 2007 [-45,-36] [103,108] 339
2008-027Xd 27 Jan 2008 [-60,-79] [-44,13] 340
2008-051Nd 20 Feb 2008 [15,7] [-65,-64] 341
2008-051Xd 20 Feb 2008 [8,-2] [-64,-62] 341
2008-146Xd 25 May 2008 [-17,-51] [-57,-59] 345
2008-161Nd 9 Jun 2008 [43,8] [-66,-60] 345
2008-161Xd 9 Jun 2008 [-29,-67] [-54,-40] 345
2008-196Nd 14 Jul 2008 [31,12] [-62,-59] 346
2008-196Xd 14 Jul 2008 [-32,-55] [-53,-47] 346
2010-044N 13 Feb 2010 [23,26] -38 6
2010-079N 20 Mar 2010 [26,34] [-37,-36] 7
2010-096N 6 Apr 2010 [26,38] [-36,-35] 8
2010-137X 17 May 2010 [34,24] [140,141] 9
2010-265X 22 Sep 2010 [16,13] 145 14
2012-157X 5 Jun 2012 [41,31] [150,155] 34
2012-246X 2 Sep 2012 [39,37] [153,154] 37
2012-331N 26 Nov 2012 [-59,-63] [-47,-55] 40
2013-004N 4 Jan 2013 [-69,-65] [-104,-133] 41
2013-111N 21 Apr 2013 [-67,-68] [-81,-94] 44
2013-121N 1 May 2013 [-66,-68] [-68,-91] 45
2013-163N 12 Jun 2013 [-58,-59] [-44,-47] 46
a“N” refers to ingress occultations, “X” refers to egress occultations.
bRange spanned by the full occultation in planetocentric coordinates, increasing
eastward.
cRange spanned by the full occultation in planetocentric coordinates, increasing
northward.
dThe data in this occultation were affected by severe systematic errors, and are
not included in the analysis described here (see text).
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observed as its rays began to propagate through Saturn’s neutral atmosphere, and
the observation continued for some period of time after the intensity of the Sun was
entirely attenuated in the atmosphere of Saturn.
Despite this general procedure, substantial variations existed between the oc-
cultations. These variations include the length of baseline observations, the time
sampling of images, the length of observations made after the Sun is fully occulted
by Saturn’s atmosphere, and the stability of pointing. The causes for these variations
are not known in all cases, but likely resulted from data-rate constraints, engineering
constraints, and errors in maintaining the spacecraft pointing. In some cases, these
variations were detrimental to the resulting data set (see Table 4.1). A thorough
description of the potential systematic errors in VIMS solar occultation observations
was provided by Maltagliati et al. (2015), albeit for Titan. In general, the Saturn
solar occultations were more stable than Titan occultations because Cassini did not
orbit Saturn closely enough to enter its extended atmosphere. As a result, Cassini
could maintain its pointing using reaction wheels, versus firing its thrusters to ac-
count for atmospheric drag in Titan’s extended atmosphere (Bellucci et al. 2009).
However, the most frequent systematic error in the Saturn solar occultations was due
to strong variations in intensity, likely caused by stray light contamination through
the main boresight of the VIMS instrument (Bellucci et al. 2009; Maltagliati et al.
2015).
I analyzed only the 17 VIMS solar occultations that were not critically affected
by systematic errors. The VIMS solar occultation observations span a range in
planetocentric solar longitude (LS) of approximately [306,46] degrees. In Saturn’s
northern hemisphere, the winter solstice (LS = 270◦) occurred in October 2002,
the spring equinox (LS = 0◦) occurred in August 2009, and the summer solstice
(LS = 90◦) occurred in May 2017. The VIMS observations therefore span early
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northern winter through middle northern spring and present a means of probing
Saturn’s atmospheric seasonal variations.
4.3 Methods
In this section, I describe techniques used to extract data various products
from the raw VIMS data cubes and the subsequent analysis of those products. In
§4.3.1, I provide a brief description of the VIMS data products and how they were
acquired. In §4.3.2, I describe the spatial images of the Sun and the total intensity
measurements separately, as the desired output from these two types of observations
were different. In §4.3.3, I describe two different methods of extracting atmospheric
temperature from the VIMS data. I will demonstrate that the VIMS data are non-
standard, traditional methods fail to produce realistic results, and novel forward
modeling techniques are required to produce realistic results.
4.3.1 Raw Data Acquisition and Description
VIMS data were obtained from PDS Imaging Node2, which is maintained by
NASA JPL and United States Geological Survey (USGS). I acquired all VIMS data
cubes (.qub files) that corresponded to Saturn solar occultation experiments as listed
in the Cassini master schedule. I used the Integrated Software for Imagers and Spec-
trometers3 to extract the detector data numbers for each channel within each cube.
Further analysis was conducted using these unitless data numbers (DNs), versus
converting them to specific energies. As described in Ch. 2, the self-normalization
procedure, the high-linearity of the VIMS-IR detector, and the low background sig-
nal present in Saturn solar occultations offset the need for substantial data reduction
procedures. A formal data reduction routine for VIMS exists (McCord et al. 2004);
2https://pds-imaging.jpl.nasa.gov/data/cassini/
3https://isis.astrogeology.usgs.gov/index.html, which is maintained by the USGS.
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however, it is not appropriate for observations of solar occultations that pass through
a different optics chain than those acquired through the main aperture.
The VIMS data cubes contained two spatial dimensions and one spectral di-
mension. The spatial images had 8–12 pixels on a side, and the spectral dimension
contained 256 wavelength channels. The eight bands spanning 4.99—5.12 µm were
used to record timing information for the observations and are not included in the
following analysis.
4.3.2 Data Treatment
In the following two subsections, I describe the two data treatments applied
to the VIMS data cubes. I accompany this explanation with data and figures from
occultation 2012-331N, which had a long and stable out-of-occultation baseline ob-
servation, high time sampling, and high precision relative to most of the other occul-
tations.
Measuring Centroids and Bending Angles from Spatial Images
Here, I describe how I extracted centroids and bending angles from resolved
solar images taken by Cassini VIMS.
During a solar occultation, sunlight passes through a special solar port situated
20◦ off the main boresight of VIMS. The light undergoes a series of reflections causing
an attenuation in intensity by several orders of magnitude. The resulting spatial
image4 has between 8 and 12 pixels on a side. The Sun subtends ∼1×10−3 radians
at the orbit of Saturn. The plate scale of the VIMS pixels is 5×10−4 radians, and
the resulting unocculted solar image covers approximately 2x2 pixels.
For each exposure, a single image of the Sun was produced for each wavelength
channel. Figure 4.1 shows two images taken during occultation 2012-331N. To de-
4See Ch. 2 for an explanation of how the image is constructed.
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termine the centroid, I fit each image to a two-dimensional, asymmetric rotated
Gaussian function plus a constant:
I(x, y) = C + A exp [−c1(x− µx)2 − c2(x− µx)(y − µy)− c3(y − µy)2] (4.1)
where c1, c2, and c3 were defined as
c1 =
cos2 θ
2σ2x
+
sin2 θ
2σ2y
c2 =
sin 2θ
2σ2x
− sin 2θ
2σ2y
c3 =
sin2 θ
2σ2x
+
cos2 θ
2σ2y
(4.2)
In Eq. 4.1, I was intensity having units of DNs. The general parameters C, A, µx,
µy, σx, σy, described a typical Gaussian function with coordinates x and y. θ was the
rotation angle in radians that increased counterclockwise. The best-fit values of the
seven parameters were determined using a Levenburg-Marquardt algorithm5. The
asymmetric profile was required since the point spread function of VIMS caused the
solar image to be slightly elongated in one spatial dimension relative to the other.
This effect was observed in Titan solar occultations as well (Maltagliati et al. 2015,
their Fig. 6). Inspection of the solar image away from occultation demonstrated that
the elongation effect worsened with increasing wavelength. The x- and y-centroids
at 1.26 µm from occultation 2012-331N are shown in Fig. 4.2. As introduced in
Ch. 2, the centroid motion resulted from the distortion of the solar image due to
atmospheric refraction. The highly stable baseline centroid measurements allowed
for precise measurements of the relative motion of the solar image centroid on the
VIMS detector.
5Centroiding was achieved with the photutils package within Astropy.
132
1 2 3 4 5 6 7 8
X Pixel Value
1
2
3
4
5
6
7
8
Y
 P
ix
e
l 
V
a
lu
e
t = 1129 s
0
80
160
240
320
400
480
560
640
D
a
ta
 N
u
m
b
e
r 
[c
o
u
n
ts
]
1 2 3 4 5 6 7 8
X Pixel Value
1
2
3
4
5
6
7
8
Y
 P
ix
e
l 
V
a
lu
e
t = 1319 s
0
4
8
12
16
20
24
28
32
36
40
D
a
ta
 N
u
m
b
e
r 
[c
o
u
n
ts
]
Fig. 4.1: Examples of spatial images of the Sun taken by VIMS at 1.26 µm for
occultation 2012-331N. The times shown are relative to the start of the observation.
Note the difference in scale between the two images. The earlier image (left) was
taken when the line of sight was far from the center of Saturn such that its atmosphere
had no effect on the solar image. In the later image (right), refraction shifted the
apparent position of the Sun and distorted the apparent shape of the Sun, causing a
reduction in intensity.
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Fig. 4.2: Change in x- and y-centroid of solar image at 1.26 µm in occultation 2012-
331N due to refraction. Before the line of sight between Cassini and the Sun samples
Saturn’s stratosphere, the centroid is nearly constant. The standard deviation of
the combined centroid deviation prior to ∼20 minutes is 4.3×10−3 pixels (2.2×10−6
radians). The two red data points correspond to the two images shown in Fig. 4.1.
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To test the robustness of the centroiding routine described above, I also em-
ployed a higher-order (or flat-topped) Gaussian function of the form
I(x, y) = C + A exp
[
−
(
(x− µx)2
2σ2x
+
(y − µy)2
2σ2y
)P]
(4.3)
in the measurement of the centroids for occultation 2012-331N. In Eq. 4.3, I was
intensity having units of DNs. The general parameters C, A, µx, µy, σx, σy, described
a typical Gaussian function with coordinates x and y. P was the parameter in the
range [1,∞] that affected the function’s flatness. Since the solar image was resolved
on the VIMS detector, a flat-topped function seemed a priori more plausible than a
traditional peaked Gaussian. I fit this function to the VIMS spatial images using the
Markov chain Monte Carlo ensemble sampler emcee (Foreman-Mackey et al. 2013).
This model fitting method was significantly more computationally expensive than
the Levenburg-Marquardt algorithm.
The time-series of centroid values obtained from the different models (Eqs. 4.1
and 4.3) and fitting methods were consistent and did not lead to any appreciable
difference in results in the following analysis. Furthermore, the relative plausibility
between the Gaussian model functions was difficult to assess, since both required
seven free parameters to describe the solar intensity in .10 pixels. For computational
tractability, I determined the centroids for all Saturn solar occultations using Eq. 4.1
and the Levenburg-Marquardt algorithm.
The individual x- and y-centroid positions (found using the standard two-
dimensional rotated Gaussian function) were combined to yield a total pixel motion
for each image. Outside of occultation, this value was constant and positive, cor-
responding to scatter about an unknown true centroid position. Multiplying these
centroid motions by the plate scale yielded a detector bending angle, α as a function
of time. This was the primary product measured in the VIMS spatial images.
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Extracting Occultation Light Curves from Total Intensity Measurements
Here, I describe the procedure I created to generate normalized light curves for
each Saturn solar occultation.
The total intensity measured by VIMS—which lacks any spatial information—
was also a valuable data product. For each VIMS image, I used an iterative sigma-
clipping algorithm to estimate the background intensity (Stetson 1987). I then sub-
tracted this background value from each pixel, and calculated the total intensity as
the sum of data numbers in all pixels in the image. This yielded a single, background-
subtracted total intensity (in counts) for each image in each wavelength channel. The
centroid measurements (such as those in Fig. 4.2) clearly identified the portion of the
observations that occurred prior to occultation. I normalized all total intensity mea-
surements to the median value of the total intensity within the out-of-occultation
time span. This procedure yielded a normalized light curve of the solar intensity,
I(t,λ), as a function of time t and wavelength λ. The standard deviation of the
out-of-occultation normalized light curves, σI(λ), was assigned as the uncertainty on
each data point in a given light curve.
Any channels with abnormally large uncertainties were excluded from the fol-
lowing analysis. These typically included the “filter gaps,” which were wavelength re-
gions where two orders of the VIMS spectra were effectively stitched together (Brown
et al. 2004). Also, wavelength channels beyond 3.5 µm were also excluded due to the
relatively low signal of the solar image on the VIMS detector at these wavelengths.
The remaining normalized light curves for occultation 2012-331N are shown in Fig.
4.3.
Since the goal of this chapter did not involve wavelength comparisons between
individual VIMS wavelength channels, I combined the light curves from multiple
channels to decrease the uncertainty in the normalized intensity measurements. How-
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Fig. 4.3: Normalized intensity curves for the subset of VIMS wavelength channels
with λ < 3.5 µm and typical out-of-occultation scatter for occultation 2012-331N. Of
the 159 light curves in wavelength channels blueward of 3.5 µm, 155 are shown. Four
channels corresponding to filter gaps (see text) displayed abnormally large scatter
and were removed.
ever, the refraction effects on intensity were wavelength-dependent, so only a subset
of all the wavelength channels were combined. The wavelength range spanned by
VIMS’ sensitivity covered multiple near-infrared “CH4 windows,” where methane
had low opacity and was therefore relatively transparent. This allowed VIMS to
peer through the hazy atmosphere of Titan to study surface features (e.g., Brown
et al. 2004; Dalba et al. 2012). During solar occultations at Saturn, the decreased
methane opacity within these windows allowed Cassini’s line-of-sight to the Sun to
reach altitudes at which the attenuating effects of refraction dominated those caused
by absorption or scattering. The trade between refraction and other sources of at-
tenuation was demonstrated by the three-minute range in time over which all light
curves decreased from unity to zero. In general, the light curves that decreased in
intensity sooner corresponded to wavelengths where methane opacity is high.
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Fig. 4.4: Distribution of half-light times for the light curves displayed in Fig. 4.3. The
significant peak at long times was occupied by wavelength channels where refractive
defocusing was the primary source of attenuation. The transition from “refraction
channels” to “absorption channels” occurred between the primary peak at ∼20.55 min
and the secondary peak at ∼20.65 min. The dashed line displays the fiducial cut in
time. Wavelength channels with half-light times larger than the cut were combined
into the master normalized light curve.
Although the wavelength range of the CH4 windows was known approximately,
specifying which wavelength channels to use in the combination of light curves was
somewhat arbitrary. Instead, I calculated the half-light time of each individual light
curve, which was the time at which a normalized intensity of 50% was reached. The
distribution in half-light times (Fig. 4.4) typically displayed a peak at larger values,
which I attributed to the wavelength channels where refraction was the primary
source of intensity attenuation. As shown in Fig. 4.5, this method selected the
wavelength channels within the CH4 windows with minimal subjectivity.
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Fig. 4.5: Wavelength channels from occultation 2012-331N that were selected for
further processing (i.e., that had half-light times greater than 20.6 min). The ap-
proximate CH4 windows were taken from Dalba et al. (2012) and Chapter 2. The
general overlap in wavelength of the refraction channels and CH4 windows suggested
that the master normalized light curves were relatively unbiased by the half-light
channel selection process.
The light curves selected through the above method were combined through a
weighted average over wavelength:
I(t) =
∑
λ
I(t, λ)/σI(t, λ)
2∑
λ
1/σI(t, λ)2
(4.4)
where I(t) was the master normalized light curve. The calculated uncertainty on
I(t) was:
σI(t)
2 =
1∑
λ
1/σI(t, λ)2
+
σˆI(t)
2
N
(4.5)
whereN was the number of wavelength channels used in the average and σˆI(t) was the
non-weighted standard deviation of the data points being averaged. This formalism
accounted for the inherent scatter in the individual relative intensity measurements
as well as each of their uncertainties (c.f., Kliore et al. 2008). The master normalized
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Fig. 4.6: Master normalized light curve for occultation 2012-331N. The gray shaded
region represents 5σI for viewing clarity. The mean value of σI for the out-of-
occultation normalized data was 0.17%. To date, these are the most precise VIMS
photometric observations ever published.
light curve and associated uncertainties for occultation 2012-331N are shown in Fig.
4.6.
The above method of electing wavelength channels to use in the master light
curve calculation produces a slightly different set of wavelengths for each occultation.
This potentially introduces systematic uncertainty into any comparison between oc-
cultations. The majority of wavelength channels that were selected were shared
across all occultations. In most cases, removing (or introducing) several channels
for the weighted average did not introduce changes greater than the calculated un-
certainties. Therefore, I do not expect that results inferred through comparison of
different occultations are affected by this systematic difference.
The out-of-occultation portions of the master normalized light curves occasion-
ally displayed a low-order (linear or quadratic) trend. One plausible explanation is
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subtle motion in the unocculted solar image caused by spacecraft pointing instability.
Intrapixel sensitivity variations—which were ignored previously—could change the
registered intensity of the solar image even if the magnitude of the pointing drift was
significantly less than a pixel. In any case, I considered out-of-occultation trends in
the master normalized light curves to be systematic and not astrophysical in nature.
I fit for the trend in the out-of-occultation portion of the data and removed it from
the entire light curve.
4.3.3 Techniques to Extract Atmospheric Refractivity
In the following subsections, I describe two techniques to infer atmospheric tem-
perature from the normalized intensity light curves. Both techniques also utilize the
bending angle measurements discussed previously. The first technique (Inversion)
is standard for occultation experiments, but fails to produce accurate results from
VIMS data. I include the description of the Inversion technique because its fail-
ure is novel and informative to the development of the second technique (Forward
Modeling). Subsequent sections in this Chapter make use of the Forward Modeling
results.
Inversion Technique
The inversion method utilizes observable effects of refractive defocusing to infer
refractivity. Mathematical formalisms surrounding refractive defocusing of incident
radiation on atmospheres are well developed, largely due to substantial observations
of stellar occultations (e.g., Baum & Code 1953; French et al. 1978; Elliot & Olkin
1996) and radio occultations (e.g., Phinney & Anderson 1968; Fjeldbo et al. 1971;
Withers et al. 2014) of planetary atmospheres. Defocusing causes a fractional reduc-
tion in solar (or stellar) intensity relative to the out-of-occultation intensity. Under
the approximation of a spherically symmetric atmosphere, this relative reduction in
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intensity due to refractive defocusing (Iref) was
Iref =
[
1 +
D
1 +D/D′
(
dα
da
)]−1
(4.6)
where D was the distance between the observer and the target body, D′ was the
distance between the target body and the light source, α was the bending angle
experienced by the rays, and a was the ray impact parameter with respect to the
target body. Because the Saturn-Sun distance is much greater than the Cassini-
Saturn distance, Eq. 4.6 can be simplified to
Iref =
[
1 +D
(
dα
da
)]−1
. (4.7)
The wavelength-dependent normalized intensity light curve (I) was affected by
refractive defocusing, absorption, and other sources of extinction. Analysis concen-
trated on wavelengths where refractive defocusing dominated, such that I = Iref
could be assumed and Eq. 4.7 applied. With this assumption, I inverted Eq. 4.7 for
dα/da. This quantity describes the refractive spreading of rays of light as a func-
tion of impact parameter to the planet. Eq. 4.7 demonstrates that the gradient in
bending angle is the significant quantity related to refractive defocusing, versus the
magnitude of the bending angle. For example, rays incident on an atmosphere com-
posed of a homogeneous highly-refractive slab of material would have a large bending
angle, but dα/da—and the intensity detriment from refraction—would be zero.
The quantity dα/da is necessary to calculate the atmospheric refractivity (ν),
which satisfies
ln [1 + ν(r)] =
−1
pi
∫ ∞
a
cosh-1
(
a′
a
)
dα
da′
da′ (4.8)
where a′ was a dummy variable. Eq. 4.8 was the result of an Abel transform on the
relation between α and a in a spherically symmetric atmosphere derived by Fjeldbo
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et al. (1971). These methods are well documented (e.g., Phinney & Anderson 1968;
Ahmad & Tyler 1998; Yakovlev 2002), so I will not repeat their derivation here.
Special attention was required when considering the various measures of distance
used in this analysis (see Fig. 4.7). The ray impact parameter (a), as already intro-
duced, was the minimum radial distance to the center of Saturn that the ray would
have in the absence of a medium that caused refraction (i.e., a planetary atmosphere).
In experiments such as radio occultations, where the bending angles experienced by
the radio signals are negligible, a can be determined simply by knowing the positions
and velocities of the source, target, and observing bodies. As described below, the
determination of a became more complex when substantial bending occurred.
Another distance—denoted by r—described the minimum radial distance to
Saturn achieved by a ray within the atmosphere. This distance is physically rele-
vant, as all atmospheric properties determined at a given time (i.e., for a given ray)
correspond to r. Given a, the value of r was determined using Snell’s law of refraction
under the assumption of a spherically symmetric atmosphere. This result (known as
Bouguer’s rule) states (Born & Wolf 1999)
[1 + ν(r)]r = a . (4.9)
If the refractivity ν ≥ 0, as is true near and within a planetary atmosphere, then a
will always be larger than r. The validity of the assumption of spherical symmetry
in Saturn’s atmosphere is discussed later in this section.
A third important distance, the tangent radius (a>)6, was determined using the
reconstructed position and observing geometry kernels maintained by NASA’s Nav-
igation and Ancillary Information Facility (NAIF). For each Cassini measurement,
6I chose a> as the symbol for tangent radius as this distance was a special case of an impact
parameter.
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Fig. 4.7: Diagram showing geometry of Saturn solar occultation. The black ellipse
represents an equipotential surface (i.e., a surface of constant gravitational potential
and also pressure, density, and refractivity) within Saturn’s atmosphere. The atmo-
sphere extends over the entire diagram. The red line is a ray of light that originates
at the Sun and terminates at Cassini. The tangent radius (a>), impact parameter
(a), and minimum altitude (r) for this ray are shown, along with the observed bend-
ing angle (α) and the solar elongation angle (). α is positive for a ray (red line)
traveling above the straight line between Cassini and the Sun (dotted line).
the line of sight between the VIMS-IR solar port and the Sun was calculated. This
calculation considered the light travel time between Cassini and the Sun as well as
stellar aberration. Treating Saturn as an oblate spheroid, I solved for the tangent
point, where a straight line between Cassini and the Sun was tangent to the local
surface of constant refractivity. The radial distance of the tangent point from Saturn
was a>.
In the case of small ray bending and a spherically symmetric atmosphere, the
impact parameter simplified such that a = a>. This was true when the line of sight
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between Cassini and the Sun is far from the stratosphere of Saturn (i.e., during the
out-of-occultation portion of the observation). As the occultation commenced, the
centroid of the solar image clearly shifted due to increasing ray bending angles. This
meant that I could no longer assume a = a>. As demonstrated in Fig. 4.7, the
impact parameter of the ray including atmospheric refraction could be determined
using the measured bending angle
a = D sin (α + ) (4.10)
where  was the solar elongation angle that was determined using the NAIF position
kernels.  was positive-definite by construction. α was not restricted to positive
values. In Fig. 4.7, positive α was swept out counterclockwise from the straight line
between Cassini and the Sun.
Fig. 4.8 displays the impact parameter as defined in Eq. 4.10. Including the
bending angle in the calculation of the impact parameter effectively slowed the de-
scent of the line of sight into Saturn’s atmosphere. Since a depended on the measured
quantity α, it was only valid where the centroid was measured with reasonable pre-
cision.
With dα/da from the inverted light curve, and a from NAIF position kernels
and the measured bending angles, I calculated the refractivity profile of Saturn’s
atmosphere using Eq. 4.8 (Fig. 4.9). The uncertainties on the refractivity measured
were calculated analytically where possible, and propagated using a Monte Carlo
method through the Abel transform. For a general reference of what has previously
been measured for Saturn’s atmosphere, I also show the refractivity profile inferred
from a radio occultation of Saturn by the Cassini Radio Science Subsystem (RSS,
Kliore et al. 2004) and as reported by Schinder et al. (2011).
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Fig. 4.8: Tangent radius a> and impact parameter a for occultation 2012-331N.
Before the line of sight between Cassini and the Sun reached Saturn’s upper atmo-
sphere, refraction did not substantially alter the path of the rays and a = a>. During
the occultation, refraction slowed the descent of the line of sight within Saturn’s at-
mosphere.
One would not expect the RSS and VIMS refractivity profiles to be identical
for two reasons. First, the 2012 southern mid-latitude occultation from VIMS was
separated in time and latitude from the 2005 equatorial RSS occultation. Second,
refractivity is a wavelength-dependent quantity that generally decreases with increas-
ing wavelength. Even if the profiles were acquired at exactly the same time and place,
the RSS refractivities will be slightly smaller than the VIMS refractivities. In gen-
eral, it is reasonable to expect that the full profiles should the be broadly similar,
but perhaps display small differences in small regions due to temporal or meridional
differences in Saturn’s atmosphere.
Interestingly, the VIMS refractivity profile substantially differed from the RSS
profile. The VIMS profile was slightly less than a factor of two smaller than the
145
10-8 10-7 10-6 10-5 10-4
Refractivity
10-1
100
101
102
P
re
ss
u
re
 [
m
b
a
r]
RSS radio occultation
VIMS solar occultation
Fig. 4.9: Refractivity profiles from VIMS solar occultation 2012-331N and an RSS
radio occultation. Note that the radio occultation did not occur at the same time
or location within Saturn’s atmosphere; it is merely shown as a general reference of
a previously measured profile. I argue in the text that the substantial differences
between these two profiles likely derived from the method through which the VIMS
refractivity was inferred.
RSS profile, and the VIMS profile did not have the same general shape as the RSS
profile. These discrepancies propagated to substantial amounts when the refractivity
was used to derive other atmospheric properties.
The pressure corresponding to the VIMS refractivity profile was determined
through a method frequently applied in radio occultation experiments (e.g., Lindal
et al. 1987; Schinder et al. 2011). First, I assumed an atmospheric composition of
entirely hydrogen and helium, which have refractive volumes (κ) of 5.0558×10−30 m3
and 1.3×10−30 m3, respectively (Kaye & Laby 1995; Schinder et al. 2011). I chose7
7This mixing ratio was chosen in agreement with Schinder et al. (2011) since the refractivity and
temperature-pressure profiles from that work were compared to the VIMS profiles derived here. The
value of 0.11 adopted by Schinder et al. (2011) is consistent with current estimates of the helium
mixing ratio (Koskinen & Guerlet 2018).
146
a helium-to-hydrogen mole ratio of 0.11, such that the total refractive volume of
Saturn’s atmosphere was 4.64×10−30 m−3. The total number density (n) satisfies
ν(r) = κn(r) , (4.11)
so I calculated profiles of total number density from the VIMS refractivity profiles.
Next, assuming hydrostatic equilibrium within Saturn’s atmosphere, I solved
for atmospheric pressure (P ) from
~∇P
µn
= −~g (4.12)
where ~g was the gravitational acceleration vector and µ was the mean molecular mass
of the atmosphere. The assumption of a hydrogen-helium atmosphere at the specified
mixing ratio determined µ. Eq. 4.12 was solved with the boundary condition that the
pressure level P = 0.1 mbar corresponded to a temperature of 150 K, or equivalently,
n =4.83×1021 m−3 according to the ideal gas law (Schinder et al. 2011).
Saturn’s oblate shape and zonal winds alter its gravitational potential from that
of a static, spherical planet. Therefore, I did not assume spherical symmetry in the
calculation of the magnitude of the gravitational acceleration g. Following Lindal
(1992), I assumed that Saturn’s atmospheric winds were zonal, and I calculated
the radial (gr) and latitudinal (gφ) components of the gravitational acceleration g
according to
gr(r, φ) = −GM
r2
+
2
3
ω(r, φ)2r[1− P2(sinφ)]
+
GM
r2
3∑
i=1
(2i+ 1)J2i
(req
r
)2i
P2i(sinφ) , (4.13)
gφ(r, φ) = −1
3
ω(r, φ)2r
dP2(sinφ)
dφ
− GM
r2
3∑
i=1
J2i
(req
r
)2i dP2i(sinφ)
dφ
(4.14)
147
Table 4.2. Constant Quantities for Saturn
Description Symbol Value Unit
Mass M 5.68336×1026 kg
One-bar equatorial radius req 6.0268×104 km
2nd zonal harmonic coefficient J2 1.6291419485×10−2 · · ·
4th zonal harmonic coefficient J4 -9.30059692×10−4 · · ·
6th zonal harmonic coefficient J6 9.2794848×10−5 · · ·
Angular velocity of magnetic field ω0 1.6378499×10−4 rad s−1
where φ was the planetocentric latitude, G was the gravitational constant,M was the
mass of Saturn, ω was the angular velocity of the atmosphere, P2i was the Legendre
polynomial of degree 2i, J2i was the 2ith coefficient of the zonal harmonic, and req was
the equatorial 1-bar radius of Saturn to which the zonal harmonic coefficients were
normalized. The final value of the gravitational acceleration g was the magnitude of
the sum of these two vector components: g =
√
g2r + g
2
φ.
The angular velocity of Saturn’s atmosphere included the effects of rotation and
winds and was defined as
ω(r, φ) = ω0 +
vw(φ)
r cosφ
(4.15)
where ω0 was the measured rotation rate of Saturn’s magnetic field and vw(φ) was
Saturn’s zonal wind speed, defined to be positive in the direction of the magnetic
field’s rotation. I used wind speeds measured from Voyager 1 and 2 images of Saturn’s
clouds (Sanchez-Lavega et al. 2000). Values of the constants from Eqs. 4.13–4.15 are
provided in Table 4.2.
From pressure and number density—both as a function of r—I calculated tem-
perature (T ) using the ideal gas law. Figure 4.10 shows the temperature pressure
profile derived from the VIMS refractivity curve in Fig. 4.9. Again, the radio occul-
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Fig. 4.10: Temperature-pressure profiles from VIMS solar occultation 2012-331N
and an RSS radio occultation. Note that the radio occultation did not occur at the
same time or location within Saturn’s atmosphere; it is merely shown as a general
reference of a previously measured profile. The temperatures inferred from the VIMS
occultation were largely unphysical based on previous measurements of Saturn’s at-
mosphere.
tation profile derived from Cassini RSS equatorial observations in 2005 is also shown
for perspective. The slight variations in refractivity between VIMS and RSS (Fig.
4.9) have propagated into largely unphysical temperatures for Saturn’s stratosphere.
The method described above relied upon the assumption of a spherically sym-
metric atmosphere, which is known to be inaccurate in the case of Saturn. Saturn’s
oblateness—defined as (Req−Rpol)/Req where Req and Rpol are equatorial and polar
radii, respectively—is 0.09796 (Lodders & Fegley 1998). The validity of the assump-
tion of spherical symmetry was considered for Pioneer 10 and 11 radio occultations
at Jupiter (which has an oblateness of 0.06487, Lodders & Fegley 1998). Early anal-
yses of the Pioneer data that included the assumption of spherical symmetry yielded
atmospheric temperatures for Jupiter that were much higher than seemed plausible
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based on models and previous observations (e.g., Kliore et al. 1974; Wallace et al.
1974). Subsequent analyses demonstrated that neglecting oblateness caused “biases”
in the retrieved refractivity profiles. For Jupiter, the refractivity bias produced a
corresponding temperature bias on the order of tens of Kelvin (Kliore et al. 1976).
As Saturn is even more oblate than Jupiter, it is likely that the abnormally
high temperatures retrieved from the VIMS solar occultation observation were at
least in part due to the assumption of spherical symmetry. However, other aspects
of the VIMS solar occultation likely contribute to the unrealistic VIMS temperature-
pressure profile in Fig. 4.10.
Limitations of Inversion Technique for Saturn Solar Occultations
Although the technique described above—by which the normalized light curve is
inverted to find atmospheric refractivity—was valid for radio and stellar occultation
experiments, I determined that it is not valid for Cassini VIMS Saturn solar occulta-
tions. Beginning with Eq. 4.7, the entire inversion formalism relied on the fact that
the source of the radiation subtended a small solid angle with respect to the change
in atmospheric properties as seen by the observer. In the case of stellar and radio
observations, the radiation source was observed as a point source. For the VIMS ob-
servations, the Sun subtended ∼1 mrad, which corresponded to ∼600 km considering
Cassini’s orbit around Saturn. The canonical scale height of Saturn’s neutral atmo-
sphere was only ∼60 km. Therefore, the solar image spanned approximately 10 scale
heights (4 decades in refractivity, density, and pressure) within Saturn’s atmosphere.
The apparent size of the solar image as seen by Cassini presented problems for
both VIMS data products: the spatial images of the Sun and the normalized light
curves. In the case of the centroid measurements, the centroid did not correspond
to the same physical position on the Sun as the occultation progressed. Out-of-
occultation, the centroid of the unaltered solar image corresponded to the physical
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center of the solar disk as seen by Cassini. As the solar image entered Saturn’s
atmosphere, the “bottom” of the image (that is, the portion of the solar disk closest
to the center of Saturn) experienced refraction before the “top” of the image. This
created an asymmetric solar image that pushed the centroid measurement toward the
top of the image. However, this new centroid now corresponded to a different physical
position on the solar disk. The new physical position was closer to the “top” of the
solar disk, and its rays experienced less bending than those originating at the center
of the disk. Therefore, the measured bending angles—and inferred refractivities—
were underestimated by this process. Following Eq. 4.11, underestimated refractivity
led to underestimated number density. At a fixed pressure, underestimated number
density led to overestimated temperature. This failure likely contributed in part to
the temperature-pressure profile in Fig. 4.10.
An additional issue with applying the inversion technique to the VIMS data
is that the values of dα/da did not necessarily match their corresponding impact
parameters (a). The values of dα/da were valid, but since the solar rays that yielded
a particular value of dα/da spanned a significant range of impact parameters, I was
unable to determine a valid corresponding a value. Using the a-value inferred from
the measured bending angle via Eq. 4.10 was also problematic because the bending
angle was underestimated (as explained above).
Stellar and radio occultations do not suffer from these problems because the
source of radiation is effectively a point source. Had the solar occultation observa-
tions of Saturn occurred while Cassini was much farther away from Saturn—such
that the apparent size of the solar image in Saturn’s atmosphere was less than 60
km—the inversion technique described previously would have been valid. Further-
more, solar occultations of a body with a more extended atmosphere—such that the
scale height is larger than the apparent solar image—could also be processed via the
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inversion technique. However, the specific circumstance surrounding the Saturn solar
occultation required a new methodology. Given the uniqueness of these observations,
both due to the significant influence of atmospheric refraction and the large apparent
size of the Sun, I developed a novel technique of atmospheric retrieval using forward
modeling.
Forward Modeling Technique
The effects of refraction captured by both data products described in §4.3.1
resulted from the creation of a solar mirage. A solar mirage is a secondary image of
the Sun that differs from the unobscured solar disc in shape, position, or both shape
and position. Since the Sun was resolved in the Cassini VIMS spatial images—
spanning ∼10 scale heights in Saturn’s atmosphere—the full solar mirage had to be
modeled to infer Saturn’s atmospheric refractivity.
I utilized an atmospheric refraction model to simulate the solar mirage observed
by Cassini VIMS during Saturn solar occultations. The ray tracing algorithm of this
model was developed by Kivalov (2007) and was described in §2.3.2 and §3.2.1. I
built this algorithm into a novel model that traced rays through a planetary atmo-
sphere, determined which rays effectively bound the host star, constructed the mirage
of the host star, and integrated the intensity of the host star relative to its unob-
scured value (see §3.2). When applied to a distant exoplanetary system, this model
was called Refraction in Exoplanet Transit Observations, or RETrO. Because the ray
tracing scheme was only two-dimensional, the refraction utilized the assumption of
a spherically symmetric atmosphere to rotate the ray tracing plane. This rotation
allowed for the determination of the rays that bounded the entire disk of the host
star. As in the inversion technique described above, the assumption of a spherically
symmetric atmosphere was used throughout the forward modeling described here.
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A few alterations to RETrO were required to simulate Saturn solar occultations
as observed by VIMS. In this case, the distance separating the target body (i.e.,
Saturn) and the observer (i.e.,Cassini) was much smaller than the distance between
the host star (i.e., Sun) and the target body. Mathematically, this simply meant
D′  D. Also, the projected size of the solar disk was smaller than the projected
size of Saturn’s disk as viewed by Cassini. This was reversed from the exoplanet
case.
The simulation of the solar mirage began with the specification of the positions
of the Sun, Saturn, and Cassini, which was unique for each occultation observation
(including ingress and egress observations). For Saturn’s atmosphere, I assumed a
refractivity profile. The profile typically had some functional form (e.g., exponen-
tial). In any case, the profile was anchored to the atmosphere such that a reference
refractivity (νref) was valid at a reference radial distance (rref). Then, I followed the
procedure described in §4.3.3 to determine number density, pressure, and tempera-
ture for the model atmosphere8.
Once Saturn’s atmosphere was established in the model, I traced rays backward
from Cassini, through the atmosphere, and toward the Sun. Using all rays—both
those that intercepted the Sun and those that did not—I mapped out the shape and
position of the solar mirage. In Fig. 4.11, I show the solar mirage and its separation
from the projected physical position of the Sun as output by a single evaluation of
the refraction model. The final step of the model integrated the area of the distorted
solar mirage and normalized it to that of the unobscured solar disk. The reduction
in relative intensity and motion of the solar were clearly captured by the model.
8The ray tracing scheme I employed (Kivalov 2007) was designed for a spherically symmet-
ric planetary atmosphere. Therefore, I ignored the multipole expansion of Saturn’s gravitational
potential.
153
fed
cba
Fig. 4.11: To scale simulation of solar mirage through a the Saturn solar occultation
2012-331N. As this is an ingress occultation, time advances from panel a to f. An
isothermal atmosphere with a scale height of 60 km was assumed. All panels are
∼900 km on a side (∼1.4 mrad as seen by Cassini). The solar mirage (solid line)
has been distorted and shifted away from the projected physical position of the Sun
(dashed line). These effects of refraction manifest as a reduction in total intensity
and motion of solar centroid in the VIMS observation. Note that the shape of the
solar mirage is asymmetric in panels b–d due to the large projected size of the Sun
relative to the atmospheric scale height.
As a starting point, I modeled a grid of isothermal atmospheres for each Sat-
urn solar occultation observation. Solving the equation of hydrostatic equilibrium
(Eq. 4.12) for an isothermal atmosphere yielded exponential profiles for pressure and
density and therefore refractivity
ν(r) = νref exp
(
r − rref
H
)
. (4.16)
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H was the common scale height between pressure, density, and refractivity that
satisfied
H =
kBT
µg
(4.17)
where kB was Boltzmann’s constant. Saturn’s canonical scale height was ∼50–60 km,
so I used refractivity profiles with scale heights in the range 20 km < H < 90 km in
the refraction model. For each refractivity profile, the model returned a normalized
intensity light curve as a function of a>, which was equal to the projected separation
between the center of Saturn and the center of the physical position of the Sun (not
the solar mirage). The grid of models and the normalized intensity light curve for
occultation 2012-331N is shown in Fig. 4.12.
At first glance, it was clear that none of the models fully explained the ob-
served light curve. This result was not surprising since Saturn’s stratosphere and
troposphere (where the VIMS observations are sensitive) were notably not isother-
mal. This was demonstrated in Fig. 4.10 and was clear in previously measured
temperature-pressure profiles acquired from Cassini RSS (e.g., Schinder et al. 2011,
2015) and the Composite Infrared Spectrometer (CIRS, Flasar et al. 2004), also
aboard Cassini (e.g., Sylvestre et al. 2015). However, there was agreement between
the models and the data within the first 10–15% decrease in normalized intensity from
100%. These intensity values correspond to pressure ranges within the upper portion
of Saturn’s stratosphere, and the model agreement suggested that these ranges could
be represented as isothermal. This was supported by previous spacecraft observa-
tions at Saturn (e.g., Lindal et al. 1985; Schinder et al. 2011; Sylvestre et al. 2015),
which measured that the atmospheric temperature was roughly constant at a value
between 140–160 K in the pressure range ∼0.1–1 mbar (at a fixed latitude).
Under the assumption of an isothermal atmosphere, the refraction model had
three important parameters: the scale height (H, also in Eq. 4.16), the boundary
155
54000 54500 55000 55500 56000 56500 57000
Tangent radius [km]
0.0
0.2
0.4
0.6
0.8
1.0
N
o
rm
a
liz
e
d
 I
n
te
n
si
ty
VIMS data
Isothermal Models
Fig. 4.12: Light curves from grid of isothermal atmosphere models for occultation
2012-331N. The scale heights in these models spanned the range 20 km < H <
90 km. Each model was referenced to νref = 2.18 × 10−4 at rref = 55500 km, which
was the estimation of the one-bar pressure surface for the latitudes observed in this
occultation.
condition that anchored the refractivity profile (rref , also in Eq. 4.16), and the
minimum value of normalized intensity (Imin). As previously mentioned, H-values
in the range [20 km, 90 km] were considered. The refractivity profile boundary
condition essentially set the refractivity to its one-bar value (2.18×10−4 for Saturn’s
assumed H2-He atmosphere, see §3.3) at some reference radial distance rref . I could
have achieved the same result by instead fixing the reference value of r and fitting for
νref . The minimum intensity parameter Imin determined how much of the VIMS data
was considered in the parameter estimation process. Lower values of Imin roughly
corresponded to deeper regions of the atmosphere (with higher pressure).
I explored the correlation between the H and Imin parameters by inspecting the
residuals between the data from occultation 2012-331N and several evaluations of the
refraction model. The values of H and Imin were positively correlated, meaning that
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low values of H were favored for low values of Imin. This was due to the steepness of
the VIMS normalized light curve, which resulted partially from other opacity sources
(e.g., absorption, see §4.6) and partially from non-isothermal decrease in temperature
observed at P & 3 mbar. To avoid recovering low values of H that were inconsistent
with previous observations, I restricted Imin to 90%. The number of VIMS data
points in the range 0.9 ≤ I < 1.0 varied based on the observation strategy employed
in each occultation, but always fell in the range of 4–14 data points.
For each occultation, I generated a three-dimensional model grid I ′(H, rref , a>)
using the specific timing and geometry of that occultation. H-values were evenly
spaced between 20 and 90 km every 2 km. rref-values were spaced between approxi-
mately ±100 km of Saturn’s one-bar radius at the mean latitude of the occultation9.
The resolution in rref-values was 10 km. At each node in the grid, I calculated the
chi-squared statistic
χ2(H, rref) =
∑
a>
[I(a>)− I ′(H, rref , a>)]2
σI(a>)2
. (4.18)
I then estimated p-values from χ2 and their respective degrees of freedom. The
resulting two-dimensional map of p-values for occultation 2012-331N is shown in
Fig. 4.13. For low p-values (i.e., ∼1×10−16), I could confidently reject the null
hypothesis that the normalized residuals between I and I ′ followed a chi-squared
distribution. Doing this ruled out the refraction model at those values of H and rref .
Fig. 4.13 demonstrates that this method allowed for the estimation of the refraction
model parameters and their uncertainties (including parameter correlation).
9Saturn’s one-bar radius varies by ∼6000 km between its equator and pole. Therefore, a single
range of rref values could not possibly apply to all occultations. For each occultation, I found
the one-bar radius at the relevant latitude under the assumption that Saturn was a spheroid with
oblateness 0.09796 (Lodders & Fegley 1998) and defined the range of rref values around that one-bar
radius.
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Upon inferring H from this method, I solved for T using Eq. 4.17. The interpre-
tation of these T -values relied upon the determination of a corresponding pressure at
which the atmospheric temperature was valid. As stated previously, since the solar
image (and mirage) spanned up to five decades in pressure in Saturn’s atmosphere,
assigning a pressure to any single measurement was challenging. For each occulta-
tion’s full model grid, I determined the positions of the Sun, Saturn, and Cassini
when Imin (which was 90%) was recorded. Through ray tracing, I determined the
r-values corresponding to rays that originated at the top and bottom of the Sun.
With the mean of these r values (r¯), and the H and rref values of the model grid
node, I calculated a full grid of pressures following
P (H, rref , r¯) = (1× 105 Pa) exp
(
rref − r¯
H
)
(4.19)
where P had units of pascals. The exponential behavior of P was due to the as-
sumption of an isothermal atmosphere in the refraction model. Finally, for each
occultation, I linearly interpolated over log [P (H, rref)] pressure grid to find the value
of P that corresponded to the “best-fit” value of H and rref . These pressures allowed
for the interpretation of the inferred temperatures.
4.4 Results
All VIMS Saturn solar occultations were fit to isothermal atmosphere model
grids to infer scale heights and temperatures. Both of these quantities, and the ap-
proximate pressure levels to which they corresponded, are listed in Table 4.3. The
precision in the inferred values of rref , H, and thereby T , was largely determined by
the scatter in the VIMS photometry. However, the occultation observing strategy—
specifically the cadence of exposures taken during the intensity drop-off—also influ-
enced the uncertainties on the inferred properties.
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Fig. 4.13: Distribution of p-value test statistics for the 2012-331N occultation model
grid. The r-shift parameter represented the increase or decrease in radial distance
relative to the value of rref found using the observation latitude and the nominal
Saturn ellipsoid. Most of the parameter space had low p-values and was therefore
ruled out. Given the relative coarseness of the model grid, only the 5σ contour
(σ being the standard deviation of a chi-squared distribution with one degree of
freedom) could be clearly drawn. Based on maps of p-values, I estimated the values
and uncertainties of the refraction model parameters for all VIMS occultations.
As shown in Table 4.1, the VIMS solar occultation experiments at Saturn
spanned 2005–2013. I divided these occultations into two bins of time to better
identify seasonal variations in atmospheric properties: 2005–2007 and 2010–2013.
The earlier range covers northern winter (southern summer) while the later range
covers northern spring (southern autumn). The meridional distributions of atmo-
spheric scale height and temperature are plotted for both time bins in Fig. 4.14 and
4.15.
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Table 4.3. Atmospheric properties derived from VIMS Saturn solar occultations
Occultation Scale Height Temperature Pressure Notes (see text)
[km] [K] [mbar]a
2005-159N 52±3 150±8 1.0×10−3 · · ·
2005-196N 46±2 134±6 2.4×10−1 · · ·
2007-130N 26±3 84±9 1.0×10−3 Poor intensity sampling
2007-321N 58±12 180±38 1.6×101 Poor intensity precision
2007-321X 53±11 166±34 1.1×101 Poor intensity precision
2010-044N 54±4 157±11 2.2×100 · · ·
2010-079N 50±4 147±12 1.2×100 · · ·
2010-096N 49±4 146±12 4.6×10−1 · · ·
2010-137X 48±4 141±11 1.6×100 · · ·
2010-265X 37±5 109±14 3.0×10−2 Potential extra opacity
2012-157X 51±7 154±22 2.9×101 · · ·
2012-246X 36±5 109±16 1.3×10−1 Potential extra opacity
2012-331N 44±3 144±9 7.0×10−2 · · ·
2013-004N 41±3 136±9 4.0×10−2 · · ·
2013-111N 38±11 126±37 2.6×10−1 · · ·
2013-121N 48±6 159±20 4.3×10−1 · · ·
2013-163N 45±6 145±18 5.0×10−2 · · ·
aPressure was approximated as described in §4.3.3. The broad range in pressures
is partially due to the large size of the solar image in Saturn’s atmosphere relative
to the scale height.
In general, the VIMS observations were consistent with the CIRS observations.
In most cases, the VIMS temperatures were more uncertain than the CIRS tem-
peratures. Several VIMS temperature measurements showed substantial deviations
from the other temperature measurements that initially seemed unlikely to be caused
by latitudinal variation. While it is possible that local conditions at the place and
time of the VIMS measurement could produce scale heights and temperatures in the
measured ranges (e.g., due to small storms or ring shadowing), I closely investigated
each discrepant point.
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Fig. 4.14: Meridional distribution of atmospheric scale heights measured by Cassini
VIMS.
The northern-most VIMS measurement (occultation 2007-130N) was perhaps
the most egregious example of this. At 84±9 K, it was significantly cooler than any
other temperature measurement. The photometry for this occultation was relatively
precise—on the order of 0.3%. However, due to the observational strategy employed
for this observation, there was only one intensity measurement taken below I ≈ 98%.
This single point largely determined the outcome of the model fitting procedure.
Consequently, the inferred low scale height and temperature were likely low due to
this systematic restriction and not due to a physical or chemical process in Saturn’s
atmosphere.
The somewhat high temperatures (T>165 K) of the ingress and egress portions
of occultation 2007-321 (at ∼ 53◦S) were also likely systematic. Each occultation
had only five points with 0.9 ≤ I < 1.0. However, unlike occultation 2007-130N,
the photometry taken for both ingress and egress was less precise (σI ≈1%). The
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Fig. 4.15: Meridional distribution of atmospheric temperature measured by Cassini
VIMS (this work) and CIRS observations (Guerlet et al. 2009; Sylvestre et al. 2015).
Latitudinal variations in temperature within Saturn’s atmosphere is expected for
several reasons including seasonal variations in solar insolation. The CIRS obser-
vations in this plot were valid at the one-mbar pressure level. The pressure levels
corresponding to the VIMS measurements varies (see Table 4.3), but were roughly
consistent with one mbar.
resultant uncertainties on H and T maintained these points’ consistency with the
rest of the data set.
Occultations 2010-265X and 2012-246X both produced suspiciously low tem-
perature measurements of 109 K with ∼15-K uncertainties. Both occultations’ light
curves had relatively good precision (∼0.5%). Also, the number of data points used
in the parameter estimation for 2010-265X and 2012-246X was 7 and 9, respectively,
which was average compared to the other occultations. In both cases, however, the
high probability (high p-value) ellipse in H-rref parameter space abutted the low-H
edge of the space within approximately three standard deviations. This suggested
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that the normalized intensity light curve for these occultations was relatively steep
compared to the others. In other words, the relative intensity reduction from unity
to zero occurred faster than in most other occultations. One explanation for this be-
havior is the existence of additional sources of opacity in 2010-265X and 2012-246X.
Given the two-year separation in time, it was unlikely that the same source caused
the increased opacity in both cases. However, the same process—such as an in-
creased production of minor atmospheric constituents—could potentially account for
the opacity. Ethane (C2H6) and acetylene (C2H2) both have opacity at near-infrared
wavelengths, and could have contaminated the VIMS wavelength channels used to
create the master normalized intensity light curve. This explanation is consistent with
the low measured temperatures in these occultations because C2H6 and C2H2 act as
efficient coolants in Saturn’s stratosphere through infrared emission (e.g., Fletcher
et al. 2010; Sylvestre et al. 2015). Guerlet et al. (2009) inferred local, strong enhance-
ments and depletions in hydrocarbons at high altitudes (below P ≈ 0.1 mbar) from
CIRS observations. Some of these abundance variations were anti-correlated with
temperature (i.e., decreased abundance in regions of increased temperature). These
observations support my explanation for the temperatures inferred from occultations
2010-265X and 2012-246X, which occurred in relatively low-pressure regions (Table
4.3). Sharp variations in hydrocarbon abundance like those observed by CIRS are
generally inconsistent with photochemical models (Moses & Greathouse 2005) and
suggest that other processes such as meridional transport are at play (Guerlet et al.
2009).
Besides the several aforementioned cases, the remainder of the solar occultation
observations were consistent with CIRS observations.
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4.4.1 Seasonal Temperature Variation
I tested for seasonal variation in temperature in three latitude ranges by com-
paring binned VIMS temperature measurements to those inferred from CIRS data
(Fig. 4.16). Each latitude region is presented below. The CIRS data used here were
published by Guerlet et al. (2009) and Sylvestre et al. (2015) and were valid at a
pressure of 1 mbar.
Northern Mid-latitudes
The first latitude range was 30◦N–45◦N. Here, VIMS data were present for one
season and CIRS data were present for two seasons. The VIMS measurements (not
including the unusual points described previously) spanned years 2010–2012 and so-
lar longitudes 6◦–34◦. Their weighted mean temperature was 148±6 K. This was
consistent with similarly timed CIRS observations (taken in 2010 at solar longitude
LS = 12
◦), which found temperatures of 141–144 K. Earlier CIRS observations (span-
ning years 2005–2006 and solar longitudes 312◦–321◦) found temperatures of 131–138
K. Comparing VIMS and CIRS observations, I found that temperatures increased
by 14±6 K between northern winter and spring. This increase was consistent with
the seasonal variation reported previously (Fletcher et al. 2010; Sylvestre et al. 2015;
Fletcher et al. 2016).
Southern Mid-latitudes
The second latitude range was 47◦S–56◦S. Here, VIMS data were present for one
season and CIRS data were present for one season. The VIMS measurements were
taken in 2005 at solar longitude LS = 338◦. Their weighted mean temperature was
172±25 K. Later CIRS observations (taken in 2012 at solar longitude LS = 31◦) found
temperatures of 138–142 K. Comparing VIMS and CIRS observations, I found that
temperatures decreased by 32±25 K between southern summer and autumn. This
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Fig. 4.16: Zoom of meridional distribution of atmospheric temperature measured by
Cassini VIMS (this work) and CIRS observations (Guerlet et al. 2009; Sylvestre et al.
2015). This figure is identical to 4.15 except that the points and errors indicated by
the solid lines were weighted averages of all VIMS points in that region and of the
same color. Although averaging multiple VIMS measurements removed resolution in
latitude, it reduced uncertainty in temperature and allowed for the identification of
seasonal temperature variations.
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tentative detection of cooling at southern mid-latitudes was plausibly consistent with
the temperature changes in detected in the northern hemisphere.
Southern Polar Latitudes
The third latitude range was 64◦S–72◦S. Here, VIMS data were present for
one season and CIRS data were present for two seasons. The VIMS measurements
spanned years 2012–2013 and solar longitudes 40◦–46◦. Their weighted mean tem-
perature was 142±6 K. This was consistent with similarly timed CIRS observations
(taken in 2012 at solar longitude LS = 29◦), which found a temperature of ∼137
K. Earlier CIRS observations (taken in 2007 at solar longitudes LS = 331◦) found
a temperature of ∼149 K. Comparing VIMS and CIRS observations, I found that
temperatures marginally decreased by 7±6 K at southern polar latitudes between
southern summer and autumn. This finding is fairly consistent with no temper-
ature change, so I interpreted the comparison of VIMS and CIRS data as a lack
of evidence for seasonal temperature variation. This result is interesting because
it contrasts with the clear seasonal variation observed in the northern hemisphere.
Seemingly, the timescale for radiative thermal changes at a single pressure level in
Saturn’s atmosphere should not depend on latitude as this result suggested.
Seasonal Temperature Variation Summary
In general, the VIMS temperatures provide further evidence of the previously
identified asymmetric seasonal temperature evolution in Saturn’s northern and south-
ern hemispheres (Sylvestre et al. 2015). However, the expanded meridional coverage
provided by VIMS demonstrated that the asymmetry was not present across the en-
tire southern hemisphere. Southern mid-latitudes showed tentative cooling as south-
ern summer transitioned to autumn. Additional chemical and dynamical processes
that have been invoked to explain the lack of seasonal response in Saturn’s southern
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hemisphere (see, for instance, Sylvestre et al. 2015) may instead need to be focused
to the polar and equatorial regions.
4.5 Discussion
The VIMS solar occultation data set added 17 new temperature measurements
of Saturn’s atmosphere spread across 8 years of the Cassini mission. When com-
bined with the CIRS limb observations at Saturn, these VIMS measurements were a
valuable increase in the temporal and spatial surveying of Saturn’s atmospheric tem-
perature. Saturn’s three-dimensional temperature structure is intimately connected
to the dynamical and chemical process that occur in the atmosphere. Variations in
solar insolation due to rotation, revolution, and even ring shadowing alter the atmo-
spheric radiative balance and the photochemical production and loss rates. These, in
turn, alter the atmospheric wind patterns and the formation of clouds and aerosols.
In this work, I found strong evidence of seasonal warming (14±6 K) at northern mid-
latitudes and weak evidence of seasonal cooling (7±6 K) at southern polar latitudes.
Previously, only the CIRS instrument had returned estimates of such variation (e.g.,
Guerlet et al. 2009; Sylvestre et al. 2015; Fletcher et al. 2016). Now, VIMS offers
a new confirmation of previous findings. I also identified tentative seasonal cooling
(32±25 K) at southern mid-latitudes, where CIRS previously only had measure-
ments during one season. These new findings may suggest that Saturn’s asymmetric
thermal response to changes in solar insolation are fairly localized in latitude.
The unique ability of VIMS to conduct mapping spectroscopy was primarily de-
signed to investigate the surface properties of Titan and Saturn’s icy satellites. In this
Chapter, I demonstrated that VIMS also provides a new means of probing Saturn’s
atmosphere. Saturn’s low gravity and low mean molecular mass atmosphere place it
in a distinct category of planet whose atmosphere may be characterized through the
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effects of atmospheric refraction (see §3). Given Saturn’s orbital distance and the
vertical structure of its atmosphere, an imager such as VIMS was required to observe
the effects of refraction and infer an atmospheric refractivity. Future spacecraft in-
tended to study Jupiter, Saturn, or the ice giants may also benefit from similar types
of instrumentation. The methods I developed to process Saturn solar occultation
from VIMS can be developed and adapted to handle data products from different
spacecraft at different bodies. In several cases, I determined that the observing strat-
egy limited the precision of the observations and ultimately my ability to interpret
the data. With my novel methodology in mind, future solar occultation observations
could be planned with the science goals in mind. This would increase the scientific
legacy of both Cassini and also that future mission.
In addition to extending the results of this work to additional solar system
bodies, the methods could also be extended to achieve other science goals. Here,
I briefly introduce a novel method to remotely infer the abundance of helium in a
planetary atmosphere using measurements of refractivity from multiple instruments
on the Cassini spacecraft.
4.6 Extension of Methods: Inferring Atmospheric Helium
Abundance
While forward modeling the atmospheric refraction captured in solar occultation
observations (§4.3.3), I assumed an exponential refractivity profile (isothermal atmo-
sphere). Removing this assumption allows for a more accurate (although more com-
plex) solution of the non-exponential refractivity profile in Saturn’s atmosphere. For
each intensity observation, the refractivity of the current atmospheric layer probed
by the Sun’s rays can be inferred through model fitting. That layer’s properties
can then be fixed while deeper layers are fit to subsequent observations. Stepping
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through an entire occultation thereby returns a full refractivity profile ν(r). In the
case of VIMS on the Cassini spacecraft, this would be a near-infrared refractivity
profile νIR(r).
The only other instrument on board Cassini that is capable of directly measur-
ing refractivity was RSS. It measured radio refractivity profiles νRAD(r) during radio
occultations in S, X, and Ka bands (at 2.3, 8.4 and 32 GHz,respectively). The wave-
length separation between RSS and VIMS offers a novel opportunity to analytically
solve for the helium abundance in Saturn’s atmosphere.
Atmospheric refractivity in a neutral atmosphere satisfies
ν =
∑
i
κini (4.20)
where κi is the refractive volume of the ith constituent and ni is the number den-
sity of ith constituent (Eshleman 1973). In Saturn’s atmosphere, H2, He, and CH4
are the three most common species, and their refractive volumes are approximately
5.1×10−30, 1.3×10−30, and 1.6×10−29 m3, respectively (Withers 2010). Assuming
realistic mole ratios of He/H2=0.1 and CH4/H2=2×10−3 (Conrath & Gautier 2000),
the relative contribution of CH4 to the atmospheric refractivity via Eq. 4.20 is
< 0.7%. Assuming, therefore, that methane’s contribution is negligible, the refrac-
tivity profiles from VIMS and RSS satisfy νIR
νRAD
 =
κH2,IR κH2,RAD
κHe,IR κHe,RAD
nH2
nHe
 (4.21)
Here, the κ symbols represent the refractive volumes of H2 and He at near-infrared
and radio refractivities. This matrix equation can be inverted to yield a non-trivial
solution for the densities if and only if nH2, nHe, and the determinant of the κ-matrix
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in Eq. 4.21 are nonzero:nH2
nHe
 = 1
κH2,IR κHe,RAD − κHe,IR κH2,IR
κHe,RAD −κH2,RAD
−κHe,IR κH2,IR
νH2
νHe
 . (4.22)
The ratio of the number densities reveals the mole fraction of helium in Saturn’s
atmosphere (fHe).
At radio frequencies, typical refractive volumes for molecular hydrogen and
atomic helium are 5.0558×10−30 m3 and 1.3×10−30 m3, respectively (Mohammed &
Steffes 2003; Schinder et al. 2011)10. At near-infrared wavelength, values of refractive
volume are typically not reported by laboratory studies. Instead, dispersion relations
for the refractive index are typically provided. As demonstrated by Eq. 4.20, the
two quantities are related by the number density at which the refractive indices
were measured. For an ideal gas at standard temperature and pressure (STP), this
number density is 2.68678×1025 m−3, which is also known as an amagat or the
Loschmidt constant. Using the H2 dispersion relation of Peck & Huang (1977) and
the He dispersion relation of Mansfield & Peck (1969), I estimated the refractive
volumes of both species in the 1–5 µm sensitivity region of Cassini VIMS (Fig. 4.17).
Both of these relations utilized Cauchy’s equation for refraction (see §3.3), which
is an empirically-motivated approximation. Furthermore, both works determined
these relations using mostly visible light observations (extending to, at most, 2.0
µm). Therefore, their values beyond ∼2 µm are extrapolations. These are the only
resources in the literature describing the refractivity of H2 and He at (somewhat)
near-infrared wavelengths, so I am forced to proceed given these approximations. In
general the refractivity of H2 and He decreases with increasing wavelength, so one
10These values are in agreement with those calculated from tabulated values of relative permittiv-
ity, relative permeability, and molecular polarizability by Withers (2010). However, in an apparent
typographical error, Withers (2010) states that κHe,RAD =1.3×10−29 m3 instead of the correct value
1.3×1030 m3.
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would expect the radio refractive volumes to be less than the near-infrared refractive
volumes. However, the intersection of these two quantities for H2 shown in Fig.
4.17 perhaps suggests that the consistency of these measurements partially limits
the accuracy of this method to infer atmospheric helium abundance.
The laboratory-measured values of κ place constraints on the νIR and νRAD
profiles that produce physically relevant solutions to Eq. 4.21. I consider a physi-
cally relevant solution one where the number densities of all species must be greater
than zero and the near-infrared refractivities are greater than the radio refractivities.
Under these assumptions, Eq. 4.22 can be arranged to find
κH2,IR
κH2,RAD
>
νIR
νRAD
>
κHe,IR
κHe,RAD
. (4.23)
The region of physically relevant solutions defined through this equation is
shown in Fig. 4.18. Based solely on the laboratory-measured quantities, the re-
alistic parameter space of solutions is fairly narrow, limited to wavelengths shorter
than ∼1.5 µm. Near-infrared refractivities at wavelengths greater than 1.5 µm can, in
principle, be measured. However, such measurements would not be useful to this ex-
periment as it has been posed due to the limited accuracy of the laboratory measured
quantities. Future efforts to make more accurate measurements of near-infrared re-
fractive volume (or similarly permittivity, permeability, and molecular polarizability)
would potentially enable a detection of atmospheric helium through this method.
4.6.1 Applicability of Cassini Observations
Barring the limited parameter space offered by the laboratory-measured quan-
tities, I also consider the precision of Cassini spacecraft measurements required to
achieve a measurement of helium. For example, a refractivity ratio of νIR/νRAD =
1.00537 returns a helium mole fraction of fHe = 0.11. A 10% uncertainty on this
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Fig. 4.17: Radio and near-infrared refractive volumes of hydrogen (top) and helium
(bottom). The solid lines are dispersion relations from Peck & Huang (1977) and
Mansfield & Peck (1969) as described in the text. The dashed lines show the values
of refractive volume that are valid at radio frequencies for reference. The gray shaded
regions show approximate regions of methane transparency for reference.
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value of fHe corresponds to a 5×10−4% uncertainty in the refractivity ratio, or equiv-
alently a signal to noise ratio (SNR) of ∼2×105. RSS refractivity profiles are typically
published without uncertainties because refractivity is not usually the desired atmo-
spheric property (e.g., Schinder et al. 2011, 2015). However RSS readily measured
temperature profiles with ∼1 K uncertainty on ∼100 K signal. Compared to RSS,
the uncertainty in the VIMS measurement will be the limiting factor. I found that
the VIMS 1–5 µm combined photometry—which is the base data product that con-
tains refractivity information—had an uncertainty of 0.17% at best. Through the
methods described in this Chapter, it seems unlikely that the desired SNR on refrac-
tivity could be achieved with the VIMS photometry11. Future efforts to improve the
precision of solar occultation observations in the near-infrared or make more accu-
rate and precise measurements of refractive volumes are required to actually infer a
subtle atmospheric property such as helium abundance. Given the chronically im-
precise value of Saturn’s helium content–which is largely due to the standard method
of inferring fHe (e.g., Conrath et al. 1984)—such efforts may indeed be worthwhile.
An additional caveat to combining near-infrared and radio refractivity is that
both measurements must reflect the same location and time within the planetary
atmosphere. This may be an engineering challenge because it would require one
instrument to point (roughly) toward the Sun and another to simultaneously point
(roughly) toward the Earth. Even at the distance of Saturn, the light captured by the
two instruments would take slightly different paths through the atmosphere. Obser-
vations spaced in too far in latitude or time, for instance, could produce refractivity
profiles with differences that overwhelm any effect of the helium abundance. These
11I do not make these SNR considerations to be critical of the VIMS instrument. VIMS was not
originally intended to make high-precision photometric measurements or to measure atmospheric
refractivity.
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Fig. 4.18: Physically relevant solution space for helium retrieval from near-infrared
solar occultations and radio occultations. The two colored lines are the left- and
right-hand sides of Eq. 4.23. Physically relevant solutions exist between these two
lines where the hatching is present. The gray shaded regions show approximate
regions of methane transparency for reference.
problems could perhaps be ameliorated through averaging over many observations
or a statistical approach toward processing the occultations.
4.7 Summary
In this chapter, I processed the full set of Saturn solar occultation observations
from the Visual and Infrared Mapping Spectrometer on the Cassini spacecraft. VIMS
captures images of the Sun through the occultation at wavelengths spanning 1–5 µm.
The VIMS data provide constraints on the vertical profiles of refractivity in Saturn’s
atmosphere, which in turn reveals atmospheric scale height and temperature. This
work is the first published attempt to process the solar occultations, which improve
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the latitudinal and temporal resolution of Cassini’s surveying of Saturn’s atmospheric
properties.
The major findings of this study are presented below.
1. Inversion techniques that are applicable for stellar and radio occultation ex-
periments fail to produce realistic vertical profiles of atmospheric properties
for solar occultations at Saturn. This is due to the size of the projected solar
image as viewed by Cassini relative to the vertical length scale over which the
atmospheric refractivity changes.
2. To analyze the Cassini VIMS data, I developed a novel forward modeling tech-
nique to simulate the visual, three-dimensional effects of refraction on the solar
image using a ray tracing based model. The model will be useful to any future
missions that conduct solar occultation observations.
3. I measured Saturn’s upper stratospheric temperature for 17 solar occultation
observations spanning 2005–2013. When combined with measurements from
the Cassini Infrared Spectrometer, the VIMS measurements identified signifi-
cant warming (14±6 K) at northern mid-latitude, tentative cooling (32±5 K)
at southern mid-latitudes, and negligible cooling (7±6 K) at southern polar
latitudes. These changes are consistent with seasonal variations due to vary-
ing solar insolation. The identification of potential cooling at southern mid-
latitudes suggests that the hemispheric asymmetry in seasonal variations may
be fairly localized in latitude.
4. I introduced a new, semi-analytical technique to infer atmospheric helium abun-
dance through the combination of near-infrared and radio refractivity profiles.
I considered the parameter space of physical solutions that are dictated by
laboratory-measured values of refractive volume. Unfortunately, the precision
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of the VIMS observations would need to be increased by 2–3 orders of mag-
nitude to identify the subtle contribution of helium to Saturn’s atmospheric
refractivity.
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Chapter 5
Long-period Exoplanet Transit Ephemeris
Refinement
This chapter focuses on a pilot study of Kepler-421b, a transiting Neptune-
size exoplanet with a ∼700-day orbital period. This study of Kepler-421b aims
to refine its orbital properties, including the existence of transit timing variations.
Observations of the nominal third transit of this exoplanet are discussed, along with
photometric analysis methods and the statistical techniques used to interpret the
data. The contents of this chapter have been published in Dalba & Muirhead (2016)1
and Dalba et al. (2017)2.
5.1 Motivation
Long-period exoplanets that orbit near or beyond their systems’ snow-lines pro-
vide valuable opportunities to explore theories of planetary formation and evolution
(Öberg et al. 2011). Their atmospheric abundances provide a test of theories such as
core accretion (Pollack et al. 1996) and disk instabilities (Boss 1997). Furthermore,
massive long-period planets may influence the dynamic stability and final architec-
ture of multi-planet systems through planetary migration (Rasio & Ford 1996; Ida
& Lin 2004).
1Dalba, P. A. & Muirhead, P. S., 2016, ApJ Letters, 826, L17
2Dalba, P. A., Muirhead, P. S., Croll, B., & Kempton, E. M.-R., 2017, AJ, 153, 59
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A variety of observational challenges have so far impeded efforts to probe the
atmospheres of exoplanets akin to the four gas giants in the solar system. Their low
effective temperatures prevent detection through direct imaging. These exoplanets’
slow orbital velocities also limit the usefulness of high-resolution spectroscopy to
observe Doppler-shifted, atmospheric spectral features (Snellen et al. 2010; Birkby
et al. 2013). Characterizing long-period exoplanet atmospheres through reflected
light is possible but will not be feasible until the launch of future missions such as
the Wide-Field Infrared Survey Telescope (Spergel et al. 2015; Lupu et al. 2016).
The atmospheres of long-period transiting exoplanets can be probed via trans-
mission spectroscopy (see Chapter 2). However, for an exoplanet with fewer than
three documented transits, the magnitude of transit timing variations (TTVs) due
to the dynamical influence of an unknown companion is unconstrained. In some
cases, long-period exoplanets exhibit TTVs of up to 40 hours (Wang et al. 2015).
Without an estimate of the magnitude of TTVs, planning follow-up observations for
atmospheric characterization is a risky practice, if not altogether infeasible.
Here I focus on the long-period exoplanet Kepler-421b: a 4.2-R⊕ planet tran-
siting a G9V star with an orbital period of ∼704 days discovered by Kipping et al.
(2014). Kepler-421b has a calculated equilibrium temperature of ∼185 K (assuming
a Bond albedo of 0.3) and likely resides near its system’s snow-line. The Kepler
spacecraft only observed two 15.8-hour transits of Kepler-421b in Quarters 5 and 13.
Since the re-purposed K2 mission cannot return to the original Kepler field (How-
ell et al. 2014), there was no dedicated observatory to view the third transit that
was set to occur on UT 2016 February 19. With only two documented transits and
no information about companions in the Kepler-421 system, the influence of TTVs
on Kepler-421b’s transit ephemeris was entirely unknown. This Chapter answers
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Question 6 from Chapter 1: “Does Kepler-421b, one of only a few presently known
long-period transiting exoplanets, have transit timing variations?”
In §5.2, I describe observations made using the Discovery Channel Telescope.
In §5.3, I describe the data treatment and the differential aperture photometry tech-
niques applied to the Kepler-421 data. In §5.4, I describe the statistical analyses
used to confirm the presence of the transit ingress of Kepler-421b in the photometric
observations. In §5.5, I expand on the statistical analysis of the data by considering
the influence of time-correlated (or red) noise. In §5.6, I predict the timing of future
Kepler-421b transits and briefly discuss the importance of following-up the transits
of long-period exoplanets. Lastly, in §5.7, I summarize the findings of this Chapter.
5.2 Observations
I observed Kepler-421 (KOI-1274, KIC-8800954, RA=283.◦256810,
DEC=+45.◦087780) in V-band on the calendar mornings of 2016 February 18, 19,
and 20 with the Large Monolithic Imager (LMI; Massey et al. 2013) on the 4.3-meter
Discovery Channel Telescope (DCT). Each observation began at approximately 01:00
Mountain Standard Time (MST) and concluded in civil twilight (∼06:45 MST).
In the absence of TTVs and assuming a linear ephemeris, the Barycentric Kepler
Julian Date (BKJD)3 of mid-transit (t0) was 2605.3626±0.0030 or approximately
13:42 MST on 2016 February 19. I will hereafter refer to this as the nominal transit
of Kepler-421b. Using the transit duration measured from the Kepler data (15.79+0.12−0.10
hours, Kipping et al. 2014), the approximate start of ingress was 05:48 MST with an
uncertainty of 8.4 minutes. The airmass of Kepler-421 at the nominal ingress was
1.34 and rising. Astrometric twilight began at 05:44 MST followed by nautical and
civil twilight at 06:13 and 06:43 MST, respectively.
3BKJD is defined by BJD = BKJD + 2454833.0 where BJD is the Barycentric Julian Date.
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The exposure times were 10, 15, and 3 seconds for the 3 nights, respectively.
These times maximized the amount of signal in each integration while still staying
safely below the LMI’s nonlinear response regime. The weather during the first
two nights consisted of partly cloudy skies and occasional cirrus layers. Periods of
increased cloudiness during the night of the nominal transit are apparent in the light
curve of Kepler-421. Conditions during the third night were mostly clear.
The analysis described in the following sections was only applied to exposures
taken while Kepler-421 was at a relatively low airmass, ranging from 2.0–1.2.
5.3 Data Analysis
5.3.1 Calibration
I developed a custom pipeline for the calibration and analysis of time-series,
photometric observations taken with the DCT-LMI. The calibration consisted of
bias and overscan subtraction and a flat-field correction.
During electro-optical testing of the LMI, the dark current was estimated to be
0.07 electrons pixel−1 hour−1, which was negligible for these observations4.
5.3.2 Differential Aperture Photometry
I conducted differential aperture photometry on Kepler-421 using background
stars in the 12.′3x12.′3 field of view of the DCT-LMI. The field was crowded, so
I selected calibration stars based on the following criteria. First, the outer edge
of the sky annulus5 of the star could not be within 100 pixels of the edge of the
4Since the observations presented here, the LMI’s charge-coupled device (CCD) has been re-
placed. The documentation containing the dark current estimate is no longer available. The new
CCD, which is otherwise identical to old one, was found to have a dark current of 0.08 electrons
pixel−1 hour−1 (http://www2.lowell.edu/users/massey/LMI/G5.pdf). Specification informa-
tion for the LMI’s CCD can be obtained from http://www2.lowell.edu/users/massey/LMIdoc.
pdf.
5The sky annulus was a ring of pixels surrounding, but not overlapping, the central photometric
aperture. The pixel values within the sky annulus were used to estimate the local background.
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frame. Second, the star’s sky annulus could not overlap the photometric aperture
of any other source in the image. Third, the star’s count value could not enter the
nonlinear response regime of the detector (&4×104 counts pixel−1 exposure−1) at
any point throughout the observation. Fourth, the calibrator could not be a known
variable star. Lastly, the star’s photometric aperture could not contain a cosmetic
defect (e.g., dead pixels). These criteria yielded hundreds of potential calibration
stars. I conducted photometry on each of these stars throughout the observations,
although I did not use each star in the calculation of Kepler-421’s final light curve.
I masked each bright source in the image to estimate the median global back-
ground value, which was subtracted from the entire image. I summed the flux from
Kepler-421 and the calibration stars in the photometric apertures and used the sky
annuli to account for any residual local background signal, including any dark cur-
rent. In the sky annuli, bad pixels, hot pixels, cosmic ray strikes, and any other
spurious signals at a level of 5σ above or below the median count value were masked.
I employed this two-stage background subtraction in order to monitor changes in
local background across the quadrants of the detector that were read out by differ-
ent amplifiers. At the time of the observations, the multi-amplifier readout feature
of the DCT-LMI had not been widely used. I did not measure local variations in
background signal for any of the observations. Since the sky annuli were sufficiently
large, the mean local background signals were approximately zero and the second
subtraction had no effect on the resultant photometry.
For each image, I conducted aperture photometry for Kepler-421 and each cal-
ibration star using apertures of radius 21, 15.5, and 12.5 pixels for each night, re-
spectively. These apertures yielded the lowest out-of-transit scatter in the final light
curves of Kepler-445. Other aperture radii within ±5 pixels of these apertures—
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incremented by 0.5 pixel—returned less precise photometry. In every case, the inner
and outer radii of the sky annuli were 25 and 35 pixels, respectively.
Of the many potential calibration stars in the DCT-LMI field of view, only a
subset was used to create amaster calibration light curve. The subset was determined
through the following procedure. First, each star’s light curve was normalized to the
median count value of all exposures. Then, for each of the i stars, I defined a quality
factor Qi as
Qi =
√√√√ N∑
n=0
(F421,n − Fi,n)2 (5.1)
where N was the number of exposures, F421,n was the median-normalized flux of
Kepler-421 in the nth exposure, and Fi,n was the median-normalized flux of the ith
star in the nth exposure. This factor described the deviation of each calibration
star’s photometry from that of Kepler-421. I only continued analysis with the 15
calibration stars having the lowest Q-values. These 15 stars were distributed into
32767 unique sets (i.e.,
∑15
n=1
(
15
n
)
= 32767). I calculated a master calibration light
curve by taking the mean of all the light curves in each set. I normalized the flux of
Kepler-421 to each of these 32767 master light curves, and only continued analysis
on the one curve that yielded the lowest out-of-transit scatter. For consistency, the
set of calibration sources selected via this procedure (Table 5.1) for 2016 February
19 was also employed for the other two nights.
A slight background trend was present in each light curve. Assuming that this
signal was a linear function of time, I fit and removed the trend via a least squares
linear regression of the data collected before 05:15 MST each night (∼0.5 hours prior
to the nominal time of ingress on 2016 February 19).
The final light curves of Kepler-421 for each night are shown in Fig. 5.1. The
errors on the individual exposures included the Poisson noise from the star and back-
ground and the read noise, which was ∼6 electrons per pixel. These uncertainties
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Table 5.1. Final Calibration Stars
KIC IDa Kepler Magnitude
8800901 14.789
8866248 14.483
8866315 14.437
8800997 14.263
8801075 14.387
8800921 13.699
aKepler Input Catalog
(Brown et al. 2011).
were propagated through the calculation of the master calibration star and the nor-
malization of the Kepler-421 light curves. Also shown in Fig. 5.1 are light curves of
Kepler-421 that have been binned by a factor of 40.
Prior to three hours before sunrise on the first night, Kepler-421 had an airmass
near 2 and the data points displayed a minor (0.1%) increase in normalized flux.
This was likely a result of slight color differences between the target and calibration
stars integrated over the long columns of air. The effect was not apparent in the
third night when the integration time was much shorter.
The light curve of Kepler-421 from 2016 February 19 exhibited a slight decre-
ment in flux coinciding with the transit ingress of exoplanet Kepler-421b in the
absence of large TTVs. The feature was not immediately obvious from the individ-
ual exposures but became clear when the signal was binned. Similar features were
not present in the photometry from the other two nights of observation.
To test if the feature was introduced by one of the calibration stars, I recal-
culated the light curve of Kepler-421 1000 times using different sets of calibrations
stars. These sets were the combinations of the original 15 calibration stars mentioned
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Fig. 5.1: DCT-LMI photometry of Kepler-421 from the mornings of 2016 February
18 (panels a and b), 2016 February 19 (panels c and d), and 2016 February 20 (panels
e and f). The black data points are individual exposures and the red data points are
variance-weighted and binned by a factor of 40. Only data taken at an airmass less
than two are shown. There were 460, 368, and 690 data points for 2016 February 18,
19, and 20, respectively. The horizontal dashed lines are drawn at unity for reference.
The vertical dashed lines in panels c and d are drawn at the nominal ingress time of
the third transit of Kepler-421b. The green line in panel d is a theoretical model of
the nominal transit of Kepler-421b and has not been binned or fit to the data.
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Fig. 5.2: Distribution of Kepler-421 light curves created from 1000 sets of calibration
stars for 2016 February 19. In the top panel, the black data points represent the
50th percentile of the distribution and their error bars represent the 16th and 84th
percentiles. In the bottom panel, the points have been binned by a factor of 40 and
the gray region represents the 1σ spread in the binned points. The vertical dashed
lines are drawn at the nominal ingress time of Kepler-421b. The decrease in flux
near the end of the observation persists even when other sets of calibration stars are
used to normalize the Kepler-421 photometry.
previously that yielded the lowest out-of-transit scatter in the final light curve. The
resultant distribution of light curves is presented in Fig. 5.2 and the decrease in
flux at the nominal time of ingress is still present. The excess of flux caused by the
increasing airmass prior to three hours before sunrise is also present.
I also visually inspected the normalized light curves of each calibration star used
in the analysis and failed to find any spurious features.
5.4 Hypothesis Testing
The moderate precision achieved by the photometry and the subtlety of the
transit signature of Kepler-421b (transit depth ≈ 0.3%) warranted a careful analysis
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of the Kepler-421 light curves. I considered three simple hypotheses regarding the
third transit of Kepler-421b6:
H0: The transit of Kepler-421b did not display TTVs and began on 2016 February 19
according to a linear ephemeris. The light curves from the other two nights of
observation displayed no variation. The transit parameters for this hypothesis
were taken from Kipping et al. (2014) and the mid-transit time (t0) was simply
extrapolated linearly from the previous two transits. This hypothesis had zero
free parameters.
H1: The final light curves of Kepler-421 displayed no variation. This comprehensive
hypothesis included scenarios where the transit occurred before the observa-
tions on 2016 February 18, after the observations on 2016 February 20, or
during a gap in the observations. It may also suggest that the precision of
the photometry was too poor to distinguish the transit from a flat line. This
hypothesis had zero free parameters.
H2: The transit of Kepler-421b occurred with a TTV such that the observations
captured some portion of the transit. I considered TTVs in the ranges [−1.74,
−0.97] days, [−0.75, 0.03] days, and [0.26, 1.03] days. Away from transit, the
light curves displayed no variation. All transit parameters with the exception
of t0 were taken from Kipping et al. (2014). This hypothesis had one free
parameter: t0.
6All theoretical transit curves were simulated using the analytical relations of Mandel & Agol
(2002).
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5.4.1 Odds Ratio
I assessed the plausibility of my hypotheses by calculating the posterior odds
ratio
Oij = Pij Bij (5.2)
where Pij were the prior odds and Bij was the ratios of Bayesian evidences, also
known as the Bayes factor (see, for instance, Gregory 2005), for hypotheses i and
j. Without prior information, I assumed Pij = 1 for the comparison of each set
of hypotheses. I also assumed Gaussian likelihood functions when calculating the
Bayesian evidences.
For H0 and H1, which had zero free parameters, B01 was simply the likelihood
ratio
B01 = exp
[
−1
2
(χ20 − χ21)
]
(5.3)
where χ20 and χ21 were the chi-squared statistics for H0 and H1, respectively. These
two hypotheses only differed during the final ∼0.7 hours of observation on 2016
February 19. For the unbinned Kepler-421 light curves, B01 = 134, offering moderate
to strong evidence in favor of H0 according to the Jeffreys’ scale (Jeffreys 1961; Kass
& Raftery 1995). To aid in the interpretation of this result, I approximated the
frequentist p-value test statistic (p) using Bij ≤ −(e p ln p)−1 where e is the base of
the natural logarithm (Sellke et al. 2001). For B01 = 134, p = 3.43×10−4 meaning
that H0 was favored to 3.6σ confidence.
H2 was inherently more complicated than H0 and H1 because it included the
free parameter t0, the mid-transit time. The calculation of B02, the Bayes factor
between H0 and H2, necessitated a prior on t0. Since the potential for TTVs in the
Kepler-421 system was unknown, I used a uniform prior over the range of t0 such that
the observations captured some portion of the transit. The lengths of these ranges
187
were 0.77, 0.78, and 0.77 days for the three nights of observation, respectively. I
then integrated the likelihood function over these ranges and computed the Bayesian
evidence for H2, which I divided into the likelihood of H0. This yielded the Bayes
factor B02 = 370, meaning that H0 was favored to 3.9σ.
5.4.2 Bayesian Information Criterion
To verify the result suggested by the Bayes factors, I also assessed the plausibility
of my hypotheses with the criterion of Schwarz (1978), presented as the Bayesian
information criterion (BIC):
BICi = −2 lnMi + ki lnn (5.4)
where Mi was the maximum of the likelihood function, ki was the number of free
parameters, and n was the number of data points for each hypothesis i. The BIC did
not require the specification of priors, and the most plausible hypothesis was that
which minimized the BIC.
By employing the BIC in the analysis, I assumed that the data were independent
and identically distributed. As in the calculations of the Bayes factors, I once again
assumed Gaussian likelihood functions.
I determined the BIC values for the three hypotheses using the unbinned pho-
tometry of Kepler-421. Since both H0 and H1 had zero free parameters, the compar-
ison of their BIC values (∆BICH1 = BICH1 − BICH0 = +9.8) was identical to the
calculation of B01 presented above.
For H2, I calculated BIC values for TTVs in the previously mentioned ranges
sampled every 0.5 minutes. The differences in BIC values relative to H0 (∆BICH2
= BICH2 − BICH0) are shown in Fig. 5.3 along with ∆BICH1 for reference. For
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all TTVs considered, ∆BICH2 was positive, which offered further evidence that the
transit of Kepler-421b occurred without TTVs.
The difference in BIC values between H2 and H1 was also positive, suggesting
that H1 was more plausible than H2 given the data. This conclusion was especially
valid for the TTV values near the six peaks in the ∆BIC distributions that corre-
sponded to TTVs placing transit ingress or egress near the middle of the Kepler-421
light curves. These scenarios were clearly ruled out by the DCT-LMI photometry.
The troughs in between the ∆BIC peaks corresponded to TTVs that placed the ob-
servations in mid-transit of Kepler-421b, which closely resembled a flat line (i.e., H1).
For these TTVs, the ∆BIC was primarily a result of the “Occam’s Razor” penalty
for the added free parameter (t0).
In two cases, the BICH2 dipped below BICH1 despite the k lnn penalty. First,
near a TTV value of -1.46 days, the seemingly flat light curve of Kepler-421 appeared
to resemble a portion of the theoretical transit of Kepler-421b before mid-transit.
However, if the slight background trend present in the data was removed using the
entire night’s observations versus a subset matching 2016 February 19 (see §5.3.2),
the feature vanished and the entire ∆BIC curve closely resembled the other nights’
curves (Fig. 5.3, dashed line). A recalculation of the posterior odds ratio between H0
and H2 using this alternative background subtraction procedure yielded B02 = 1283,
or 4.2σ, strengthening the conclusion the data favored the hypothesis H0.
The second case of BICH2 < BICH1 occurred near a TTV of zero days. As
opposed to the first case, this feature was not sensitive to the background removal
procedure. The minimum occurred at a TTV of -5.0 minutes where BICH2 − BICH1
= -4.6. Considered independently, this provided moderate evidence in favor of H2,
with a TTV of 5 minutes, over H1. However, considering the full width at half
maximum of the ∆BIC feature (∼20 minutes) and the uncertainty in the time of
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Fig. 5.3: Differences in BIC values between H2 (a Kepler-421b transit with TTVs)
and H0 (the nominal Kepler-421b transit without TTVs) calculated from the un-
binned data. The red line at ∆BIC=+9.8 shows the difference in BIC between H1
(no variability in the light curves) and H0. This value does not depend on TTV
length but is drawn for reference to the black lines. The dashed black line in the top
panel shows the dependence of the ∆BIC values for 2016 February 17 on the back-
ground removal procedure. Since all ∆BIC values are positive with respect to the
nominal transit hypothesis (H0), the most likely explanation of the data set is that
the transit of Kepler-421b occurred without TTVs according to a linear ephemeris.
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ingress (8.4 minutes, §5.2), I instead interpreted this result as further support of the
hypothesis that the third transit of Kepler-421b occurred without measurable TTVs.
5.5 Correlated Noise Sources and False Positives
Photometric, time-series observations of stars made from ground-based obser-
vatories are subject to random noise sources (e.g., photon noise) and also time-
correlated noise sources. The latter is commonly referred to as “red” noise because
of its low frequency components that impact observations at scales below ∼1%. Red
noise could arise from many sources including stellar variability, varying atmospheric
conditions (e.g., due to clouds or turbulence), varying airmass, and systematic errors
introduced by the telescope or instrument. This type of uncertainty increases the dif-
ficulty in conducting repeatable, reliable investigations of transiting exoplanets from
the ground. The issue of time-correlated noise with respect to exoplanet transit light
curves was first mentioned by Pont et al. (2006) and more recently by von Essen et al.
(2016), and various strategies for accounting for it have been proposed by Jenkins
et al. (2002), Pont et al. (2006), and Carter & Winn (2009) among others.
5.5.1 Kepler-421 Photometry
The uncertainty in the photometry of Kepler-421 was calculated considering
photon noise from the star, the photon noise from the background, and the read
noise. For the majority of the observations, approximately 1.4×106–2.8×106 elec-
trons were registered in the photometric aperture of Kepler-421 per exposure. The
photometric uncertainty was therefore stellar photon-noise limited. However, when
weather conditions degraded, all three of those noise sources were comparable.
Any red noise in the Kepler-421 photometry likely originated from the variable
weather conditions, seeing, airmass, and background levels experienced throughout
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the observations. It was possible that the LMI introduced unknown systematic errors
as well, but at the present date, no formal analysis of correlated noise or systematic
errors in high-precision, time-series photometry from the DCT-LMI has been com-
pleted. Such an investigation would be useful for future transit photometry programs
at the DCT.
Flat-fielding errors could have exacerbated the problem. If small features caused
by imperfections in the optics or dust on the mirror existed in the reduced photom-
etry, these could cause spurious brightness variations as the observing conditions
changed or as the target centroid drifted slightly across pixels on the detector. Vi-
sual inspection, however, fails to identify remnant flat-field features in the reduced
science frames, and the final light curves of Kepler-421 are not highly correlated with
either the x- or y-centroid pixel locations (i.e., all Pearson correlation coefficients
have values in the range -0.06–0.06).
The Moon, which was at ∼90% illumination during the observations, may have
introduced uncertainty by unevenly lighting small dust grains on the telescope op-
tics. The flat-field correction may fail to remove these small bright spots or shadows
since all dome and twilight flat frames were obtained under near-homogeneous illu-
mination. I note, however, that the Moon was only up during the first ∼hour of
the observations each night and during that time the Moon was always at least 116◦
from Kepler-421.
5.5.2 Methods of Error Determination
Regardless of the source of the correlated noise, it remained possible that the
random errors determined from the photometry underestimated the total uncertainty
in the light curves. To investigate this, I conducted a series of tests meant to measure
the correlated error in the light curve data and reassess the strength (or weakness)
of the detection of Kepler-421b’s transit ingress.
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Out-of-transit Scatter
The first method of error determination was to define the error statistic σi to the
i data point taken at time ti based on the scatter in the photometric measurements.
It is common practice to assign σ2i = σˆ2, where σˆ2 is merely the sample variance of
the out-of-transit data points. Such a basic approach was not applicable to the light
curve of Kepler-421 because the weather conditions—and therefore the scatter in the
data—changed during the nominal “in transit” portion of the observations. Visual
inspection of the Kepler-421 light curve for UT 2016 February 19 (Fig. 5.1) clearly
suggested that the scatter in the first few hours of the data did not represent that of
the last ∼hour of data.
I instead estimated σi as the standard deviation of the 15 data points immedi-
ately adjacent to the ith point, including the ith point. This bin size of 15 points
defined a timescale τ = ti+15 − ti that was approximately half the duration of the
clear and cloudy patches that occurred during the nominal ingress of Kepler-421b.
These bins were large enough to accurately capture the local scatter, but not so large
that the loss and return of precision due to clouds was smeared together. A bin size
of 15 assured that ∼50% of the data in these cloudy or clear regions had uncertainties
only informed by the scatter within that region of time.
With the new error bars (σi), I calculated the χ2 fitting statistic from the data
(yi) and the models f(ti)
χ2 =
N∑
i=1
[yi − f(ti)]2
σ2i
(5.5)
for all N data points exactly following the methods of §5.4. I found that the confi-
dence in the ingress detection decreased to 3.3σ (∆BICH1 = 7.7 or B01 = 48).
193
Time-Averaging Method
The above method of using the scatter in the data to estimate the data un-
certainties failed to account for any correlated noise in the photometry (e.g., Pont
et al. 2006; Winn et al. 2008). To actually consider the time-correlated noise, I used
the “time-averaging” method propounded by Pont et al. (2006) and used in numer-
ous exoplanet transit studies. This method entailed binning residuals between the
out-of-transit data and the corresponding model (a flat line at unity)7 into bins of
n points. For each bin size, I calculated the sample variance of the binned residuals
(σ2n). The sample variance of binned residuals having only “white” (i.e., uncorrelated,
Gaussian) noise (σˆ2n) satisfies (Winn et al. 2008)
σˆ2n =
σˆ2
n
(
m
m− 1
)
(5.6)
where σˆ2 was the sample variance of all the residuals without binning and m was the
number of equally-sized bins. In the case of the DCT-LMI photometry of Kepler-
421, the residuals binned up slightly above this relation, suggesting that some time-
correlated noise may have been present in the observations (Fig. 5.4). The extent of
correlated noise was quantified by β2n, the factor relating σ2n (from the data) to σˆ2n
(from the theoretical expectation):
β2n =
σ2n
σˆ2n
. (5.7)
β2n contained information about correlated noise on various timescales determined
by size of n. I calculated a more relevant quantity, β2, by averaging β2n over a ∆n
spanning the most important timescale of the observation (i.e., transit ingress). The
error statistic was then inflated to βσi to include the correlated noise.
7By construction of the data analysis pipeline, any observations taken out-of-transit scattered
about unity.
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Fig. 5.4: Sample variance of the binned residuals from the DCT-LMI observations of
Kepler-421. The sample variances of the data are shown in red, while the expectation
for uncorrelated noise (Eq. 5.6) is the dashed black line. Due to differing exposure
times, the number of data points collected each night varied. However, the time
range covered by each data set was the same. The red curves suggested that some
minor correlated noise may have been present in the observations.
For Kepler-421, the timescale of interest was the potential transit ingress feature
that had ∆n = 100. With only N = 268 out-of-transit data points available to the
time-averaging analysis, the average of β2n in the range of ∆n = 100 was not well
constrained. For instance, n = 134, 89, and 67 points corresponded to m = 2, 3,
and 4, respectively. The standard deviation of the mean residuals within such small
samples of bins resulted in β values less than unity, which were not meaningful.
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As an alternative, I calculated a different statistic β(k):
β(k) =
1
k
k∑
n=1
βn (5.8)
where k ≤ N . Eq. 5.8 was essentially a mean of βn values between unity and k.
The β(k) values for the Kepler-421 photometry are shown in Fig. 5.5. In each case,
β(k) plateaued over some range in k-values. I estimated β values as the medians
of the β(k) values in those plateaus, which yielded β = 1.02, 1.07, and 1.02 for
the three nights of observation. Increasing the data uncertainties by these factors
further reduced the ingress detection to 3.1σ (∆BICH1 = 6.8 or B01 = 30). Since this
quantification of the correlated noise contained components from many frequencies
(i.e., timescales), I considered it to be only an approximation.
Covariance Matrix and Autocorrelation
Since the time-averaging method yielded only an approximation, I investigated
the correlated noise by estimating the covariance of the photometric measurements.
Assuming a Gaussian probability distribution for the noise, two correlated relative
flux measurements yi and yj can be described by the covariance matrix C
Cij =
〈
(yi − 〈y〉)(yj − 〈y〉)
〉
(5.9)
where 〈y〉 is the expected value of y. Cij will be relatively large if yi and yj are
correlated, and small if they are not. The sign of Cij dictates whether the observations
are directly or inversely correlated. In most time-series applications including transit
photometry, the noise source is also assumed to be stationary, meaning that the mean,
variance, and autocorrelation are constant in time. A stationary noise source also
allows the elements of the covariance matrix to be calculated with the autocovariance
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Fig. 5.5: As defined in Eq. 5.8, β(k) was essentially a mean of βn values between
unity and k. Since I did not have a sufficient number of out-of-transit data points to
conduct the typical time-averaging analysis of Pont et al. (e.g., 2006), I estimated β
as the median of the points in the β(k) plateaus (horizontal dashed lines). I defined
the plateaus as 150 < k < 250, 100 < k < 200, and 400 < k < 650 for 2016 February
18, 19, and 20, respectively.
function R(l)
R(l) = 〈(yi − 〈y〉)(yi+l − 〈y〉)〉 (5.10)
where l is the lag. Since R(l) = R(−l), the resultant covariance matrix is symmetric.
In the case of the Kepler-421 photometry, I estimated R(l) and C using the
out-of-transit data before the start of the nominal transit. Since the conditions (and
also perhaps the nature and extent of the red noise) differed from night to night, I
calculated separate covariance matrices for each night. I approximated R(l) as the
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sample autocovariance function Rˆ(l)
Rˆ(l) = 1
NOoT
NOoT−|l|∑
i=1
(yi − yˆ)(yi+|l| − yˆ) (5.11)
where l was once again the lag, NOoT was the total number of out-of-transit data
points, and yˆ was the sample mean of the out-of-transit flux measurements.
With correlated errors, the χ2 statistic has a more general form than that pre-
sented in §5.5.2 (Gould 2003)
χ2 =
NIT∑
i=1
NIT∑
j=1
[yi − f(ti)]Bij[yj − f(tj)] (5.12)
where NIT is the total number of in-transit data points and B ≡ C−1. In this way,
the covariance matrix estimated from the out-of-transit photometry represented the
stationary correlated noise inflicting the measurements taken during the nominal
transit ingress of Kepler-421b.
By Eq. 5.11, the diagonal of C (i.e., Ci=j, where l = 0) was the variance σ2i of the
individual data points. This was equal to the sample variance of the out-of-transit
data. As discussed previously, a single error statistic was not appropriate to describe
all of the observations from 2016 February 19. Due to the weather, the uncertainties
varied during the nominal transit. I calculated the sample variance σˆ2i according to
the method described in §5.5.2. I then substituted σˆ2i in C before calculating B and
evaluating Eq. 5.12. Doing this assured that the noise function represented by C
reflected the change in scatter observed in the photometry.
Using this covariance matrix C, I found that the confidence in the ingress detec-
tion was 3.5σ (∆BICH1 = 9.4 or B01 = 110), only slightly weaker than the original
result present in §5.4.
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5.5.3 False Positive Rate
To determine the probability that the Kepler-421b transit signal was a spurious
feature resulting from weather conditions, red noise, or another artificial source, I
conducted aperture photometry on 115 background stars8 in the DCT-LMI field of
view of Kepler-421 on 2016 February 19. I was interested in the occurrence rate of
false positive (FP) detections of transit ingress. The treatment each star received
was identical to that given to Kepler-421 (i.e., the best photometric aperture and set
of calibration stars were determined for each), and each star was subject to the same
correlated noise analysis described here.
Of the 115 background stars, 4 yielded detections in favor of the nominal transit
model with confidences at least as strong as that found for Kepler-421. They are
hereafter identified as False Positive Candidates (FPC) 1–4 and their light curves are
shown in Figs. 5.6, 5.7, 5.8, and 5.9, respectively.
I inspected each of the FPC light curves in light of the fact that they statistically
favored the nominal transit model. The light curve for FPC 1 had a flat baseline with
perhaps some minor correlated noise. There was a decrement in flux beginning at
the nominal transit ingress time. A portion of this decrement—coinciding with poor
weather conditions—varied from the nominal transit model. However, there was not
substantial evidence to refute the statistical finding in support of the nominal transit
model. I concluded that FPC 1 was a genuine FP.
The light curve for FPC 2 had a flat baseline prior to a 0.2% decrease in flux that
occurred prior to the nominal transit ingress. The flux decrease occurred nearly twice
as fast as the nominal transit ingress according to the transit model and previous
observations (Kipping et al. 2014). This casts doubt on the conclusion that the
8More than 115 sources were visible in most of the Kepler-421 science frames, however, I reached
this subset through several quality cuts based on distance from the edge of the detection, distance
from other sources, and signal-to-noise compared to Kepler-421.
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decrease in flux was due to a transit of Kepler-421b. I concluded that FPC 2 was
not a genuine FP.
The light curve for FPC 3 had a flat baseline prior to a decrease in flux followed
by a slight increase in flux. The decrease in flux occurred prior to the nominal transit
ingress. The rate of the flux decrease was consistent with an ingress of Kepler-421b,
but the flux then increased during the last ∼15 minutes of the observation. Despite
the statistical favoring of the nominal transit model, the light curve for FPC 3 did
not resemble an exoplanet transit. I concluded that FPC 2 was not a genuine FP.
The light curve for FPC 4 had a flat baseline with perhaps some minor correlated
noise. There was a gradual, decrement in flux beginning prior to the nominal transit
ingress time. To within the scatter of the data, the light curve resembled the ingress
portion of a transit of Kepler-421b. I concluded that FPC 4 was a genuine FP.
In summary, I concluded that the false positive rate was 2/115, which suggested
a 2.4σ confidence in the detection of transit ingress of Kepler-421b.
5.5.4 Conclusion on Correlated Noise
The purpose of this extended analysis of Kepler-421 photometry taken from the
DCT-LMI was to investigate the sources of error and specifically assess the impact
of correlated noise on the ingress detection confidence. I used various techniques to
probe the nature of the noise in the photometry, the results of which are summarized
in Table 5.2. The different methods yielded a small range in detection confidence
with a mean value of 3.1±0.4σ in support of the transit occurring at the nominal
time according to a linear ephemeris.
This analysis illustrated that the assumption of only photon noise underesti-
mated the total uncertainty in the data. The detection confidence decreased from
the original 3.6σ to 3.3σ when the data variances were assigned using only the scatter
in the photometry. Including the influence of correlated noise via the time-averaging
200
0.85
0.90
0.95
1.00
1.05
1.10
N
o
rm
a
liz
e
d
 F
lu
x
0.94 0.96 0.98 1.00 1.02 1.04 1.06 1.08
JD - 2457437
0.996
0.997
0.998
0.999
1.000
1.001
1.002
N
o
rm
a
liz
e
d
 F
lu
x
Fig. 5.6: DCT-LMI photometry—unbinned (top) and binned by a factor of 40
(bottom)—from 2016 February 19 for false positive candidate 1 (FPC 1). The red
horizontal lines are drawn at unity for reference. The black vertical dotted lines are
drawn at the time of ingress for the nominal transit model. The green line in the
bottom panel is a model transit of Kepler-421b at the nominal time (§5.4). The
model has not been binned or fit to the data.
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Fig. 5.7: DCT-LMI photometry—unbinned (top) and binned by a factor of 40
(bottom)—from 2016 February 19 for false positive candidate 2 (FPC 2). Otherwise,
the description is identical to Fig. 5.6.
Table 5.2. Summary of Methods and Detection Confidences
Method Confidence of Nominal Transit Ingress Detection
Out-of-transit scatter 3.3σ
Time-averaging 3.1σ
Covariance matrix 3.5σ
False positive 2.4σ
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Fig. 5.8: DCT-LMI photometry—unbinned (top) and binned by a factor of 40
(bottom)—from 2016 February 19 for false positive candidate 3 (FPC 3). Otherwise,
the description is identical to Fig. 5.6.
method or through the covariance matrix had opposite effects, although equal in
magnitude, and produced detection confidences of 3.1σ and 3.5σ, respectively. The
fact that correlated noise appeared to only have a minor effect on the data was also
echoed in the autocorrelation function of the Kepler-421 photometry (Fig. 5.10).
The relative flatness of the autocorrelation as a function of lag and the lack of an
upward ramp at |l| ≈ 0 suggested that the data points (and their errors) were not
correlated in time. This non-detection of correlated noise was not an artificial result
of the analysis, since some of the background stars analyzed in the false positive
analysis displayed significant correlated noise (in both their autocorrelation function
and in the structure of their binned residuals).
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Fig. 5.9: DCT-LMI photometry—unbinned (top) and binned by a factor of 40
(bottom)—from 2016 February 19 for false positive candidate 4 (FPC 4). Otherwise,
the description is identical to Fig. 5.6.
The false positive analysis based on the occurrence of spurious features in back-
ground stars’ light curves cast the most doubt on the detection of the ingress of
Kepler-421b. It did, however, highlight that the photometry of Kepler-421 was more
stable and contained less correlated noise than that of a subset of the background
stars. It is important to note that the strength of the detection reported through this
method was limited by the number of suitable background stars for analysis. Had
the false positive rate been 0/115, I could have only placed a > 2.6σ lower limit on
the detection, which was still well below the confidence values reported through the
other methods.
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Fig. 5.10: Autocorrelation function for Kepler-421 from 2016 February 19. The
dashed lines enclose the 95% confidence region of the function. The autocorrelation
scattered around zero and did not show a steady increase as the lag approached zero,
both of which suggested that the extent of correlated noise was relatively minor.
Only two hypotheses (i.e., H0 and H1 from §5.4) were compared in this extended
analysis. I assumed that the added complexity of the TTV hypothesis (H2) would al-
ways be disfavored when compared to H0 and H1. Regardless of the underestimation
of the original error bars and the weak presence of correlated noise, the exclusion of
TTVs that would have shifted the transit ingress or egress into the “middle” portion
of the observations on any of the three nights remains at high confidence (> 5σ).
5.6 Discussion
Based on observations taken with the DCT-LMI, the third transit of Kepler-
421b likely occurred without TTVs. Either Kepler-421b is the only planet in its
system or the dynamical interactions with undiscovered companions are too weak to
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alter Kepler-421b’s orbit. Without significant TTVs, the future transits of Kepler-
421b may be predicted by linearly extrapolating its transit ephemeris. In Table 5.3,
I predict the next six transits and propagate errors based on uncertainties in the
period and t0 of the first two transits, and the uncertainty in ingress time of the
third transit (∼20 minutes, §5.4).
The next transit is due to occur at UT 01:27 on 2018 January 24 with a mar-
gin of error of ∼40 minutes. Ingress and egress will occur ∼8 hours before and
after this date, respectively. At that time, Kepler-421 will be ∼ 67◦ away from
the Sun. This places strict constraints on the longitude and latitude of potential
ground-based observatories. Given the +45 declination of Kepler-421, observatories
at mid- to high-northern latitudes are preferred. However, there are currently no
ground-based facilities capable of achieving ∼0.1% photometric precision on a 14th-
magnitude star above ∼ 40◦N latitude. The fortuitous circumstance described in this
Chapter whereby out-of-transit baseline and a portion of transit were both observed
at reasonable airmass from a suitably large ground-based telescope will not occur
again for many years. Therefore, airborne or space-based observation with obser-
vatories such as the Stratospheric Observatory for Infrared Astronomy (SOFIA) or
Spitzer will be necessary to maintain the transit ephemeris.
The importance of observations specifically aimed at aiding the recovery of
future exoplanet transits was mentioned recently by Beichman et al. (2016) and
Benneke et al. (2017). This practice is imperative for long-period exoplanets. In a
sample of long-period transiting exoplanets identified by the Planet Hunters project
(Wang et al. 2015), at least 50% displayed TTVs ranging from 2 to 40 hours. Beyond
this small sample of known long-period transiting exoplanets, it is possible that exo-
planets discovered in the future will display even larger TTVs. For these exoplanets,
missing even a single transit can result in t0 uncertainties of several days. With that
206
Table 5.3. Timing of Past and Future Transits of Kepler-421b
Number t0 σt0 Potential
[UTC] [hours] Observatoriesa
1 2012-04-12 11:10 0.05 K
2 2014-03-17 15:56 0.05 K
3 2016-02-19 20:42 0.34 DCT
4 2018-01-24 01:27 0.67 H, S
5 2019-12-29 06:13 1.01 H
6 2021-12-02 10:59 1.35 H, J
7 2023-11-06 15:44 1.68 H, J
8 2025-10-10 20:30 2.02 H, J
9 2027-09-15 01:16 2.36 H, J
aThe potential observatories are K:Kepler Space
Telescope, DCT:Discovery Channel Telescope,
H:Hubble Space Telescope, S:Spitzer Space Telescope,
and J:James Webb Space Telescope. I adopt optimistic
estimates for the lifetimes of both HST and JWST.
level of error, subsequent follow-up becomes impossible and the planet is essentially
lost barring another long-term, dedicated transit survey covering the same portion
of sky.
Kepler-421b, which resides near its system’s snow-line, is an excellent test case
for theories involving planetary formation and evolution (e.g., Öberg et al. 2011). At-
mospheric characterization of this cold exoplanet may constrain its mass (e.g., de Wit
& Seager 2013) or offer details about ongoing processes such as photochemistry (e.g.,
Chapter 2). However, Kepler-421’s faintness (J = 12 mag) and Kepler-421b’s small
transit depth (∼0.3%) make it a challenging target for transmission spectroscopy
with the Hubble Space Telescope (HST ). Even if its cold (Teq = 185 K) atmosphere
contains gaseous methane, which has an absorption feature at 1.4 µm (within the
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sensitivity of the Wide Field Camera 3), it is unlikely that a high confidence detec-
tion could be obtained in a single transit. Maintaining a precise transit ephemeris
into the era of the James Webb Space Telescope (JWST ) is therefore vital for future
attempts to study Kepler-421b.
The Transiting Exoplanet Survey Satellite (TESS ) is expected to find around
a half-dozen planets with radii of 6 to 22 R⊕ and periods of several hundred days
(Sullivan et al. 2015). Some of these planets may be candidates for follow-up ob-
servation, but the process of confirmation and characterization will require several
years at least—perhaps longer than the anticipated five-year lifetime of JWST. In
this way, Kepler-421b offers one of the best opportunities to investigate the unknown
parameter space of long-period giant exoplanets.
5.7 Summary
In this Chapter, I conducted observations of Kepler-421 to test if its Neptune-
size exoplanet (Kepler-421b) on a ∼704-day orbital period experiences gravitational
interactions with an unknown companion. I acquired three nights of photometry
surrounding the nominal transit of Kepler-421b in February 2016 using the Discovery
Channel Telescope. Due to the severely restricted observing times and partly cloudy
weather, I employed Bayesian hypothesis and a full suite of correlated noise tests to
interpret the observations.
The major findings of this Chapter are presented below.
1. Assuming the noise in the DCT-LMI photometry was Gaussian and not cor-
related in time, I detected transit ingress of Kepler-421b to 3.6σ significance.
The corresponding mid-transit time was UT 2016 February 19 20:42 and had
an uncertainty of 0.34 hours.
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2. The DCT-LMI data favored the hypothesis that Kepler-421b’s transit
ephemeris did not contain TTVs over a hypothesis containing TTVs detectable
by the observations. This suggests that either Kepler-421b is the only planet
in its system, or it is only experiencing minor gravitation interactions with a
yet-undiscovered companion, planet or otherwise.
3. Based on the detected transit ingress, I predicted the future transit time of
Kepler-421b through the anticipated lifetime of JWST. These transit times have
errors on the order of a couple of hours, which is a substantial improvement from
the entirely unknown ephemeris of Kepler-421b prior to the DCT observations
described here.
4. Considering three different treatments of the photometric uncertainties—
including one involving the data covariance—and a false positive analysis, the
significance of the transit ingress detection decrease to ∼3.1σ. Therefore, the
previous conclusions regarding the Kepler-421 system still stand at a moderate
confidence level.
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Chapter 6
Summary, Conclusions, and Future Work
The overarching goal of this dissertation was to investigate the atmospheric
properties of long-period, gas giant planets—both within and beyond the solar sys-
tem. Here, I will summarize the results of the aforementioned research, discuss their
significance, and present several ideas for related future work.
6.1 Summary of Results
I summarize the results by presenting answers to the questions that were posed
at the beginning of this dissertation.
Questions 1 and 2
1. Is detailed characterization of giant exoplanets akin to Saturn feasible?
2. What chemical processes do observations of their atmospheres reveal?
I answered these questions in Chapter 2 using observations taken by the Visual and
Infrared Mapping Spectrometer (VIMS) from the Cassini spacecraft during solar oc-
cultations at Saturn. Similarities in the geometry of solar occultations and exoplanet
transits allowed for the reconstruction of Saturn’s transit transmission spectrum, as
if Saturn were a transiting exoplanet. Despite low temperatures and the presence of
clouds, Saturn’s transmission spectra displayed significant absorption features on the
scale of ∼90 parts per million. I therefore concluded that atmospheric characteriza-
tion of a Saturn-analog exoplanet is feasible with current and future instrumentation
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such as the Hubble Space Telescope (HST) and the James Webb Space Telescope
(JWST). Transmission spectroscopy of such an exoplanet could potentially constrain
the abundance of methane, acetylene, and other hydrocarbon species resulting from
disequilibrium photochemistry.
Motivated by these results, I described the observing strategy that would be
required to simultaneously detect and characterize a long-period, Saturn-like exo-
planet. The observational biases of the transit method (as presented in Chapter 6)
motivate a wide-field transit survey in conjunction with a target-of-opportunity cam-
paign. Using current exoplanet occurrence rates, I estimated that such a wide-field
survey would discover approximately one Jupiter- or Saturn-twin per year amenable
to space-based atmospheric characterization.
Questions 3 and 4
3. How does atmospheric refraction influence exoplanet transit observations?
4. How can refracted light reveal the existence and properties of non-transiting
exoplanets?
In Chapter 3, I conducted a thorough simulation of atmospheric refraction in transit-
ing exoplanet observations using a custom ray tracing model. This model improved
upon the accuracy of previous numerical and analytical efforts to model the photo-
metric effects of refraction. I found that before and after a transit, an exoplanetary
atmosphere refracts light into the line of sight of a distant observer. The light cre-
ates a secondary image of the host star in the planetary atmosphere. In a transit
light curve, the unresolved image produces a small increase in flux peaked at the
moment before or after transit. For visible light observations, Rayleigh scattering
prevents refracted light from reaching an observer before or after transit for most
types of exoplanets with orbital distances less than 6 AU. I derived a relation be-
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tween the geometry of the transit and bending power of the optically thin portion
of the planetary atmosphere that describes how significantly any transit observation
will be influenced by refraction.
I also found that out-of-transit atmospheric lensing events for non-transiting ex-
oplanets are generally more observable than the equivalent phenomenon for transiting
exoplanets. Due to Rayleigh scattering, only small, relatively impractical portions of
exoplanet parameter space yield clear lensing events at visible wavelengths. There-
fore, this phenomenon is likely not detectable within the Kepler data set. However,
future transit surveys with sensitivity to longer wavelengths of light could detect
non-transiting exoplanets by refracted light. If photometry from long-period giant
exoplanets are carefully combined, the refracted light features could constrain the
average scale height, cloud top pressure, and refractivity of these exoplanets.
Question 5
5. To what extent does Saturn’s stratospheric refractivity, as measured during
solar occultations, constrain Saturn’s atmospheric composition and seasonal
evolution?
In Chapter 4, I presented the first ever analysis of the full set of Saturn solar occul-
tation observations from Cassini VIMS. I found that the large size of the solar image
(as seen by Cassini) compared to the scale height of Saturn’s atmosphere drasti-
cally reduced the accuracy of the full refractivity and temperature profiles produced
through typical inversion methods. To produce more realistic results, I designed
a novel forward model to simulate the asymmetric, distorted solar image captured
by the VIMS data. Using a basic fitting method, the data provided constraints on
the vertical profiles of refractivity in Saturn’s atmosphere, which in turn revealed
the scale height and temperature in narrow regions of Saturn’s stratosphere. The
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precision of the method was not high enough to constrain the helium mixing ra-
tio in Saturn’s atmosphere. However, when combined with observations from other
Cassini instruments, the VIMS temperatures derived here displayed seasonal tem-
perature variations in Saturn’s northern (+14 ± 6 K) and southern (−32 ± 25 K)
hemispheres.
Question 6
6. Does Kepler-421b, one of only a few presently known long-period transiting
exoplanets, have transit timing variations?
The transit ephemerides of long-period exoplanets such as Kepler-421b are inherently
imprecise. In Chapter 5, I conducted an observational experiment to refine the transit
ephemeris of this exoplanet using the Large Monolithic Imager on the Discovery
Channel Telescope (DCT). I found that the third transit of Kepler-421b since the
launch of the Kepler spacecraft did not display transit timing variations (TTVs),
suggesting that either Kepler-421b is alone in its system or is only experiencing
minor dynamic interactions with an undetected companion. This conclusion was
supported by two statistical analyses and a full assessment of any time-correlated
noise in the DCT photometry. Based on the ingress observation, I predicted the
future transits of Kepler-421b. The timing uncertainties of those transits visible to
the upcoming JWST were reduced to approximately an hour.
6.2 Overarching Significance of Results
As far as extrasolar planets are concerned, those that are cold (i.e., mature)
and on long-period orbits are not (at present) considered to be “low-hanging fruit.”
The frenzied expansion of exoplanet research into what seems like an unconstrained
parameter space has vastly increased the knowledge of certain types of planets but
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also isolated others. Scientific investigations of long-period, cold exoplanets—a divi-
sion of the “others”—will require different observing strategies, new characterization
techniques, and solar-system-inspired motivations. The chapters that comprise this
dissertation have laid the foundation for such strategies, techniques, and motivations.
The first overarching finding of this dissertation is the amenability of long-
period, giant exoplanets to atmospheric characterization. Transmission spectroscopy
is, and will remain, one of the most powerful tools for exoplanet characterization.
However, for two cases—a cloudy atmosphere or one with a high mean molecular
mass—visible to near-infrared transmission spectra are likely to be flat (featureless).
This degeneracy, which can only be broken in extreme cases (Kreidberg et al. 2014a),
unfortunately diminishes the value of flat transmission spectra. Given that trans-
mission spectroscopy typically requires substantial amounts of observing time on
extremely valuable observatories (i.e., HST, JWST), the exoplanet community has a
growing skepticism about applying this method to exoplanets that are a priori likely
to be cloudy. The transmission spectrum of Saturn (Chapter 2) provides a resound-
ing counterpoint to the conventional thinking that cold gas-giant exoplanets will
have flat transmission spectra. The revealing spectrum also provides much-needed
motivation for the observational efforts to detect long-period transiting exoplanets in
past (e.g., Kepler) and current (e.g., TESS) transit surveys and to refine their transit
ephemerides.
The second overarching finding of this dissertation is the utility of atmospheric
refraction to reveal the properties of long-period giant planets. For edge-on exo-
planetary systems, out-of-transit refracted light effectively probes atmospheres at
many pressure levels. A high-precision observation of this phenomenon would al-
low for an atmospheric retrieval comparable to those typically done for Jupiter or
Saturn. Moreover, refraction provides a means of characterizing the atmospheres of
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non-transiting exoplanets—including the multitude of giant, radial velocity planets.
This overarching finding also has a solar system application, specifically for Saturn.
Long has the refraction of light from point sources (e.g., stars, spacecraft radio sig-
nals) been exploited to characterize Saturn’s atmosphere. However, I demonstrated
that observations in which the radiation source is not point-like are also useful for
measuring Saturn’s atmospheric properties. A resolved radiation source violates the
primary assumption of all typical analysis techniques, so I derived a new method
for handling such observations that can be applied to solar occultation observations
from future missions.
6.3 Future Work
6.3.1 Long-period, Giant Exoplanets
The prospect of atmospheric characterization of long-period transiting exoplan-
ets motivates efforts to measure planet mass and refine transit ephemerides. Both of
these are critical to atmospheric characterization. Without a measure of exoplanet
mass, a transmission spectrum is difficult to interpret. For a transiting exoplanet,
mass provides an estimate of surface gravity, which is necessary to infer the scale
height from extinction features. Mass is similarly critical to full atmospheric re-
trievals from transmission spectra. In a more general sense, mass (roughly) distin-
guishes exoplanets from brown dwarfs, other sub-stellar objects, and false positives
(e.g., Santerne et al. 2016). The transit ephemeris must be refined for the very prac-
tical reason of being able to predict future transits. Observing time on the upcoming
JWST will be far too valuable to go fishing for a transit with uncertain timing.
Future radial velocity measurements of long-period transiting exoplanets will
constrain exoplanet masses and provide some refinement of transmit ephemerides.
These RV measurements will be, by necessity, long-term surveys that take occasional
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measurements that steadily cover the exoplanet’s RV phase. Such a campaign will
push RVs to new limits by requiring high precision over the course of a single obser-
vation and long-term stability over the course of months to years. For the Kepler
sample of long-period exoplanets—most of which orbit stars with visual-band magni-
tudes between 12 and 15—the High Resolution Echelle Spectrometer (HIRES, Vogt
et al. 1994) instrument on the Keck-I telescope will likely be required. Brighter tar-
gets discovered by TESS will potentially be accessible by smaller telescopes, such as
the Automated Planet Finder Telescope (APF, Vogt et al. 2014; Burt et al. 2015) at
Lick Observatory.
RVs will not be able to constrain transit timing to the extent that is required
for space telescope observation. Therefore, high-risk-high-reward observing cam-
paigns to catch future transits will be necessary. Given the growing networks of
moderately-sized telescopes spread around the Earth (e.g., Las Cumbres Observa-
tory Global Telescope Network, Kilodegree Extremely Little Telescope Network),
continuous longitudinal coverage of stars will become more and more feasible.
In additional to RVs and transit follow-up, atmospheric abundance measure-
ments of Jupiter- and Saturn-analogs through the methods discussed in this dis-
sertation enable tests of planetary formation theory. These include improving the
mass-metallicity relations of giant planets (§1.4.3) and identifying radius-insolation
trends below the hot-Jupiter inflation cutoff (§1.5.2).
New tests of planet migration theory are also possible with atmospheric abun-
dance measurements of long-period giant exoplanets. In the first 1–10 Myr of star
formation, the snowline within a protostellar disk migrates, as do any forming planets
(e.g., Garaud & Lin 2007). Depending on the speed of planetary migration (which
is a proxy for distinguishing migration mechanisms), giant planets may be “passed
over” by their system’s snowline. Such a crossing event either provides or removes
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substantial icy material from the forming planet’s feeding zone. The imprint of such
an event may be visible in atmospheric abundance measurements.
6.3.2 Saturn
The historic end of the Cassini mission on September 15, 2017 drew to a close
nearly two decades of scientific exploration of the Saturnian system. Although the
rate of new Saturn data has slowed, the investigation of Saturn’s atmosphere is far
from completed. Of relevance to this dissertation is a continued analysis of the Saturn
solar occultations from the VIMS instrument.
The complexity of the solar occultation observations motivates substantial en-
hancements to the data treatment and refraction model, which I briefly introduce
below.
1. Adapt the VIMS data reduction pipeline (McCord et al. 2004) to process so-
lar occultations observations that passed through the solar port that was on
Cassini (Brown et al. 2004). This may improve photometric precision by cor-
recting for interpixel sensitivity variations. This issue is perhaps critical as the
solar image shrinks and moves across several pixels during the occultation.
2. Include a comparison of the spatial image data to the modeled (distorted) solar
image during the fitting routine. Although the spatial data are poorly sampled,
they do capture the solar centroid motion and may offer additional constraints
to the inferred refractivity. The modeled solar image will have to be convolved
with the detector point spread function (PSF), which is not a priori known.
However, the out-of-occultation observations of the unaltered solar image could
be used to measure the PSF for each occultation.
3. Include sources of opacity (e.g., absorption, scattering) in the refraction model-
ing. This addition to the model may become especially important for comparing
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the model to low intensity measurements, where the effects of opacity may ri-
val those of refractive defocusing. As proposed in §4.4, the inclusion of opacity
may be explicitly necessary to explain several of the VIMS occultations that
display unusually steep decreases in normalized intensity.
4. As pointed out by Wasserman & Veverka (1973), forward modeling retrievals
of stellar occultations are often not unique. In most cases, isothermal atmo-
sphere models can produce the observed stellar light curve even if the actual
atmosphere was not isothermal. The retrieved scale height from the isothermal
model will not reflect the actual atmosphere, but Wasserman & Veverka (1973)
describes a correction that can be applied in the case of an atmosphere with a
linear temperature gradient in altitude. Future work could expand upon that
formalism both for an extended source, such as the Sun in solar occultations,
and for more general atmospheric temperature variation.
Additionally, in Chapter 4, I outlined a method for constraining atmospheric
helium abundance through a novel combination of near-infrared and radio refractiv-
ity profiles. Although the VIMS instrument did not achieve the necessary precision,
it may be possible to achieve the necessary wavelength variation instead using two ra-
dio refractivity profiles measured at different frequencies. Cassini radio occultations
have demonstrated exceptional precision on refractivity measurements, but their cor-
responding pressure levels are difficult to establish due to Saturn’s highly complex
gravitational potential. As a result, their comparison with far-infrared spectra to
obtain a helium abundance is inaccurate. Further investigation is needed to deter-
mine if such problems could circumvented using only radio refractivity profiles as
described in §4.6.
218
6.4 Concluding Remarks
Exoplanetary science is hurtling toward the answers to some of the most fun-
damental scientific questions facing humanity. With time, the study of exoplanets
will become more and more its own discipline within astronomy. It already has a
growing body of its own literature reviews and textbooks, and perhaps soon to follow
are journals, institutional departments, and degree emphases. However, we would be
remiss to lose sight of the planetary science foundation on which exoplanetary sci-
ence will always rest. As members of Earth and the Solar System, we have had the
amazing cosmic luck to be located near both small and large planets. Small planets
seem to be fairly ubiquitous in the Milky Way, so perhaps our proximity to Jupiter
and Saturn is truly the testament to our good fortune. These two giants provide us
with new angles from which to approach the most pressing questions surrounding
exoplanets, chances to ground-truth methods and ideas, and even opportunities to
sample gaseous worlds in situ. The only path forward in the study of exoplanets is
one that supports and is supported by the science rooted in the solar system. After
all, a planet is a planet, no matter near or far.
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