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Resumen 
En este trabajo se propone un sistema de control equivalente a un método numérico para el cálculo de los puntos de equilibrio de 
sistemas dinámicos, donde dichos equilibrios pueden ser empleados como señal de referencia en diversas técnicas de control. El 
procedimiento propuesto está basado en la sincronización adaptativa entre un oscilador y un modelo de referencia conducido por las 
variables de estado del oscilador. Se realiza un análisis de estabilidad y se propone un algoritmo de cálculo simplificado. Finalmente, 
se muestran resultados satisfactorios de simulación numérica.  
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Calculation Method for Equilibrium Points in Dynamical Systems Based on Adaptive Sinchronization 
Abstract 
In this work, a control system is proposed as an equivalent numerical procedure whose aim is to obtain the natural equilibrium points 
of a dynamical system. These equilibrium points may be employed later as setpoint signal for different control techniques. The proposed 
procedure is based on the adaptive synchronization between an oscillator and a reference model driven by the oscillator state variables. 
A stability analysis is carried out and a simplified algorithm is proposed. Finally, satisfactory simulation results are shown. 
Keywords: 
Adaptive control, chaos, stabilization, reference model, equilibrium point, synchronization, dynamic system. 
1. Introducción
Un sistema dinámico caótico es un sistema no lineal que es 
hipersensible a pequeños cambios en las condiciones iniciales 
(Lorenz, 1963), (Alligood, et al., 1997), (González, et al., 2005). 
Los equilibrios de dicho sistema pueden depender de algún 
parámetro, de tal forma, que una pequeña variación del mismo 
cambie el número total de los equilibrios, así como sus valores, 
pudiendo afectar también a la estabilidad de los mismos. El 
parámetro en cuestión se dice que es de bifurcación, siendo esto 
un problema añadido para el uso de algunas técnicas tradicionales 
de cálculo numérico (Kincaid, et al., 1994), (Axelsson, 1996), 
(Axelsson, 2010), (Broyden, 1965), (Fletcher, 1987), (Conde, et 
al., 1990). El método de cálculo propuesto por Barlas (Barlas, et 
al., 2001), se centra en el cálculo de los equilibrios de sistemas 
dinámicos cuya estructura del vector de campo es polinomial.  
En este trabajo proponemos un sistema de control equivalente 
a un procedimiento numérico para el cálculo de los puntos de 
equilibrio naturales de sistemas dinámicos, basado en 
sincronización adaptativa. Dicho procedimiento permite que la 
estructura del vector de campo sea polinomial o transcendente. 
La novedad del método presentado reside en que usa una técnica 
de sincronización adaptativa, como un procedimiento alternativo 
a los métodos numéricos convencionales para la solución de 
sistemas de ecuaciones no lineales, determinando sus puntos de 
equilibrio, tanto estables como inestables. Los equilibrios 
calculados pueden ser empleados como señal de referencia en 
diversas técnicas de control, como en Krishchenko (Krishchenko, 
1995), que utiliza transformaciones no lineales para la 
estabilización de equilibrios conocidos previamente, o como en 
(López, et al., 2007) que utiliza control H-infinito; así como los 
descritos en (Khalil, 2002) y (Astrom, et al., 2002), entre otros.  
El trabajo se ha organizado de la siguiente manera: en la 
sección segunda, se describe mediante un diagrama de bloques el 
sistema de control para cálculo numérico. En la sección tercera se 
realiza un análisis de estabilidad. En la sección cuarta se deduce 
un algoritmo de cálculo simplificado que facilita su 
implementación práctica y se dan indicaciones para el ajuste de 
los parámetros de control. En la sección quinta se muestran 
resultados de simulación numérica. En la sección sexta se dan las 
conclusiones.  
 
2. Cálculo de puntos de equilibrio en sistemas dinámicos  
 
Los sistemas sincronizados con un submodelo de referencia 
conducido fueron introducidos inicialmente por (Pecora et al., 
1990). Partiendo de este concepto se define el modelo de 
referencia conducido (MRC) como un modelo de referencia (MR) 
del sistema dinámico, en el cual se han sustituido las n  variables 
de estado de su vector de campo por medidas de las 
correspondientes variables de estado del sistema dinámico.  
2.1. Sistema dinámico   
Se considera que el sistema dinámico al que se pretende 
calcular sus puntos de equilibrio viene dado por: 
 
( )






f x y x  
       (1) 
 
Con ( )t Ux , U  es un conjunto abierto de n  y donde 
1( ) [ ( ),..., ( )]
T
nt x t x tx  es el vector de estado de dimensión ( 1)nx
, ( ( ))tf x  es una función vectorial expresada por el vector función 
1( ( )) [ ( ( )),..., ( ( ))]
T
nt f t f tf x x x , de dimensión ( 1)nx ; ( )ty  es el 
vector de salida de la planta que se supone igual al vector de 
estado ( )tx . 
2.2. Sistema de control para cálculo numérico de puntos de 
equilibrio 
El sistema de control para cálculo numérico de puntos de 
equilibrio que se propone a continuación, se basa en la 
sincronización adaptativa entre un oscilador y un MRC del 
mismo. Esto permite que un determinado producto matricial 
( ( )) ( )t tF p p , que está sumando al vector de campo del MRC, 
tienda al vector cero cuando t  , siendo ( ( ))tF p  una matriz 
diagonal de dimensión ( )nxn  y ( )tp  un vector adaptativo de 
dimensión ( 1)nx . Los elementos de la matriz diagonal ( ( ))tF p
coinciden en estructura con las componentes del vector de campo 
del sistema dinámico al que se pretende calcular sus puntos de 
equilibrio. La estructura del sistema se observa en el diagrama de 
bloques de la Fig. (1) compuesto por: un oscilador, la ley de 
adaptación de parámetros, la ley de control y un MRC del 
oscilador.  
 
Figura 1: Diagrama de bloques estructural del sistema de control. 
A continuación, se describen analíticamente cada uno de los 
bloques que componen la Fig. (1).   
2.3. Oscilador  









g v  
 (2) 
 
Donde ( )t Vv , V  es un abierto en 
n , siendo 
1( ) [ ( ),..., ( )]
T
nt v t v tv  
el vector de estado del oscilador de 
dimensión ( 1)nx ; ( ( ))tg v  es una función vectorial expresada por 
el vector función  1( ( )) [ ( ( )),..., ( ( ))]
T
nt g t g tg v v v  de dimensión 
( 1)nx . 
2.4. Modelo de referencia conducido del Oscilador  
El MRC del oscilador viene dado por la siguiente expresión: 
 
( )






g v u  
 (3) 
 
Donde 1( ) [ ,..., ]
T
mrc mrcnt v vmrcv  es el vector de estado del MRC 
de dimensión ( 1)nx , 1( ) [ ( ),..., ( )]
T
nt u t u tu  es el vector de 
entradas de control de dimensión ( 1)nx . 
2.5. Vector de error 
El error entre el vector de estado del oscilador y el vector de 
estado del MRC viene dado por: 
 
( ) ( ) ( ).t t t  mrce v v  (4) 
2.6. Ley de adaptación de parámetros   
La ley de adaptación de parámetros viene expresada por: 
 
( )






CF p e  
(5) 
 
Donde 11( ( )) ( ( ( )),..., ( ( )))nnt diag f t f tF p p p  es una matriz 
diagonal de dimensión ( )nxn  cuyos elementos son funciones que 
coinciden en estructura con las componentes del vector de campo 
del sistema dinámico, 1( ) [ ( ),..., ( )]
T
nt p t p tp  es el vector de 
estado adaptativo de dimensión ( 1)nx  correspondiente a la salida 
del sistema de control para el cálculo de puntos de equilibrio, 
11( ,..., )nndiag C CC  es una matriz diagonal de dimensión ( )nxn  
cuyos elementos 0iiC  ( 1,2,..., )i n  son los parámetros de 
velocidad de adaptación.  
2.7. Ley de control   
La ley de control ( )tu  viene expresada por: 
 
( ) ( ( )) ( ) ( ).t t t t u F p p Ke  (6) 
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Donde 
11( ,..., )nndiag K KK  es una matriz diagonal de 
dimensión ( )nxn  cuyos elementos son los parámetros de la ley 
de control, siendo 0iiK  ( 1,2,..., ).i n    
 
3. Análisis de estabilidad   
A continuación, se realiza un análisis del sistema de control    
para cálculo numérico con objeto de encontrar las condiciones 
que deben cumplir sus parámetros para ser estabilizado. 
3.1. Dinámica de error entre oscilador y MRC  
La dinámica de error entre el oscilador y el MRC del mismo 
se halla derivando (4) con respecto del tiempo y sustituyendo en 
la expresión resultante ( ) / ( ) / ( ) /d t dt d t dt d t dt  mrce v v  las  
expresiones (2) y (3), obteniéndose con ello la siguiente igualdad: 
 
( )






g v g v u  
(7) 
 
Sustituyendo (6) en (7) y simplificando, se obtiene la siguiente 
expresión para la dinámica de error: 
 
( )






F p p Ke  
 
(8) 
Agrupando (5) y (8) se obtiene un sistema dinámicamente 
equivalente al sistema de control de cálculo original, que viene 
dado por las siguientes expresiones: 
 
( )
( ( )) ( ) ( )
( )


















Considerando que el punto de equilibrio de (9) sea ( , )e p , se 
realiza el cambio de variables ( ) ( )t t  e e e , ( ) ( )t t  p p p , 
con objeto de trasladar el punto de equilibrio al origen, 
obteniéndose  el siguiente sistema:  
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( ( ) )( ( ) ) ( ( ) )
( )
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F p p p p K e e
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Donde el origen de coordenadas ( , )0 0  es un equilibrio trivial.      
Se emplea a continuación el segundo método de Lyapunov o 
método directo, para verificar que dicho equilibrio puede ser 
asintóticamente estable, bajo ciertas restricciones de sus 
parámetros. Se elige para ello una función V  de Lyapunov  
definida en el espacio de estados de (10), siendo :V L  
2( )nL  de clase 1C  y definida positiva en el abierto L  que 
contiene al origen de coordenadas. La función V  de Lyapunov 
elegida es:  




( ( ), ( ))
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( ( ) ) ( ( ) )
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Diferenciando (11) a lo largo de la trayectoria de (10) se llega a 
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Sustituyendo en (12) las derivadas ( ) /ide t dt  y ( ) /idp t dt






( ) ( ).nn n
dV t
K e t K e t
dt
      
(13) 
 
La expresión (13) será definida negativa si se verifican las 
siguientes desigualdades: 
 
11 220, 0, , 0.nnK K K    (14) 
 
Se concluye pues, que el punto de equilibrio ( , )0 0  es 
asintóticamente estable en el conjunto abierto L  t .  
 Como consecuencia de ello, se cumplirán las siguientes 
igualdades: lim ( ) lim ( ( ) ( ))t tt t t   mrce v v 0 , lo cual 
indica que las trayectorias del oscilador y del MRC se 
sincronizan. Esto tiene como consecuencia que 
lim ( ( )) ( )t t t F p p 0 , y por tanto, una solución posible sería 
que lim ( )t t p 0  y que lim ( ( ))t t F p 0  es decir, que las 
componentes del vector ( )tp para t   tienden a las raíces de 
la ecuación vectorial ( ( ))t F p 0 . Se concluye, que los 
equilibrios calculados coinciden con los del sistema dinámico, 
puesto que ( ( ))tF p  tiene la misma estructura que el vector de 
campo de éste. Para el caso en que lim ( )t t p 0  y 
lim ( ( ))t t F p 0  la solución arrojada sería el equilibrio del 
origen y para el caso en que lim ( ( ))t t t F p p( ) = 0  siendo 
( ( ))t F p 0  y ( )t p 0  el punto de equilibrio sería distinto del 
origen. 
 
4. Algoritmo de cálculo de puntos de equilibrio 
Partiendo del análisis de estabilidad realizado en la sección 
anterior, la expresión (9) constituye un algoritmo para el cálculo 
de los equilibrios de un sistema dinámico: 
 
( )
( ( )) ( ) ( )
( )
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Como se puede observar, en el algoritmo no aparece el 
oscilador, ya que éste se ha cancelado al simplificar la estructura 
de control inicial. La misión del oscilador es, de esta forma, 
conceptual para el desarrollo del método propuesto. 
4.1. Ajuste de los parámetros de control  
El ajuste de la matriz de parámetros de velocidad de 
adaptación C  y de la matriz de parámetros   K  se realizan de la 
siguiente forma:  
Los parámetros de velocidad de adaptación, 0iiC     para  
 1,2,...,i n , se ajustan de forma experimental, escogiéndolos 
inicialmente iguales en magnitud 
11 22 nnC C C   . Dichos 
parámetros están relacionados con la forma de la respuesta 
transitoria de la ley de adaptación.  
La matriz de parámetros K , también se ajusta 
experimentalmente, debiendo verificar sus elementos las 
siguientes desigualdades: 
11 220, 0, , 0nnK K K   . En la 
práctica, se escogen inicialmente iguales en magnitud, es decir: 
11 22 nnK K K   . 
4.2. Regla de permutaciones   
La regla de permutaciones se emplea para modificar la cuenca 
de atracción de una determinada solución de equilibrio, de 
manera que si para unas condiciones iniciales particulares, el 
algoritmo de cálculo tiende a converger siempre a la misma 
solución, la regla permite contrarrestar dicha tendencia. Se define 
como sigue:  
Si la componente i-ésima de la ecuación de error es  
1 2( ) / ( ( ), ( ), ( )) ( ) ( )i i n j ii ide t dt f p t p t p t p t K e t  ( 1,2,..., )i n  
(1,2,..., )j n , la correspondiente componente j-ésima de la ley 
de adaptación sería  1 2/ ( ( ), ( ), , ( )) ( )j jj i n idp dt C f p t p t p t e t  . 
La regla deja invariante la estabilidad del algoritmo de cálculo, 
puesto que no altera los resultados del análisis efectuado en la 
sección (3).  
En uno de los experimentos numéricos de la siguiente sección 
se verá la forma de aplicar esta regla de permutaciones. 
 
5. Resultados de simulación numérica 
Los siguientes resultados de simulación numérica se han 
obtenido aplicando el algoritmo para el cálculo de equilibrios 
propuesto en la sección (4). Para integrar numéricamente el 
algoritmo se ha empleado el método de Runge Kutta de cuarto 
orden con paso de integración t  fijo.  
5.1. Sistema caótico de Lorenz    
El sistema caótico de Lorenz (Lorenz, 1963) tiene tres puntos 
de equilibrio inestables, uno de ellos en el origen, para los valores 
de los parámetros 10  , 28r  , 8 / 3   (Guckenheinmer, et 
al., 1983), siendo los puntos de equilibrio no triviales los dos 
siguientes: ( ( 1), ( 1), ( 1))r r r      . El sistema caótico 









( ( ) ( ))
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( ) ( ) ( ) ( )
( )
( ) ( ) ( ).
dx t
x t x t
dt
dx t
rx t x t x t x t
dt
dx t













Se desea calcular los tres puntos de equilibrio inestables 
presentes en la dinámica del sistema caótico. El paso de 
integración empleado en la simulación ha sido 
510 .t s    
En este caso no se ha aplicado la regla de permutaciones, 
puesto que, el sistema converge bien a todos los puntos de 
equilibrio, de manera que los subíndices de las expresiones siguen 
el orden de los números naturales.  
El algoritmo de cálculo de equilibrios propuesto previamente 
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C p t p
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   2 1 3 2
3
33 3 1 2 3
( ) ( ) ( )) ( )
( ) 8
( ( ) ( ) ( )) ( ).
3
t p t p t e t
dp t
C p t p t p t e t
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











Donde (17) representa la dinámica encargada de calcular una raíz 
real del sistema ( ) ( ( )) 0i ip t f t p  ( 1,2,..., )i n , adaptando el 
parámetro ( )ip t  para que busque dicha raíz a partir de unas 
determinadas condiciones iniciales. Dichas condiciones iniciales 
deben pertenecer a la cuenca de atracción del equilibrio a 
estabilizar. Se han tomado como condiciones iniciales para el 
experimento numérico los valores siguientes:  
1 2 3(0) 7, (0) 7, (0) 25e e e    y 1 2 3(0) 7, (0) 7, (0) 25p p p  
; con estas condiciones iniciales el algoritmo converge al punto 
de equilibrio (8.485281374238, 8.485281374238, 27)  de la 
dinámica de bucle abierto del sistema dinámico. Para las 
condiciones iniciales 1 2 3(0) 2, (0) 7, (0) 25e e e      y 
1 2 3(0) 7, (0) 7, (0) 25p p p      el algoritmo converge al 
punto de equilibrio ( 8.485281374238, 8.485281374238, 27)   
y para las condiciones iniciales  1 2 3(0) 5, (0) 5, (0) 5e e e    y 
1 2 3(0) 5, (0) 5, (0) 5p p p    el algoritmo converge al origen. 
Los parámetros de control se han ajustado a los siguientes 
valores: 11 22 33 8K K K    y 11 22 33 35C C C   .   
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Figura 2: Diagramas temporales de las variables de estado 
1( )p t , 2( )p t  y 
3( )p t  del algoritmo de cálculo, convergiendo al punto de equilibrio inestable 
(8.485281374238, 8.485281374238, 27) de la dinámica de bucle abierto del 
sistema caótico de Lorenz. 
 
Figura 3: Diagramas temporales de las señales de error 
1( )e t , 2 ( )e t  y 3( )e t  
convergiendo al origen del sistema caótico de Lorenz. 
 
En las Fig. (2) y (3) se observa el instante de aplicación del 
control y la evolución dinámica del sistema.  
5.2. Sistema caótico de Rössler    
El sistema caótico prototipo-4 de O.E. Rössler (Rössler, 1979)   
tiene dos puntos de equilibrio inestables, uno de ellos en el origen, 
para los valores de los parámetros 0.5b   y 0.5c  ,  
(Sundarapandian, 2011), siendo el punto de equilibrio no trivial 
el siguiente: (0, 2, 2) . El sistema caótico de Rössler queda 













( ( ) ( )) ( ).
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El paso de integración empleado en la simulación ha sido  
510 .t s  El algoritmo de cálculo numérico de los puntos de 
equilibrio propuesto anteriormente aplicado al sistema de 
Rössler, viene dado por las siguientes expresiones: 
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En (19) se observa que se ha aplicado la regla de 
permutaciones, es decir, si la componente de error es 
1 3 2 3 11 1( ) /  ( )( ( )  ( ))   ( )de t dt p t p t p t K e t    , entonces la 
correspondiente componente adaptativa sería 
3 33 2 3 1( ) / ( ( )  ( )) ( )dp t dt C p t p t e t    . Se han tomado como 
condiciones iniciales para el experimento numérico los valores: 
1 2 3(0) 1, (0) 5, (0) 3e e e     y 1 2 3(0) 1, (0) 5, (0) 3p p p    . 
Con estas condiciones iniciales el algoritmo converge al punto de 
equilibrio (0, 2, 2)  de la dinámica de bucle abierto del sistema 
dinámico. El algoritmo converge al punto de equilibrio trivial 
(0, 0, 0)  para las condiciones iniciales siguientes:  
1 2 3(0) 2, (0) 5, (0) 1e e e    y 1 2 3(0) 2, (0) 5, (0) 1p p p   . 
Los parámetros de control se han ajustado a los siguientes 
valores: 11 22 33 0.2K K K    y 11 22 33 35C C C   . En las Fig. 
(4) y (5) se observa la evolución dinámica hacia un punto de 
equilibrio a partir del instante de aplicación del control.  
 
Figura 4: Diagramas temporales de las variables de estado
1( )p t , 2( )p t  y 
3( )p t  del algoritmo de cálculo, convergiendo al punto de equilibrio inestable 
(0,2, 2) de la dinámica de bucle abierto del sistema caótico de Rössler.  
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Figura 5: Diagramas temporales de las señales de error 
1( )e t , 2 ( )e t  y 3( )e t  
convergiendo al origen del sistema caótico de Rössler.  
5.3. Sistema dinámico unidimensional    
La función propuesta por Kincaid (Kincaid, et al., 1994)   
puede ser considerada como el vector de campo de un sistema 
dinámico unidimensional, en el que los puntos de equilibrio de 
dicho sistema presentan hipersensibilidad a un parámetro; es 
decir, un pequeño cambio en un determinado parámetro provoca 
una bifurcación de los equilibrios. El sistema dinámico posee los 
siguientes puntos de equilibrio: (1, 2, 3, 4, 5, 6, 7, 8) , dependiendo de 
la condición inicial elegida se tendrá una u otra solución. El 
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El algoritmo de cálculo para puntos de equilibrio aplicado al 
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En la Fig. (6) se observa la evolución dinámica del sistema a 
partir del instante de aplicación del control. Se han tomado como 
condiciones iniciales para el experimento numérico los siguientes 




Con estas condiciones iniciales el algoritmo converge al punto 
de equilibrio 6p   de la dinámica de bucle abierto del sistema 
dinámico.  
 
Figura 6: Diagramas temporales de la señal de error 
3( )e t  convergiendo al 
origen, y la variable de estado ( )p t convergiendo al punto de equilibrio 
8.272602778967p  . 
 
     Si se varía ligeramente el coeficiente de 7 ( )x t  en (20), de 
forma que tome el valor 36.001, el sistema presenta una 
bifurcación de los equilibrios, desapareciendo dos de ellos 
(Kincaid, et al., 1994), debido a esto, para las mismas condiciones 
iniciales anteriores y ese valor del coeficiente, el algoritmo 
propuesto converge hacia el punto de equilibrio 
8.272602778967p  , que se corresponde con uno de los puntos 
de equilibrio generados tras la bifurcación, se observa pues, que 
el método de cálculo propuesto permite dar resultados correctos 
en presencia de bifurcaciones de los equilibrios. Los parámetros 
de control se han ajustado a los siguientes valores: 300K   y 
20C  . El paso de integración empleado ha sido de 
610 .t s   
5.4. Sistema dinámico con estructura transcendente del vector de 
campo     
El sistema de ecuaciones propuesto en (Conde, et al., 1990) 
puede ser considerado como el vector de campo de un sistema 
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Figura 7: Diagramas temporales de las variables de estado
1( )p t , 2( )p t  y 
3( )p t  del algoritmo de cálculo, convergiendo al punto de equilibrio  
(0.67013116, 0.10172842, 0.44894138) .  
 
En la Fig. (7) se observa la evolución dinámica del sistema 
hacia el punto de equilibrio tras el instante de aplicación del 
algoritmo. Las condiciones iniciales para el experimento 
numérico vienen dadas por: 
1 2 3(0) 1, (0) 0.5, (0) 0.5e e e    
1 2 3(0) 1, (0) 0.5, (0) 0.5p p p   . Con estas condiciones 
iniciales el algoritmo converge al punto de equilibrio 
(0.67013116, 0.10172842, 0.44894138) . Los parámetros de 
control se han ajustado a  0.08iiK   y 35iiC    1,2,3i  . El 
paso de integración empleado ha sido de 












Se ha presentado un método para el cálculo de puntos de 
equilibrio de un sistema dinámico basado en el diseño de un 
sistema de control que emplea una técnica de sincronización 
adaptativa. El análisis de estabilidad realizado prueba que el 
método presentado estabiliza los puntos de equilibrio inestables 
de la dinámica de bucle abierto de un sistema dinámico dejando 
invariante los estables, y puede ser aplicado en los casos en que 
la dependencia de los equilibrios con respecto a algún parámetro 
sea muy sensible. El procedimiento propuesto se puede emplear 
como un método numérico para la solución de sistemas de 
ecuaciones no lineales. La novedad del método presentado reside 
en que usa una técnica de sincronización adaptativa como un 
procedimiento alternativo a los métodos numéricos para la 
solución de tales sistemas, permitiendo la determinación de sus 
puntos de equilibrio, tanto estables como inestables. 
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