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Abstract
We consider the imaging of arbitrary shaped, arc-like perfectly conducting cracks located in
the two-dimensional homogeneous space via linear sampling method. Based on the structure
of eigenvectors of so-called Multi Static Response (MSR) matrix, we discover the relationship
between imaging functional adopted in the linear sampling method and Bessel function of
integer order of the first kind. This relationship tells us that why linear sampling method
works for imaging of perfectly conducting cracks in either Transverse Magnetic (Dirichlet
boundary condition) and Transverse Electric (Neumann boundary condition), and explains
its certain properties. Furthermore, we suggest multi-frequency imaging functional, which
improves traditional linear sampling method. Various numerical experiments are performed
for supporting our explores.
Key words: Linear sampling method, perfectly conducting cracks, Multi Static Response
(MSR) matrix, Bessel function, numerical experiments
1. Introduction
Linear sampling methods for inverse scattering from one or several unknown scatterers
via the far-field patterns of scattered fields were originally introduced by Colton and Kirsch
[11]. It has been applied very successfully in various inverse scattering problems. Related
works can be found in [7, 8, 9, 10, 14, 21, 28] and references therein. Nowadays, linear
sampling method strongly contributes in inverse problems as they have already made earlier
in many others. This is due to the fact that it is fast to perform, is robust with respect
to the unavoidable noise, requires no a priori information about the scatterers, and can be
applied to the various types of scatterers such as point-like scatterers, cracks, and arbitrary
shaped extended inhomogeneities.
Despite of its successful applications in various area, the use of linear sampling method
were heuristic without rigorous justification. Due to this reason, many authors tried to con-
firm why this method works, see [5, 6, 15]. Although, these remarkable features have shown
feasibilities as a non-iterative imaging technique, a detailed structure analysis of imaging
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functional in linear sampling method must be considered since some phenomena cannot be
explained in traditional approach (such as unexpected appearance of ghost replicas, etc.).
The above phenomena gives us an motivation of exploring the structure of imaging functional
and correspondingly discover certain properties of linear sampling method in the reconstruc-
tion of arbitrary shaped perfectly conducting, arc-like cracks. Our exploration is based on
the physical factorization and structure of singular and eigenvectors of so called Multi-Static
Response (MSR) matrix [17]. With this, we will establish a relationship between imaging
functional in linear sampling method and Bessel function of integer order of the first kind.
Furthermore, based on this structure, we introduce a multi-frequency based linear sampling
method in order to improve traditional one.
This paper is organized as follows. In section 2, we briefly introduce two-dimensional
direct scattering problems in the existence of perfectly conducting cracks and linear sam-
pling method. In section 3, the structure of imaging functional in linear sampling method
is explored, its certain properties are discussed, and improved multi-frequency based imag-
ing functional is considered. In section 4, various numerical examples are exhibited for
supporting explored structure and properties. A short conclusion is mentioned in section 5.
2. Direct scattering problem and linear sampling method
In this section, we briefly introduce the basic concept of direct scattering problem in
the present of perfectly conducting crack and linear sampling method. A more detailed
description can be found in various works [3, 7, 9, 10, 21].
2.1. Direct scattering problem
Let Γ denotes the arbitrary shaped perfectly conducting crack located in the homoge-
neous space R2. This is an oriented piecewise smooth nonintersecting arc without cusp that
can be represented as
Γ = {φ(s) : s ∈ [a, b]} (1)
where φ : [a, b] −→ R2 is an injective piecewise C3 function.
In the existence of Γ, let u(x, θ; k) be the time-harmonic total field that satisfies the
two-dimensional Helmholtz wave equation
∆u(x, θ; k) + k2u(x, θ; k) = 0 in R2\Γ (2)
with incident direction θ and strictly positive wave number k = ω
√
µε, letting ε be the
electric permittivity and µ the magnetic permeability. Throughout this paper, applied wave
number k is of the form k = 2π/λ, where λ denotes the wavelength. For the case of
Transverse Magnetic (TM) polarization, the field cannot penetrate into Γ, i.e., u(x, θ; k)
satisfies the Dirichlet boundary condition
u(x, θ; k) = 0 on Γ. (3)
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Conversely, let us consider the Transverse Electric (TE) polarization case, letting u(x, θ; k)
be the (single-component) magnetic field that satisfies the two-dimensional Helmholtz wave
equation (2) with the Neumann boundary condition on Γ:
∂u(x, θ; k)
∂ν(x)
= 0 on Γ\ {φ(a),φ(b)} , (4)
where ν(x) is a unit normal vector to Γ at x.
Let us notice that the total field can always be decomposed as u(x, θ; k) = uinc(x, θ; k)+
uscat(x, θ; k), where uinc(x, θ; k) = exp(ikθ ·x) is the given incident field, and uscat(x, θ; k) is
the unknown scattered field, which is required to satisfy the Sommerfeld radiation condition
lim
|x|→∞
√
|x|
(
∂uscat(x, θ; k)
∂ |x| − ikuscat(x, θ; k)
)
= 0
uniformly into all directions xˆ = x
|x|
. For TM case, by [22], uscat(x, θ; k) can be represented
by the form of a single-layer potential
uscat(x, θ; k) =
∫
Γ
Φ(x,y; k)ϕ(y, θ; k)dy for x ∈ R2\Γ (5)
with unknown density function ϕ(y, θ; k). Here, Φ(x,y; k) the two-dimensional fundamental
solution to the Helmholtz equation
Φ(x,y; k) =
i
4
H10 (k |x− y|) for x 6= y,
expressed in terms of the Hankel function H10 of order zero and of the first kind. And for
TE case, by [25], uscat(x, θ; k) can be represented by the form of a double-layer potential
uscat(x, θ; k) =
∫
Γ
∂Φ(x,y; k)
∂ν(y)
ψ(y, θ; k)dy for x ∈ R2\Γ. (6)
The far-field pattern u∞(xˆ, θ; k) of the scattered field uscat(x, θ; k) is defined on S
1. It
can be represented as
uscat(x, θ; k) =
exp(ik |x|)√|x|
(
u∞(xˆ, θ; k) +O
(
1
|x|
))
uniformly in all directions xˆ = x/ |x| and |x| −→ ∞. For TM case, the far field pattern is
represented as follows
u∞(xˆ, θ; k) = −
exp(ipi
4
)√
8πk
∫
Γ
e−ikxˆ·y
(
∂u+(y, θ; k)
∂ν(y)
− ∂u−(y, θ; k)
∂ν(y)
)
dy
=
1 + i
4
√
πk
∫
Γ
e−ikxˆ·yϕ(y, θ; k)dy.
(7)
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Similarly, the far-field pattern for TE case is given by
u∞(xˆ, θ; k) = −
exp(ipi
4
)√
8πk
∫
Γ
∂e−ikxˆ·y
∂ν(y)
(
u+(y, θ; k)− u−(y, θ; k)
)
dy
=
1− i
4
√
k
π
∫
Γ
xˆ · ν(y)e−ikxˆ·yψ(y, θ; k)dy.
(8)
2.2. Linear sampling method
In this section, we apply the far-field pattern formulas (7) and (8) in order to introduce the
linear sampling method. For this purpose, we consider the following Multi-Static Response
(MSR) matrix
K(k) :=
[
Kjl(xˆj, θl; k)
]N
j,l=1
=
[
u∞(xˆj, θl; k)
]N
j,l=1
.
From now on, we assume that the directions of incident and observation are coincide i.e., if
xˆj = −θj . Then, for TM case, the MSR matrix K can be written as
K(k) =
1 + i
4
√
πk
∫
Γ
ED(xˆ,y; k)FD(xˆ,y; k)
Tdy, (9)
where ED(xˆ,y; k) is the illumination vector
ED(xˆ,y; k) =
[
exp(−ikxˆ1 · y), exp(−ikxˆ2 · y), · · · , exp(−ikxˆN · y)
]T ∣∣∣∣
xˆj=−θj
=
[
exp(ikθ1 · y), exp(ikθ2 · y), · · · , exp(ikθN · y)
]T (10)
and where FD(xˆ,y; k) is the resulting density vector
FD(xˆ,y; k) =
[
ϕ(y, θ1; k), ϕ(y, θ2; k), · · · , ϕ(y, θN ; k)
]T
. (11)
Here, {xˆj}Nj=1 ⊂ S1 is a discrete finite set of observation directions and {θl}Nl=1 ⊂ S1 is the
same number of incident directions.
Formula (9) is a factorization of the MSR matrix that separates the known incoming
wave information from the unknown information. The range of K(k) is determined by the
span of the ED(xˆ,y; k) corresponding to the Γ, i.e., we can define a signal subspace by using
a set of left singular vectors of K(k). We refer to [17, 35] for a detailed discussion.
Assume that the crack is divided into M different segments of size of order half the
wavelength λ/2. Having in mind the Rayleigh resolution limit, any detail less than one-half
of the wavelength cannot be probed, and only one point, say ym for m = 1, 2, · · · ,M , at
each segment is expected to contribute at the image space of the response matrix K(k), refer
to [4, 35, 37].
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Since the coincide configuration of incident and observation directions, MSR matrix K(k)
is complex symmetric but not Hermitian, refer to [9, 16, 33, 34, 35, 36, 37]. Hence, one must
consider the Hermitian matrix A(k) = K(k)∗K(k) with eigenvalues {σ1(k), σ2(k), · · · , σN(k)}
satisfying σ1(k) ≥ σ2(k) ≥ · · · ≥ σN(k) and corresponding eigenvectors {E1(k),E2(k), · · · ,EN(k)}.
Then, the range of A1/4 can be determined from the eigenvalues and eigenvectors of A such
that
RanA1/4 =
{
f :
N∑
n=1
|〈En(k), f〉|2√|σn(k)| < +∞
}
.
Now, by introducing a test vector gD(z; k) as
gD(z; k) :=
1√
N
[
exp(ikθ1 · z), exp(ikθ2 · z), · · · , exp(ikθN · z)
]T
. (12)
With this, imaging functional ILS(z; k) is defined as
ILS(z; k) =
(
N∑
n=1
|〈En(k), gD(z; k)〉|2√|σn(k)|
)−1
, (13)
where 〈f , g〉 = f · g. Then the value of ILS(z; k) will be almost zero whenever z /∈ Γ and
nonzero whenever z = ym ∈ Γ, for m = 1, 2, · · · ,M .
For TE case, the MSR matrix K(k) can be decomposed as
K(k) =
1− i
4
√
k
π
∫
Γ
EN(xˆ,y; k)FN(xˆ,y; k)
Tdy, (14)
where EN(xˆ,y; k) is the illumination vector
EN(xˆ,y; k) = −
[
xˆ1 · ν(y) exp(−ikxˆ1 · y), · · · , xˆN · ν(y) exp(−ikxˆN · y)
]T ∣∣∣∣
xˆj=−θj
=
[
θ1 · ν(y) exp(ikθ1 · y), · · · , θN · ν(y) exp(ikθN · y)
]T (15)
and where FN(xˆ,y; k) is the corresponding density vector
FN(xˆ,y; k) =
[
ψ(y, θ1; k), ψ(y, θ2; k), · · · , ψ(y, θN ; k)
]T
. (16)
Formula (14) is a factorization of the MSR matrix that, like with the Dirichlet boundary
condition case, separates the known incoming plane wave information from the unknown
information. The range of K(k) is determined by the span of the EN(xˆ,y; k) corresponding
to the Γ, i.e., we can define a signal subspace by using a set of left singular vectors of K(k).
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The imaging algorithm for the Neumann boundary condition case is very similar to the
Dirichlet boundary condition case. Based on the structure of (15), define a vector
gN(z; k) =
1√
N
[
θ1 · ν(z) exp(ikθ1 · z), · · · , θN · ν(z) exp(ikθN · z)
]T
(17)
Since the unit normal ν(x) is unknown, for each point z of the search domain, we use a set
of directions ν l(z) for l = 1, 2, · · · , L, and we choose ν l(x) which is to maximize the imaging
functional among these directions at z. With this considerations, ILS(z; k) is defined as
ILS(z; k) =
{
N∑
n=1
(
max
1≤l≤L
|〈En(k), gN(z; k)〉|2√|σn(k)|
)}−1
.
Remark 2.1. Due to the unknown of normal direction to Γ, mapping of ILS(z; k) requires
large computational costs. Moreover, based on the results in [31, 35, 37], the results are poor
in general. Hence, throughout this paper, we apply (12) for TE case instead of using (17)
and explore its structure.
3. Structure of imaging functional
In this section, we carefully identify the structure of (13) for TM and TE cases. For this,
we recall some useful results as follows.
Lemma 3.1 (See [13, 31]). For sufficiently large N , θn ∈ S1, n = 1, 2, · · · , N , and any
two-dimensional vectors ξ,x ∈ R2, following relation holds:
N∑
n=1
exp(iωθn · x) ≈
∫
S1
exp(iωθ · x)dθ = 2πJ0(ω|x|),
N∑
n=1
θn · ξ exp(ikθn · x) ≈
∫
S1
θ · ξ exp(ikθ · x)dθ = 2πi
(
x
|x| · ξ
)
J1(k|x|),
where Jn denotes the Bessel function of integer order n of the first kind.
Lemma 3.2 (See [30]). Let gD(z; k) be a test vector defined in (12), N is sufficiently large
enough, and the Singular Value Decomposition (SVD) of A(k) is written by
A(k) = K(k)∗K(k) =
N∑
n=1
τn(k)Un(k)Vn(k)
∗,
where τn(k) denotes the singular values of A(k) satisfying
τ1(k) ≥ τ2(k) ≥ · · · ≥ τM(k)
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and
τn(k) ≈ 0 for n > M, (18)
Un(k) and Vn(k) are left- and right-singular vectors of A, respectively. Let IN be the N×N
identity matrix and
Ψ(z,ym; k) :=
(
IN −
M∑
n=1
Un(k)Un(k)
∗
)
gD(z; k) =
(
N∑
n=M+1
Un(k)Un(k)
∗
)
gD(z; k).
Then for TM case, Ψ(z,ym; k) is represented as
Ψ(z,ym; k) = 1−
M∑
m=1
J0(k|ym − z|)2. (19)
And for TE case, Ψ(z,yn; k) is written as
Ψ(z,ym; k) = 1−
M∑
m=1
(
ym − z
|ym − z| · ν(ym)
)2
J1(k|ym − z|)2. (20)
Now, we state the main result about the structure of imaging functional (13).
Theorem 3.3. Assume that k and N are sufficiently large enough and gD(z; k) is defined
in (12). Let N := {1, 2, · · · , N} and ρ : N −→ N be a bijection. Then
1. For TM case, ILS(z; k) can be represented as follows.
ILS(z; k) ≈
{
M∑
n=1
J0(k|yn − z|)2√|σρ−1(n)(k)| +
1√
ǫ
(
1−
M∑
n=1
J0(k|yn − z|)2
)}−1
, (21)
2. For TE case, ILS(z; k) can be represented as follows.
ILS(z; k) ≈
{
M∑
n=1
1√|σρ−1(n)(k)|
(
yn − z
|yn − z| · ν(yn)
)2
J1(k|yn − z|)2
+
1√
ǫ
(
1−
M∑
n=1
(
yn − z
|yn − z| · ν(yn)
)2
J1(k|yn − z|)2
)}−1
,
(22)
where ǫ is a small value close to zero.
Proof. Based on the Eigenvalue Decomposition (ED) and SVD of hermitian matrix A(k),
we can observe that
A(k) =
N∑
n=1
σn(k)En(k)En(k)
T =
N∑
n=1
τn(k)Un(k)Vn(k)
∗. (23)
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Therefore, for n = 1, 2, · · · , N , |σn(k)| ≈ τρ(n)(k), and En(k) ≈ Uρ(n)(k) or En(k) ≈
−Uρ(n)(k). This means that (13) can be rewritten as
ILS(z; k) ≈
(
N∑
n=1
|〈Uρ(n)(k), gD(z; k)〉|2√|τρ(n)(k)|
)−1
=
(
N∑
n=1
|〈Un(k), gD(z; k)〉|2√
τn(k)
)−1
.
Throughout this proof, based on (18), we let τn(k) ≈ ǫ for n = M + 1,M + 2, · · · , N .
1. For TM case, Based on the physical factorization of MSR matrix, Un(k) is of the form
(see [17] for instance)
Un(k) ≈ 1√
N
[
exp(ikθ1 · yn), exp(ikθ2 · yn), · · · , exp(ikθN · yn)
]T
= gD(yn; k),
for n = 1, 2, · · · ,M . With this, we can easily evaluate
M∑
n=1
|〈Un(k), gD(z; k)〉|2√
τn(k)
=
M∑
n=1
|〈gD(yn; k), gD(z; k)〉|2√
τn(k)
=
M∑
n=1
1√
τn(k)
(
1
N
N∑
p=1
exp(ikθp · (yn − z))
)2
=
M∑
n=1
J0(k|yn − z|)2√
τn(k)
=
M∑
n=1
J0(k|yn − z|)2√|σρ−1(n)(k)| .
(24)
And, by (19), we can evaluate following
N∑
n=M+1
|〈Un(k), gD(z; k)〉|2√
τn(k)
≈
N∑
n=M+1
gD(z; k)
∗Un(k)Un(k)
∗gD(z; k)√
ǫ
=
1√
ǫ
gD(z; k)
∗
(
N∑
n=M+1
Un(k)Un(k)
∗
)
gD(z; k)
=
1√
ǫ
gD(z; k)
∗
(
IN −
M∑
n=1
Un(k)Un(k)
∗
)
gD(z; k)
=
1√
ǫ
(
1−
M∑
n=1
|〈Un(k), gD(z; k)〉|2
)
=
1√
ǫ
(
1−
M∑
n=1
J0(k|yn − z|)2
)
.
(25)
Hence, (21) can be derived by combining (24) and (25).
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2. For TE case, Based on the physical factorization of MSR matrix, Un(k) is of the form
(see [17] for instance)
Un(k) ≈ 1√
N
[
θ1 · ν(yn) exp(ikθ1 · yn), · · · , θN · ν(yn) exp(ikθN · yn)
]T
= gN(yn; k),
for n = 1, 2, · · · ,M . With this, we can evaluate
M∑
n=1
|〈Un(k), gD(z; k)〉|2√
τn(k)
=
M∑
n=1
|〈gN(yn; k), gD(z; k)〉|2√
τn(k)
=
M∑
n=1
1√
τn(k)
(
1
N
N∑
p=1
θp · ν(yn) exp(ikθp · (yn − z))
)2
=
M∑
n=1
1√
τn(k)
(
yn − z
|yn − z| · ν(yn)
)2
J1(k|yn − z|)2
=
M∑
n=1
1√|σρ−1(n)(k)|
(
yn − z
|yn − z| · ν(yn)
)2
J1(k|yn − z|)2.
(26)
And, by (20), we can evaluate following
N∑
n=M+1
|〈Un(k), gD(z; k)〉|2√
τn(k)
≈
N∑
n=M+1
gD(z; k)
∗Un(k)Un(k)
∗gD(z; k)√
ǫ
=
1√
ǫ
gD(z; k)
∗
(
N∑
n=M+1
Un(k)Un(k)
∗
)
gD(z; k)
=
1√
ǫ
gD(z; k)
∗
(
IN −
M∑
n=1
Un(k)Un(k)
∗
)
gD(z; k)
=
1√
ǫ
(
1−
M∑
n=1
|〈Un(k), gD(z; k)〉|2
)
=
1√
ǫ
(
1−
M∑
n=1
(
yn − z
|yn − z| · ν(yn)
)2
J1(k|yn − z|)2
)
.
(27)
Hence, (22) can be derived by combining (26) and (27).
Based on the recent works [2, 13, 16, 18, 20, 23, 29, 31, 32, 33, 34, 36, 39], it is con-
firmed that applying multi-frequency offers better results than applying single-frequency
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in subspace migration and MUSIC algorithm. Hence, it is expected that following multi-
frequency based imaging functional
ILSM(z; k1, kF ) =
(
F∑
f=1
N∑
n=1
|〈En(kf), gD(z; kf)〉|2√|σn(kf)|
)−1
, (28)
should be an improved version of (13). Following result supports this fact. The proof is
similar to the [31, Theorem 3.2] and [31, Theorem 3.9] for TM and TE case, respectively.
Theorem 3.4. Assume that k1 < k2 < · · · < kF , and N are sufficiently large enough and
gD(z; kf) is defined in (12). Let N := {1, 2, · · · , N}, ρf : N −→ N be a one-to-one function
for each f = 1, 2, · · · , F , and ǫ is a small value close to zero. Then
1. For TM case, ILSM(z; k1, kF ) can be represented as follows
ILSM(z; k1, kF ) ≈


F∑
f=1
M∑
n=1
J0(kf |yn − z|)2√
|σρ−1
f
(n)(k)|
+
F√
ǫ
(
1−
M∑
n=1
Λ1(z,yn; k1, kF )
)

−1
,
(29)
where
Λ1(z,yn; k1, kF ) =
kF
kF − k1
(
J0(kF |yn − z|)2 + J1(kF |yn − z|)2
)
− k1
kF − k1
(
J0(k1|yn − z|)2 + J1(k1|yn − z|)2
)
.
2. For TE case, ILSM(z; k1, kF ) can be represented as follows
ILSM(z; k1, kF ) ≈


F∑
f=1
M∑
n=1
1√
|σρ−1
f
(n)(k)|
(
yn − z
|yn − z| · ν(yn)
)2
J1(kf |yn − z|)2
+
F√
ǫ
(
1−
M∑
n=1
(
yn − z
|yn − z| · ν(yn)
)2 ∫ kF
k1
J1(k|yn − z|)2dk
)}−1
.
(30)
4. Numerical examples
In this section, some numerical results are exhibited for supporting identified structure
(21). For this, three small cracks
Γ1 =
{
[s− 0.6,−0.2]T : −ℓ ≤ s ≤ ℓ}
Γ2 =
{
Rpi/4[s+ 0.4, s+ 0.35]
T : −ℓ ≤ s ≤ ℓ}
Γ3 =
{
R7pi/6[s+ 0.25, s− 0.6]T : −ℓ ≤ s ≤ ℓ
}
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and three extended cracks are chosen:
Γ4 =
{[
s,
1
2
cos
sπ
2
+
1
5
sin
sπ
2
− 1
10
cos
3sπ
2
]T
: s ∈ [−1, 1]
}
Γ5 =
{[
2 sin
s
2
, sin s
]T
: s ∈
[
π
4
,
7π
4
]}
Γ6 =
{[
s− 0.2,−0.5s2 + 0.6]T : s ∈ [−0.5, 0.5]} ∪ {[s+ 0.2, s3 + s2 − 0.6]T : s ∈ [−0.5, 0.5]} .
Here, Rθ denotes the rotation by θ and ℓ = 0.05. We apply N = 12 different incident
and observation directions for small (Γ1,Γ2,Γ3), N = 32 (TM case) and N = 48 (TE case)
directions for extended cracks (Γ4,Γ5,Γ6), respectively, such that
θn =
[
cos
2πn
N
, sin
2πn
N
]T
,
and wavenumber kf is of the form k = 2π/λf , where λf is the given wavelength for f =
1, 2, · · · , F = 10.
It is worth emphasizing that every Far-field pattern datas u∞(xˆ, θ; k) of (7) and (8)
are generated by the formulation involving the solution of a second-kind Fredholm integral
equation along the crack (see [27, Chapter 3] and [27, Chapter 4] for single and multiple
cracks, respectively) in order to avoid inverse crime. After obtaining the dataset, a 20dB
white Gaussian random noise is added.
Figure 1 shows the distributions of eigenvalue and singular values of A(k) for λ = 0.4
when the crack is Γ4 in order to examine (23). Based on this figure, we can easily observe
that the values |σn(k)|, n = 1, 2, · · · , N , are almost same as τρ(n)(k) when ρ(n) = N −n+1.
In Table 1, evaluated values of |En(k) − Uρ(n)(k)| are shown for n = 1, 2, · · · , 20. These
values tells us that every eigenvectors En(k) and singular vectors are Uρ(n)(k) almost same
except the directions (for example, E1(k),E3(k),E5(k), · · · ).
Figure 2 shows the maps of ILS(z; k10) and ILSM(z; k1, k10) (right) for λ1 = 0.6 and
λ10 = 0.4. As we observed in Theorem 3.3, ILS(z; k10) plots peak of large magnitude at
the location of Γj, small magnitude at z /∈ Γj for j = 1, 2, 3, and unexpected artifacts.
However, in the map of ILSM(z; k1, k10), there artifacts are successfully eliminated hence, we
can identify (locations and rotations) cracks more easier.
Figures 3, 4, and 5 show the maps of ILS(z; k10) and ILSM(z; k1, k10) (right) for λ1 = 0.7
and λ10 = 0.4 in TM case. Similar to the imaging of small cracks, we can identify that
single-frequency linear sampling method offers very good result but unexpected artifacts are
still remaining. However, multi-frequency linear sampling method successfully eliminates so
that we can identify the shape of extended cracks more accurately.
Figures 6, 7, and 8 show the maps of ILS(z; k10) and ILSM(z; k1, k10) (right) for λ1 = 0.6
and λ10 = 0.4 in TE case. As we observed in Theorem 3.3, ILS(z; k10) and ILSM(z; k1, k10)
generate two curves with large magnitude in the neighborhood of cracks. Opposite to the
TM case, ILS(z; k10) does not produces good result but ILSM(z; k1, k10) still yields acceptable
results.
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Figure 1: Distribution of singular values (left) and eigenvalues (right) of A(k) when λ = 0.4. In this case,
ρ(n) = N − n+ 1.
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Figure 2: (TM case) Maps of ILS(z; k10) (left) and ILSM(z; k1, k10) (right) for λ1 = 0.6 and λ10 = 0.4 when
the cracks are Γ1 ∪ Γ2 ∪ Γ3.
5. Concluding remark
Based on the structure and relationship of eigenvectors and singular vectors of MSR ma-
trix, and integral representation formula of the Bessel function, we examined the structure of
single- and multi-frequency electromagnetic imaging functions adopted in the famous linear
sampling method. Because of the oscillation aspect of the Bessel function, we confirmed the
reason behind the improved imaging performance by successfully applying high and multiple
frequencies.
Throughout numerical results, it is confirmed that linear sampling method offers good
results but they do not guarantee complete shaping of cracks. However, they can be adopted
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n |En(k)−Uρ(n)(k)| n |En(k)−Uρ(n)(k)|
1 2.00000000000000000000 11 1.65562620502031e− 15
2 6.65870414549247e− 15 12 2.41720215436400e− 15
3 2.00000000000000000000 13 2.43989740405264e− 15
4 1.84821973386216e− 10 14 2.00000000000000000000
5 2.00000000000000000000 15 1.57744220582806e− 14
6 1.56714451336802e− 11 16 2.00000000000000000000
7 2.00000000000000000000 17 2.00000000000000000000
8 5.94301230666634e− 14 18 9.46987310586183e− 12
9 2.00000000000000000000 19 2.00000000000000000000
10 2.00000000000000000000 20 6.20211785729028e− 10
Table 1: Evaluated values of |En(k)−Uρ(n)(k)| with ρ(n) = N − n+ 1.
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Figure 3: (TM case) Maps of ILS(z; k10) (left) and ILSM(z; k1, k10) (right) for λ1 = 0.7 and λ10 = 0.4 when
the crack is Γ4.
as a good initial guess of a level-set evolution or of a standard iterative algorithm [1, 12, 22,
26, 38] so that more accurate shape of cracks can be obtained.
Based on recent works in [2, 19, 23], it has shown that subspace migration and MUSIC
algorithm can be applied to limited-view inverse scattering problems for imaging of small
targets. Motivated this, identifying the structure of imaging function used in the linear sam-
pling method in the limited-view problem should be an interesting research topic. Moreover,
discovering some properties of linear sampling method in the imaging of perfectly conducting
cracks with Neumann boundary condition will be a remarkable subject.
In this paper, we considered the linear sampling method for imaging of perfectly conduct-
ing cracks. Extension to the arbitrary shaped extended target and to the three-dimensional
problem will be an interesting problem.
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Figure 4: (TM case) Same as Figure 3 except the crack is Γ5.
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Figure 5: (TM case) Same as Figure 3 except the cracks are Γ6.
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