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In this paper, we study the minimal period problem for the first-order Hamilto-
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1. INTRODUCTION AND MAIN RESULTS
In this paper, we study the minimal period problem of the Hamiltonian
systems
x s JH9 x , ; x g R2 N , HSŽ . Ž .Ç
where x s dxrdt, H9 denotes the gradient with respect to the variable x,Ç
and J is the standard symplectic matrix
0 yINJ s ,ž /I 0N
N w xwhere I is the identity matrix on R and N is a positive integer. In 24 ,N
Ž .Rabinowitz conjectured that for any given T ) 0 the system HS possesses
2Ž 2 N .a nonconstant periodic solution with minimal period T if H g C R , R
and satisfies the following conditions:
Ž . Ž . 2 NH1 H x G 0 for all x g R .
Ž . Ž . Ž < < 2 .H2 H x s o x as x “ 0.
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Ž .H3 There are constants m ) 2 and r ) 0 such that0
< <0 - mH x F x ? H9 x for x G r .Ž . Ž . 0
Since then, there have been many papers on this minimal period problem
Ž w x .cf. 2, 3, 6]10, 12]15, 21]23 and the references therein . If H is strictly
Ž .convex, i.e., H0 x is positive definite except x s 0, Ekeland and Hofer
Ž w x.cf. 9 proved that Rabinowitz's conjecture is true.
In this paper, we study the minimal period problem for the Hamiltonian
Ž .systems HS which may not be strictly convex. We obtain estimates on the
minimal period of the corresponding nonconstant periodic solutions of
Ž .HS . The first result is the following theorem.
2Ž 2 N . Ž . Ž .THEOREM 1.1. Suppose that H g C R , R satisfies H1 ] H3 and
Ž . Ž . 2 NH4 H0 x is semipositi¤e definite for all x g R .
Ž .Then for e¤ery T ) 0, the system HS possesses a nonconstant T-periodic
Ž .solution with the minimal period not smaller than Tr 2 N .
1Ž .Next we consider the minimal period problem for H x s h x ? x q02
Ã 2 NŽ . Ž .H x , where h g L R , the set of all symmetric real 2 N = 2 N matri-0 s
w x w xces. This is motivated by 12 and 24 , where they considered the case in
which h is a positive definite matrix.0




D h s for m G 1; D h s yh. 1.1Ž . Ž . Ž .m 0T 0mJ y h
2p
We define an index of h by
‘
0 yind h s dim M D h q dim M D h y 2 N , 1.2Ž . Ž . Ž . Ž .Ž . Ž .Ž .ÝT m m
ms0
yŽ . 0Ž .where M ? and M ? denote, respectively, the negative definite and null
subspace of the self-adjoint linear operator defining it.
We have the following general result.
2Ž 2 N .THEOREM 1.2. Suppose that H g C R , R and there exists a semiposi-
12 N ÃŽ . Ž . Ž .ti¤e definite matrix h g L R such that H x s h x ? x q H x for all0 s 02
2 N ÃŽ . Ž . Ž .x g R , and H x satisfies H1 ] H4 .
Ž .Then for e¤ery T ) 0, the system HS possesses a nonconstant T-periodic
Ž Ž .solution with the minimal period not smaller than Tr ind h q dim ker hT 0 0
.q 1 .
FEI, KIM, AND WANG218
As a direct consequence, we have
COROLLARY 1.3. Suppose that H satisfies the conditions of Theorem 1.2.
Then the following hold:
Ž . 5 5 Ž .1 For e¤ery 0 - T - 2pr h with h / 0, the system HS pos-0 0
sesses a nonconstant T-periodic solution with the minimal period not smaller
Ž .than Tr dim ker h q 1 .0
Ž . y1 Ž .2 If h s P diag w , w , . . . , w P with w G 0 for 1 F j F 2 N0 1 2 2 N j
and P being a nonsingular matrix which satisfies PJ s JP, then for any
1r2  4 Ž .0 - T - 2prd , where d s max w w : 1 F j F N , the system HSj jqN
possesses a periodic solution with minimal period not smaller than
Ž .Tr dim ker h q 1 .0
To prove these theorems, first we use the iteration formula of the
Ž w x.Maslov-type index theory developed by Dong and Long cf. 7 to obtain a
new relationship between the iteration number and the Maslov-type in-
Ž .dices Theorem 3.2 . Then we use the Galerkin approximation procedure
Ž w x. w xcf. 5, 16, 27 and the ideas used in 10 to get the conclusions.
Notice that in Theorem 1.1, Theorem 1.2, and Corollary 1.3 we give
Ž .estimates on the minimal period only under the weaker condition H4 ,
Ž .i.e., H0 x is semipositive definite. We do not need any other strictly
convex conditions on H. If H satisfies additional conditions, we can show
Žthat the T-periodic solution has a minimal period T see Remark 4.1 and
.Corollary 4.2 .
The paper is organized as follows. In Section 2, we compute the
Maslov-type index for constant matrices and establish a relation between
Ž .the index ind h and the Maslov-type index for the constant matrix h. InT
Section 3, we use the iteration formula of the Maslov-type index theory to
estimate the iteration number and prove Theorem 3.2. This is motivated by
w x7 . Finally in Section 4, by using the Galerkin approximation procedure
w x w xand the ideas contained in 10 and 24, 25 , we prove our main results.
2. COMPUTATION OF THE MASLOV-TYPE INDEX
w xIn this section, we use the notions and results in 18]20 to establish a
computation formula of the Maslov-type index for any symmetric matrix
Ž 2 N . Ž .h g L R . We obtain the relation between ind h and the Maslov-types T
Ž 2 N .index for h g L R and get some useful corollaries. The idea comess
w xfrom 16 .
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Ž .  Ž 2 N . T 4Set Sp 2 N s M g L R N M JM s J . For any T ) 0, let S ss T
Ž . Ž . Ž Ž 2 N .. Ž .Rr T Z . For B t g C S , L R , let g t be the fundamental solutionT s
of the linear Hamiltonian systems:
y s JB t y , y g R2 N , 2.1Ž . Ž .Ç
Ž .with g 0 s I. Then g g P , which is defined as follows:T
1 w xP s g g C 0, T , Sp 2 N N g 0 s I , g T s g 0 g T Ž . Ž . Ž . Ž . Ž .Ž . Ç ÇT
2.2 .Ž .
B ? ’ y Jg ? gy1 ? g C S , L R2 N .Ž . Ž . Ž . Ž . 4Ç Ž .T s
Ž .On the other hand, any g g P is the fundamental solution of 2.1 , withT
Ž . Ž .B t defined as in 2.2 .
For every g g P , the Maslov-type index of g is defined as a pair ofT
integers,
 4i , n ’ i g , n g g Z = 0, 1, . . . , 2 N ,Ž . Ž . Ž .Ž .T T T T
where i is the index part andT
n ’ dim ker g T y IŽ .Ž .T
Ž . Ž .is the nullity. We also call i , n the Maslov-type index of B t if g is theT T
Ž . Ž . Ž w x.fundamental solution of 2.1 corresponding to B t cf. 19, 20 .
1r2, 2Ž 2 N .Let E s W S , R . Recall that E consists of those z gT
2Ž 2 N .L S , R whose Fourier seriesT
‘ 2p 2p
z t s a q a cos kt q b sin ktŽ . Ý0 k kž / ž /ž /T Tks1
satisfies
‘T2 2 2 25 5 < < < < < <z ’ T a q k a q b - ‘.Ž .Ý0 k k2 ks1
The inner product in E is given by
‘T
X X X² :z , z9 s Ta ? a q k a ? a q b ? b . 2.3Ž . Ž .Ý0 0 k k k k2 ks1
Ž .Let L E denote the space of the bounded self-adjoint linear operatorss
Ž .on E, and let L E denote the space of compact operators on E. Forc
Ž . Ž Ž 2 N .. Ž .B t g C S , L R , we define two operators A, B g L E by extend-T s s
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ing the bilinear forms
T T² : ² :Ax , y s yJx , y dt , Bx , y s B t x , y dt 2.4Ž . Ž . Ž .Ž .ÇH H
0 0
2 N Ž .on E. Then ker A s R , the Fredholm index ind A s 0, and B g L Ec
Ž w x.cf. 18 . Using the Floquet theory, we have
n s dim ker A y B . 2.5Ž . Ž .T
Set
2p 2p
2 NE m s z g E N z t s a cos mt q b sin mt , a, b g RŽ . Ž .½ 5ž / ž /T T
and
E s E 0 q E 1 q ??? qE m .Ž . Ž . Ž .m
 4Let P be the orthogonal projection from E to E . Then P is anm m m
approximation scheme w.r.t. A, i.e.,
Ž .1 E s P E s ker A, E s P E is finite dimension for m G 1.0 0 m m
Ž .2 P x “ x as m “ ‘ for any x g E.m
Ž .3 P A s AP , ;m G 0.m m
qŽ . yŽ . 0Ž .For d ) 0, we denote by M ? , M ? , and M ? the eigenspace corre-d d d
w . Ž x Ž .sponding to the eigenvalue l belonging to d, q‘ , y‘, yd , and yd, d
qŽ . yŽ . 0Ž .respectively, and denote by M ? , M ? , and M ? , respectively, the
positive, negative definite, and null subspace of the self-adjoint linear
Ž . a Ž .y1operator defining it. For any L g L E we denote L s L N , ands Im L
Ž .P LP ’ P LP N : E “ E .m m m m E m mmw xIn 10 , Fei and Qiu proved the following theorem.
w x Ž . Ž Ž 2 N ..THEOREM 2.1 10 . For any B t g C S , L R with Maslo¤-typeT s
1 y1aŽ . 5Ž . 5index i , n and any constant 0 - d F A y B , there exists m* ) 0T T 4
such that for m G m* we ha¤e
1qdim M P A y B P s dim E y i y n , 2.6Ž . Ž .Ž .d m m m T T2
1ydim M P A y B P s dim E q i , 2.7Ž . Ž .Ž .d m m m T2
dim M 0 P A y B P s n , 2.8Ž . Ž .Ž .d m m T
Ž . Ž . Ž .where B is the operator defined by 2.4 corresponding to B t . If B t s h g
Ž 2 N . Ž . Ž . U Ž Ž . .L R is a constant matrix, then 2.6 ] 2.8 hold, with M P A y B Ps d m m
Ž Ž . .being replaced by M* P A y B P for ) s q, y, 0.m m
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Ž 2 N . Ž . Ž .For any h g L R and any T ) 0, let D h and ind h be given bys m T
Ž . Ž . w x1.1 and 1.2 . Denote the Maslov-type index of h on 0, T by
Ž Ž . Ž ..i h , n h .T T
Our main result in this section is the following theorem.
Ž 2 N .THEOREM 2.2. For any T ) 0 and h g L R , we ha¤es
‘
y yi h s dim M yh y N q dim M D h y 2 N ,Ž . Ž . Ž .Ž . Ž .Ž .ÝT m
ms1
‘
0 0n h s dim M yh q dim M D h ,Ž . Ž . Ž .Ž .ÝT m
ms1
ind h s i h q n h y N.Ž . Ž . Ž .T T 1 T 1
Ž .Proof. Let B be the operator defined by 2.4 corresponding to h. By
Ž . Ž .2.3 and 2.4 , the operators A and B have explicit expressions:
‘ 2p 2p 2p
Az s yJb cos mt q Ja sin mtÝ m mž / ž /ž /T T Tms1
‘ 2p 2p
y1Bz s ha q m ha cos mt q hb sin mt .Ý0 m mž / ž /ž /T Tms1
Thus for a, b g R2 N, we have
A y B a s yha,Ž .
2p 2p
A y B a cos mt q b sin mtŽ . ž / ž /ž /T T
y1 2p 2p 2p 1 2p
s ha y Jb cos mt q Ja y hb sin mt .ž / ž / ž / ž /m T T T m T
2.9Ž .
Ž w x.By a straightforward computation cf. 16 , we have
n
dim M* P A y B P s dim M* D h , ) s q, y, 0.Ž . Ž .Ž . Ž .Ýn n m
ms0
2.10Ž .
Ž .By 1.1 it is easy to show that there exists m ) 0 such that for m G m0 0
dim My D h s 2 N , dim M 0 D h s 0. 2.11Ž . Ž . Ž .Ž . Ž .m m
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Ž .Since ker A y B ; E for some n ) 0, by Theorem 2.1 there existsn 00
n G n such that for n G n1 0 1
1ydim M P A y B P s dim E q i h 2.12Ž . Ž . Ž .Ž .n n n T2
dim M 0 P A y B P s n h . 2.13Ž . Ž . Ž .Ž .n n T
Notice that
dim E 0 s 2 N , dim E m s 4N for m G 1.Ž . Ž .
Ž . Ž . Ž .Combining this with 2.10 ] 2.13 and 1.2 yields the conclusions.
Ž 2 N .COROLLARY 2.3. Gi¤en two matrices h , h g L R .1 2 s
Ž .i If h y h is semipositi¤e definite, then for any T ) 01 2
i h q n h G i h q n h ,Ž . Ž . Ž . Ž .T 1 T 1 T 2 T 2
i h y i h G dim Mq h y dim Mq h G 0.Ž . Ž . Ž . Ž .T 1 T 2 1 2
Ž . Ž . Ž .ii If h is semipositi¤e definite, then i h q n h G N for any1 T 1 T 1
Ž . Ž . Ž . Ž .T ) 0. Moreo¤er, if T 9 G T ) 0, then i h q n h G i h q n h .T 9 1 T 9 1 T 1 T 1
Proof. By Theorem 2.2, we have
‘
y yi h y i h s dim M D h y dim M D hŽ . Ž . Ž . Ž .Ž . Ž .Ž .ÝT 1 T 2 m 1 m 2
ms0
i h q n h y i h y n hŽ . Ž . Ž . Ž .T 1 T 1 T 2 T 2
‘
q qs dim M D h y dim M D h .Ž . Ž .Ž . Ž .Ž .Ý m 2 m 1
ms0
Notice that
yh s yh q h y hŽ .2 1 1 2
and
T h y h 01 2D h s D h q .Ž . Ž .m 2 m 1 ž /0 h y h2p 1 2
If h y h is semipositive definite, then by a straightforward computation1 2
Ž . Ž . Ž .we have the conclusion i . The conclusion ii follows from i and the
Ž . Ž . Ž . Ž .following facts. 1 For h s 0, i h q n h s N. 2 If T 9 G T , then2 T 2 T 2
Ž .T 9rT h y h is semipositive definite. The proof is completed.1 1
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Ž 2 N .COROLLARY 2.4. For any T ) 0 and h g L R , we ha¤e0 s
Ž . Ž . Ž . qŽ .i The integers N q i h q n h and dim M h qT 0 T 0 0
0Ž .dim M h possess the same parity.0
Ž . Ž . Ž .ii If h is semipositi¤e definite, then the integers i h q n h and0 T 0 T 0
N possess the same parity.
TProof. For h s h , we consider the eigenvalue problem02p
x xyh ymJ 1 1s l . 2.14Ž .ž / x xž / ž /mJ yh 2 2
By an easy computation we have
y1
x s l J q Jh xŽ .1 2m
1
x s l J q Jh x .Ž .2 1m
This implies
1 2I q l J q Jh x s 0Ž .2 N 12ž /m
2.15Ž .
1
x s l J q Jh xŽ .2 1m
or
1 2I q l J q Jh x s 0Ž .2 N 22ž /m
2.16Ž .
1
x s y l J q Jh x .Ž .1 2m
y 1rm l J q Jh aŽ .Ž .0Ž .If s y is an eigenvector corresponding to the eigenvalue1a
aŽ . Ž .l , then by 2.15 we know that y s is also an eigenvector1rm l J q Jh aŽ .0 2 Ž .0
corresponding to l , and0
1 1TT Ty ? y s y l J q Jh a ? a q a ? l J q Jh a s 0.Ž . Ž .Ž . Ž .1 2 0 0m m
Ž .Thus the multiplicity of each eigenvalue of 2.14 is even, and we have
dim M* D h is even for m G 1 and ) s q, y, 0. 2.17Ž . Ž .Ž .m 0
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Ž . Ž .By Theorem 2.2 and 2.17 , we get the conclusion i . If h is semipositive0
q 0Ž . Ž . Ž .definite, then dim M h q dim M h s 2 N. Thus ii holds.0 0
2p2 NŽ .COROLLARY 2.5. 18 For any h g L R , if 0 - T - , then5 50 s h0
i h s dim Mq h y N , n h s dim M 0 h . 2.18Ž . Ž . Ž . Ž . Ž .T 0 0 T 0 0
y1 Ž .28 Suppose that h s P diag w , w , . . . , w P, where P is a non-0 1 2 2 N
singular matrix which satisfies PJ s JP.
Ž . Ž .i If w w F 0 for 1 F j F N, then 2.18 holds for any T ) 0.j Nqj
Ž .  4 Ž .ii If d s max w w : 1 F j F N ) 0, then 2.18 holds for anyj Nqj
0 - T - 2prd1r2
2p Ž .Proof. If 0 - T - , by 1.1 we have5 5h0
dim My D h s 2 N , dim M 0 D h s 0 for m G 1. 2.19Ž . Ž . Ž .Ž . Ž .m 0 m 0
Then by Theorem 2.2 we have conclusion 18.
Ž . Ž . Ž .By 2.14 ] 2.16 , the eigenvalues of 2.14 are the solutions of the
equation
1 2I q l J q Jh s 0.Ž .2 N 2m
T y1 Ž .Let d s w for 1 F j F 2 N, and h s P diag d , d , . . . , d P. Sincej j 1 2 2 N2p
PJ s JP, by direct computation, the above equation implies that
m2 y l q d l q dŽ . Ž .Ž .1 Nq1
? m2 y l q d l q d ??? m2 y l q d l q d s 0.Ž . Ž . Ž . Ž .Ž . Ž .2 Nq2 N 2 N
2 Ž .Ž .For 1 F j F N, the equation m y l q d l q d s 0 has roots lj Nqj j1
and l satisfyingj2
l ? l s d d y m2 . 2.20Ž .j1 j2 j Nqj
If w w F 0 holds for 1 F j F N, thenj Nqj
l ? l - 0 for any T ) 0 and 1 F j F N.j1 j2
Ž . Ž .This means that 2.19 holds for any T ) 0. Thus, conclusion i holds.
1r2 Ž . Ž .Similarly, if 0 - T - 2prd , then 2.19 holds. So conclusion ii holds.
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3. CONTROLLING THE PERIOD VIA THE
ITERATION FORMULA
In this section we consider the linear Hamiltonian systems
y s JB t y , y g R2 N , 3.1Ž . Ž .Ç
Ž . Ž Ž 2 N . w x Ž .where B t g C S , L R . Let g : 0, T “ Sp 2 N be the fundamentalT s
Ž . Ž . Ž .solution of 3.1 with g 0 s I. Denote the Maslov-type index of 3.1 by
Ž . Ž Ž . Ž .. Ž .i , n s i g , n g . For k g N, B ? can also be viewed as defined onT T T T
Ž . w xS , so we can define the fundamental solution of 3.1 on 0, kT ,kT
w x Ž .g : 0, kT “ Sp 2 N , as follows:k
j
g s g t y jT g T for jT F t F j q 1 T , 0 F j F k y 1. 3.2Ž . Ž . Ž . Ž .k
Ž . w xWe denote the corresponding Maslov-type index of 3.1 defined on 0, kT
by
i , n s i g , n g .Ž . Ž . Ž .Ž .kT kT kT k kT k
w xIn 7 , Dong and Long proved the following theorem, which gives a
Ž . Ž .relationship between i , n and i , n , i.e., the iteration formula ofkT kT T T
Ž w x.the Maslov-type index theory cf. 7, Theorems 4.1 and 8.3 .
w xTHEOREM 3.1 7 . Suppose k g N. Then there exist a nondegenerate
w x Ž . Ž . Ž .perturbation path b : 0, T “ Sp 2 N and integers m b , t b with 0 Fj
Ž . Ž . Ž .m b F N, 0 F t b F k y 1 for 1 F j F m b , such thatj
18 There hold
Ž .m b
i G k i q n y m b q 2 t b q m b y n , 3.3Ž . Ž . Ž . Ž .Ž . ÝkT T T j kT
js1
kŽ .m b 1 q y1Ž .
2 t b G n y n y v , 3.4Ž . Ž .Ý j kT T 2js1
m b F N y v , 3.5Ž . Ž .
Ž Ž .. w xwhere v s v g T is a nonnegati¤e integer gi¤en by Definition 6.3 in 9 .
Ž . Ž . Ž .28 If m b s N, then the integers m b , i q n , and i b pos-T T kT k
Ž .sess the same parity, where b is defined as 3.2 corresponding to b.k
38 If n s 0, then n s 0, and we can choose b s g such thatkT T
Ž .m g
i s k i y m g q 2 t g q m g .Ž . Ž . Ž .Ž . ÝkT T j
js1
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Ž . Ž .Moreo¤er, if m g s N, then the integers m g , i , and i possess the sameT kT
parity.
Using this theorem, we can study the iteration number k of the
Ž .definition interval for the systems 3.1 via its Maslov-type indices. Our
result reads as follows:
Ž Ž 2 N ..THEOREM 3.2. Let B g C S , L R . If the integers k, n g N andT s k
n g Z satisfy n G n , n G N, and the conditions1 k 1 k
i F n q 1, i G n , i q n G N q 1, n G 1, 3.6Ž .kT k T 1 T T T
then k F n y n q 1.k 1
Proof. Without loss of generality, we assume T s 1. Apply Theorem
Ž .3.1 to the systems 3.1 ; then there exists a nondegenerate path b such
Ž . Ž .that 3.3 ] 3.5 hold.
We distinguish two cases.
Ž . Ž .Case 1. k is odd. By 3.3 ] 3.6 and the oddness of k, we obtain
n q 1 G i G k i q n y m b q m b y nŽ . Ž .Ž .k k 1 1 1
s i q k y 1 i q n y m bŽ . Ž .Ž .1 1 1
G n q k y 1 N q 1 y NŽ . Ž .1
s n q k y 1. 3.7Ž .1
Ž .Then k F n y n q 2. If k s n y n q 2, by 3.7 we havek 1 k 1
i q n s N q 1, m b s N. 3.8Ž . Ž .1 1
This violates 28 of Theorem 3.1. Thus k F n y n q 1.k 1
Ž . Ž .Case 2. k is even. By 3.3 ] 3.6 and the evenness of k, we obtain
n q 1 G i G k i q n y m b q m b y n y vŽ . Ž .Ž .k k 1 1 1
s i q i q n y m b y v q k y 2 i q n y m bŽ . Ž . Ž .Ž . Ž .1 1 1 1 1
G n q N q 1 y N q k y 2 N q 1 y NŽ . Ž . Ž .1
s n q k y 1. 3.9Ž .1
Then k F n y n q 2.k 1
Ž . Ž .If k s n y n q 2 G 4, by 3.9 we get 3.8 , which violates 28 ofk 1
Theorem 3.1.
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Ž .If k s n y n q 2 s 2, then n s n . By 3.9 we havek 1 2 1
n q 1 G i G i q n q i y m b y vŽ .Ž .1 2 1 1 1
G N q 1 q n y N s n q 1.Ž .1 1
Ž .Combining this with n G N and 3.6 yields that2
i s N q 1, i s N , m b q v s N 3.10Ž . Ž .2 1
i q n s N q 1, n s 1. 3.11Ž .1 1 1
Ž . Ž . w xThen using the same arguments as 9.6 ] 9.10 in 7 , there exists another
nondegenerate perturbation path j such that
m j s m b q v s N , i j s N q 1, n j s 0.Ž . Ž . Ž . Ž .1 1
Ž . Ž . Ž .Since m j s N and i j q n j s N q 1 have different parities, this1 1
violates 28 of Theorem 3.1.
Thus k F n y n q 1, and the proof is complete.k 1
Ž .Remark 3.3. i Theorem 3.2 generalizes the result given by Dong and
w x wLong 7, Theorem 9.1 . In fact, if n s n s N, then k s 1. This implies 7,k 1
x w xTheorem 9.1 . The idea in this proof comes from 7, Theorem 9.1 .
Ž . wii When N s 1, a similar result was given by Dong and Long 7,
xTheorem 11.1 .
w xThe following theorem was given in 17, 26 . We will use it to get the
information about the Morse index.
THEOREM 3.4. Let E be a real Hilbert space with orthogonal decomposi-
2Ž . Ž .tion E s X [ Y, where dim X - ‘. Suppose f g C E, R satisfies PS
condition and the following conditions:
Ž . Ž . Ž .F1 There exist r, d ) 0 such that f w G d for any w g › B 0 l Y.r
Ž . Ž . Ž .F2 There exist e g › B 0 l Y and r ) 0 such that f w F 0 for1 0
Ž Ž . . Ž .any w g › Q, where Q s B 0 l X [ re: 0 F r F r , B 0 s w gr 0 r0
5 5E: w F r.
Then
Ž .1 f possesses a critical ¤alue c G d , which is gi¤en by
c s inf sup f h w ,Ž .Ž .
hgG wgQ
 Ž . 4where G s h g C Q, E : h s id on › Q .
Ž . Ž . Ž .2 There exists w g K ’ w g E: f 9 w s 0, f w s c such that the0 c
yŽ .Morse index m w of f at w satisfies0 0
my w F dim X q 1.Ž .0
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4. MINIMAL PERIOD ESTIMATE OF
HAMILTONIAN SYSTEMS
In this section, we study the minimal period problem of the Hamiltonian
systems
x s JH9 x ; x g R2 N . HSŽ . Ž .Ç
1r2, 2Ž 2 N .  4For T ) 0, as in Section 2, let E s W S , R , and let P be theT m
Ž .approximation scheme w.r.t. A, which is defined by 2.4 . If x is a
Ž .T-periodic solution of HS , then the Maslov-type index of the solution x
Ž . Ž Ž ..is defined to be the Maslov-type index of B t s H0 x t and is denoted
Ž Ž . Ž .. w xby i x , n x , just as in 7, 19 .T T
For z g E, we define
T1² :f z s Az , z q H z dt. 4.1Ž . Ž . Ž .H2
0
2Ž . 2Ž 2 N .It is well known that f g C E, R whenever H g C R , R and satis-
fies
Ž . < Ž . < < < s Ž . 2 NH5 H0 x F a x q b, for s g 1, ‘ , a, b ) 0 and all x g R .
Ž .Looking for solutions of HS is equivalent to looking for critical points
Ž w x.of f cf. 5, 27 . We first prove Theorem 1.2.
Proof of Theorem 1.2. We carry out the proof in several steps.
Ž . Ž .Step 1. i Since the growth condition H5 has not been assumed
Ã Ã Ãfor H, we truncate the function H suitably to get a function H whichK
1Ž . w x Ž . Ž .satisfies H5 , just as in 24, 25 . We define f by 4.1 with H z s h z ?K 02
Ã 2Ž . Ž . Ž w Ž .x.z q H z , then f g C E, R cf. 10, Theorem 3.1 Step 1 .K K
Ž .ii For m ) 0, write f s f N . One can show that f satisfiesK m K E K mm
Ž w x.the hypotheses of Theorem 3.4 cf. 24, 35 . Then, by using the Galerkin
approximation procedure and Theorem 2.1, one can show that there is a
Ž .nonconstant classical solution x of HS which satisfies0
i x F i h q n h q 1 4.2Ž . Ž . Ž . Ž .T 0 T 0 T 0
Ž w x w Ž .x.cf. 24, 25 , 10, Theorem 3.1 Step 2 through Step 4 .
Step 2. If x has minimal period t s Trk with some positive integer0
k, we want to prove that
i x G N y dim ker h 4.3Ž . Ž .t 0 0
i x q n x G N q 1. 4.4Ž . Ž . Ž .t 0 t 0
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1r2, 2Ž 2 N . Ž .Let E s W S , R , let A be the operator defined by 2.4 ont t t
 4 Ž .E , let P be the usual approximation scheme w.r.t. A as in Section 2 ,t t m t
Ž . w xand let B be the operator defined by 2.4 on 0, t corresponding tot
Ž . Ž Ž ..B t s H0 x t .0
For z g E , sett
t
1 1 1² : ² :f z s A y B z , z s A , z , z y H0 x t z ? z dtŽ . Ž . Ž .Ž .Ht t t t 02 2 2
0
and
f w s f w ;w g E s P E .Ž . Ž .t m t t m t m t
2 N 0Ž .Notice that ker h ; R s M A . Let0 t
ÃX s z g ker h : H0 x t z s 0, ; t g S ,Ž .Ž . 40 0 t
and let Y be the orthogonal complement of X in R2 N, i.e., R2 N s X [ Y.
ÃŽ Ž .. Ž Ž .. Ž .Since H0 x t s h q H0 x t , by H4 , it is easy to show that there0 0 0
exists l ) 0 such that0
T 25 5H0 x t z ? z dt G l z , ;z g Y .Ž .Ž .H 0 0 0 0 0 0
0
yŽ . 5 5Thus for any z s z q z g P M A [ Y with z s 1, we have thaty 0 t m t
t1 1 1
² : ² :f z s A y B z , z s A z , z y H0 x t z ? z dtŽ . Ž . Ž .Ž .Ht m t t t y y 02 2 2 0
1 1 Ty1 2a5 5 5 5F y A z y H0 x t z ? z dtŽ .Ž .Ht y 0 0 02 2k 0
t
y H0 x t z ? z dtŽ .Ž .H 0 y 0
0
5 5 2 5 5 2 5 5 5 5F ya z y g z q b z z , 4.5Ž .y 0 y 0
1 y1a y15 5 < Ž Ž .. < Ž .where a s A , b s max H0 x t , and g s l 2k ) 0 aret t gw0, t x 0 02
independent of m. It is easy to show that there exists 0 - c - 1 such that0
5 5if z G c ,0 0
yg1r22 2 y2y1 25 5 5 5 5 5f z F ya z y g z 1 y bg z y 1 F c .Ž . Ž .t m y 0 0 0ž / 2
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5 5 5 5 2 5 5 2 2 Ž .If z - c , then z s 1 y z G 1 y c . By H4 we have0 0 y 0 0
5 5 2 2f z F ya z F ya 1 y c .Ž . Ž .t m y 0
Hence
5 5 2 yf z F yc z , ;z g P M A [ Y , 4.6Ž . Ž . Ž .t m 1 t m t
g 2 2 Ž .4where c s min c , a 1 y c is independent of m. Let1 0 02
1 c1a y15 5d s min A y B , .Ž .t t½ 54 2
Ž .By 4.6 and Theorem 2.1, for m large enough, we have
1 ydim E q i x s dim M P A y B PŽ . Ž .Ž .t m t 0 d t m t t t m2
G dim P My A [ YŽ .Ž .t m t
1s dim E y N q 2 N y dim X .Ž .Ž .t m2
This implies that
i x G N y dim X . 4.7Ž . Ž .t 0
Ž .Notice that dim X F dim ker h , and we get 4.3 .0
For any z g X, by the definition of X, z is a solution of the linear0 0
Hamiltonian system
z s JH0 x t z . 4.8Ž . Ž .Ž .Ç 0
Ž . Ž .Since x t is a nonconstant t-periodic solution of HS , we know that0
Ž . Ž .x t is a nonconstant t-periodic solution of 4.8 . Hence we have thatÇ0
n x G dim X q 1. 4.9Ž . Ž .t 0
Ž . Ž . Ž .By 4.7 and 4.9 , we get 4.4 .
Ž . Ž .Step 3 By 4.9 we have that n x G 1. If t s Trk is the minimalt 0
Ž . Ž .period of x , then by 4.2 ] 4.4 , Theorem 3.2, and Theorem 2.2 we have0
that
k F i h q n h y N q dim ker h q 1Ž . Ž .T 0 T 0 0
F ind h q dim ker h q 1.Ž .T 0 0
This means that
t G Tr ind h q dim ker h q 1 .Ž .Ž .T 0 0
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Proof of Theorem 1.1. We consider Theorem 1.1 as a special case of
Theorem 1.2 with h s 0.0
Ž . Ž .If h s 0, by Theorem 2.2 we have that i h q n h s N,0 T 0 T 0
Ž .dim ker h s 2 N. By 4.9 we have0
dim X F n x y 1 F 2 N y 1.Ž .t 0
Ž . Ž .Combining this with 4.7 yields that i x G 1 y N. Now by Theorem 3.2t 0
we have
k F N y 1 y N q 1 s 2 N ,Ž .
Ž .i.e., the minimal period t of x satisfies t G Tr 2 N .0
Proof of Corollary 1.3. By Theorem 2.2 and Corollary 2.5, under the
Ž . Ž . Ž .conditions of 1 and 2 , we always have that ind h s 0. The conclu-T 0
sions come directly from Theorem 1.2.
Ž . Ž .Remark 4.1. In the proof of Theorem 1.2, by 4.2 , 4.7 , and Theorem
3.2, we get
k F ind h q dim X q 1,Ž .T 0
Ã Ž Ž .. 4 Ž .where X s z g ker h : H0 x t z s 0, ; t g S . Therefore if ind h0 0 t T 0
Ž .s dim X s 0, the corresponding solution x t has minimal period T. This0
suggests the following corollary.
Set
H s h g L R2 N N ind h s 0 holds for any T ) 0 . 4.10Ž . Ž . Ž . 4N s T
Obviously, 0 g H . There are many nonzero matrices in H . For example,N N
y1 Ž .if h s P diag w , w , . . . , w P, where P is a nonsingular matrix which0 1 2 2 N
satisfies PJ s JP, and w G 0 for 1 F j F 2 N and w w s 0 for 1 F j Fj j Nqj
N, then h g H .0 N
COROLLARY 4.2. Suppose that H satisfies the conditions of Theorem 1.2
and
2 N ÃŽ .  Ž . Ž .H6 The set D s x g R : H9 x / 0, H0 x z s 0 for some0
4nonzero z g ker h is hereditarily disconnected, i.e., e¤ery connected com-0 0
ponent of D contains only one point.
Ž .Then for e¤ery T ) 0, the system HS possesses a nonconstant T-periodic
Ž Ž . .solution with the minimal period not smaller than Tr ind h q 1 . More-T 0
o¤er, the following hold:
Ž . 5 5 Ž .i For e¤ery 0 - T - 2pr h with h / 0, the system HS0 0
possesses a nonconstant T-periodic solution with the minimal period T.
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Ž . Ž .ii If h g H , for e¤ery T ) 0, the system HS possesses a0 N
nonconstant T-periodic solution with the minimal period T.
Ž . y1 Ž .iii If h s P diag w , w , . . . , w P, where w G 0 for 1 F j F0 1 2 2 N j
2 N and P is a nonsingular matrix which satisfies PJ s JP, then for any
1r2  4 Ž .0 - T - 2prd , where d s max w w : 1 F j F N , the system HSj jqN
possesses a periodic solution with minimal period T.
Proof. By Remark 4.1, Theorem 2.2, and Corollary 2.5, we only need to
Ž .show that the condition H6 implies that dim X s 0.
In fact, suppose that dim X / 0. Then there exist nonzero z g X. Since0
Ž . Ž .x t is a nonconstant classical solution of HS , there exist t and t such0 0 1
w x w x Ž . w xthat t , t ; 0, T and x t / 0 for all t g t , t . This implies thatÇ0 1 0 0 1
Ž Ž .. w x Ž Ž ..H9 x t / 0 for all t g t , t . By the definition of X and D see H6 ,0 0 1
Ž . w xwe know that x t g D for all t g t , t . This implies that D is not0 0 1
hereditarily disconnected. Therefore we must have dim X s 0.
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