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Abstract
In quantum statistical mechanics, Moyal’s equation governs the time evolution of Wigner func-
tions and of more general Weyl symbols that represent the density matrix of arbitrary mixed
states. A formal solution to Moyal’s equation is given by Marinov’s path integral. In this pa-
per we demonstrate that this path integral can be regarded as the natural link between several
conceptual, geometric, and dynamical issues in quantum mechanics. A unifying perspective is
achieved by highlighting the pivotal role which the response field, one of the integration variables
in Marinov’s integral, plays for pure states even. The discussion focuses on how the integral’s
semiclassical approximation relates to its strictly classical limit; unlike for Feynman type path
integrals, the latter is well defined in the Marinov case. The topics covered include a random
force representation of Marinov’s integral based upon the concept of “Airy averaging”, a related
discussion of positivity-violating Wigner functions describing tunneling processes, and the role of
the response field in maintaining quantum coherence and enabling interference phenomena. The
double slit experiment for electrons and the Bohm-Aharonov effect are analyzed as illustrative
examples. Furthermore, a surprising relationship between the instantons of the Marinov path in-
tegral over an analytically continued (“Wick rotated”) response field, and the complex instantons
of Feynman-type integrals is found. The latter play a prominent role in recent work towards a
Picard-Lefschetz theory applicable to oscillatory path integrals and the resurgence program.
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I. INTRODUCTION
The present work is dedicated to the phase space formulation of quantum statistical
mechanics, and more specifically to the so-called Marinov path integral [1], which governs
the time evolution of the phase space functions that represent density matrices. While
the more familiar Feynman path integral is a formal solution to the Schro¨dinger equation,
Marinov’s integral provides the corresponding solution to the Moyal equation [2–5]. The
latter reads ∂tρ = −{ρ,H}M, whereby H and ρ are the phase space representatives of the
Hamiltonian and the statistical operator (density matrix), respectively, and {·, ·}M denotes
the Moyal bracket, a deformation of the Poisson bracket that will be discussed below.
(1) Marinov’s variables. In [1] Marinov derived the path integral by discretization tech-
niques which can be applied to all types of functional integrals, but teach us little about
certain rather unusual and intriguing features exhibited by the Marinov integral. This con-
cerns in particular the physical and geometric interpretation of the variables of integration,
φ (t) and ξ (t) in the Hamiltonian case, and X (t) with Y (t) in the Lagrangean case. In
either case, the integration is related to a pair of trajectories on phase space or configuration
space, respectively. Another remarkable feature of Marinov’s path integral is the bi-local
structure of its integrand.
In the present paper we are going to address these issues starting out from a new, phys-
ically and geometrically more illuminating derivation of the integral.
(2) Complex saddle points of Feynman integrals. Recently a lot of work went into the
resurgence program which aims at applying a generalized form of Picard-Lefschetz theory to
the notoriously hard to define oscillatory functional integrals that occur in quantum mechan-
ics and quantum field theory, see e.g. [6–8]. In this context it has been re-emphasized that,
even though a Wick rotation to the imaginary time τ ≡ it may have rendered the integral
real, also complex saddle points (instantons) can play an essential rule in the semiclassical
limit [9–11].
Considering a Feynman-type path integral for one degree of freedom, say, the rotated in-
tegral
∫
Dx (·) e− 1~SE[x(·)], with SE [x (·)] ≡
∫
dτ
{
1
2
(∂τx)
2 + V (x)
}
is over real-valued func-
tions x (τ). Nevertheless its semiclassical expansion may receive physically important con-
tributions from saddle points of the complexified path integral. They are found by solving
3
the holomorphic Newton equation with inverted potential:
∂2τz (τ) = +
d
dz
V (z (τ)) . (1)
Its solutions z (τ) ≡ x (τ) + i y (τ) correspond to a pair of real functions, x (τ) and y (τ),
obviously. They satisfy the coupled system of equations
∂2τx (τ) =
1
2
[V ′ (x+ i y) + V ′ (x− i y)]
∂2τy (τ) =
1
2i
[V ′ (x+ i y)− V ′ (x− i y)] .
(2)
To rewrite the equations in a manifestly real form we decompose the holomorphic potential
in real and imaginary parts, V (z) = V (x+ i y) ≡ VR (x, y) + i VI (x, y), and disentangle (1)
accordingly:
∂2τx (τ) = ∂xVR (x, y)
∂2τy (τ) = −∂yVR (x, y) .
(3)
Here the Cauchy-Riemann equations have been exploited [6–8, 12–15].
In this framework, the (Euclideanized) path integral under consideration time-evolves
wave functions and the doubling of the configuration space variables, x → (x, y), is due to
the complexification. The Marinov path integral, on the other hand, time-evolves Wigner
functions or density operators, and it involves a similar doubling of configuration space,
x→ (X, Y ), from the outset.
One of our present goals will consist in showing that the two settings are very closely
related, and that the pairs (x, y) and (X, Y ) are almost the same thing. In particular, we
derive and study the (X, Y )-analogue of the coupled system of equations (3).
(3) The response field. Another connection we are going to highlight in this paper is
between Marinov’s Y -variable and the so-called response field, which is well known from
statistical physics for instance.
Historically, the response field formalism was developed to cast the study of correlation
functions related to Langevin equations in a path integral form [16–18]. In this setting the
response field can be looked at as an auxiliary field that allows one to compute the linear
response of some field under an external perturbation by computing correlation functions
with the associated response field.
Technically, the response field is introduced in order to express a functional Dirac delta
as an integral over the response field [19]. This is the very same mechanism which localizes
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the Marinov path integral on the equation of motion in the strictly classical limit, as we shall
discuss in Section III C. It will also become clear that the Marinov path integral is closely
related to the Schwinger-Keldysh formalism after the so called “Keldysh rotation” [20].
(4) Role of the response field in semiclassical quantum mechanics. In this paper we
also analyze elementary quantum mechanical systems, in pure quantum states, using Wigner
functions that are time-evolved by the Marinov path integral over X (t) and Y (t). In the
semiclassical limit we invoke the saddle point approximation and are thus led to study
coupled classical equations of motion for two configuration space trajectories, X (t) and
Y (t). By means of various representative examples, including the double slit experiment
for electrons and the Bohm-Aharonov effect, we describe the physical role played by the
response field Y (t). The latter will turn out essential for the occurrence of interference
phenomena and the preservation of quantum coherence during the time evolution. In this
manner it will become clear why the semiclassical limit of quantum (statistical) mechanics
must be described by two configuration- or phase space-trajectories.
(5) The strictly classical point ~ = 0. A familiar textbook argument about the emer-
gence of classical behaviour from quantum mechanics is as follows: In the semiclassical limit,
i.e., when effectively ~→ 0, the integrand of the Feynman path integral∫
Dx (·) e i~S[x(·)] (4)
is rapidly oscillating. Hence contributions from different paths x (t) mutually cancel by
destructive inteference, unless the path x (t) is a stationary point of the action, in which
case it may interfere constructively with its neighbours. This then leads to the conclusion
that the classical trajectories xSP (t) emerging from the quantum system governed by (4)
are ruled by the saddle point condition(
δS
δx (t)
)[
xSP (·)] = 0 (5)
which is then interpreted as the equation of motion of classical mechanics.
While there is nothing wrong with this argument (as long as the stationary phase ap-
proximation can be justified), it tends to convey a physical picture that is quite misleading,
however.
Namely, since the “classical path” xSP (t) is just one among the infinitely many x (t)
that contribute to (4), the argument tacitly creates the impression that the trajectories
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occurring in strictly classical mechanics, henceforth denoted Xcl (t), are conceptually of the
same nature as the x (t)’s that are integrated over in (4). As we are going to show, this
impression is false, in a sense that will be made precise below.
Even though the above argument identifies the correct form of the equation of motion
in classical mechanics, it suggests the wrong variables for strictly classical mechanics: The
saddle point of the Feynman path integral, xSP (t), is not the semiclassical precursor of
the variable Xcl (t) used in strictly classical mechanics. The actual quantum ancestor of
Xcl (t) are the X-components of saddle points
(
XSP (t) , Y SP (t)
)
pertaining to Marinov’s
path integral.
A crucial difference between Marinov’s and Feynman’s path integral is that the former
continues to be meaningful when we specialize for strictly classical mechanics by setting
~ = 0 exactly, while the latter is undefined at ~ = 0 due to infinitely rapid oscillations. In
fact, the Marinov path integral evaluated at ~ = 0 is closely related to the so-called Classical
Path Integral (CPI) that has been studied extensively [21–27].
This is yet another connection of Marinov’s integral we are going to detail. In this manner
it will become manifest that the configuration space variable Xcl employed by classical
mechanics must be seen as a symmetric average
Xcl (t) =
1
2
[
xSP+ (t) + x
SP
− (t)
]
(6)
where xSP+ (t) and x
SP
− (t) are saddle points of, respectively, the original Feynman path integral
(4) and the time-reversal thereof. An analogous statement holds for classical phase space
variables.
(6) Plan of the paper. The rest of this paper is organized as follows. In Section II we
briefly review the main aspects of the Wigner-Weyl-Moyal framework for the phase space
formulation of quantum (statistical) mechanics.
Then, in Section III, we construct both the Lagrangean and the Hamiltonian versions of
the Marinov path integral by sewing together two Feynman path integrals, paying special
attention to the interrelations of the various sets of integration variables that are involved. In
Section III we also discuss two specific applications, namely, first, we give a detailed account
of how precisely the kinematical variables that appear in the standard classical mechanics
relate to those that are provided naturally by the various path integrals. And second, we
derive a new random force representation of the Moyal-Marinov kernel and use it to pin
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point the condition under which Wigner functions can assume negative values so that their
classical density interpretation breaks down. Tunneling phenomena will be discussed as a
typical example.
Thereafter, in Section IV, we demonstrate the relevance of the response field for interfer-
ence phenomena and the preservation of quantum coherence, and in Section V we illustrate
this discussion by means of two concrete examples: the double slit experiment, and the
Bohm-Aharonov effect. Section VI finally is devoted to the relationship between complex
saddle points of Feynman integrals and Marinov’s path integral, and section VII contains
the conclusions.
Let us mention that saddle points of the propagation kernel of Wigner functions have
been studied also in [28]. In the present work we perform a wider analysis and discuss a
number of points that have not been studied in detail in the literature so far.
II. PRELIMINARIES
We are going to consider an arbitrary quantum system in the following. We assume that
it has N degrees of freedom, and that its time evolution is governed by the Hamiltonian
operator Ĥ.
(1) The Feynman kernel. Being interested in both pure and mixed states, we describe
the dynamics of the system in terms of a time dependent density operator ρ̂ (t). We adopt
the Schro¨dinger picture so that the density operator obeys von Neumann’s equation
i~∂tρ̂ = −
[
ρ̂, Ĥ
]
. (7)
Its formal solution reads
ρ̂ (t) = Û (t; t0) ρ̂ (t0) Û (t; t0)
† (8)
where the time evolution operator Û (t; t0) evolves pure states according to |ψ (t)〉 =
Û (t; t0) |ψ (t0)〉 and satisfies
i~ Û (t; t0) = Ĥ Û (t; t0) , Û (t0; t0) = 1 . (9)
The evolution kernel, i.e., its position matrix elements
(
x′, x′′ ∈ RN),
K (x′, t;x′′, t0) = 〈x′|Û (t; t0) |x′′〉 (10)
7
will often be addressed as the Feynman kernel in the sequel since the familiar Feynman-type
functional integrals provide a path integral representation of exactly this object.
(2) The symbol calculus. Furthermore, we employ the (Weyl-Wigner-Moyal) phase space
formulation of quantum mechanics and make extensive use of the corresponding symbol
calculus [2–5, 29]. The idea is to set up a linear one-to-one relation, a “symbol map”,
between operators Â, B̂, · · · acting on the quantum mechanical Hilbert space, and complex
valued functions A,B, · · · defined on the system’s classical phase space manifold, M. We
denote the symbol which represents the operator Â by A ≡ symb
(
Â
)
, and since the symbol
map possesses a well defined inverse we may write Â = symb−1 (A) for the operator given
by the classical phase space function A.
There exists a large variety of different symbol maps. Each one comes with a specific star
product which implements the operator multiplication in the function space of symbols. It
is defined by the requirement that the symbol map be an algebra homomorphism, i.e., that
symb
(
ÂB̂
)
= symb
(
Â
)
∗ symb
(
B̂
)
(11)
for any pair of operators. Hence the star product is non-commutative, but associative. It
can be seen as a “quantum deformation” of the ordinary pointwise product of functions [2].
In this paper we employ the Weyl symbol whose symbol map can be described as follows.
If we are given an operator Â, represented by means of its position space matrix elements
〈x′|Â|x′′〉, the associated symbol map is given by
A (p, q) =
∫
dNs 〈q + s
2
|Â|q − s
2
〉e− i~ sp . (12)
Here p ≡ (p1, · · · , pN) and q ≡ (q1, · · · , qN) are global Darboux coordinates on phase space
which here and in the following is assumed to be M = RN×RN . Throughout the paper, the
RN -indices are usually left implicit, and the corresponding scalar products are understood,
i.e., sp ≡∑Ni=1 sipi. Conversely, given a Weyl symbol A (p, q) the operator related to it can
be recovered in terms of its position space matrix elements by means of the integral
〈x′|Â|x′′〉 =
∫
dNp
(2pi~)N
A
(
p,
x′ + x′′
2
)
e
i
~p(x
′−x′′) . (13)
Picking a specific symbol map means fixing an operator ordering prescription since it
associates a unique operator Â (pˆ, qˆ) = symb−1 (A (p, q)) to the classical phase space function
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A (p, q). The name “Weyl symbol” derives from the fact that in our case the operator thus
obtained is always Weyl ordered, e.g., symb−1 (pq) = 1
2
(pˆqˆ + qˆpˆ) when N = 1.
The pertinent star product is most compactly displayed by combining the position and
momentum coordinates in φa ≡ (p1, · · · , pN , q1, · · · , qN) and ∂a ≡ ∂/∂φa, and adopting the
summation convention for the indices a, b, · · · = 1, · · · , 2N :
(A ∗B) (φ) = A (φ) exp
(
i
~
2
←−
∂ aω
ab−→∂ b
)
B (φ) . (14)
Here ωab is the constant Poisson tensor, a 2N × 2N block matrix with ωqp = −ωpq = I
and ωpp = ωqq = 0. While this is by no means obvious, it can be verified that the product
(14) is indeed associative. As the RHS of (14) is analytic in the “deformation parameter”
~, the star product is a smooth deformation of the pointwise multiplication: (A ∗B) (φ) =
A (φ)B (φ) +O (~).
Furthermore one defines the Moyal bracket of two symbols by
{A,B}M =
1
i~
(A ∗B −B ∗ A) = symb
(
1
i~
[
Â, B̂
])
(15)
or, more explicitly,
{A,B}M = A (φ)
2
~
sin
(
~
2
←−
∂aω
ab−→∂b
)
B (φ) . (16)
The associativity of the star product implies that the Moyal bracket satisfies the Jacobi
identity. In fact, the Moyal bracket has the same algebraic properties as the commutator
of operators. In the classical limit ~ → 0 it approaches the Poisson bracket: {A,B}M =
{A,B}P +O (~2). In our notation the latter reads {A,B}P = ∂aAωab∂bB.
Applying the symbol map to the density matrix operator ρ̂ we obtain the symbol ρ (p, q)
which has the interpretation of a pseudodensity function on the phase space. For pure states
ρ̂ = |ψ〉〈ψ| this pseudodensity is known as the Wigner function related to the wave function
ψ (x) = 〈x|ψ〉:
Wψ (p, q) =
∫
dNs ψ
(
q +
s
2
)
ψ∗
(
q − s
2
)
e−
i
~ sp . (17)
While arbitrary symbols ρ (p, q) and Wigner functions Wψ (p, q) are not in general positive
functions, the p- and q-integrals of the latter equal the ordinary densities on configuration
and momentum space, respectively,∫
dNp
(2pi~)N
Wψ (p, q) = |ψ (q)|2 , (18)∫
dNq
(2pi~)N
Wψ (p, q) =
∣∣∣ψ˜ (p)∣∣∣2 , (19)
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with the Fourier transform ψ˜ (p) ≡ ∫ dNxψ (x) exp (−ipx/~).
(3) The Moyal-Marinov kernel. While the dynamics of ρ̂ (t) is governed by von
Neumann’s equation, the analogous dynamical equation for its time dependent symbol
ρ (p, q, t) ≡ ρ (φ, t) is Moyal’s equation:
∂tρ (φ, t) = −{ρ,H}M =
2
~
H (φ) sin
(
~
2
←−
∂aω
ab−→∂b
)
ρ (φ, t) . (20)
Here H ≡ symb
(
Ĥ
)
. In the limit ~ → 0, Moyal’s equation goes over to the standard
Liouville equation of classical statistical physics, ∂tρ = −{ρ,H}P.
We write the formal solution to equation (20) in the form
ρ (φ′, T ) =
∫
d2Nφ′′KM (φ′, T ;φ′′, T0) ρ (φ′′, T0) (21)
and refer to KM as the Moyal-, or Marinov- kernel. In fact, Marinov [1] has constructed a
path integral representation of KM. In a slightly symbolic notation
1 it reads
KM (φ
′, T ;φ′′, T0) =
∫
Dφa (·)Dξa (·)
exp
(
−2i
∫ T
T0
dt
{
φ˙a (t)ωabξ
b (t)− H˜ (φ (t) , ξ (t))
})
(22)
Here
H˜ (φ, ξ) ≡ 1
2~
[
H (φ− ~ξ)−H (φ+ ~ξ)
]
, (23)
and ωab is the matrix inverse of ω
ab, i.e., ωabω
bc = δca. The functional integration is over two
2N -component functions, φa (t) and ξa (t), respectively, whereby the former are constrained
by the boundary conditions φ (T ) = φ′ and φ (T0) = φ′′. There are no such conditions on
ξ (t).
In his work, Marinov derived the path integral for KM by closely following Feynman’s
strategy in his derivation of the path integral for K, applying it however to the Moyal’s
equation (20) rather than the Schro¨dinger equation. Thereby the main problem consists in
the iteration of the evolution kernel for the infinitesimal time differences.
In the next section we shall give a different proof of (22) which is simpler and more illu-
minating. In particular it will allow us to understand the origin of the somewhat mysterious
finite-difference character of the Hamiltonian H˜ (φ, ξ) in eq. (23).
1 See ref. [1] for details concerning the discretization behind (22). Note also that in [1] the variable ζ ≡ 2~ξ
is used instead of our ξ.
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III. PATH INTEGRAL REPRESENTATION OF THE MOYAL KERNEL
In this section we derive several variants of a path integral representation for the Moyal
kernel, including Marinov’s. We express KM as the convolution of two Feynman kernels,
then represent each one of them by the well known functional integral which time-evolves
pure states, and finally perform a crucial change of integration variables.
As it will turn out, this change of variables is of a certain conceptual significance. In
particular it constitutes a well defined point of contact between the different dynamical
variables that we traditionally employ in quantum and in classical mechanics, respectively.
This will shed light on aspects of their interrelation that get obscured if one restrics the
investigation of the ~→ 0 limit to pure states at a too early stage.
We start out from equation (8) expressed in terms of position space matrix elements:
〈x′|ρ̂ (T ) |x′′〉 =
∫
dNy′dNy′′K (x′, T ; y′, T0)K (x′′, T ; y′′, T0)
∗ 〈y′|ρ̂ (T0) |y′′〉 . (24)
We switch to symbols by applying (12) and (13) on the LHS and RHS of (24), respectively,
and obtain
ρ (p, q, T ) =
∫
dNp′
(2pi~)N
∫
dNs e−
i
~ sp
∫
dNy′ dNy′′K
(
q +
s
2
, T ; y′, T0
)
×K
(
q − s
2
, T ; y′′, T0
)∗
ρ
(
p′,
y′ + y′′
2
, T0
)
e
i
~p
′(y′−y′′) . (25)
Now we trade y′ and y′′ for two new variables of integration, viz., q′ ≡ (y′ + y′′) /2 and
s′ ≡ y′ − y′′. This leads to an equation of the form (21), i.e.,
ρ (p, q, T ) =
∫
dNp′dNq′KM (p, q, T ; p′, q′, T0) ρ (p′, q′, T0) (26)
wherein the sought-for integral kernel emerges as
KM (p, q, T ; p
′, q′, T0) =
1
(2pi~)N
∫
dNs
∫
dNs′ e
i
~ (s
′p′−sp)K
(
q +
s
2
, T ; q′ +
s′
2
, T0
)
×K
(
q − s
2
, T ; q′ − s
′
2
, T0
)∗
. (27)
The convolution-type integral formula (27) allows us to compute the Moyal kernel KM from
two copies of the time evolution kernel for pure states, K.
For later use we define the function
K (s, q, T ; s′, q′, T0) ≡ K
(
q +
s
2
, T ; q′ +
s′
2
, T0
)
K
(
q − s
2
, T ; q′ − s
′
2
, T0
)∗
(28)
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and mention that the integral transformation (27) can be inverted to yield
K (s, q, T ; s′, q′, T0) =
1
(2pi~)N
∫
dNp
∫
dNp′e−
i
~ (s
′p′−sp)KM (p, q, T ; p′, q′, T0) . (29)
The equal-time limit limT→T0 K (q, T ; q
′, T0) = δ (q − q′) entails correspondingly
lim
T→T0
KM (p, q, T ; p
′, q′, T0) = δ (p− p′) δ (q − q′) , (30)
lim
T→T0
K (s, q, T ; s′, q′, T0) = δ (s− s′) δ (q − q′) . (31)
We also remark that the new kernel function K, at vanishing s-arguments, is manifestly
positive definite, being the pointwise modulus square of two Feynman kernels:
K (0, q, T ; 0, q′, T0) =
1
(2pi~)N
∫
dNp
∫
dNp′KM (p, q, T ; p′, q′, T0)
= |K (q, T ; q′, T0)|2 . (32)
A. Lagrangian Path Integrals
(1) The functional change of variables. Next we exploit the convolution representation
(27) of KM in order to derive a path integral for the Moyal kernel. We begin with systems
that are governed by a Hamiltonian quadratic in the momenta of the form
H (p, q) =
1
2
p2 + V (q) . (33)
Their Feynman kernel is given by the well known path integral over configuration space
trajectories x (t), see [30–32]:
K (q′, T ; q′′, T0) =
∫ x(T )=q′
x(T0)=q′′
Dx (·) exp
(
i
~
∫ T
T0
dt
{
1
2
x˙2 (t)− V (x (t))
})
. (34)
In the main text of this paper all the functional integrals will be dealt with using the for-
malism in the continuum notation. A more rigorous treatment based upon the discretization
on a time lattice can be found in Appendix A.
According to eq. (28), the function K may be written as the product of two Feynman-
type integrals (34). Denoting the N -component integration variables by x+ (t) and x− (t),
respectively, we have
K (s, q, T ; s′, q′, T0) =
∫ x+(T )=q+ s2
x+(T0)=q′+ s
′
2
Dx+ (·)
∫ x−(T )=q− s2
x−(T0)=q′− s′2
Dx− (·) (35)
× exp
(
i
~
∫ T
T0
dt
{
1
2
x˙2+ (t)−
1
2
x˙2− (t)− V (x+ (t)) + V (x− (t))
})
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Now we replace the integration variables x+ (t) and x− (t) by their symmetric and antisym-
metric linear combinations
X (t) =
1
2
[x+ (t) + x− (t)]
Y (t) =
1
2
[x+ (t)− x− (t)] .
(36)
This results in2
K (s, q, T ; s′, q′, T0) =
∫ X(T )=q
X(T0)=q′
DX (·)
∫ Y (T )= s
2
Y (T0)=
s′
2
DY (·) (37)
× exp
(
2
i
~
∫ T
T0
dt L˜
(
X (t) , Y (t) , X˙ (t) , Y˙ (t)
))
with the Lagrangean
L˜
(
X, Y, X˙, Y˙
)
≡ X˙Y˙ − V˜ (X, Y ) (38)
and the “bilocal” potential
V˜ (X, Y ) ≡ 1
2
[V (X + Y )− V (X − Y )] . (39)
By (27) with (28), the actual Moyal kernel equals the Fourier transform ofK with respect
to its s-arguments,
KM (p, q, T ; p
′, q′, T0) =
1
(2pi~)N
∫
dNs
∫
dNs′ e
i
~ (s
′p′−sp)K (s, q, T ; s′, q′, T0) . (40)
Therefore inserting (37) into (40) provides us with a specific path integral representation
of KM. As we shall see below, this version of the KM-integral is the natural one in order
to understand the connection to Marinov’s result. Its other main virtue is that it makes
the relationship between the Moyal integral and a pair of standard Feynman integrals fully
manifest.
(2) Euler-Lagrange equations. For later use let us also note the Euler-Lagrange equation
of the Lagrangean L˜
(
X, Y, X˙, Y˙
)
that makes its appearence in the path integral (37):
X¨ (t) =− 1
2
[∇V (X + Y ) +∇V (X − Y )]
Y¨ (t) =− 1
2
[∇V (X + Y )−∇V (X − Y )] .
(41)
2 See Appendix A for an explicit definition of the functional integral (37) as the continuum limit of a discrete
multiple integral on a time lattice.
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These equations can be thought of as the result of “intertwining” two copies of the classical
Newtonian equation of motion,
x¨± (t) = −∇V (x±) (42)
by means of the transformation (36).
(3) The variant with second time derivatives. In order to calculate KM in the semi-
classical approximation (~→ 0), or to obtain it at the exactly classical point (~ = 0) even, a
different representation of the KM-integral suggests itself. Moreover, this second variant will
turn out to be the natural link between the Moyal kernel and KCPI, i.e., the time evolution
kernel given by the Classical Path Integral [22].
The integrand of (37) involves the action functional
∫ T
T0
dt L˜ with the kinetic term∫ T
T0
dt X˙Y˙ . Performing an integration by parts on this term, carefully keeping track of
the surface terms, we obtain
K (s, q, T ; s′, q′, T0) =
∫ X(T )=q
X(T0)=q′
DX (·) exp
(
i
~
{
sX˙ (T )− s′X˙ (T0)
})
(43)
×
∫ Y (T )= s
2
Y (T0)=
s′
2
DY (·) exp
(
−2 i
~
∫ T
T0
dt
{
Y X¨ + V˜ (X, Y )
})
.
In evaluating the boundary terms we made use of the prescribed Y -values at t = T0 and
T , respectively, and this led to the s- and s′-dependence displayed explicitly in the first
exponential of eq. (43).
Naively comparing (43) to (37) one might suspect that the new Y -integration in (43) is
still subject to the boundary conditions Y (T0) = s
′/2 and Y (T ) = s/2 which could generate
further s, s′-dependencies of K. Actually, this is not the case, however: the Y -integration
in (43) is unconstrained, and the entire s, s′-dependencies stems from the boundary terms.
For a proof we refer to Appendix A, where the integration by parts is performed at the
discretized level.
Lastly we insert (43) into (40), interchange the Fourier transformation with the X-
integration, and perform the s-integrals. This results in the following rather suggestive
functional integral representation of the Moyal kernel:
KM (p, q, T ; p
′, q′, T0) =
1
(2pi~)N
∫ X(T )=q
X(T0)=q′
DX (·) δ
(
X˙ (T )− p
)
δ
(
X˙ (T0)− p′
)
∫
DY (·) exp
(
−2 i
~
∫ T
T0
dt
{
Y X¨ + V˜ (X, Y )
})
. (44)
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While the Y -integral is unconstrained, the δ-functions enforce prescribed velocities at the
(likewise enforced) terminal positions of the X-trajectories. This imposes a total of 4N
conditions on X (t). Thus, generically, there will exist no classical trajectory that satisfies
all conditions.
(4) The classical point. A main virtue of the path integral (44) comes to light when
we look at its classical limit. While the integrand of Feynman-type integrals such as (34)
oscillates wildly when ~ → 0, and they become meaningless at the classical point ~ = 0,
the Marinov integral behaves in a much more controlled way. To see this, let us rewrite the
Y -integral from (44) in terms of the new integration variable Y˜ (t) ≡ Y (t) /~:∫
DY˜ (·) exp
(
−2i
∫ T
T0
dt
{
Y˜ X¨ +
1
~
V˜
(
X, ~ Y˜
)})
. (45)
The kinetic term is perfectly independent of ~ now, and the potential term is so to lowest
order. In fact, by (39), V˜ is an odd function of Y . Analyticity assumed, its power series has
no constant term:
1
~
V˜
(
X, ~Y˜
)
=
1
~
sinh
(
~ Y˜ k∂k
)
V (X)
= Y˜ k∂kV (X) +
1
6
~2 Y˜ kY˜ lY˜ m ∂k∂l∂mV (X) +O
(
~4Y˜ 5
)
. (46)
Hence the integrand of (45) continues to be meaningful exactly at the classical point ~ = 0,
and the corresponding integral is nothing but the representation of a delta functional:∫
DY˜ (·) exp
(
−2i
∫ T
T0
dt Y˜ k
{
X¨k + ∂kV (X)
})
= δ
[
X¨k + ∂kV (X)
]
. (47)
Thus, all that remains of (44) is the X-integral sharply localized on the solutions of the
classical equation of motion, X¨ = −∇V :
KM (p, q, T ; p
′, q′, T0) =
∫
DX (·) δ
[
X¨ +∇V (X)
]
. (48)
The trajectories X (t) contributing to (48) are subject to the conditions
X (T0) = q
′, X˙ (T0) = p′
X (T ) = q, X˙ (T ) = p .
(49)
Obviously the functional integral (48) is closely related to the Classical Path Integral (CPI)
in the Lagrange formalism [21].
(5) The semiclassical expansion. From this discussion we learn that the “perturbative”
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expansion of the Lagrangean L˜
(
X, Y, X˙, Y˙
)
in powers of Y is equivalent to the semiclassical
expansion of the functional integral. The lowest, i.e., linear term in L˜ is of order O (~0) and
gives rise to the singular delta functional characteristic of strictly classical mechanics. The
(more regular) higher order contributions are systematically generated by writing (45) as
J [X (·)] ≡
∫
DY˜ (·) exp
(
−2i
∫ T
T0
dt
{
Y˜ X¨ + ~−1 sinh
(
~ Y˜ k∂k
)
V (X)
})
(50)
and then expanding out the hyperbolic sine as a power series in ~.
(6) The response field in Lagrangean guise. The path integral formula (47) suggests
identifying Y˜ with the so called response field introduced in the literature to give a path
integral representation of classical (possibly stochastic) systems [16–18]. Indeed, in classical
systems one often introduces the response field by starting out from the classical kernel
of propagation on the RHS of equation (47). The associated path integral formalism is
then obtained by introducing the field Y˜ , which has the purpose of expressing the kernel
of propagation in a path integral formalism. In this manner a large arsenal of tools from
quantum field theory becomes applicable.
The identification of the response field will be slightly more straightforward in the Hamil-
tonian framework in subsection III C below.
B. Airy Averaging and Random Force Representation
In the Marinov path integral the leading order quantum correction is due to the O (~2)
term in the L˜ of eq. (46); it is cubic in Y˜ . For N = 1, say, (50) reads at that order:
J [X (·)] =
∫
DY˜ (·) exp
(
−2i
∫ T
T0
dt
{
Y˜ X¨ + Y˜ V ′ (X) +
~2
6
V ′′′ (X) Y˜ 3
})
. (51)
A welcome feature of (51) is that the integrand involves no time derivatives of Y˜ (t). As a
result, the path integral factorizes. Symbolically,3
J [X (·)] =
∏
t∈[T0,T ]
I (a (t) , b (t)) . (52)
3 The discrete analog of J factorizes analogously, see equation (A10) in Appendix A.
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Here the function I (a, b), which is defined by an ordinary integral,
I (a, b) ≡ 1
2pi
∫ ∞
−∞
dy e−i(ay+
1
3
by3)
=
1
pi
∫ ∞
0
dy cos
(
ay +
1
3
by3
)
, (53)
is evaluated at the following time dependent parameter values:
a (t) = 2X¨ (t) + 2V ′ (X (t)) (54a)
b (t) = ~2V ′′′ (X (t)) . (54b)
(1) The Airy function. Obviously, equation (53) is essentially the integral representation
of Airy’s function [33], so that we are led to the closed-form result
I (a, b) =
1
|b|1/3
Ai
(
ab
|b|4/3
)
=
1
|b|1/3
Ai
(
sign (b)
a
|b|1/3
)
, (55)
where sign (b) = ±1 denotes the sign of b.
This Airy function describes the universal approach to the classical limit for arbitrary
quantum systems. If V (2n+1≥5) = 0, eq. (55) is exact even, and this includes the important
case of the quartic oscillator.
In the strict classical limit b ∝ ~2 → 0, the standard property [33]
lim
α→0
1
|α|Ai
(
ξ
α
)
= δ (ξ) (56)
implies I (a, b) → δ (a) = 1
2
δ (x¨+ V ′ (x)). In this way we recover the delta function typical
of the CPI, as it should be.
In the semiclassical regime (~ 6= 0), the function I (a, b) can be regarded an approximation
of this delta function. It is noteworthy that, depending on the sign of its (real) argument,
the Airy function achieves this approximation in two fundamentally different ways: For large
positive arguments ξ → ∞, the Airy function Ai (ξ) is exponentially decreasing, while it is
rapidly oscillating for large negative arguments, ξ → −∞.
This behaviour is an example of Stokes phenomenon [34]. Moreover, in recent years
the Airy function has even become a canonical example of resurgence theory [9–11]. At
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this point we only mention that if one uses the stationary phase approximation to find the
asymptotics of the integral (ξ ∈ R)
Ai (ξ) =
1
2pi
∫ ∞
−∞
dy ei(yξ+
1
3
y3) , (57)
the relevant contour deformations and saddle points depend crucially on whether we let
ξ → +∞ or ξ → −∞. In the former case, the respective contour, Γ>, passes only through
one saddle, leading to
Ai (ξ) ∼ exp
(−2
3
ξ3/2
)
2
√
piξ1/4
(ξ → +∞) (58)
while in the latter case the contour (denoted Γ<) passes through two saddles, yielding
Ai (ξ) ∼
sin
(
2
3
(−ξ)3/2 + pi
4
)
√
pi (−ξ)1/4
(ξ → −∞) , (59)
see [35, 36] for the details.
(2) Airy averaging. As for its general interpretation, it turns out most natural to regard
I (a, b) as a certain Airy average. The notion of Airy averaging was first discussed in [37] in
a different context, see also [33].
For h (ξ) a function on the real axis, the Airy average is defined as
〈h (ξ)〉Ai ≡
∫ ∞
−∞
dξ h (ξ) Ai (ξ) . (60)
For example, 〈1〉Ai = 1, 〈ξ〉Ai = 0, 〈ξ2〉Ai = 0, 〈ξ3〉Ai = 2, · · · , which follows by repeatedly
differentiating the generating function
〈eiηξ〉Ai = exp
(
− i
3
η3
)
. (61)
The differential equation obeyed by the Airy function, ∂2ξAi (ξ) = ξAi (ξ), implies the general
rule 〈h′′ (ξ)〉Ai = 〈ξh (ξ)〉Ai.
(3) Random force representation. Coming back to I (a, b), let us introduce an auxiliary
(“force”) variable f to rewrite (55) in the style of an Airy-averaged delta function:
I (a, b) =
∫ ∞
−∞
df Ai (f) δ
(
a− sign (b) |b|1/3 f
)
. (62)
While looking artificially complicated at first sight, this representation entails a remarkable
relationship between the classical and the quantum time evolution kernels, respectively.
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(3a) The product over all times that appears in equation (52) converts the ordinary integral
(62) to an integral over functions f (t) , t ∈ [T0, T ], and correspondingly the delta function
to a delta functional:
J [X (·)] =
∫
Df (·) A [f (·)] δ
[
a (·)− sign (b (·)) |b (·)|1/3
]
. (63)
The crucial “weight” functional
A [f (·)] ≡
∏
t∈[T0,T ]
Ai (f (t)) (64)
implements uncorrelated, independent Airy averages at different times.
(3b) The intriguing property of the representation (63) is that it allows us to express the
quantum mechanical Moyal kernel as a superposition of classical mechanics-type kernels of
the form (48). To see this, recall that equation (44) is tantamount to
KM (p, q, T ; p
′, q′, T0) =
∫ X(T )=q, X˙(T )=p
X(T0)=q′, X˙(T0)=p′
DX (·) J [X (·)] (65)
whereby the integration over X (t) is constrained by the four boundary conditions. If we
insert (63) into (65) and interchange the X- with the f -integration, we obtain the following
random force representation of the Moyal-Marinov kernel:
KM (p, q, T ; p
′, q′, T0) =
∫
Df (·) A [f (·)] Kcl [f (·)] (p, q, T ; p′, q′, T0) . (66)
Here Kcl denotes a modified classical mechanics-kernel depending on f (t):
Kcl [f (·)] (p, q, T ; p′, q′, T0) =
∫ X(T )=q, X˙(T )=p
X(T0)=q′, X˙(T0)=p′
DX (·)
δ
[
X¨ + V ′ (X)− 1
2
~2/3sign (V ′′′ (X)) |V ′′′ (X)|1/3 f
]
. (67)
(3c) Very much like the truly classical Liouville kernel (48), its cousin (67) is strictly localized
on the solutions of a certain differential equation. In the case at hand it is not Newton’s
equation, but rather a f -dependent modification thereof:
X¨ = −V ′ (X) + 1
2
~2/3sign (V ′′′ (X)) |V ′′′ (X)|1/3 f . (68)
We observe that f (t) has the character of an externally prescribed, time-dependent, but
X-independent, random force that is governed by the Airy weight functional A [f (·)]. The
non-classical force term in (68) is manifestly non-analytic in ~.4
4 The concept of effective classical trajectories behind the equation (68) is different from the one already
studied in the literature, see [38].
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fAi (f)
FIG. 1: The Airy function Ai (f) for real arguments f . While Ai (f) is strictly positive for
positive f > 0, there exists an infinity of intervals on the negative f -axis where Ai (f) < 0.
(4) Violation of positivity. The Weyl symbols of density operators, ρ (p, q;T ), are pseudo-
densities, i.e., they can assume negative values in strongly non-classical situations. If we
assume a positive initial distribution ρ (p, q;T0) > 0, then a negative value at some later
time T > T0 implies that KM (p, q, T ; p
′, q′, T0) must be negative for certain configurations
of its arguments. It is an interesting question under what conditions this can happen, and
what precisely is a “strongly non-classical” regime in this context.
(4a) The random force representation of the Moyal kernel, eq. (67), allows for a fresh look
at this problem:
We know that Kcl [f (·)] is simply a special classical mechanics-kernel; as such it amounts
to an everywhere non-negative generalized function of (p, q, T ; p′, q′, T0) and functional of f .
Therefore, by (66), a necessary condition for negative values KM (p, q, T ; p
′, q′, T0) < 0 is that
the “weight” functional A [f (·)] returns negative values for certain f ’s which contribute to
the integral. Furthermore, because of the factorization (64), A [f (·)] < 0 in turn requires
that Ai (f (t)) < 0 for certain t ∈ [T0, T ].
A glance at Figure 1 reveals that Ai (f) is never negative for positive arguments, f > 0.
On the negative f -axis, however, it possesses infinitely many “islands” between adjacent
zeros on which Ai (f) < 0.
In summary, we find the following necessary condition for KM (p, q, T ; p
′, q′, T0) < 0: To
obtain a negative value of the Moyal kernel it is necessary that at least one function f , that
makes a contribution to the integral (66) for the boundary condition chosen, assumes at
some time t a value f (t) that lies on the “islands” where the Airy function is negative.
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Conversely, if the boundary data are such that the differential equation (68) possesses a
solution only for functions f with f (t) > 0 ∀ t ∈ [T0, T ], then it follows that KM cannot be
negative for those boundary data.
(4b) Thus we see that strong quantum effects which ruin the classical density interpretation
of ρ are intimately connected to values of the random force f (t) lying on the “negativity
islands” of Airy’s function. Furthermore, we mentioned that the asymptotics of Ai (ξ) for
ξ → +∞ and ξ → −∞, respectively, are in a one-to-one correspondence with the contours,
Γ> and Γ<, visiting different (sets of) saddle points.
Hence we can say that within the asymptotic expansion, positivity violating quantum
dynamics is possible only if the kinematical data select the Γ< contour with its two saddle
points as the relevant one. If Γ>, having only a single saddle point, is selected instead,
positive Wigner functions always evolve into positive ones. In a way, the system behaves
more classically then.
(4c) These remarks are elementary in the sense that they stem from the classical theory of
integration developed for functions. However, in the case at hand they readily generalize
to functionals since the functional integral over the response field factorizes for different
times, see eq. (52). Thus it provides us with an explicit example of Picard-Lefschetz and
resurgence theory applied to path integrals. While highly desirable of course, it remains to
be seen if a functional version of Picard-Lefschetz theory can be established in the general
case [6–8, 12–15].
(5) Double well potential and tunneling. Next we discuss tunneling as an example of
a typical quantum process. It nicely illustrates the relation between strongly non-classical
effects and the properties of the Airy’s function which governs the random force dynamics.
In fact, it is known that during tunneling events Wigner functions can become negative
locally [38].
(5a) We consider a particle in the quartic potential
V (X) = −1
2
µ2X2 +
λ
24
X4 (69)
with λ, µ > 0. It has two degenerate minima at ±X0, with X0 =
√
6µ2/λ, see Figure 2.
The modified Newton equation (68) reads for this example:
X¨ = µ2X − λ
6
X3 + Fquant (X; t) (70)
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VV + Vquant
FIG. 2: The classical double well potential (lower curve) and the total potential V + Vquant
(upper curve) for a particular realization of the random force. In this example, f (t) is
taken to be a large negative constant.
with the random (“quantum”) force
Fquant (X; t) =
1
2
~2/3λ1/3sign (X) |X|1/3f (t)
≡ − d
dX
Vquant (X; t) . (71)
It derives from the potential
Vquant (X; t) = −3
8
~2/3λ1/3|X|4/3f (t) (72)
which we normalized such that Vquant (0; t) = 0 for any f .
(5b) The modified Newton equation differs from the classical one in two respects. First, the
corresponding potential Vtot = V + Vquant includes an explicitly time-dependent correction,
X¨ = −V ′tot (X; t), and second, the differential equation is to be solved with four boundary
conditions, namely the initial and final positions and momenta specified by the path integral
(65). Hence for a fixed generic f(t) there will exist no solution at all typically. (This is what
frequently causes δ-function dependencies of KM on the terminal positions and momenta in
the familiar case f = 0; see eq. (A15) for the example of the free particle.)
(5c) Let us consider a classically forbidden transition now. We aim at computing the Moyal-
Marinov kernel KM (q, p, T ; q
′, p′, T0) for the initial values q′ = −X0, p′ = 0 and final values
q = X0, p = 0. Clearly, the double well potential in Figure 2 admits no classical solution that
describes a particle which moves from the left to the right minimum and has zero velocity at
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both the terminal points, and this is why we say that the transition is possible by tunneling
only.5
However, the modified Newton equation with the potential V + Vquant does admit such a
solution, for a wide range of random functions f (t) even. As a proof of principle, consider
the case where f (t) = −k = const is a negative constant, k > 0. It is easy to see then that
by choosing k > kmin with kmin sufficiently large, the potential barrier between −X0 and X0
disappears completely from V + Vquant. The desired transition can be realized by a classical
trajectory then, albeit in a non-classical potential V + Vquant, see Figure 2.
As a result, the f -integral in (66) receives contributions from all those trajectories with
k > kmin, as well as from an infinity of similar ones with time dependent f . Many of them
will give rise to Ai (f) < 0. All trajectories together conspire to make up the quantum
mechanical tunneling phenomenon.
(5d) The following points should be noted here:
(i) There exists a strict connection between the sign of f (t) and those random forces that
have an effect towards making classically forbidden transitions possible. The latter forces
must be such that the potential near its classical minima gets lifted above its (unchangeable)
value at the origin. But since always, by (72), sign (Vquant(X; t)) = −sign (f(t)), we conclude
that no positive f is able to achieve this raising, but a sufficiently large negative f can.
(ii) Above we saw that non-positive Wigner functions are possible only thanks to necessarily
negative random forces f (t) < 0 with Ai (f (t)) < 0. This leads us to the conclusion that, at
least in the example, negative random forces are the indispensable hallmark of both tunneling
and phase space densities going negative.
(iii) Since f < 0 is strictly connected to the Γ< contour in the stationary phase analysis it
follows furthermore that both tunneling and negative phase space densities can occur only
if the terminal conditions pick the saddle points on the Γ< contour as the relevant one.
So it emerges the qualitative picture that typical quantum behaviour (approximatively
classical behaviour) is connected to the steepest descent contours Γ< (Γ>) and their con-
comitant saddle points.
(iv) Contrary to the familiar instanton methods based upon classical trajectories in the
inverted potential, the present random force description of quantum tunneling requires no
Wick rotation to Euclidean time.
5 The requirement of vanishing terminal velocities excludes a “spilling over” as described in [39].
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It remains to be seen whether this description can be developed into an efficient quanti-
tative tool. For different applications of the Marinov integral to tunneling see also [40, 41].
C. Hamiltonian Path Integral
In this subsection we generalize the discussion towards Hamiltonians Ĥ that are not
necessarily quadratic in the momenta. Admitting arbitrary Weyl symbols H (p, q) now, we
express the Feynman kernel in terms of the standard phase space path integral which has
form
K (q′, T ; q′′, T0) =
∫ x(T )=q′
x(T0)=q′′
Dx (·)
∫
Dp (·)
exp
(
i
~
∫ T
T0
dt {p (t) x˙ (t)−H (p (t) , x (t))}
)
. (73)
Here the integration over the N -component momentum variable p (t) is unconstrained.
The continuum formula (73) should be read as a compact abbreviation of a discretized
integral on a time lattice. In order to represent the evolution kernel for the specific operator
Ĥ that results from H (p, q) by Weyl ordering positions and momenta, the discretization
must employ the mid-point rule [42, 43].
Building up the Moyal kernel from two integrals of the type (73), involving the variables
p+ (t) , x+ (t) and p− (t) , x− (t), respectively, we have
K (s, q, T ; s′, q′, T0) =
∫ x+(T )=q+ s2
x+(T0)=q′+ s
′
2
Dx+ (·)
∫
Dp+ (·)
∫ x−(T )=q− s2
x−(T0)=q′− s′2
Dx− (·)
∫
Dp− (·)
exp
(
i
~
∫ T
T0
dt {p+x˙+ + p−x˙− −H (p+, x+) +H (p−, x−)}
)
. (74)
The integration is over a total of 4N functions now, p± (t) and x± (t).
(1) New phase space variables. Again we try to find new integration variables that
would allow for the identification of a certain “dynamical” field alongside with its associated
response field. In addition we require that the new variables should bring out the symplectic
covariance of (74) and of KM as far as possible.
In order to meet these requirements, we introduce the symmetric linear combinations of
the N plus- and minus-type position and momentum variables, denoted X and piX , respec-
tively, and combine them in a 2N component phase space coordinate φa, a = 1, 2, · · · , 2N .
Likewise we form their antisymmetric linear combination, Y and piY , and unite them in
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the 2N component field ξa, times a factor of ~. Hence, in our notation that suppresses
configuration space indices,
φa ≡ (φp, φq) = (piX , X)
ξa ≡ (ξp, ξq) = (piY , Y ) /~ ,
(75)
with the following N -component entries:
X =
1
2
(x+ + x−) = φq
Y =
1
2
(x+ − x−) = ~ξq
piX =
1
2
(p+ + p−) = φp
piY =
1
2
(p+ − p−) = ~ξp .
(76)
(2) Marinov phase space integral. After this transformation of variables, the integral
for K becomes
K (s, q, T ; s′, q′, T0) =
∫
Dφa (·)Dξa (·) exp
(
2
i
~
∫ T
T0
dt L˜
)
. (77)
It is subject to the boundary conditions
φq (T0) = q
′, φq (T ) = q
ξq (T0) =
s′
2~
, ξq (T ) =
s
2~
(78)
and features the Lagrangean
L˜ = piX Y˙ + piY X˙ − 1
2
{
H (piX + piY , X + Y )−H (piX − piY , X − Y )
}
. (79)
In terms of the new variables, and after an integration by parts which generates a nontrivial
boundary term, it yields the action∫ T
T0
dt L˜ = ~ [φpξq]TT0 − ~
∫ T
T0
dt
{
φ˙aωabξ
b − H˜ (φ, ξ)
}
. (80)
The Hamiltonian H˜ was defined in eq. (23) already.
Recall also that ωab is the inverse of the Poisson matrix ω
ab, a 2N × 2N block matrix
with entries ωqp = −ωpq = −I and ωpp = ωqq = 0. It should be interpreted as the constant
coefficient matrix of the symplectic 2-form ω ≡ 1
2
ωabdφ
a ∧ dφb in Darboux coordinates. It
gives the phase space M the status of a symplectic manifold. This makes it clear that the
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“bulk” kinetic term that emerged from the integration by parts, φ˙aωabξ
b, behaves covariantly,
namely as a scalar under symplectic diffeomorphisms when φ˙a and ξa, respectively, are
transformed as vector components.
The boundary term in (80) instead does not seem to be covariant. However, it is precisely
what we need in order to achieve full symplectic covariance at the level of KM when we insert
(77) into (40). In fact, after the Fourier transformation with respect to the s-variables we
obtain exactly Marinov’s result for KM which we anticipated in eq. (22), with (23).
(3) Properties. Several features of the Moyal-Marinov kernel (22), (23) are important
here:
(3a) The doubled phase space M×M. To elucidate the Hamiltonian structure behind
the Marinov path integral, and the operator formalism it is equivalent to, it is natural to
work with the covector λ,
λa ≡ ωabξb ⇔ ξa = ωabλb , (81)
rather than ξ. Its components are
λa ≡ (λp, λq) = (ξq,−ξp) . (82)
Then, up to boundary terms,
−1
~
L˜ = φ˙aωabξ
b − H˜ (φ, ξ) + b.t.
= λaφ˙a − H˜ (φ, ωλ) + b.t. . (83)
The form of this Lagrangean indicates that Marinov’s integral, too, has the structure of
a standard phase space path integral. It “lives”, however, on the 4N -dimensional doubled
phase spaceM×M. The λaφ˙a-term in (83) implies that the doubled phase space is furnished
with the symplectic structure that treats the φa’s as 2N “position” variables, and the λa’s
as the 2N “momentum” variables canonically conjugate to them.6
(3b) The response field identified. The pq˙-type terms in (83) also make it fully manifest
that ξa, or λa, respectively, coincides with the response field introduced in [16–18]. Indeed,
λa is canonically conjugate to φ
a in much the same way as the auxiliary response field is
introduced in the operatorial Martin-Siggia-Rose formalism [16]. Moreover, in the classical
6 See [44–47] for a detailed discussion of Marinov’s path integral from that point of view.
26
limit ~ → 0 the Lagrangean (83) becomes linear in λa. As we shall see in a moment, this
implies that the kernel of propagation is localized on the solution of the equation of motion
via a functional Dirac delta. Therefore, λa plays the same role as the response field, which is
introduced to “exponentiate” the equation of motion in the Janssen-de Dominicis functional
formalism, see e.g. [19].
(3c) The coordinate change on M ×M. The dynamics of φa and λa on the doubled
phase space is governed by the Hamiltonian H˜. In connection with eq. (23) we observed
already the appearence of the peculiar quantities φa ± ~ξa in the argument of the standard
Hamiltonian H. They give H˜ a distinctively non-local appearence in the phase space sense.
While before their raison d’eˆtre was somewhat mysterious, our derivation explains them
transparently as due to the crucial transformation of variables in (76).
Let us combine the integration variables x± and p± appearing in the two copies of the
phase space path integral (73) into the 2N -component coordinates
φa+ ≡ (p+, x+) and φa− ≡ (p−, x−) . (84)
Then the change of the integration variables, eq. (76), writes more compactly as
φa =
1
2
(
φa+ + φ
a
−
)
ξa =
1
2~
(
φa+ − φa−
)
.
(85)
The inverse transformation becomes
φa± = φ
a ± ~ξa , (86)
which makes it clear that the “peculiar” quantities appearing in Marinov’s path integral
for KM are really nothing else than the two copies of variables pertaining to the pure state
evolution operators.
There are two main motivations for this coordinate change on M ×M,
(φ+, φ−) 7→ (φ, ξ) . (87)
First, as we said already it recasts the combined path integral to a manifestly canonical form
again, displaying the symplectic structure of the doubled phase space.
Second, it connects two different sets of dynamical variables, each of which is the most
natural one, and the one which we routinely use, in its respective field of applications. This
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is quantum statistical mechanics with mixed states on one side, and quantum mechanics of
pure states, i.e., wave functions on the other. In the sequel of this paper it will therefore be
interesting to see what this transformation of variables amounts to in concrete terms.
(3d) Hamilton’s equations. The Euler-Lagrange equations implied by the Lagrangean
L˜
(
φ, λ, φ˙
)
from eq. (83), or equivalently Hamilton’s equations of the H˜ (φ, ξ) in (23), assume
the form
φ˙a =
1
2
ωab
∂
∂φb
[
H (φ− ~ξ) +H (φ+ ~ξ)
]
(88)
ξ˙a = − 1
2~
ωab
∂
∂φb
[
H (φ− ~ξ)−H (φ+ ~ξ)
]
. (89)
They should be compared to the familiar canonical equations of motion from the classical
Hamilton function H (φ). In the present notation they read
φ˙a = ha (φ) = ωab∂bH (φ) (90)
where ha denotes the usual Hamiltonian vector field on phase space. It is easy to check
that, by virtue of the transformations (76), the equations (88) and (89) are equivalent to
two identical, decoupled and “local” sets of canonical equations, namely
φ˙+ = ω
ab∂bH (φ+) and φ˙− = ωab∂bH (φ−) , (91)
involving the variables φ+ = (p+, x+) and φ− = (p−, x−), respectively.
Again we observe that the “phase-space nonlocal” character of equations such as (88) and
(89) is easy to camouflage: in principle it could be cancelled by using the (φ+, φ−)-variables
rather than
(
φa, λa = ωabξ
b
)
. However, as we are going to discuss in subsection III D, this
is not done usually, the reason being that the classical limit of quantum mechanics prefers
one set of variables over the other.
(3e) The classical point. Note that the KM-path integral (22) involves ~ only via H˜.
Eq. (23) in the limit ~→ 0 yields the following O (~0) term:
H˜ = −ξa∂aH +O
(
~2ξ3
)
= λah
a +O
(
~2ξ3
)
. (92)
It involves the standard Hamiltonian vector field ha ≡ ωab∂bH. Using (92) and (22) we
therefore obtain a meaningful, and actually correct result for Marinov’s integral at the
strictly classical point, ~ = 0:
KM (φ
′, T ;φ′′, T0)
∣∣∣
~=0
=
∫
Dφa (·)
∫
Dλa (·) exp
(
−2i
∫ T
T0
dt λa
(
φ˙a − h (φ)
))
. (93)
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We see that, like its relative Y , the field λa plays the role of a Lagrange multiplier for the
classical equations of motion, i.e., Newton’s equation in the case of Y , and the Hamiltonian
equations φ˙a = ha (φ) in the case at hand:
KM (φ
′, T ;φ′′, T0)
∣∣∣
~=0
=
∫ φ(T )=φ′
φ(T0)=φ′′
Dφ (·) δ
[
φ˙− h (φ)
]
. (94)
This path integral governs the time evolution of phase space densities ρ (φ) in strictly classical
statistical mechanics. It is closely related to the CPI discussed in the literature [22–27, 48–
51]. However, it does not share the possibility with the CPI of evolving p-form densities
also.
The functional integral (94) is perfectly localized on solutions to the classical canonical
equations (90). Thus it evaluates to
KM (φ
′, T ;φ′′, T0)
∣∣∣
~=0
= δ
(
φ′ − Φcl (T ;φ′′, T0)
)
, (95)
where Φcl denotes the solution subject to the initial condition Φcl (T0;φ
′′, T0) = φ′′.
D. Preferred Kinematical Variables: Quantum vs. Classical Mechanics
(1) A common language. Analyzing both the configuration- and phase-space path in-
tegrals for the Moyal kernel we saw explicitly that it approaches a well defined generalized
function (distribution) in the strictly classical limit, and that
lim
~→0
KM ≡ K0M (96)
equals the time evolution kernel of the Liouville equation of classical statistical physics.
This is markedly different from the behaviour of Feynman integrals for the evolution
of wave functions,
∫
Dx exp (iS [x] /~), which display increasingly rapid oscillations when
~ → 0. While such path integrals, too, “know” about classical mechanics in the sense that
near classical trajectories the condition δS/δx = 0 “tames” the oscillations to a certain
degree, the Feynman kernel per se has no meaningful limit for ~→ 0, let alone a limit that
would match with a natural object in the formalism of classical statistical mechanics.
The smooth classical ↔ quantum transition characteristic of the Moyal kernel and of
Marinov’s path integral reflects the origin of the phase space formulation of quantum me-
chanics in the deformation quantization of the corresponding classical structures. For exam-
ple, the pointwise product of phase functions, the Poisson bracket, and Liouville’s equation
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are continuously “deformed” into, respectively, the star product, the Moyal bracket, and
Moyal’s equation, whereby ~ plays the role of the deformation parameter [52, 53].
Thanks to this continuity at the classical ↔ quantum interface it can be said that clas-
sical mechanics on the one hand, and quantum statistical mechanics in the phase space
formulation on the other, employ the same kinematical variables. And more specifically,
as Marinov’s path integral is a continuous function of ~ that interpolates between classical
(~ = 0) and quantum mechanics (~ > 0), the kinematical (integration) variables (φ, λ) or
(φ, ξ) which it employs belong to a common language of classical and quantum mechanics.
Notably, there exists no analogous common language if one restricts to the quantum
mechanical side to a theory of pure states only – as we do more often than not.
(2) Identifying the variables of strictly classical mechanics. Keeping the above
remarks in mind we observe that the evolution kernel KM at ~ = 0 given in eqs. (94) or (95)
is expressed in terms of the common classical and quantum phase space variables
φa =
1
2
(
φa+ + φ
a
−
) ≡ φaclass.mech. . (97)
They are coordinates on a single copy of M, and relate to the first half of the coordinate
transformation in (85).
It is obvious from the localization on classical trajectories featured by (94) that the
variables (97) are precisely those in terms of which (Hamiltonian) classical mechanics is
formulated. Hence the quantities (p, q) ≡ φa employed in classical mechanics are descendants
of neither φ+ ≡ (p+, q+), nor φ− ≡ (p−, q−), i.e., of the variables connected to the time
evolution of pure states |ψ〉 and their duals 〈ψ|, respectively.
Rather, the standard classical phase space variables are to be identified with the symmet-
ric average (97) of those variables that are associated with, respectively, the forward- and
backward-time evolution of pure quantum states.
In this sense, classical dynamics arises from a symmetric superposition of an evolution
forward and backward in time.
From the configuration space path integral (48) we can reach an equivalent conclusion:
the configuration space variable of classical mechanics must be identified with the linear
combination
X =
1
2
(x+ + x−) ≡ Xclass.mech. . (98)
30
(3) Status of the response field. Our point of contact between quantum and classical
mechanics are the path integrals (48) and (94) which are strictly localized on classical so-
lutions. They involve only one of the two independent linear combinations formed in (85)
from the “pure state variables” φ±, namely the symmetric combination 12
(
φa+ + φ
a
−
)
= φa ≡
φaclass.mech.. The other, antisymmetric one is nothing but the response field
1
2~
(
φa+ − φa−
)
= ξa . (99)
It is already fully integrated out at the interface of the classical and quantum formalisms,
i.e., in eqs. (48) and (94). And in the equivalent representations (47) and (93) it merely
serves as an auxiliary field needed to express the delta functional.
As a result, Marinov’s integral at ~ 6= 0 does not straightforwardly suggest a strictly
classical counterpart of the quantum response field with which it would match at ~ = 0.
One might worry about the explicit ~-dependence in (99), or in the definition of ξa in the
second equation of (85) which breaks down when ~→ 0. However, the classical limit of KM
is well defined nevertheless. This is possible thanks to cancellations with further, explicit
factors of ~ in the path integral (77) with the action (80). And this, in fact, was the very
motivation for including the ~ factors into the definition (76).7
As eq. (99) becomes meaningless at ~ = 0, i.e., in strictly classical physics, we conclude
that unlike the symmetric combination φa, which goes over into the classical variables, the
antisymmetric linear combination of φ±, the response field, has no comparable classical
descendant.
Nevertheless, as we are going to show, in the semiclassical regime of quantum mechanics
the response field does play an important role. There, quantum mechanics can be understood
in terms of two copies of classical mechanics, governing the pair (φ+, φ−), or equivalently
(φ, ξ).
IV. COHERENCE, INTERFERENCE, AND THE RESPONSE FIELD
In this and the following section we shall observe the response field “at work” by applying
the Moyal kernel and its path integral to elementary quantum mechanics. After a number of
7 In the subsection on Lagrangean path integrals it has been convenient to adopt notations such that Y
and Y˜ ≡ Y/~ correspond to ~ξq and ξq, respectively.
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introductory discussions, we focus on interference phenomena, the very hallmark of quantum
mechanics, and in section V on the double slit experiment and the Bohm-Aharonov effect.
In order to gain some intuitive understanding of the physics related to the response field,
we first determine under what circumstances large values of Y (t) can arise and play an
essential role. More precisely, we ask which kind of information, deduced from quantum
mechanical theory, has a natural description in terms of a response field whose value is
“nonclassically large”. This is to mean that KM should not be well approximated by its
strictly classical limit (48).
On the other hand, since it simplifies the discussion and leads to a particularly clear
picture, we usually do assume in this and the next section that the KM-integral is dominated
by a certain saddle point, and that it is sufficient to retain the leading non-trivial order of
the saddle point expansion.
Thus our discussion focusses on the differences between the classical, or “tree” approx-
imation of quantum mechanics on one side, and strictly classical mechanics on the other.
Most of the conceptually deep or puzzling issues of quantum mechanics show up at this level
of approximation already.
Furthermore, we specialize for pure states ρ̂ (t) = |ψ (t)〉〈ψ (t) |, and study their time
evolution in terms of the Wigner function:
Wψ (p, q, T ) =
∫
dNp′dNq′KM (p, q, T ; p′, q′, T0)Wψ (p′, q′, T0) . (100)
We assume that the time evolution is governed by a Hamiltonian H = 1
2
p2 + V , which is
general enough for our present purposes.
A. Nonlocal Correlations and Unbalanced Forward/Backward Sectors
As a preparation, let us choose the initial state ρ̂ (T0) to be ρ̂ (T0) = |x0〉〈x0|. It is
sharply localized in configuration space and amounts to the wave function ψ (x) ≡ 〈x|ψ〉 =
δ (x− x0) for some x0 ∈ RN . Its Wigner function is likewise localized with respect to q, but
independent of p:
W (p, q) = δ (q − x0) . (101)
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For T > T0 it evolves under the influence of the potential V (x) into the final state
W (p, q, T ) =
∫
dNp′KM (p, q, T ; p′, x0, T0)
=
∫
dNs exp
(
− i
~
sp
)
K (s, q, T ; 0, x0, T0) . (102)
Hence we obtain, in terms of the functional integral,
W (p, q, T ) =
∫
dNs exp
(
− i
~
sp
)
×
∫ Y (T )=s/2
Y (T0)=0
DY (·)
∫ X(T )=q
X(T0)=x0
DX (·) exp
(
2
i
~
∫ T
T0
dt L˜
)
. (103)
Several points should be noted here.
(1) Enforcing large response fields. We observe that the path integration over Y (t)
involves the boundary value Y (T ) = s/2; the latter is large provided the s-integral in (103)
is dominated by large values of s, and this in turn requires the momentum argument of W ,
i.e., p, to be small. Thus the trajectories Y (t) that contribute to W (p, q, T ) in the small-p
regime are forced to become large at their terminal point t = T , at least.
Now, in view of the irregularity of typical path integral trajectories (especially in the
Hamiltonian case) one might perhaps be hesitant to conclude rightaway that the same can
also be said meaningfully about Y (t) at t < T . However, if we now invoke our assumption
that the path integral for the Moyal kernel is dominated by one or several smooth saddle
points,
(
Xcl (t) , Y cl (t)
)
, t ∈ [T0, T ], continuity implies that in the small-p regime the clas-
sical function Y cl (t) is forced to be large also away from the terminal point.
(2) Nonlocal correlations. Equation (17) expresses the Wigner function in terms of the
wave function for the same moment of time. Being the Fourier transform of the bilinear
ψ
(
q + s
2
)
ψ∗
(
q − s
2
)
, the Wigner function Wψ (p, q), at small p arguments, is seen to be de-
termined by this bilinear for a large separation s ∈ RN of the two configuration space points
q ± s
2
.
Hence, loosely speaking, large q-separation vectors s, and related to that, large response
fields Y (t), encode information about the wave function at distant points in configuration
space. This information is of a special nature, comprising a bi-local correlation of ψ and ψ∗,
respectively, across large, potentially macroscopic distances in position space. It is therefore
plausible to suspect that the response field is of special relevance to such correlations.
(3) Forward/backward asymmetry. If we undo the transformation of the integration
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variables (36) for a moment, we see that a large value of Y cl (t) amounts to a large difference
xcl+ (t)− xcl− (t) ≡ 2Y cl (t), where xcl+ (t) and xcl− (t) are the pertinent saddle points of the two
Feynman integrals.
Since the “plus” and the “minus” sectors are related to, respectively, forward time evo-
lution (or the evolution of “kets” | · · · 〉) and backward time evolution (the evolution of the
“bras” 〈· · · |), we can also say that if for a given set of boundary conditions the response field
is large, this is indicative of a particularly unbalanced evolution in the forward and backward
sectors, respectively.8
B. Interference Terms
To further illustrate the role of the response field in correlating different points of con-
figuration space and in interference phenomena let us consider wave functions that are
superpositions of the form
ψ (x) = ψ1 (x) + ψ2 (x) . (104)
Their density operator reads
ρ̂ = |ψ1〉〈ψ1|+ |ψ2〉〈ψ2|+ |ψ1〉〈ψ2|+ |ψ2〉〈ψ1| . (105)
Applying the symbol map, this equation turns into
Wψ (q, p) = W1 (p, q) +W2 (p, q) + C12 (p, q) , (106)
where W1 and W2 are the individual Wigner functions of ψ1 and ψ2, respectively, and the
cross term C12 (p, q) is given by
C12 (p, q) =
∫
dNs ψ1
(
q +
s
2
)
ψ∗2
(
q − s
2
)
exp
(
− i
~
sp
)
+ c.c. . (107)
The phase space function C12 (p, q) is the symbol of the non-diagonal terms in the density
operator, |ψ1〉〈ψ2| + |ψ2〉〈ψ1|, and so it embodies all interference effects the states |ψ1〉 and
|ψ2〉 can give rise to. If C12 (p, q) happens to vanish identically no interference occurs, the
total Wigner function equals the sum of W1 and W2, and the density operator is a classical
mixture, |ψ1〉〈ψ1|+ |ψ2〉〈ψ2|.
8 Of course there is no net physical violation of time reversal invariance if the potential is real. But this
may not be obvious from the contribution of an individual saddle point, in particular when the boundary
conditions break time reversal invariance.
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By way of illustration, let us consider two wave functions ψ1 and ψ2 that are well localized
at two distant points in configuration space9, at a and b, say. As a sharp localization will
cause no mathematical difficulties here, we let
ψ1 (x) = δ (x− a) , ψ2 (x) = δ (x− b) . (108)
The interference of the situations “particle sits at point a” and “particle sits at point b” is
described by the following phase space function then:
C12 (p, q) = 2 cos
(
p
a− b
~
)
δ
(
q − a+ b
2
)
. (109)
Let us now time evolve the Wigner function Wψ (p, q) ≡ Wψ (p, q, T0) of (106) with (108)
from T0 to a later time T . By linearity we have
Wψ (p, q, T ) = W1 (p, q, T ) +W2 (p, q, T ) + C12 (p, q, T ) , (110)
wherein the last term is particularly interesting:
C12 (p, q, T ) =
∫
dNs exp (−isp/~)
{
K
(
s, q, T ; a− b, a+ b
2
, T0
)
+K
(
s, q, T ;− (a− b) , a+ b
2
, T0
)}
.
(111)
In terms of the (X, Y )-functional integral,
C12 (p, q, T ) =
∫
dNs exp (−isp/~)
{∫ Y (T )=s/2
Y (T0)=(a−b)/2
DY (·) +
∫ Y (T )=s/2
Y (T0)=−(a−b)/2
DY (·)
}
×
∫ X(T )=q
X(T0)=(a+b)/2
DX (·) exp
(
2
i
~
∫ T
T0
dt L˜
)
. (112)
Applying the same reasoning as above, equation (112) shows that (besides the p-
argument) there is another general factor that affects the size of typical response field
values, namely the geometry of the state that is evolved. In the example at hand, this ge-
ometry enters via the center of mass and the relative distance of the two initial localization
points, i.e., (a+ b) /2 and a− b, respectively.
If a − b is large, so is Y (t), at least close to the initial point (t = T0). In view of the
transformation (36), the boundary conditions on the X- and Y -integrals in (112) are such
that, in the forward/backward-language, both x+ (t) and x− (t) can “reach” the localization
9 As always, we assume the configuration space to be RN .
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FIG. 3: The geometry of the double slit experiment for electrons.
points a and b. More generally, any state with relevant structure at distant points enforces
that large, possibly even macroscopically large response fields Y (t) contribute to its time
evolution.
It is obvious from our example that such large response field values are needed for the
interference term C12 to survive under time evolution or, stated differently, for maintaining
quantum coherence. As such, they are closely linked to the unitary character of the quantum
mechanical time evolution.
If one goes beyond our present setting and includes interactions of the system with envi-
ronmental degrees of freedom, or other modifications that can lead to decoherence, a natural
decoherence scenario consists in suppressing or damping the response field in such a way
that C12 → 0 ultimately.
V. DOUBLE SLIT EXPERIMENT AND BOHM-AHARONOV EFFECT
This section is devoted to two instructive examples illustrating the role played by the
response field in the semiclassical limit: the double slit experiment, and the Bohm-Aharonov
effect.
Figure 3 shows a symbolic sketch of a double slit experiment with electrons. They are
emitted from an electron source at the point Q, then travel along the trajectories ΓI or ΓII ,
respectively, passing through slit I or slit II, before hitting the screen at q. We would like
to compute the intensity detected on the screen in dependence on the point q, keeping Q
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fixed.10 We model the obstacle that forces the electrons to go through the slits, assumed
infinitesimally narrow, by a potential V (x) which is infinite on the obstacle and vanishes
everywhere else. Apart from the effect of this potential the electrons are considered free
particles.
In terms of the Marinov path integral, the intensity distribution on the screen is propor-
tional to
|K (q, T ; Q, T0)|2 = K (0,q, T ; 0,Q, T0)
=
∫ X(T )=q
X(T0)=Q
DX (·)
∫ Y(T )=0
Y(T0)=0
DY (·) exp
(
2
i
~
∫ T
T0
dt L˜
)
. (113)
We are now going to evaluate this path integral using the lowest non-trivial order of the
saddle point expansion, i.e., the “classical approximation” of quantum mechanics.
To shed further light on the significance of the response field we present the calculation
in two different, but equivalent, ways. The first one employs the variables x±, while the
second highlights the classical- and response fields X and Y, respectively.
A. The (x+,x−)-Perspective
According to the conventional approach that does not employ the Marinov integral [54],
the kernel K in (113) is regarded as (literally) the product of two Feynman integrals of the
usual form
K (q, T ; Q, T0) =
∫ x(T )=q
x(T0)=Q
Dx (·) e i~S[x(·)] ≈ e i~SI + e i~SII . (114)
In the second step of (114) the saddle point approximation has been invoked, with
SI,II ≡ S
[
x
(I,II)
SP (·)
]
, (115)
where x
(I)
SP (·) and x(II)SP (·) denote the classical solutions corresponding to the paths ΓI and
ΓII , respectively. In the double slit geometry they are the only relevant saddle points.
When we write down the product of the two K’s, those saddle points appear both in the
x+- and the x−-integral:
K (0,q, T ; 0,Q, T0) = K (q, T ; Q, T0)
∗K (q, T ; Q, T0) (116)
=
{
e
− i~SI
[
x−=x
(I)
SP
]
+ e
− i~SII
[
x−=x
(II)
SP
]}{
e
i
~SI
[
x+=x
(I)
SP
]
+ e
i
~SII
[
x+=x
(II)
SP
]}
.
10 In this section 3D position and momentum vectors are printed in boldface.
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FIG. 4: The closed curves shown represent the saddle points (118) that appear if one
adopts the (x+,x−)-perspective. Figure 4a: The backtracking paths ΓI,I and ΓII,II . Figure
4b: The path ΓI,II . The saddle point ΓII,I is obtained by reversing its orientation.
In the two Feynman integrals representing the K∗K-product the respective integration vari-
ables x+ (t) and x− (t) “decide” independently whether they want to be approximated by
one or the other saddle point, making a total of four cases:
K (0,q, T ; 0,Q, T0) =
(
e−
i
~SI + e−
i
~SII
)(
e
i
~SI + e
i
~SII
)
= 1 + 1 + e
i
~ (SI−SII) + e−
i
~ (SI−SII) . (117)
While in the first line of (117) the exponentials involving SI and SII are related to the
(open) paths ΓI and ΓII leading from the source to the screen, each one of the four terms
in the last line of (117) is linked to a certain closed curve, denoted ΓI,I , ΓII,II , ΓI,II , and
ΓII,I , respectively. The closed curves arise from combining ΓI or ΓII in the “forward”,
i.e., x+-sector, with −ΓI or −ΓII in the “backward”, i.e., x−-sector. (The minus sign
indicates the reversed orientation.) The closed curves correspond to the following saddle
point combinations:
ΓI,I : x+ = x
(I)
SP , x− = x
(I)
SP
ΓII,II : x+ = x
(II)
SP , x− = x
(II)
SP
ΓI,II : x+ = x
(I)
SP , x− = x
(II)
SP
ΓII,I : x+ = x
(II)
SP , x− = x
(I)
SP .
(118)
These four curves are sketched in Figure 4.
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From (117) we obtain
K (0,q, T ; 0,Q, T0) = 2 + 2 cos (∆S/~) = 4 cos2
(
∆S
2~
)
, (119)
and so it remains to compute the difference of the “on-shell” actions, ∆S ≡ SI −SII . Using
that S [x] = 1
2
m
∫
dt x˙2 along the straight sections of ΓI,II , a simple calculations yields
11
∆S = mv (a/`)u with v and m the velocity and the mass of the electrons, a the distance
of the two slits, and ` the distance from the obstacle to the screen. Furthermore, u is a
coordinate on the screen given by the perpendicular distance of q from the central axis. In
evaluating ∆S we take the limit in which the distance between the source and the obstacle
is much bigger than any other length in the problem.
As a result the intensity on the screen is given by
I (u) ∝ K (0,q, T ; 0,Q, T0) = 4 cos2
(mv
2~
(a
`
)
u
)
. (120)
This is the well known formula which exhibits the modulation typical of an interference
pattern.
B. The (X,Y)-Perspective
Now let us pretend that we are unaware of the hidden product structure of Marinov’s
path integral, and let us evaluate the integral (113) directly, i.e., by integrating over the
“classical variable” X (t) and the response field Y (t). Equivalently, we may also start out
from its integrated-by-parts version:
K (0,q, T ; 0,Q, T0) =
∫ X(T )=q
X(T0)=Q
DX (·)
∫ Y(T )=0
Y(T0)=0
DY (·)
× exp
(
−2 i
~
∫ T
T0
dt
{
Y · X¨ + V˜ (X,Y)
})
. (121)
Herein the sole purpose of
V˜ (X,Y) ≡ 1
2
(
V (X + Y)− V (X−Y)
)
(122)
is to implement the constraint caused by the slit geometry. To avoid technical issues, let
us assume that V (x) is actually an appropriately smoothened variant of the characteristic
11 This equation is valid to first order in the deflection angle, i.e., in u. It treats v and the geometric
data of the apparatus as independent, hence the time difference T − T0 is implicitly adjusted such that
v (T − T0) = `+(distance obstacle-source).
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function which equals infinity (zero) when the point x lies on (off) the obstacle.
(1) Response field is not “small”. A word of caution might be appropriate here. While
we shall invoke the semiclassical expansion again, it would be quite wrong to apply the
approximation of a small response field at this point. In fact, using
V˜ (X,Y) = Y · ∇V (X) +O (Y3) (123)
would turn (121) into
K (0,q, T ; 0,Q, T0) =
∫ X(T )=q
X(T0)=Q
DX (·) δ
[
X¨ +∇V (X)
]
. (124)
This integral describes entirely classical physics, however, and “knows” nothing about the
interference pattern on the screen, which we expect to find.
(2) Saddles of Marinov’s integral. Thus, let us be careful and try to find an approxi-
mation in the form
K (0,q, T ; 0,Q, T0) =
∑
(XSP,YSP)
exp
(
2
i
~
S˜ [XSP,YSP]
)
(125)
where the sum is over the saddle points (XSP (t) ,YSP (t)) of the action functional
S˜ [X,Y] ≡
∫ T
T0
dt
{
X˙ · Y˙ − V˜ (X,Y)
}
, (126)
and we are open-minded as for the magnitude of YSP (t).
Now, such (X,Y)-saddle points should be determined by solving the coupled system of
equations (41) which looks rather unwieldy. Even if V (x) is the characteristic function of
a fairly simple geometry, the support of V˜ (X,Y) on the doubled configuration space, and
the trajectories it allows, are not easily visualized.
However, after a moment of contemplation even the hypothetical physicists who are un-
aware of the hidden product structure of Marinov’s integral will discover that by introducing
new variables x± via
XSP (t) =
1
2
[x+ (t) + x− (t)] ,
YSP (t) =
1
2
[x+ (t)− x− (t)] ,
(127)
the system (41) can be decoupled, and that it boils down to a doubled Newton equation,
x¨± = −∇V (x±). Furthermore, these physicists will find out that the standard Newton
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(α, β) x+ x− XSP YSP
(I, I) x
(I)
SP x
(I)
SP x
(I)
SP 0
(II, II) x
(II)
SP x
(II)
SP x
(II)
SP 0
(I, II) x
(I)
SP x
(II)
SP xΣ x∆
(II, I) x
(II)
SP x
(I)
SP xΣ −x∆
TABLE I: The saddle points for (x+,x−) and (X,Y) in terms of x
(I)
SP, x
(II)
SP , xΣ, and x∆.
equation x¨ = −∇V (x) admits two solutions consistent with the boundary data, namely
x
(I)
SP and x
(II)
SP . These latter two trajectories on the (ordinary) configuration space happen
to be saddle points of a Feynman-type path integral, but this fact is of no relevance from
the present perspective.
The complete set of solutions to the doubled Newton equation is found by picking x+ (t)
and x− (t) independently from the set
{
x
(I)
SP (t) ,x
(II)
SP (t)
}
. Then transforming back to the
(X, Y ) language via equation (127) gives rise to a total of four open curves on the doubled
configuration space:
(XSP,YSP) : [T0, T ]→ R3 ×R3, t 7→ (XSP (t) ,YSP (t))α,β , α, β ∈ {I, II} . (128)
These are the saddle points to be summed over in (125). We list them in Table I.
The first two saddle points in the table, (α, β) = (I, I) and (α, β) = (II, II), are trivial in
the sense that they have an identically vanishing response field, (XSP,YSP)α,α =
(
x
(α)
SP , 0
)
.
The third and the fourth instead, (α, β) = (I, II) and (α, β) = (II, I), are of the form
(XSP,YSP)α,β = (xΣ,±x∆), with the abbreviations
xΣ (t) ≡ 1
2
[
x
(I)
SP (t) + x
(II)
SP (t)
]
x∆ (t) ≡ 1
2
[
x
(I)
SP (t)− x(II)SP (t)
]
.
(129)
The saddle points of Marinov’s integral are depicted symbolically in Figure 5.
(3) The result. Using the entries of Table I, it is now easy to evaluate the sum over saddle
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Qq
I
II
(I, I)
(a)
Q
q
I
II
(II, II)
(b)
Q
q
I
II
(I, II)
Y (t)
X (t)
(c)
Q
q
I
II
(II, I)
X (t)
Y (t)
(d)
FIG. 5: The diagrams illustrate the saddle points of Marinov’s path integral. They are
open curves on the doubled configuration space. Figures 5a and 5b show projections onto
the classical X-space; they are to be combined with Y (t) ≡ 0. In Figures 5c and 5d, the
tip of the Y (t) vector lies on the dashed lines when added to X (t), which in turn is given
by solid lines.
points in eq. (125):
K (0,q, T ; 0,Q, T0) =
∑
α,β∈{I,II}
exp
(
2
i
~
S˜
[
(XSP,YSP)α,β
])
=
∑
α,β∈{I,II}
exp
(
i
~
S
[
(x+)α,β
]
− i
~
S
[
(x−)α,β
])
= 1 + 1 + ei∆S/~ + e−i∆S/~
= 4 cos2
(
∆S
2~
)
. (130)
Thus we recover the result of our first calculation, equation (119), and so (120) ultimately,
as it should be.
(4) Importance of the response field. The most interesting aspect of this second
calculation are the stationary points which, besides the “classical mechanics-field” X (t), also
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involve the less familiar response field Y (t). It is seen here to co-determine the semiclassical
limit and is on a par with X (t).
The time dependence of the stationary points is displayed in Figure 5. Several essential
points must be noted here.
(4a) There exist saddle points of the Marinov path integral with an identically vanishing
response field, Y (t) = 0 ∀t ∈ [T0, T ]. In a way, they are “more classical” than the other
ones, in that they are fully described by the trajectory of the classical field, X (t). In our
example, these are the cases (α, β) = (I, I) and (α, β) = (II, II), respectively, describing a
perfectly classical electron that travels through slit I in the first, and slit II in the second
case.
(4b) The third and the fourth saddle point have a quite intriguing structure, (XSP,YSP) =
(x∆,±xΣ). Their classical- (response-) field component is given by the vectorial sum (dif-
ference) of the above trajectories passing through slit I and II, respectively.
As a consequence, the “classical mechanics-component” of the saddle point, i.e., XSP (t),
passes through neither of the two slits : at first it follows the symmetry axis, then it hits the
obstacle, seems to tunnel through it, and gets deflected only then.
Here we can observe quite nicely what is needed in order to promote classical mechanics to
semiclassical quantum mechanics: it is the additional information provided by the response
field. The “improved” trajectories XSP (t) ± YSP (t) actually do pass through one or the
other slit, and are responsible for the interference pattern ultimately.
(4c) The magnitude of the response field can reach macroscopic values. Along the saddle
point trajectories it can become as large as a/2, half of the distance of the two slits.
Indeed, perturbatively speaking the final result (120) sums up arbitrarily high orders of
a. If one tries to enforce a small response field by choosing a tiny value of a, and Taylor
expands (120) in this quantity, the periodicity of the interference pattern is ruined at any
finite order.
C. The Bohm-Aharonov Effect
After the following modification the above experimental set up lends itself for a demon-
stration of the Bohm-Aharonov effect [55]: at equal distances from the slits we place a
solenoid close to the obstacle, producing a magnetic field B (x) that is non-zero in a small
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Qq
I
II
Φ
ΓI
ΓII
FIG. 6: Modified double slit experiment to demonstrate the Bohm-Aharonov effect. The
magnetic field is nonzero in the darkened circle only, giving rise to a magnetic flux Φ.
domain only and gives rise to a magnetic flux Φ through the transverse plane, see Figure
6. The classical paths ΓI and ΓII computed above for B (x) ≡ 0 are assumed to pass well
outside this domain.
Let us use the Moyal-Marinov path integral again to find the modified interference pat-
tern in presence of the solenoid.
(1) The K- and KM-integrals for the electrons exposed to an external magnetic field are
described in Appendix B. They have the by now familiar structure, except that their La-
grangean L˜
(
X,Y, X˙, Y˙
)
contains additional terms depending on the vector potential, see
equations (B2), (B3). It implies the following Euler-Lagrange equations for the saddle
points:12
X¨ = e X˙×B+ (X,Y) + e Y˙ ×B− (X,Y)
Y¨ = e X˙×B− (X,Y) + e Y˙ ×B+ (X,Y) .
(131)
They feature the bi-local functions
B± (X,Y) = ∇X ×A± (X,Y)
=
1
2
[B (X + Y)±B (X−Y)] , (132)
with B (x) ≡ ∇×A (x) denoting the ordinary magnetic field.
(2) In view of the non-local appearance of the equation of motion (131) one must beware of
12 For simplicity we omit here the scalar potential V whose sole purpose is to model the geometric obstruc-
tions imposed by the slit geometry.
44
a rather tempting speculation: Might it be that the (X,Y)-trajectories do feel the B-field,
rather than just the A-field, while the usual ones don’t?
The answer is no, however, since (131) is related to the decoupled saddle point equations
x¨± = e x˙±×B (x±) by x± = X±Y, and each one of them has the same form as the classical
equation, x¨ = e x˙×B (x). As a result, if the relevant solutions to the latter are unaffected
by the magnetic field, so are x+ (t) and x− (t), and as a consequence, X (t) and Y (t).
(3) Thus, the saddle points of the doubled path integral are the same with and without the
magnetic field. What is different, however, is the value of the action evaluated along those
saddle point trajectories. A simple calculation shows that the x˙·A-terms shift ∆S ≡ SI−SII
by a term proportional to the magnetic flux, ∆S = mv (a/`)u + eΦ, so that the intensity
on the screen is now given by
I (u) ∝ cos2
(
mv
2~
(a
`
)
u+
eΦ
2~
)
. (133)
This is indeed the correct result. The B-field confined to the interior of the solenoid causes
a rigid, i.e., u-independent translation of the interference pattern visible on the screen [54].
VI. INSTANTONS OF THE “WICK ROTATED” RESPONSE FIELD
In the response field formalism, it is common to analytically continue, or “Wick rotate”
the response field Y by defining a new field Y ′ ≡ −iY and considering Y ′ real then [19].
As an example, let us consider an action associated to a stochastic differential equation,
which often takes the form iS = i
∫
Y [· · · ]−∫ 1
2
DY 2, where the dots represent terms specific
to the system under consideration. After introducing Y ′, the original expression for exp (iS)
becomes exp
(− ∫ Y ′ [· · · ] + ∫ 1
2
DY ′2
)
.
Although this change of variables is possibly harmless in perturbation theory, it is not
clear if this is the case in the full path integral. Indeed, such a “Wick rotation” is not always
legitimate even in the saddle point approximation.
In this section we consider only the class of theories for which the “Wick rotation” makes
sense. For this class we show that the associated instantons are actually the same as the
complex instantons found in standard Feynman path integrals, see e.g. [15].
To see this explicitly we must first rewrite the action associated to the Moyal kernel by
introducing the Euclidean time τ = it and then perform the transformation Y ′ ≡ −iY . Let
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us start by considering
iS [x+, x−] = i
∫
dt
{
1
2
x˙2+ − V (x+)
}
− i
∫
dt
{
1
2
x˙2− − V (x−)
}
(134)
−SE [x+, x−] = −
∫
dτ
{
1
2
x˙2+ + V (x+)−
1
2
x˙2− − V (x−)
}
, (135)
where the second line gives the Euclideanized action of the Marinov path integral. Next
we rewrite the Euclidean action SE in terms of the symmetric and the anti-symmetric
combinations, x+ = X + Y and x− = X − Y . One finds
SE [X, Y ] =
∫
dτ
{
2X˙Y˙ + V (X + Y )− V (X − Y )
}
. (136)
Finally we “Wick rotate” the response field via Y ′ ≡ −iY and obtain
SE [X, Y
′] =
∫
dτ
{
2i X˙Y˙ ′ + V (X + iY ′)− V (X − iY ′)
}
. (137)
The equations of motion derived from SE [X, Y
′] read then
X¨ =
1
2
[
V ′ (X + iY ′) + V ′ (X − iY ′)
]
Y¨ ′ =
1
2i
[
V ′ (X + iY ′)− V ′ (X − iY ′)
]
.
(138)
Surprisingly enough, the equations of motion (138) appear also in a different context and
are particularly relevant in the resurgence program, see e.g. [7].
In fact, let us consider instantons in the standard Feynman path integral. These in-
stantons are finite action solutions to the equation of motion of the Euclidean action SE =∫
dτ
(
1
2
x˙2 + V (x)
)
, i.e., they satisfy x¨ = V ′ (x). It turns out important to consider not only
real solution, but also complex solutions to the equation of motion, involving a holomorphic
potential then [7]:
d2
dτ 2
z (τ) = V ′ (z (τ)) , (139)
with z (τ) = X (τ) + iY (τ). This is the holomorphic Newton equation which we mentioned
in the Introduction already. By comparing the real and the imaginary parts of (139) and
thereby employing the Cauchy-Riemann equations for the holomorphic potential, it can be
checked straightforwardly that (139) is actually equivalent to (138).
This establishes an intriguing connection between the instantons of the Moyal path in-
tegral with a “Wick rotated” response field on one side, and the complex instantons in
standard Feynman integrals on the other.
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It must be emphasized though that these instantons actually enter in different actions
and different kernels of propagation. It is therefore difficult to state a precise relation, if
any, between the results obtained in the two frameworks. We hope to be able to come back
to this issue in the future.
VII. SUMMARY AND CONCLUSIONS
In this work we studied the Marinov path integral and focused on various aspects of its
saddle point approximation. Particular attention has been paid to the crucial role of the
response field, which we discussed in detail.
After outlining the scope of our work in Section I, in Section II we reviewed the connection
between the Moyal approach to quantum mechanics and the path integral introduced by
Marinov. In Section III we provided a derivation of the Marinov path integral by combining
two Feynman path integrals. This allowed us to pin down the exact relationship between
the kinematical variables used in quantum and strictly classical mechanics, respectively.
Furthermore, it led to an intriguing random force representation of the semiclassical time
evolution which is based on concept of Airy averaging.
(Details regarding the precise definition of the path integrals by discretization on a time
lattice have been confined in Appendix A.)
In Section IV we studied how quantum interference and correlation effects emerge in the
Marinov path integral and we explored the pivotal role of the response field in this regard.
In Section V we presented two illustrative applications of the approach advocated in the
paper. Within the saddle point approximation, we displayed how the double slit interference
and the Bohm-Aharonov effect make their appearance in the Marinov path integral in a novel
and somewhat surprising fashion.
(The path integral of a particle interacting with an electro-magnetic field was given in
Appendix B.)
In Section VI we highlighted a surprising relationship between the instanton solutions
of the Marinov path integral with an analytically continued or “Wick rotated” response
field on the one side, and ordinary complex instantons, as studied recently in the resurgence
program, for instance, on the other. It turned out that after the “Wick rotation” of the
response field the Euclidean equations of motion are actually the same as those studied in
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resurgence. This implies that the instantons found in one framework can be used also in the
other. This connection might be of interest in the ongoing efforts towards a Picard-Lefschetz
theory applicable to oscillating functional integrals.
The perspective adopted in the present paper offers an alternative approach to the stan-
dard saddle point approximation, which is better suited to discuss the semiclassical ap-
proximation and the strictly classical limit of the results obtained. In particular it offers
an improved conceptual understanding of the quantum-classical interface that cannot be
provided by the Feynman integrals with their escalating oscillations for ~→ 0.
It would be very interesting to generalize the present study to the BRS-symmetric ex-
tension of the Moyal formalism [44–46]. Indeed, this is related to the recent super-extended
Schwinger-Keldysh formalism [56, 57], see [47] for a discussion regarding the relationship
between the two approaches.
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Appendix A: Path integrals on a time lattice
In the main part of the paper the various path integrals are treated in a somewhat for-
mal continuum notation. However, all manipulations described there can be justified more
rigorously by performing them on their well defined discrete counterparts defined over a
time lattice, and taking the temporal continuum limit corresponding to an arbitrarily fine
lattice only thereafter. In this appendix we give some details of these (in general rather
cumbersome) calculations, thereby focussing on the discrete version of the Lagrangean path
integrals from Subsection III A.
(1) The lattice definition. We construct the regularized functional integral represen-
tation of the Moyal kernel, i.e., the actual definition of its path integral, by combining
two discretized path integrals for the Feynman kernels. For systems with Lagrangeans
L = 1
2
x˙2− V (x), the Feynman kernel is given by the ν →∞ limit of the following ordinary
(ν − 1)-fold integral [30]:
K (x′, T ;x′′, T0) = (2pii~)−Nν/2
∫
dNx1 · · · dNxν−1
× exp
{
i
~
ν∑
n=1
[
1
2
(
xn − xn−1

)2
− V (xn)
]}
. (A1)
Here we set x0 ≡ x′′, xν ≡ x′, and  ≡ (T − T0) /ν denotes the lattice constant corresponding
to the regularization parameter ν. Inserting two copies of (A1), for finite and equal values
of ν into (28) leads to
K (s, q, T ; s′, q′, T0) = (2pi~)−Nν
∫
dNx+1 · · · dNx+ν−1
∫
dNx−1 · · · dNx−ν−1 (A2)
× exp
{
i
2~
ν∑
n=1
[(
x+n − x+n−1
)2 − (x−n − x−n−1)2]− i~
ν∑
n=1
[
V
(
x+n
)− V (x−n )]
}
.
In the sums above, the index values n = 0 and n = ν refer to the terminal positions x±n .
They are not integrated over but rather are fixed by the boundary conditions:
x+0 = q
′ +
1
2
s′, x−0 = q
′ − 1
2
s′
x+ν = q +
1
2
s, x−ν = q −
1
2
s
(A3)
Next we introduce new variables in (A2),
Xn =
x+n + x
−
n
2
Yn =
x+n − x−n
2
(A4)
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so that x±n = Xn ± Yn. The transformation (A4) applies for all n = 0, 1, 2, · · · , ν − 1, ν.
Hereby the index values n = 1, 2, · · · , ν − 1 refer to integration variables, while n = 0 and
n = ν relate to the boundary variables:
X0 = q
′, Xν = q
Y0 =
1
2
s′, Yν =
1
2
s .
(A5)
In terms of the new variables, the integral (A2) reads as follows:
K (s, q, T ; s′, q′, T0) = 2−N (pi~)−N
∫
dNX1 · · · dNXν−1
∫
dNY1 · · · dNYν−1 (A6)
× exp
{
2i
~

ν∑
n=1
[(
Xn −Xn−1

)(
Yn − Yn−1

)
− 1
2
(V (Xn + Yn)− V (Xn − Yn))
]}
.
This multiple integral together with (A5) is our final result for the regularized path integral.
The kernelsK, and after a Fourier transformation, KM, are given by the well defined ν →∞
limit of (A6).
In the formal continuum limit (i.e. when ν →∞ is applied to the integrand rather than
the evaluated integral) the multiple integral (A6) gives rise to (37) with (38) of the main
text.
(2) Integration by parts. In writing down the alternate variant of the continuum K-
integral in equation (43) we performed an integration by parts on the X˙Y˙ term in the
action. The justification of this step is slightly more subtle. First of all one shows that the
terms of the discrete kinetic term in (A6) can be reorganized as follows
ν∑
n=1
(Xn −Xn−1) (Yn − Yn−1) = −
ν−1∑
n=1
Yn (Xn+1 +Xn−1 − 2Xn)
+
1
2
s (q −Xν−1)− 1
2
s′ (X1 − q′) . (A7)
Note the different range of the sums in this identity.
Multiplying (A7) by 1/ and taking the limit ν → ∞ it would imply the continuum
formula ∫ T
T0
dt X˙ (t) Y˙ (t) = −
∫ T
T0
dt Y (t) X¨ (t) +
1
2
s X˙ (T )− 1
2
s′ X˙ (T0) , (A8)
which is nothing but the integration by parts performed formally in Section III.
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Instead, the regularized expression which provides the actual definition of the alternative
continuum path integral (43) is given by:13
K (s, q, T ; s, q′, T0) = 2−N (pi~)−Nν
×
∫
dNX1 · · · dNXν−1 exp
{
i
~
[s (q −Xν−1)− s′ (X1 − q′)]
}
(A9)
×
∫
dNY1 · · · dNYν−1 exp
{
− 2i
~
ν−1∑
n=1
[
Yn
(
Xn+1 +Xn−1 − 2Xn
2
)
+V˜ (Xn, Yn)
]}
.
While the above sum over n involves the terminal positions X0 = q
′ and Xν = q, respectively,
it is independent of s and s′. Hence the entire s, s′-dependence in (A9) is made explicit by
the first exponential function under the integral. This proves the corresponding claim made
in the main text in relation with equation (43).
Furthermore, at this point it is straightforward to perform the Fourier transform that
connects K to KM. In this way we learn that a precise definition of the formal expression
(44) for the Moyal kernel is given by the ν →∞ limit of
KM (p, q, T ; p
′, q′, T0) = (pi~)−N(ν−1) −N(ν−2)∫
dNX2 · · · dNXν−2
∫
dNY1 · · · dNYν−1 (A10)
× exp
{
−2i
~
ν−1∑
n=1
[
Yn
(
Xn+1 +Xn−1 − 2Xn
2
)
+ V˜ (Xn, Yn)
]}
,
whereby the four variables
X0 = q
′ , Xν = q (A11)
X1 = q
′ + p′ , Xν−1 = q − p (A12)
are determined by the boundary data and also depend on the lattice constant .
The somewhat unusual conditions (A12) are implied by two delta functions that result
from the Fourier transformation and allow performing the X1- and the Xν−1-integrations,
respectively. Together with (A11), those conditions have the effect of fixing the velocities at
13 In writing down (A9) we also omitted a term from the sum over V˜ (xn, yn) which gives no contribution
in the ν →∞ limit of the multiple integral.
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the terminal points:
p′ =
X1 −X0

→ X˙ (T0)
p =
Xν −Xν−1

→ X˙ (T ) .
(A13)
In this way, the ν →∞ limit of (A10) gives a precise meaning to the symbolic notation used
in (44).
(3) Example: the free particle. For simple potentials the nested multiple integrals
encountered above can be calculated explicitly for any given ν and the limit ν →∞ can be
taken. For example, in the case of the free particle, the reader is invited to evaluate (A6)
and (A9) at finite ν, to verify that both the original and the integrated-by-parts version of
the regularized path integral possess well defined continuum limits, and to show that those
are indeed equal, being
K (s, q, T ; s′, q′, T0) = [2pi~ (T − T0)]−N exp
{
i
~
(q − q′) (s− s′)
T − T0
}
. (A14)
Plugging (A14) into (40) then yields the corresponding Moyal kernel finally:
KM (p, q, T ; p
′, q′, T0) = δ (q − [q′ + p′ (T − T0)]) δ (p− p′) . (A15)
As in all systems with a quadratic Hamiltonian, it equals the solution to the classical Liouville
equation.
Appendix B: Particle in a magnetic field
Since it is interesting in its own right, and as a background for our discussion of the Bohm-
Aharonov effect, we briefly describe the Lagrangean Marinov integral and its classical limit
for a particle interacting with an external magnetic field B (x) ≡ ∇×A (x).14
(1) Bilocal potentials. We start out from the standard Lagrangean for a particle of unit
mass and charge e, coupled to a vector potential A (x) and scalar potential V (x):
L (x, x˙) =
1
2
x˙2 + e x˙ ·A (x)− V (x) . (B1)
14 Letting N = 3 here, we follow the convention of denoting position and momentum vectors in R3 by bold
face letters.
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Following the steps outlined in Subsection III C we are again led to the formula (37) for
K (s,q, T ; s′,q′, T0), but with (38) replaced by
L˜
(
X,Y, X˙, Y˙
)
= X˙ · Y˙ + e X˙ ·A− (X,Y) + e Y˙ ·A+ (X,Y)− V (X,Y) . (B2)
Herein the three bi-local potentials are given by
A+ (X,Y) =
1
2
[A (X + Y) + A (X−Y)]
A− (X,Y) =
1
2
[A (X + Y)−A (X−Y)] (B3)
V˜ (X,Y) =
1
2
[V (X + Y)− V (X−Y)] .
Given the (still exact) path integral forK (s,q, T ; s′,q′, T0), the pertinent exact Moyal kernel
is obtained by the usual Fourier transformation, equation (40).
(2) Occurrence of the gauge field. The semiclassical approximation of KM is governed
by the small-Y expansion of the bi-local potentials. At leading order,
A+ (X,Y) = A (X) +O
(
Y2
)
A− (X,Y) = (Y · ∇X) A (X) +O
(
Y3
)
(B4)
V˜ (X,Y) = (Y · ∇X)V (X) +O
(
Y3
)
.
The Lagrangean L˜ reads at this order:
L˜ =
d
dt
{
Y ·
[
X˙ + eA (X)
]}
+Y ·
[
−X¨ + eX˙×B (X)−∇V (X)
]
(B5)
+O
(
Y3
)
.
Proceeding as in Section III we find in this approximation after performing the Y-integration:
K (s,q, T ; s′,q′, T0) =
∫ X(T )=q
X(T0)=q′
DX (·) exp
(
i
~
{
s ·
[
X˙ (T ) + eA (q)
]
− s′ ·
[
X˙ (T0) + eA (q
′)
]})
×δ
[
X¨− e X˙×B (X) +∇V (X)
]
. (B6)
Note that the first term on the RHS of (B5), a total derivative, has augmented the terminal
velocities in the phase factors under the integral to X˙ + eA (X), evaluated at the initial and
final point, respectively. This combination is necessary to guarantee the gauge covariance
of the formalism at the level of the function K.
(3) Classical kernel. The strictly classical special case of the kernel KM is obtained by
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inserting (B6) into (40) and performing the Fourier transformation with respect to s and s′.
This yields the classical Moyal kernel in the form
lim
~→0
KM (p,q, T ; p
′,q′, T0) =
∫
DX (·) δ
[
X¨− eX˙×B (X) +∇V (X)
]
. (B7)
Hereby the functional integration over X (t) is subject to the following four boundary con-
ditions:
X (T ) = q, X˙ (T ) = p− eA (q)
X (T0) = q
′, X˙ (T0) = p′ − eA (q′) .
(B8)
We see that the integrand of (B7) is strictly localized on solutions of the classical equation
of motion, X¨ = e X˙×B−∇V , which feels the magnetic field only via B, the gauge invariant
curl of A. Instead, the boundary conditions (B8) depend on A directly. There, the presence
of the vector potential is a consequence of the crucial total derivative terms in the L˜ of
equation (B5). Thus the classical limit of KM as given by (B7) with (B8) depends on the
terminal momentum only via the combination p − eA (q), the counterpart of a covariant
derivative in the phase space formulation.
(4) Gauge invariant probabilities. As a final consistency check we mention that equation
(32) continues to be true in presence of a vector potential. Together with (B6), evaluated
at vanishing s-arguments, it implies that in the classical limit
|K (q, T ; q′, T0)|2 =
∫ X(T )=q
X(T0)=q′
DX (·) δ
[
X¨− eX˙×B (X) +∇V (X)
]
. (B9)
As it must be, the path integral in (B9) is indeed seen to be a positive and manifestly gauge
independent function of the position and time arguments, at least formally [30–32].
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