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Abstract
Let S denote either the set of n× n symmetric doubly stochastic matrices or the set of
n× n symmetric doubly substochastic matrices and let T be a linear map on span S. We
prove that T (S) =S if and only if there exists an n× n permutation matrix P such that
T (X) = P tXP for allX ∈ spanS. Our proofs make use of the concept of neighborly extreme
points of a polytope and depend on some intricate graph theory.
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1. Introduction
Let C be a nonempty subset of a finite-dimensional linear space, and let T be a
linear map on span C. We say that T preserves (respectively, strongly preserves) C
if T (C) ⊆ C (respectively, T (C) = C). It is clear that T strongly preserves C if and
only if T is bijective and T , T −1 both preserve C. Also, for a compact convex set
C, T strongly preserves C if and only if T strongly preserves E(C), where we use
E(C) to denote the set of extreme points of C.
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Recently, Li et al. [4] obtained, besides other results, the following character-
izations of the strong linear preservers of DS(n), the polytope of doubly stochastic
matrices, and of DsS(m, n), the polytope of m× n doubly substochastic matrices:
Theorem A. Let T be a linear map on span(DS(n)). The following conditions are
equivalent:
(a) T (DS(n)) = DS(n).
(b) T (P(n)) = P(n).
(c) T is given by T (X) = PXQ or T (X) = PXtQ for some P,Q ∈ P(n).
Theorem B. Let T be a linear map on Rm×n. The following conditions are equiva-
lent:
(a) T (DsS(m, n)) = DsS(m, n).
(b) T (sP(m, n)) = sP(m, n).
(c) There exist P ∈ P(m) and Q ∈ P(n) such that T is given by:
(i) T (X) = PXQ, or
(ii) T (X) = PXtQ (and m = n).
In the above, P(n) denotes the set of n× n permutation matrices, and sP(m, n)
denotes the set of m× n subpermutation matrices.
Subsequently, Chiang and Li [2] also characterized the strong linear preservers of
A(n), the set of n× n even permutation matrices. The case n = 2 or 3 is straightfor-
ward, the case n = 4 is atypical (see [2, Theorem 1.2] for the detail), and for n  5,
the answer is the expected one:
Theorem C. Let n  5. A linear map T on span A(n) satisfies T (A(n)) = A(n) if
and only if there exist P,Q ∈ P(n) with PQ ∈ A(n) such that T is given by:
T (X) = PXQ or T (X) = PXtQ.
The purpose of this paper is to establish the following characterizations of the
strong linear preservers of SDS(n), the polytope of n× n symmetric doubly stochas-
tic matrices, and of SDsS(n), the polytope of n× n symmetric doubly substochastic
matrices:
Theorem 1. Let T be a linear map on span SDS(n), n  3. The following condi-
tions are equivalent:
(a) T (SDS(n)) = SDS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).
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Theorem 2. Let T be a linear map on the space of n× n real symmetric matrices,
n  1. The following conditions are equivalent:
(a) T (SDsS(n)) = SDsS(n).
(b) T is given by T (X) = P tXP for some P ∈ P(n).
One may think that, for a compact convex set C, it is more natural to study the
(strong) affine preservers of C instead of (strong) linear preservers. In this respect,
we would like to make some relevant remarks. First of all, if the affine hull of C
does not contain the origin (for instance, if C is the polytope DS(n) or SDS(n)), then
the problem of studying affine preservers of C (with domain and codomain both
equal to affC) is equivalent to the problem of studying linear preservers of C (with
domain and codomain both equal to spanC). This is because, when O /∈ affC, any
affine map T : affC → affC can be extended in a unique way to a linear map T˜ :
spanC → spanC, and moreover the association T 	→ T˜ is a linear isomorphism.
On the other hand, if O ∈ affC, then there may exist strong affine preservers of C,
which are not linear. (For instance, take C to be an equilateral triangle in the plane
with the origin as one of the vertices.) However, when C is the polytope SDsS(n),
the strong linear preserver problem and the strong affine preserver problem have the
same answer. In other words, in Theorem 2, if we replace “linear map” by “affine
map”, then the result is still valid. This is because, as we shall explain at the end of
Section 4, every strong affine preserver of SDsS(n) necessarily fixes On and hence
is linear.
We shall need the following characterizations of the extreme points of SDS(n)
and SDsS(n) due to Katz [5,6] (or see [1, Chapter 4, Section 3]).
Theorem D. The extreme points of the polytope SDS(n) are those matrices which
are permutationally similar to direct sums of (some of) the following three types of
matrices:
(i) [1], 1 × 1 matrix,
(ii)
[
0 1
1 0
]
, 2 × 2 matrix, and
(iii) The k × k symmetric matrix with 1/2 at its (1, k), (k, 1) and (i, i + 1),
(i + 1, i) entries for i = 1, . . . , k − 1 and zero elsewhere, where k is an odd
integer  3.
Theorem E. The extreme points of the polytope SDsS(n) are those matrices that are
permutationally similar to matrices of the form B ⊕On−k, where B is an extreme
point of SDS(k) for some nonnegative integer k  n.
Our proof of Theorem 1 resembles that for Theorem A as done in [4] or The-
orem C as done in [2]. However, there are also enough differences that deserves
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mentioning. In [4] (respectively, [2]), in order to show that a strong linear preserver
of DS(n) (respectively, of A(n)) is of the desired form, the problem is reduced to
one in which the strong linear preserver under consideration fixes the identity ma-
trix In. This reduction can be carried out easily, because the polytopes DS(n) and
conv A(n) (or, more correctly, their groups of strong linear preservers) are transitive
(on their sets of extreme points) in the sense that for any pair of extreme points there
is a strong linear preserver which takes one extreme point to the other. In contrast,
the polytope SDS(n) is not transitive (as can be readily seen from Theorem 1). A
difficult part of our proof is to show that every strong linear preserver of SDS(n)
fixes In. For the purpose, we shall make use of the concept of neighborly extreme
points of a polytope. The polytope DsS(m, n) (also SDsS(n)) is also not transitive.
Nonetheless, the proof for the strong linear preservers of DsS(m, n) (respectively,
SDsS(n)) is easier than that for the strong linear preservers of DS(n) (respectively,
of SDS(n)). In our proof of SDsS(n) we shall again make use of the concept of
neighborly extreme points. Conceivably, the idea of neighborly extreme points may
also be applied to other strong linear preserver problems on polytopes that are not
transitive. We elaborate on this in what follows.
We shall assume elementary properties of a convex set (see, for instance, [7]).
Let C be a polytope. Two extreme points x, y of C are said to be neighborly if
{(1 − λ)x + λy : 0  λ  1}, the line segment joining x and y, is a face of C (of
dimension 1); equivalently, the face ((x + y)/2) contains precisely two extreme
points (namely, x and y), where we use (w) to denote the face of C generated
by w, i.e., the set {y ∈ C : w + µ(w − y) ∈ C for some µ > 0}. If T is a strong
linear preserver of C, then for any w ∈ C, we have T(w) = (T w), and hence
dim (T w) = dim (w) as T is bijective. So it is clear that a strong linear preserver
maps neighborly extreme points to neighborly extreme points. Denote by N(x) the
set of extreme points of C neighborly to an extreme point x of C. Then, for any
strong linear preserver T of C, we have TN(x) = N(T x) for all x ∈ E(C). Also,
for any nonnegative integer k, T maps the set Ek := {x ∈ E(C) : |N(x)| = k} onto
itself, where we use |S| to denote the cardinality of the set S. Moreover, for any
x ∈ E(C), we have |Ek ∩N(x)| = |Ek ∩N(T x)| for all positive integers k.
To treat the strong linear preserver problem of SDS(n), a relevant question to ask
is, when two extreme points of SDS(n) are neighborly. In the light of Theorem D,
we shall translate this into a problem on graphs.
After this work was completed, we learned that Chiang and Li had found a shorter
and different proof for the characterization of the strong linear preservers of the set
of symmetric doubly stochastic matrices. In fact, they also showed that, except for
certain low dimensional cases, the strong linear preservers of the set of symmetric
permutation matrices are also of the form X 	→ P TXP . We would like to thank
them for showing us the preprint of their paper [3]. We would also like to mention
that our approach has the extra bonus of increasing our understanding of the structure
of the polytope SDS(n)––now we are able to characterize completely the neighborly
relation between the extreme points of this polytope.
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2. LOCC graphs
All graphs considered in this paper are finite, have no multiple edges, and may
contain loops. By a path (respectively, cycle) we mean a simple open (respectively,
closed) walk. A path (or cycle) is said to be odd (or even) if it has odd (or even)
number of edges. A loop is treated as an odd cycle of length 1. We call an edge
which is not a loop a line segment. (It should be clear from the context whether we
are dealing with a line segment of a graph or a line segment that joins two points in
a linear space.)
By the graph of an n× n real symmetric matrix A, denoted by G(A), we mean,
as usual, the graph with vertex set 〈n〉 := {1, . . . , n}, where {i, j} is an edge if and
only if aij /= 0.
We call a graph an LOCC graph if its connected components are each either a
line segment or an odd cycle. By Theorem D, for any A ∈ E(SDS(n)), G(A) is
an LOCC graph. Indeed, there is a one-to-one correspondence between the set of
extreme points of SDS(n) and the set of LOCC graphs with vertex set 〈n〉.
For our purposes, we shall adopt the following special definitions of union and
join of graphs. Let G, H be two graphs. If G and H have the same vertex set, then we
use G ∪H to denote the graph whose vertex set is the common vertex set of G and
H and whose edge set is the union of those of G and H , and refer to it as the union
of G and H . If G and H have disjoint vertex sets, then we use G ∨H to denote the
graph whose vertex set and edge set are respectively the union of those of G and H ,
and refer to it as the join of G and H . Of course, we can also define the union and
join of more than two graphs in a similar way. Evidently, the join of LOCC graphs is
still an LOCC graph.
We callH a spanning LOCC subgraph of a graphG ifH is an LOCC graph which
is also a spanning subgraph of G. Two LOCC graphs G, H on the same vertex set
are said to be neighborly if their union G ∪H contains G and H as its only spanning
LOCC subgraphs. For any LOCC graph G, we use N(G) to denote the set of LOCC
graphs which are neighborly to G.
Note that for any A, B ∈ SDS(n), A ∈ (B) if and only if for all i, j ∈ 〈n〉,
aij = 0 whenever bij = 0, or equivalently, G(A) is a (spanning) subgraph of G(B).
Also, we have G((A+ B)/2) = G(A) ∪G(B). Consequently, two extreme points
A, B of SDS(n) are neighborly if and only if the LOCC graphs G(A) and G(B) are
neighborly.
Remark 1. LetG,H1,H2 be LOCC graphs such thatH1, H2 ∈ N(G). IfG ∪H1 =
G ∪H2, then H1 = H2.
This is because, H1 and H2 are both spanning LOCC subgraphs of G ∪H1, dif-
ferent from G, and G ∪H1 has only two spanning LOCC subgraphs.
Consider a connected component C of G ∪H , where G,H are LOCC graphs on
the same vertex set. Clearly, there is no edge in G (or H ) joining a vertex of C to
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a vertex that lies outside C. So the subgraph of G (respectively, of H ) induced by
the vertex set of C, which we call G1 (respectively, H1), must be the join of some
connected components of G (respectively, of H ) and hence is an LOCC graph. The
LOCC graph G1 (also H1) is always a spanning subgraph of C. If C is a line segment
or an odd cycle, then G1 (also H1) must be C itself, and in this case C is clearly
a common connected component of G and H . If C is not a line segment or an odd
cycle, then from the above, C is the union of two different LOCC subgraphs, namely,
G1 and H1. In general, the LOCC graphs G1 and H1 need not be neighborly. (For
instance, take G andH to be respectively the odd cycles 1 → 2 → 3 → 4 → 5 → 1
and 1 → 4 → 2 → 5 → 3 → 1. Then we have C = G ∪H , G1 = G and H1 = H ,
and G1, H1 are not neighborly.) However, they must be neighborly if G and H are.
This is clearly so if C equals G ∪H . If C /= G ∪H , then we can argue by way
of contradiction as follows. Suppose C contains a spanning LOCC subgraph, say
K , different from G1 and H1. Take the join of K and the connected components
of G, (vertex-)disjoint from C. The resulting graph is a spanning LOCC subgraph
of G ∪H , which is different from G and H , in contradiction with the assumption
that G and H are neighborly. Indeed, the preceding argument can be adapted to
show that, in case G and H are neighborly, G ∪H cannot contain more than one
connected components which are not line segments or odd cycles.
From the above discussion, we see that if G and H are two neighborly LOCC
graphs, then G ∪H has a unique connected component which is not a line segment
or an odd cycle. We shall refer to it as the distinguished component of G ∪H . Note
that the distinguished component is itself the union of two neighborly LOCC graphs,
and also that G ∪H is equal to the join of its distinguished component and the com-
mon connected components of G and H , which are disjoint from the distinguished
component. In other words, the union of two neighborly LOCC graphs is completely
determined by its distinguished component. And, in view of Remark 1, we have
Remark 2. For any LOCC graph G, the cardinality of N(G) is equal to the cardi-
nality of the collection of distinguished components of G ∪K as K runs through the
set N(G).
An example is in order.
Example. Let G denote the odd cycle 1 → 2 → 3 → 4 → 5 → 1. We are going to
determine the LOCC graphs neighborly to G and also the distinguished components
of G ∪K as K runs through all LOCC graphs neighborly to G.
First, consider the LOCC graph H on 〈5〉 which is composed of a loop at the ver-
tex 1 together with the line segments {2, 3} and {4, 5}. Clearly G ∪H is equal to the
odd cycle G together with the loop at the vertex 1. Suppose K is a spanning LOCC
subgraph of the latter graph. The possible candidates for the connected component
of K that contains the vertex 1 are: the line segments {1, 2}, {1, 5}, the loop and the
odd cycle G. If it is the line segment {1, 2}, then the connected component (of K)
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that contains the vertex 3 must be the line segment {3, 4}, and so the line segment
{1, 5} must be the connected component that contains the vertex 5 (and the vertex 1),
which is a contradiction. Similarly, the connected component that contains the vertex
1 cannot be the line segment {1, 5}. If the connected component is the loop, then K
equals H , and if it is G, then K equals G. So G and H are neighborly LOCC graphs.
In this case, since G ∪H is connected, G ∪H is its own distinguished component.
Next, let H˜ denote the LOCC graph on 〈5〉 which is composed of the odd cycle
1 → 2 → 3 → 1 and the line segment {4, 5}. Then G ∪ H˜ is equal to the odd cycle
G together with the line segment {1, 3} (joining the nonconsecutive vertices 1 and 3).
Let K be a spanning LOCC subgraph of G ∪ H˜ . One can show that the connected
component of K that contains the vertex 1 cannot be the line segment {1, 2}, {1, 3}
or {1, 5}. So the said connected component must be the odd cycle G or the odd cycle
1 → 2 → 3 → 1; henceK must beG or H˜ . This shows thatG and H˜ are neighborly
LOCC graphs. In this case, G ∪ H˜ is also its own distinguished component.
By the above, we see that if we add one new edge (which is either a loop or a
line segment joining two nonconsecutive vertices) to the odd cycle G, we obtain
the distinguished component of the union of G and some LOCC graph neighborly
to G. But if we add more than one edges, then clearly the resulting graph must
contain more than two spanning LOCC subgraphs. So we have captured all LOCC
graphs neighborly to G and also the corresponding distinguished components, and
the cardinality of N(G) is equal to
(5
2
)
.
For our purpose, it is important to characterize connected graphs which are the
union of two neighborly LOCC graphs. In this respect, we have the following result:
Theorem 3. A connected graph is the union of two neighborly LOCC graphs if and
only if it is one of the following:
(a) a path of length  1 with odd cycles attached at its two ends (such that the path
and the two odd cycles are pairwise internally disjoint);
(b) an odd cycle of length  3 with an odd simple walk (open or closed, internally
disjoint from the cycle) joining two (not necessarily distinct) vertices of the
cycle; or
(c) an even cycle of length  4.
Proof of Theorem 3. “If” part: One can readily show that if P is a graph of the
form (a), (b) or (c), then P can be expressed as the union of two neighborly LOCC
graphs. The less trivial part is to show that the two involved LOCC graphs are in fact
neighborly. We demonstrate how this can be done when P is a graph of the form as
given by (a) and the path involved is of odd length.
Suppose P is composed of the path w0 → w1 → · · · → w2r−2 → w2r−1, where
r  1, together with the odd cycles 1 : u0 → · · · → u2p−2 → u0 and 2 : v0 →
· · · → v2q−2 → v0, where w0 = u0 and w2r−1 = v0. Then the graph P is the union
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of the LOCC graphs G and H , where G is the join of the odd cycles 1, 2 and the
line segments {w2l−1, w2l}, l = 1, . . . , r − 1, and H is the join of the line segments
{w2i , w2i+1}, i = 0, . . . , r − 1, {u2j−1, u2j }, j = 1, . . . , p − 1, and {v2k−1, v2k},
k = 1, . . . , q − 1. To show that the LOCC graphs G and H are neighborly, let K be
a spanning LOCC subgraph of P . The possible candidates for the connected com-
ponent of K that contains the vertex u0 are: the odd cycle 1 and the line segments
{u0, u2p−2}, {u0, u1} and {w0, w1}. One can show that the said connected component
cannot be the line segment {u0, u2p−2} or {u0, u1} (cf. our Example). If it is the odd
cycle 1, then, arguing one by one, one can show that the following line segments
are each connected components of K : {w1, w2}, {w3, w4}, . . . , {w2r−3, w2r−2}. But
one can also show that the connected component of K containing v0 cannot be the
line segment {v0, v1} or {v0, v2q−2}. So, in this case, the connected component of K
containing v0 must be the cycle 2. Hence, K is G. If the connected component of
K containing u0 is the line segment {w0, w1}, then by a similar argument one can
also show that K is H . So G and H are the only spanning LOCC subgraphs of P ,
i.e., G and H are neighborly.
“Only if ” part: We will depend on the following useful observation:
Assertion. Let G,H be neighborly LOCC graphs such that G ∪H is connected. If
G ∪H contains a subgraph K of the form (a), (b) or (c), and K, in turn, contains
the join of some connected components of G as a spanning subgraph, then G ∪H
is equal to K and consequently is of the form (a), (b) or (c).
Proof of Assertion. First, observe that if we have two graphs each of which is the
union of two neighborly LOCC graphs such that one of the graph is a spanning
subgraph of the other, then the two graphs are the same. Let G˜ denote the spanning
subgraph of K which is the join of some connected components of G. According
to our assumption or the proved “if” part, the graphs G ∪H and K are each the
union of two neighborly LOCC graphs. So it suffices to show that G ∪H and K ,
or equivalently, G and G˜, has the same vertex set. Suppose not. Since K is the
union of two neighborly LOCC graphs and G˜ is a spanning LOCC subgraph of K ,
K must be the union of G˜ and another LOCC graph, say H˜ . Let P be the join of
H˜ and the connected components of G disjoint from G˜. Clearly, P is a spanning
LOCC subgraph of G ∪H . Note that G and H cannot have a common connected
component, as G ∪H is connected and G, H are different. Since P shares at least
one common connected component with G but H does not, P must be different from
H . Also, P is different from G, because the subgraphs of P and G induced by the
vertex set of K are respectively H˜ and G˜ and are different. So P is a spanning LOCC
subgraph of G ∪H , different from G and H , which contradicts the assumption that
G and H are neighborly. This completes the proof. 
First, consider the case when G and H both have only line segment components.
If G ∪H has a vertex of degree 1, then G and H must share a common line segment
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component, which is a contradiction. So the degree of each vertex of G ∪H must
be 2 and G ∪H contains at least one cycle K . It is clear that the edges of K are
alternately connected components of G or H , i.e., K is a cycle of even length  4.
Now K is of the form (c) and clearly it contains as a spanning subgraph the join of
certain line segment components of G. So by the Assertion, G ∪H equals K and
hence is of the form (c).
Now, consider the case when G or H has an odd cycle component, say G. If G
has only one connected component, then G must be an odd cycle of length  3 and
we readily show that G ∪H is of the form (b) (cf. our Example). So, without loss of
generality, we may assume that G has an odd cycle CG (possibly a loop) and there
is an edge, say, {v0, v1} of H such that v0 lies on CG but v1 does not. We want to
prove that G ∪H is of the form (a) or (b). Assume to the contrary that this is not
true. If the connected component of G that contains v1 is an odd cycle, say C, then
the graph which is composed of C, CG and the edge {v0, v1} is of the form (a), and
moreover it contains as a spanning subgraph the join of the connected components
CG and C of G. Then, by the Assertion, G ∪H is of the form (a), which contradicts
our assumption. So the connected component of G that contains v1 is a line segment,
say, {v1, v2}.
Proceeding inductively, suppose that for t  1, we have already constructed dis-
tinct vertices v1, . . . , v2t , all lying outside CG, such that for j = 1, . . . , t , {v2j−2,
v2j−1} is an edge of H and {v2j−1, v2j } is a connected component of G. If H has no
edge incident with v2t other than {v2t−1, v2t }, then the line segment {v2t−1, v2t } is a
common connected component of G and H , which is a contradiction, as G ∪H is
connected and G, H are different. So H must have an edge incident with v2t other
than {v2t−1, v2t }. If the edge joins v2t to v2s , where 1  s  t (or, to a vertex of
CG), then by applying the Assertion, we can conclude that G ∪H is of the form (a)
(or, of the form (b)), which contradicts our assumption. Note that the case when the
edge joins v2t to v2s−1, where 1  s < t , cannot happen; because, then the join of
CG, the line segments {v2j−1, v2j }, 1  j  s − 1, {v2k, v2k+1}, s  k  t − 1, and
{v2t , v2s−1}, and the connected components of G not incident with v0, v1, . . . , v2t
(if any) is a spanning LOCC subgraph of G ∪H , different from G and H , which
contradicts the hypothesis that G and H are neighborly LOCC graphs. So H must
have an edge, say, {v2t , v2t+1} such that v2t+1 does not lie on CG and is different
from v1, . . . , v2t . If the connected component of G that contains v2t+1 is an odd
cycle, then again by applying the Assertion, we arrive at a contradiction. So, v2t+1 is
contained in a line segment component of G, say, {v2t+1, v2t+2}. Continuing in this
way, we construct an infinite sequence (vk)k∈N of distinct vertices (all lying outside
CG such that for j = 1, 2, . . . , {v2j−2, v2j−1} is an edge of H and {v2j−1, v2j } is a
connected component of G), which is a contradiction, as our graphs are finite.
The proof is complete. 
As noted in the discussions preceding Remark 2, if G and H are neighborly
LOCC graphs, then the distinguished component of G ∪H can be expressed as
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G1 ∪H1, where G1, H1 are neighborly LOCC graphs such that G1 (respectively,
H1) is equal to the join of certain connected components of G (respectively, of H ),
and moreover G1 and H1 share no common connected components. So, for a given
LOCC graph G, a graph D is equal to the distinguished component of G ∪H for
some H ∈ N(G) if and only if D is of one of the forms (a), (b) or (c) as given
by Theorem 3 and moreover D contains as a spanning subgraph the join of certain
connected components ofG, among which at most two are odd cycles (as can be seen
from Theorem 3). To obtain such D, we choose some of the connected components
of G (at most two of which are odd cycles) and add edges (but not vertices) so that
the resulting graph is connected and satisfies (a), (b) or (c) of Theorem 3. In view of
Remark 2, the number of ways this can be done is equal to the cardinality of N(G).
Let n be a given positive integer. For i = 0, 1, . . . , [n/2], let Gni denote the col-
lection of all LOCC graphs with vertex set 〈n〉 which have precisely i line segments
among their connected components. The following result is crucial to our treatment
of strong linear preservers of SDS(n).
Theorem 4. Let n  3 be a given positive integer. For any i, i = 0, . . . , [n/2], the
cardinality of N(G) is independent of the choice of G from Gni . If Nni denotes the
common value of |N(G)| for G ∈ Gni , then we have Nn0 < Nn1 < · · · < Nn[n/2].
Proof. Note that every member of Gn[n/2] is a graph composed of [n/2] line seg-
ment components or [n/2] line segment components together with a loop component,
depending on whether n is even or odd. So any two graphs G, H in Gn[n/2] are iso-
morphic, and it is clear that the isomorphism between G and H induces a one-to-one
correspondence between N(G) and N(H), hence we have |N(G)| = |N(H)|. To
complete the proof of the first half, it remains to consider the case when 0  i <
[n/2].
We are going to prove the following:
Assertion. Let G ∈ Gni , where n  3 and 0  i < [n/2]. If G has at least one odd
cycle component with more than one vertex and if we replace one such odd cycle
component by loops at each of its vertices, then the resulting LOCC graph and the
graph G have the same number of neighborly graphs.
It is clear that, once the above assertion is proved, it will follow that |N(G)| =
|N(H)| whenever G, H belong to the same Gni .
Proof of Assertion. Let H be the LOCC graph obtained from G by replacing the
odd cycle C : u1 → · · · → uk → u1, where k  3, by k loops R1, . . . , Rk attached
at the vertices u1, . . . , uk respectively. Let G (respectively,H) denote the collection
of distinguished components of G ∪K (respectively, of H ∪K) as K runs through
all LOCC graphs neighborly to G (respectively, to H ). In view of Remark 2, it suf-
fices to show that G and H have the same cardinality.
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To obtain an element of G (respectively, of H), we choose certain connected
components of G (respectively, of H ) and add edges so that the resulting graph is
connected and satisfies (a), (b) or (c) of Theorem 3. For our choice, we may take
C alone (respectively, precisely two loops, both from R1, . . . , Rk), or take only con-
nected components ofG (respectively, ofH ) other thanC (respectively,R1, . . . , Rk),
or take C (respectively, at least one of the loops R1, . . . , Rk) together with at least
one connected component of G (respectively, of H ) other than C (respectively,
R1, . . . , Rk). So the elements of G (respectively, of H) can be classified into three
kinds according to the above choices.
If P is an element of G of the first kind, then P equals either the cycle C with a
loop attached at one of its vertices or the cycle C with an edge joining two noncon-
secutive vertices (cf. our Example). There are altogether (k2) such P . Similarly, if P
is an element ofH of the first kind, then P equals one of the line segments {ur, us},
r, s ∈ 〈k〉, r /= s, together with loops at its ends. Again, there are altogether (k2) such
P . So G and H have the same number of elements of the first kind.
G and H also have the same number of elements of the second kind and, in fact,
the same set of elements, because the connected components of G other than C and
those of H other than R1, . . . , Rk are the same.
It remains to compare the elements of G and those of H of the third kind.
By examining Theorem 3 and its proof carefully, one can see that an element of
G (respectively, of H) of the third kind must be one of the following:
(i) an odd path of length  1 with the odd cycle C (respectively, with one of the
loops R1, . . . , Rk) attached at one end and an odd cycle of G other than C (respec-
tively, of H other than the loops R1, . . . , Rk) attached at the other end;
(ii) an even path of length  2 with the odd cycle C (respectively, with one of the
loops R1, . . . , Rk) attached at one end and another odd cycle, which is not a cycle of
G (respectively, of H ), attached at the other end; or
(iii) the odd cycle C with an odd simple walk of length  3 joining two (not
necessarily distinct) vertices ofC (respectively, an odd path of length 3 with loops,
both chosen from R1, . . . , Rk , attached at its two ends [accounting for graphs of the
form (a) in Theorem 3 when the path is odd and the odd cycles at the two ends are
both chosen from R1, . . . , Rk], or an odd cycle of length  3 with one of the loops
R1, . . . , Rk attached).
Let P be an element of G of the third kind. If P is of the form (i) or (ii), we
obtain a graph P˜ from P by replacing the cycle C by a loop at the vertex at which
the path is attached to C. If it is of the form (iii), we obtain a graph P˜ from P by
replacing the cycle C by two loops at the two ends of the walk (or by one loop, in
case we have a closed walk). In each case, P˜ is of the form (a) or (b) of Theorem
3 and, in addition, it contains as a spanning subgraph the join of at least one of the
loops R1, . . . , Rk and certain connected components of H other than R1, . . . , Rk .
So P˜ is an element of H of the third kind. Furthermore, it is not difficult to see that
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the association P 	→ P˜ gives a one-to-one correspondence between the elements of
G and those of H of the third kind. This completes the proof of our Assertion and
hence the first half of the theorem. 
To establish the last half of the theorem, it suffices to prove the following:
If G is an LOCC graph on 〈n〉 which is composed of i line segments and n− 2i
( 2) loops, where n  3 and 0  i  [n/2] − 1, and if H is the LOCC graph ob-
tained from G by replacing two of its loops by a line segment joining their vertices,
then |N(G)| < |N(H)|.
LetG andH have the same meanings as before. We want to show that for any P ∈
G, we can associate with it some P˜ ∈H, and moreover the association is one-to-one
but not onto.
We may assume that H is obtained from G by replacing the loops R1, R2 at the
vertices u1, u2 by the line segment {u1, u2}. Consider any P ∈ G. If P does not
contain the vertex u1 or u2 or if P is equal to the line segment {u1, u2} together with
the loops R1, R2, then we take P˜ to be P . If P contains exactly one of the vertices
u1, u2, say u1, then, in view of Theorem 3, P is either a path of length  1 with the
loop R1 attached at one end and an odd cycle attached at the other end, or is an odd
cycle with the loop R1 attached. In either case, we obtain P˜ from P by adding the
edge {u1, u2} and the loop R2 and deleting the loop R1. If P contains the vertices
u1, u2 and also other vertices, then P must be an odd path of length  3, with the
loops R1, R2 attached at its two ends. In this case, we obtain P˜ from P by adding the
line segment {u1, u2} and deleting the loops R1 and R2 (giving rise to an even cycle).
Using Theorem 3, one can show that the association P 	→ P˜ provides a well-defined
one-to-one mapping from G into H.
To complete the proof, it remains to show that there exists P̂ ∈H which is not
an image of the above mapping. If n is odd or n is even and i  [n/2] − 2, then G
(and hence also H ) has at least one loop other than R1 and R2, say, R3 at the vertex
u3. In this case, take P̂ to be the graph obtained from {u1, u2} ∨ R3 by adding the
edges {u1, u3} and {u2, u3}. Since P̂ is of the form (b) as given by Theorem 3 and
contains the join of the connected components {u1, u2} and R3 of H as a spanning
subgraph, P̂ ∈H. Note that any image of the above mapping has to be the line
segment {u1, u2} with loops attached at both ends, or it does not involve the vertices
u1 or u2, or it is a path with the loops R1 or R2 attached at one end and another
odd cycle attached at the other end and in addition {u1, u2} is an edge of the path,
or it is an even cycle. But P̂ satisfies none of the above, so P̂ has no pre-image. In
the remaining case, we have, n is an even integer  4 and i = [n/2] − 1. Then G
is the join of [n/2] − 1 line segments and the two loops R1, R2 (at the vertices u1,
u2 respectively). Take any line segment of G, say, L1 = {u3, u4} and let P̂ be the
connected graph obtained from L1 ∨ {u1, u2} by adding the edges {u1, u3}, {u2, u3}
and a loop at u4. Again, one can check that P̂ ∈H but P̂ is not an image of the said
mapping. The proof is complete. 
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We shall need also the following technical lemma:
Lemma 1. Let G and H be LOCC graphs on 〈n〉, where n is an odd integer  5.
Suppose that G is composed of a cycle of length 3 and [n/2] − 1 line segments and
H is composed of three loops and [n/2] − 1 line segments. Let
N1 = {K ∈ N(G) ∩Gn0 : G ∪K is connected}
and
N2 = {K ∈ N(H) ∩Gn0 : the distinguished component of H ∪K
contains at least one of the three loops of H }.
Then |N1| = 2|N2| > 0.
Proof. It suffices to show that the cardinality of the collection of distinguished com-
ponents of G ∪K as K runs through all elements of N1 is twice that of the collec-
tion of distinguished components of H ∪K as K runs through all elements of N2.
There is no loss of generality in assuming that G and H have the same line segments.
We are going to make use of the proof of the Assertion in the proof of Theorem 4.
Let G and H have the same meanings as before. First, we want to identify the
elements of N1 and N2. The elements of G (respectively, of H) can be classified
into three kinds as in the proof of the Assertion. Let K ∈ N(G) (respectively, N(H))
and let P denote the distinguished component of G ∪K (respectively, of H ∪K). It
is easy to see that if P is an element of G (respectively, of H) of the first kind, then
G ∪K (respectively, H ∪K), and hence K , has at least one line segment component
(as G ∪K [respectively, H ∪K] and K share common line segment and odd cycle
components if they exist); if P is an element of G (respectively, ofH) of the second
kind, then P does not contain the 3-cycle of G (respectively, any one of the three
loops of H ) as a subgraph. So, for such P , the corresponding K does not belong
to Ni for i = 1 or 2. If P is an element of G (respectively, of H) of the third
kind, then it must be of the form (i), (ii) or (iii) as described in the proof of the
Assertion (where the odd cycle C mentioned there becomes the 3-cycle of G in this
lemma). Since G (respectively, H ) has no odd cycles other than C (respectively, the
three loops), P cannot be of the form (i). It is ready to check that when P (in G or
H) is of the form (ii), we have K /∈ Gn0 and so K /∈Ni for i = 1 or 2. Moreover,
when P ∈ G is of the form (iii), we have K /∈N1 if the odd simple walk of P is
closed; and if the walk is open, then we have, K ∈N1 if and only if K has no line
segment component, i.e., P and G ∪K are the same and is equal to the 3-cycle C
together with a path of length 2m+ 1 joining two distinct vertices of C, where, for
convenience, we have introduced m to stand for [n/2] − 1. Denote the line segments
of G (and H ) by L1, . . . , Lm. Summarizing and rephrasing, for any P ∈ G, we have
K ∈N1 if and only if P can be obtained as follows: Link up the line segments
L1, . . . , Lm to form a path of length 2m− 1 and then join the two ends of the path
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to different vertices of C. On the other hand, when P ∈H is of the form (iii), we
have K /∈N2 if the odd simple walk of P is open; and if the walk is closed, then
K ∈N2 if and only if P equals an odd cycle of length of 2m+ 1 that contains all
the line segments L1, . . . , Lm and with one of the three loops of H attached. Putting
it differently, for any P ∈H, we have K ∈N2 if and only if P can be obtained in
the following way: Link up the line segments L1, . . . , Lm to form a path of length
2m− 1 and then join the two ends of the path to one of the three loops of H . But
for each way of linking up the line segments L1, . . . , Lm to form a path of length
2m− 1 and then joining the two ends to one of the three loops, there are two ways
of joining the two ends of the same path to two different vertices of C. It follows that
we have |N1| = 2|N2| > 0. 
One can readily check that in Lemma 1 if n  3, then the sets N1 and N2 are
both empty.
3. Strong preservers of symmetric doubly stochastic matrices
We would like point out that Theorem 1 does not extend to the case n = 2. The
polytope SDS(2) has exactly two strong linear preservers, namely, the identity opera-
tor and the one which interchanges I2 and
[
0 1
1 0
]
, as SDS(2) is a line segment with
endpoints I2 and
[
0 1
1 0
]
. Evidently, the latter operator is not of the form T (X) =
P tXP , where P ∈ P(2).
This section is devoted to proving Theorem 1. The implication (b)⇒ (a) is clear.
It remains to show (a)⇒ (b). Before we do that, we need two more lemmas.
We shall denote by P(r, s) the n× n transposition (permutation) matrix with 1 at
its (r, s), (s, r) and (t, t) positions for t ∈ 〈n〉\{r, s} and 0 elsewhere.
Lemma 2. Let C2 denote the collection of all transposition matrices of P(n). Then
C2 ∪ {In} is a basis for span SDS(n).
Proof. Clearly, C2 ∪ {In} is a linearly independent subset of SDS(n). It remains to
show that each extreme matrix of SDS(n) can be written as a linear combination of
matrices in C2 ∪ {In}. Consider any A ∈ E(SDS(n)). By Theorem D and the fact
that C2 ∪ {In} is closed under taking permutation similarity, we may assume that A
is already of the form A1 ⊕ · · · ⊕ Am, where each Aj is of one of the three types (i),
(ii) or (iii) as given by Theorem D. For j = 1, . . . , m, let kj denote the size of Aj .
Also let
A˜j = Ik1 ⊕ · · · ⊕ Ikj−1 ⊕ Aj ⊕ Ikj+1 ⊕ · · · ⊕ Ikm.
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It is easy to check that A = A˜1 + A˜2 + · · · + A˜m − (m− 1)In. Also, for each j , if
Aj is of type (i) or (ii), then clearly A˜j ∈ C2 ∪ {In}; if Aj is of type (iii), then we
also have A˜j ∈ span(C2 ∪ {In}) as
A˜j = 12 [P(lj + 1, lj + 2)+ P(lj + 2, lj + 3)+ · · · + P(lj + kj − 1, lj + kj )
+P(lj + kj , lj + 1)− (kj − 2)In],
where lj = k1 + · · · + kj−1 for 2 j m and l1 = 0. This shows that E(SDS(n))⊆
span(C2 ∪ {In}), as desired. 
For any integer i, 0  i  [n/2], we use Eni to denote the set of all matrices
A ∈ E(SDS(n)) that satisfy G(A) ∈ Gni . We use Jn to denote the n× n matrix all
of whose entries equal 1. We also write J˜n for Jn − In.
Proof of Theorem 1, (a)⇒ (b). Hereafter, we use T to denote a strong linear pre-
server of SDS(n) for n  3.
Assertion 1. T (In) = In.
Proof of Assertion 1. For each i = 0, . . . , [n/2], by definition, Eni equals the set
of matrices A ∈ E(SDS(n)) that satisfy G(A) ∈ Gni . By Theorem 4 the latter set, in
turn, is equal to the set of all A ∈ E(SDS(n)) for which |N(A)| = Nni . So by the
discussion near the end of Section 1, T maps the set Eni onto itself.
We first treat the case when n is even. By symmetry, clearly
∑
A∈En[n/2] A equals
αnJ˜n for some αn > 0. But T (En[n/2]) = En[n/2], so we have
T (J˜n) = α−1n

 ∑
A∈En[n/2]
T (A)

 = α−1n

 ∑
A∈En[n/2]
A

 = J˜n.
On the other hand, T also fixes the matrix
∑
A∈E(SDS(n)) A, which is clearly of the
form βnIn + γnJ˜n for some βn, γn > 0. It follows that T fixes In.
Now consider the case when n is odd. When n = 3, by direct calculation, we have∑
A∈E(SDS(3))
A = 1
2
I3 + 32J3,
and so
1
2I3 + 32J3 = 12T (I3)+ 32T (J3).
On the other hand,
∑
A∈E31 A = J3, so J3 = T (J3). It follows that T fixes I3.
For odd n, n  5, we consider the class En[n/2]−1. Each matrix in this class has
graph made up of [n/2] − 1 (disjoint) line segments, together with three loops or
one 3-cycle. So we can partition En[n/2]−1 as L ∪T, where
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L = {A ∈ En[n/2]−1 : G(A) contains three loops}
and
T = {A ∈ En[n/2]−1 : G(A) contains a 3-cycle}.
As explained before, T preserves the class En[n/2]−1. We contend that T also pre-
serves L and T. Suppose not. Then there must exist A ∈T such that T (A) = B
for some B ∈L. An element R of N(A) ∩ En0 (respectively, of N(B) ∩ En0 ) can be
classified as of the first or second kind according to whether or not the distinguished
component of G(A) ∪G(R) (respectively, of G(B) ∪G(R)) contains the join of the
[n/2] − 1 line segments of G(A) (respectively, of G(B)) as a spanning subgraph
(noting that the distinguished component has to contain each of the [n/2] − 1 line
segments, as G(R) ∈ Gn0). It is clear that N(A) ∩ En0 and N(B) ∩ En0 have the same
number of elements of the first kind. Now we apply Lemma 1 with G = G(A) and
H = G(B). Recall how one can obtain the distinguished components of the unions
of an LOCC graph and its neighborly graphs (as given in the paragraph following
Theorem 3). Note that an elementR ofN(A) ∩ En0 is of the second kind if and only if
the distinguished component of G(A) ∪G(R) contains the 3-cycle of G(A) (besides
all of the [n/2] − 1 line segments), i.e., if and only if G(R) ∈N1. Similarly, an
element R of N(B) ∩ En0 is of the second kind if and only if G(R) ∈N2. So, by
Lemma 1, the number of elements in N(A) ∩ En0 of the second kind is twice of that
of N(B) ∩ En0 . Hence, we have
|N(A) ∩ En0 | > |N(B) ∩ En0 | = |T (N(A)) ∩ T (En0 )| = |N(A) ∩ En0 |,
where the first equality holds as we have T (N(A))=N(T (A))=N(B) and
T (En0 )= En0 and the second equality holds as T is bijective. So we arrive at a
contradiction. This shows that T preserves the sets L and T. But
∑
A∈TA =
ωJ˜n for some ω > 0, so T fixes J˜n. On the other hand, T also fixes the matrix∑
A∈E(SDS(n)) A, which is of the form βnIn + γnJ˜n for some βn, γn > 0. It follows
that T fixes In. This completes the proof of Assertion 1. 
The next assertion can be proved by modifying the argument used for [4, Asser-
tion 2 in the proof of Theorem 2.2], noting that in the course of our proof of Assertion
1 we also established T (J˜n) = J˜n. Here we give an alternative proof.
Assertion 2. T (C2) = C2, where C2 has the same meaning as in Lemma 2.
Proof of Assertion 2. Since the LOCC graphs on 〈n〉 neighborly to G(In) are pre-
cisely the LOCC graphs on 〈n〉 which are joins of a line segment and n− 2 loops,
N(In) equals C2. So we have
T (C2) = T (N(In)) = N(T (In)) = N(In) = C2. 
Assertion 3. Suppose that T (P (i, j)) = P(p, q) and T (P (k, l)) = P(r, s). If
{i, j} ∩ {k, l} is a singleton, then so is {p, q} ∩ {r, s}.
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The proof of Assertion 3 is the same as that for [4, Assertion 3 in the proof of
Theorem 2.2]. The proof of the next assertion is also a modification of that for [4,
Assertion 4 in the proof of Theorem 2.2].
Assertion 4. There exists P ∈ P(n) such that T (X) = P tXP for all X ∈ C2.
Proof of Assertion 4. First, we may assume that T (P (1, 2)) = P(1, 2). Otherwise,
since T (C2) = C2 by Assertion 2, we can choose a permutation σ ∈ Sn that satisfies
T (P (1, 2)) = P(σ(1), σ (2)) and replace T by T˜ defined by T˜ (X) = P tσ T (X)Pσ ,
where Pσ denotes the n× n permutation matrix whose j th column is the stan-
dard unit vector eσ(j). (Here and in what follows we use implicitly the formula
P tσP (i1, . . . , ik)Pσ = P(σ−1(i1), . . . , σ−1(ik)), where P(i1, . . . , ik) denotes Pτ for
the cyclic permutation τ in Sn given by τ(j) = j for j /∈ {i1, . . . , ik}, τ(ir ) = ir+1
for r = 1, . . . , k − 1, and τ(ik) = i1.)
By Assertion 3, T (P (1, 3)) = P(1, s) or P(2, s) for some s  3. We may assume
that T also fixes P(1, 3). Otherwise, replace T by T˜ defined by
T˜ (X) = P(3, s)T (X)P (3, s) or P(3, s)P (1, 2)T (X)P (1, 2)P (3, s),
depending on whether T (P (1, 3)) = P(1, s) or P(2, s). (If s = 3, P(3, s) is treated
as In.)
Consider any l  4. By Assertion 3 with (k, l) = (1, l) and (i, j) = (1, 2), (1,3)
in turn, we infer that T (P (1, l)) is either P(2, 3) or P(1, sl) for some sl  4. Sup-
pose that the former happens. Consider the element A = (1/3)(P (1, 2)+ P(1, 3)+
P(1, l)) of SDS(n). Notice that the face (A) of SDS(n) contains precisely three
extreme matrices, namely, P(1, 2), P(1, 3) and P(1, l). On the other hand,(T (A)),
which is (1/3)(P (1, 2)+ P(1, 3)+ P(2, 3)), contains precisely five extreme matri-
ces, namely, P(1, 2), P(1, 3), P(2, 3), In and
 0 1/2 1/21/2 0 1/2
1/2 1/2 0

⊕ In−3.
Since T is a strong linear preserver of SDS(n), (A) and (T (A)) should have the
same number of extreme matrices. So we arrive at a contradiction. This shows that
for each l  4, we have T (P (1, l)) = P(1, sl) for some sl  4. Let τ ∈ Sn be given
by τ(i) equals i for i = 1, 2, 3 and equals si for i = 4, . . . , n, and replace T by T˜
where T˜ (X) = P tτ T (X)Pτ . Then we may assume that T fixes P(1, i) for all i  2.
Consider any distinct r, s ∈ {2, . . . , n}. Since T fixes P(1, r) and P(1, s), by As-
sertion 3 and the fact that T fixes P(1, i) for all i  2, we readily infer that T also
fixes P(r, s). This completes the proof of Assertion 4. 
Now by Lemma 2, Assertions 1 and 4, the implication (a)⇒ (b) of Theorem 1
clearly follows. 
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4. Strong preservers of symmetric doubly substochastic matrices
In this section we treat the strong linear preserver problem for the polytope
SDsS(n).
We shall denote by Eij the n× n matrix with 1 at its (i, j) position and 0 else-
where. Clearly, SDsS(n) contains all Eii andEij + Eji for i, j ∈ 〈n〉, i /= j . So span
SDsS(n) equals the space of all n× n real symmetric matrices.
By Theorem E (and D), if A ∈ E(SDsS(n)), then the connected components of
G(A) are each a line segment, an odd cycle or an isolated vertex. In fact, it is easy
to see that there is a one-to-one correspondence between the set E(SDsS(n)) and the
collection of graphs on 〈n〉 whose connected components are each a line segment, an
odd cycle or an isolated vertex.
One can show that for any A,B ∈ SDsS(n), A ∈ (B) if and only if for all i, j ∈
〈n〉, aij = 0 whenever bij = 0 (or, equivalently, G(A) is a subgraph of G(B)) and
moreover the ith row sum of A equals 1 whenever the corresponding row sum of B
equals 1. (See [4, Proposition 1.1] for a more general result.) One would expect that
the problem of determining when two extreme elements of SDsS(n) are neighborly
is more difficult than the corresponding problem for the polytope SDS(n), which
is already nontrivial. Fortunately, for our purposes, we need not resolve the said
problem completely.
Lemma 3. For anyA ∈ E(SDsS(n)),(A/2) contains exactly two extreme elements
(namely,On andA) if and only ifA equalsEii orEij + Eji for some i, j ∈ 〈n〉, i /= j.
Proof. “If ” part: For any i, j ∈ 〈n〉, i /= j , it is readily checked that the face((Eij +
Eji)/2) contains exactly two extreme elements, namely, Eij + Eji and the zero
matrix On. A similar assertion also holds for Eii .
“Only if ” part: For convenience, denote by Ak the k × k symmetric matrix as
given in Theorem D, (iii). Consider any nonzero extreme element A of E(SDsS(n))
which is not of the form Eii or Eij + Eji , where i, j ∈ 〈n〉, i /= j . Since the class of
matrices of the said form is invariant under permutation similarity, by Theorems E
and D we may assume that A is already of one of the following forms:
(i) (1)⊕ (1)⊕ B, where B ∈ E(SDsS(n− 2)),
(ii)
[
0 1
1 0
]
⊕
[
0 1
1 0
]
⊕ B, where B ∈ E(SDsS(n− 4)),
(iii) (1)⊕
[
0 1
1 0
]
⊕ B, where B ∈ E(SDs(n− 3)), and
(iv) Ak ⊕ B, where B ∈ E(SDsS(n− k)) for some odd integer k  3.
If A is of the form (i), then (A/2) contains at least four extreme elements,
namely, A,On, (1)⊕ (0)⊕ B and (0)⊕ (1)⊕ (B).
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If A is of the form (ii), then (A/2) contains at least four extreme elements,
namely, A,On,
[
0 1
1 0
]
⊕O2 ⊕ B and O2 ⊕
[
0 1
1 0
]
⊕ B.
If A is of the form (iii), then (A/2) contains at least four extreme elements,
namely, A, On, (1)⊕O2 ⊕ B and (0)⊕
[
0 1
1 0
]
⊕ B.
If A is of the form (iv), then (A/2) contains the extreme elements A, On,[
0 1
1 0
]
⊕Ok−2 ⊕ B and many more.
This proves that for any A ∈ E(SDsS(n)), if (A/2) contains exactly two ex-
treme elements, then necessarily A equals Eii or Eij + Eji for some i, j ∈ 〈n〉,
i /= j . 
It would be helpful to keep in mind the following observation, though we do not
need it in our proofs.
Remark 3. Let A, B be extreme elements of SDsS(n), both different from the zero
matrix On. If A, B are neighborly extreme points, then there exist an edge e of G(A)
and also an edge f ofG(B) such that e and f meet at a common vertex (and possibly,
e=f ).
To see this, suppose that the edges of G(A) and those of G(B) do not meet at a
common vertex. Then all row (column) sums of (A+ B)/2 is less than or equal to
1/2. So, besides A and B, ((A+ B)/2) also contains On as an extreme element.
Hence, A and B are not neighborly extreme points.
Proof of Theorem 2. It suffices to consider the implication (a)⇒ (b). In what fol-
lows, we denote by T a strong linear preserver of SDsS(n).
Assertion 5. T permutes the elements of the set
B = {Eii : i ∈ 〈n〉} ∪ {Eij + Eji : i, j ∈ 〈n〉, i /= j}.
Proof of Assertion 5. Since T is a strong linear preserver of SDsS(n), T maps the
elements of E(SDsS(n)), and in particular the elements of B, into E(SDsS(n)). In
view of Lemma 3, for any A ∈ E(SDsS(n)), we have, A ∈ B if and only if (A/2)
has exactly two extreme elements if and only if (T (A)/2) has exactly two extreme
elements if and only if T (A) ∈ B. So we have T (B) = B. 
Assertion 6. For any i, j ∈ 〈n〉, i /= j, we have
|N(Eii)| = n
2
2
+ n
2
and |N(Eij + Eji)| = 32n
2 − 3
2
n+ 1.
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Proof of Assertion 6. It is clear that we need only consider the case when i = 1
and j = 2.
The first equality of Assertion 6 follows readily once we establish the following
claim:
N(E11) = {On,E11 + Eii, E11 + Eij + Eji,
E1i + Ei1 : i, j ∈ 〈n〉\{1}, i /= j}.
To show that E1i + Ei1 ∈ N(E11), where i ∈ 〈n〉\{1}, consider any B ∈
E(((E11 + E1i + Ei1)/2)). Note that the connected component of B containing
the vertex 1 cannot be an isolated vertex, because the first row sum of B has to
be 1, as the first row sum of (E11 + E1i + Ei1)/2 equals 1 and B ∈ ((E11 +
E1i + Ei1)/2). But G(B) is a spanning subgraph of G((E11 + E1i + Ei1)/2), and
G((E11 + E1i + Ei1)/2) consists of the line segment {1, i}, a loop at the vertex 1,
together with isolated vertices, so G(B) must consist of isolated vertices togeth-
er with either a loop at the vertex 1 or the line segment {1, i}. It follows that B
equals E11 or E1i + Ei1. This shows that |E(((E11 + E1i + Ei1)/2))| = 2, hence
E1i + Ei1 ∈ N(E11). In a similar way, one can also show that each of the other
elements in the set on the right side of our claim belongs to N(E11).
To prove the reverse inclusion, let On /= B ∈ N(E11). First, consider the case
when G(B) has an edge e (possibly a loop) which is not incident with the vertex 1.
LetH denote the graph on 〈n〉 consisting of the edge e and the loop at the vertex 1, to-
gether with other isolated vertices. Clearly, H is the graph of some C ∈ E(SDsS(n)).
Note that the first row is the only possible row of (E11 + B)/2 with row sum equal
to 1, that H is a subgraph of G((E11 + B)/2), and also that the first row sum of C
is equal to 1; hence C ∈ ((E11 + B)/2). Clearly, C /= E11. Since B and E11 are
neighborly extreme points, this implies that we must have C = B. So, in this case, B
equals E11 + Ejj or E11 + Eij + Eji , where i, j ∈ 〈n〉\{1}, i /= j . In the remaining
case, the edges of G(B) are all incident with the vertex 1. Then, necessarily, G(B)
is a line segment containing the vertex 1, together with isolated vertices, and so B
equals E1i + Ei1 for some i ∈ 〈n〉\{1}.
To prove the second equality of Assertion 6, it suffices to show the following:
N(E12 + E21) = {On,E12 + E21 + Eii, E12 + E21 + Eij + Eji, E11, E22,
E1i + Ei1, E2i + Ei2, E11 + E22, E1i + Ei1 + E22,
E2i + Ei2 + E11, E1i + Ei1 + E2j + Ej2,
1
2 (E12 + E21 + E1i + Ei1 + E2i + Ei2) : i, j ∈ 〈n〉\{1, 2},
i /= j}.
Case by case, one can show that each element in the set on the right side belongs
to N(E12 + E21).
To prove the reverse inclusion, let On /= B ∈ N(E12 + E21). First, consider the
case when G(B) has an edge e (possibly a loop) which is not adjacent to the edge
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{1, 2}. Let H denote the graph on 〈n〉 which is composed of the edges e and {1, 2},
together with isolated vertices. Clearly, H = G(C) for some C ∈ E(SDsS(n)). Also,
C /= E12 + E21 and H is a subgraph of G((E12 + E21 + B)/2). Note that the first
and the second row are the only possible rows of (E12 + E21 + B)/2 with row sum
equal to 1, and also that the first and the second row sums of C are both equal to 1.
Hence, C ∈ E(((E12 + E21 + B)/2)). But E12 + E21, B are neighborly extreme
points, so we must have C = B. So, in this case, B must be of the form E12 +
E21 + Eii or E12 + E21 + Eij + Eji , where i, j ∈ 〈n〉\{1, 2}, i /= j . In the remain-
ing case, all edges of G(B) are adjacent to the edge {1, 2}. Then G(B) must consist
of isolated vertices together with one of the following: one loop at the vertex 1 or
2; a line segment of the form {1, i} or {2, i}, where i ∈ 〈n〉\{1, 2}; two loops, one
at each of the vertices 1 and 2; a line segment of the form {j1, i} together with a
loop at the vertex j2, where i ∈ 〈n〉\{1, 2} and the sets {j1, j2}, {1, 2} are equal; two
line segments of the form {1, i}, {2, j}, where i, j ∈ 〈n〉\{1, 2}, i /= j ; a 3-cycle of
the form 1 → 2 → i → 1, where i ∈ 〈n〉\{1, 2}. So, in this case, B must be one of
the following: E11, E22, E1i + Ei1, E2i + Ei2, E11 + E22, E1i + Ei1 + E22, E2i +
Ei2 + E11, E1i + Ei1 + E2j + Ej2, 12 (E12 + E21 + E1i+Ei1+E2i+Ei2), where
i, j ∈ 〈n〉\{1, 2}, i /= j . 
Assertion 7. For n  2, T maps the sets {Eii : i ∈ 〈n〉} and {Eij + Eji : i, j ∈
〈n〉, i /= j} each onto themselves.
Proof of Assertion 7. By Assertion 6, the elements of {Eii : i ∈ 〈n〉} have the same
number of neighborly extreme points, namely (n2/2)+ (n/2), and the elements of
{Eij + Eji : i, j ∈ 〈n〉, i /= j} also have the same number of neighborly extreme
points, namely, (3/2)n2 − (3/2)n+ 1. As can be readily checked, (n2/2)+ (n/2) =
(3/2)n2 − (3/2)n+ 1 if and only if n = 1. So, for n  2, T cannot map some Eii to
some Ers + Esr (r /= s) or conversely. Now, by Assertion 5, T maps B onto itself.
But B is the union of the sets {Eii : i ∈ 〈n〉} and {Eij + Eji : i, j ∈ 〈n〉, i /= j}, so
T must map these sets each onto themselves. 
Clearly, our theorem is true for the case n = 1. So consider n  2. By Assertion 7,
there exists a permutation σ ∈ Sn such that T (Eii) = Eσ(i)σ (i) for each i ∈ 〈n〉. Con-
sider any i, j ∈ 〈n〉, i /= j . By Assertion 7 again, T (Eij + Eji) is of the form Ers +
Esr for some r, s ∈ 〈n〉, r /= s. By the claim (but with N(Eii) in place of N(E11))
given in the proof of the first equality of Assertion 6, we have, Eij + Eji ∈ N(Eii);
so T (Eij + Eji) ∈ N(Eσ(i)σ (i)) and hence, by the claim again, T (Eij + Eji) must
be of the form Eσ(i)r + Erσ(i) for some r ∈ 〈n〉\{σ(i)}. Similarly, from Eij + Eji ∈
N(Ejj ), we also infer that T (Eij + Eji) is of the form Eσ(j)s + Esσ(j) for some
s ∈ 〈n〉\{σ(j)}. Hence, we must have T (Eij + Eji) = Eσ(i)σ (j) + Eσ(j)σ (i). ButB
forms a basis for the space of n× n real symmetric matrices, it follows that T is
given by T (X) = P tXP , where P is the permutation matrix [eσ(1) · · · eσ(n)]. The
proof is complete. 
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In the introductory section, we have pointed out that Theorem 2 is still valid if
“linear map” is replaced by “affine map”, and also mentioned the reason that every
strong affine preserver of SDsS(n) necessarily fixes On and hence is linear. Now we
elaborate. First, note that every strong affine preserver T of a polytope C shares with
a strong linear preserver the properties that T (E(C)) = E(C), T ((x)) = (T x)
and |E((x))| = |E((T x))| for all x ∈ C. But by Lemma 3 (and its proof), we
readily see that for any A ∈ E(SDsS(n)), we have, A = On if and only if (A/2)
contains exactly one extreme element; so every strong affine preserver of SDsS(n)
fixes On.
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