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Abstract 
Because optical diffusion imaging is a highly non- 
linear inverse problem, iterative inversion algorithms 
based on the Born approximation have usually been 
employed as reconstruction technique, but convergence 
is slow, especially for high contrast parameter distribu- 
tions. We show here that the slow convergence of the 
conventional algorithms is due to the linear integral 
operator derived by the Born approximation not being 
the optimal Fre'chet derivative. W e  derive the optimal 
Fre'chet derivative operator with respect to the spatially 
varying absorption and scattering coeficients in inte- 
gral form, and then develop a new iterative inversion 
algorithm. 
1 Introduction 
Optical diffusion imaging in highly scattering me- 
dia such as tissue, as an alternative to x-ray tomogra- 
phy, presents significantly lower health risk, and also 
has successfully demonstrated its potential in biomed- 
ical applications. Since the optical inverse problem 
is nonlinear and ill-posed, iterative inversion algo- 
rithms for nonlinear inverse problems have been em- 
ployed as solution techniques. However, current re- 
construction algorithms for optical diffusion imaging 
have various properties that limit their convergence. 
This results from the approximation of integral form 
Fr6chet derivative operator for the diffusion equation, 
and that two independent spatially varying parame- 
ters, the absorption and scattering coefficient, need to 
be reconstructed simultaneously. We will derive here 
the optimal FrCchet derivative operator with respect 
to the spatially varying absorption and scattering co- 
efficients in integral form without any approximation. 
Numerical results are presented to illustrate the ad- 
vantages of this approach. 
2 Previous Methods 
Consider a common form of the nonlinear ill-posed 
inverse problem : 
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where F : X + Y is a nonlinear operator between 
Hilbert spaces and y6 is noisy data. Due to the ill- 
posedness of the nonlinear operator F ( . ) ,  a regularized 
approximation to the solution is needed to make it 
depend continuously on the measurements yb .  The 
most famous approach is the Tikhonov regularization 
technique [l], which is formulated as 
where 5 is an initial estimate of the unknown param- 
eter x and a is the Lagrangian parameter. We can 
consider the following iterative technique for solution 
of (2): 
2 k + l  = z + (F't(Q)F'(.k) + Q l ) - l F f + ( z k )  
X{YS - F(.k) - F'(z )[Z  - 4) 1 (3) 
which guarantees a solution that is a local minimum 
of (2). Note that in a conventional distorted Born 
iterative method (DBIM), or Newton-Kantorovich al- 
gorithm, 2 in (3) is successively replaced by previous 
estimates, x k  [2]. 
Now consider the single-frequency diffusion equa- 
tion that describes the optical modulation envelopE3, 
41 
O . ( D V + ) + ( - p , + i w / c ) +  = -s inS2 (4) 
where s2 denotes a domain with boundary ds2, and 
(pa,  p s )  denote the absorption and reduced scatter- 
ing parameters, the diffusion coefficient D is given by 
[3(,ua + p S ) ] - ' ,  c is the speed of light in the medium, 
and w is the modulation angular frequency. Note that 
in this paper, i denotes m. The flux, q5(€ Y), is gen- 
erated by an excitation source s. Here, we have used 
the extrapolated zero-flux boundary condition on 8fl 
for simplicity [5]. 
Since we cannot find a nonlinear operator F ( . )  ex- 
plicitly from the PDE expression (4), it is quite dif- 
ficult to apply the general form of the iterative in- 
version technique (3). However, in the conventional 
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integral equation approach [3], F ( . )  is obtained using 
the approximation V . (DVd) as DV2d. With this 
approximation, (4) can be converted to 
V2$+ k2q5 = -i in , (b = 0 on dR (5) 
where the unknown equivalent wavenumber-squared 
and modified source i are defined as 
k 2  = 3 ( ~ u  + ~ s ) ( - ~ u  + i U/.) 0 = 3(pa + ps)s. (6) 
We can then identify the nonlinear operator F ( . )  
F ( k 2 )  = q5(r;kb2) 
dr’g(r,r’;kb2)d(r’;kb2)Ak2(r’)(7) 
and data y = d ( r ; k 2 )  where k 2  = k 2 ( p u , p s )  is the 
unknown equivalent wave number-squared, and kb2 = 
k2(p: ,p t )  is the initial estimate. Note that Ak2(r‘) = 
k2(r’) - kb2(r’), and the Green’s function, g ( r ,  r’; k b 2 ) ,  
is that of the PDE in (5). Therefore, we can use the 
iteration (3) to obtain Ak2 and convert it to the Apu 
and Apu, as 
$Irn[Ak2] + Re[Ak2] - APa = 9 + 3(& + p i )  
I m[ A k2]  
APU , Aps = ~_ 3w/c 
where Re[.] and Irn[.] denote the real and imaginary 
parts, respectively. This kind of procedure is known 
as the distorted Born iterative method (DBIM). 
3 The Optimal F’r6chet Derivative in 
Integral Form 
The approach using (5) and (7) is not optimal for 
the following reasons. Firstly, the assumption that 
V .  (DVq5) = DV2+ does not necessarily hold for large 
perturbations of D. Secondly, the integral equation is 
the FrCchet derivative operator for the unknown k 2  
not for the unknown constitutive parameters, pu and 
p, , which are required for reconstructing an image and 
relating results to material characteristics. Hence, the 
conventional approach provides a sub-optimal search 
direction, which results in slow convergence, especially 
when the perturbations in pa and ps are large. 
This drawback can be overcome if we derive the 
FrCchet derivative F’( .) directly from the diffusion 
equation (4) instead of the nonlinear functional F ( . ) .  
L 2  { $ k } f = l  be a partition of a such that = 
U k = l $ k .  Suppose that pa and ps can be approx- 
imated as weighted sums of {$k}f=l, such that 
K 
PU = C k = l P k $ k  PS = c f = ’ = , p ! $ k .  Then, the 
FrCchet derivative F’(.) can be obtained as a gener- 
alized solution [6] of a new set of frequency-resolved 
diffusion equations. 
We have shown [7] that for any k ,  the derivative of 
the generalized solution U of (4) with respect to pk or 
p: converges uniformly to vk and W k  in H: (a), where 
V k  and W k  are generalized solutions of the following 
Dirichlet problems with zero flux boundary condition, 
where the frequency domain diffusion operator L is 
defined as L = V .  DV f (--pa + S w / c ) .  Moreover, 
if 4 k f  = 0, V k  and wk are generalized solutions of the 
following Dirichlet problem, 
Lvk = -(-I + r_L”)$ku Lwk = -ak$ku (10) 
where ak = ( - p i  + S w / c ) / ( p $  + p t ) .  
x k = l  Apk$k and Au, == E:=’=, Apt$k, we have 
Using the above result and linearity, for Aua = 
K 
d(r; P U ,  PSI = d(r; Pb,,P9 
K 
+ & ( v ’ ; P : , P : ) [ - 1 +  “k1Al-1:4k(r’) 
k = l  
K 
+ c g ( r , r ’ ; p b , , ~ ~ ) a k A p : ~ k ( r ’ )  . (11) 
k = l  
where the Green function g( . ,  .) is that of (4). If I< + 
00, it is not difficult to prove that (11) is finite and 
converges uniformly to the following integral equation: 
d(r; P u ,  P5)  = 4 ( r ;  P:, P 3  
+ s, dr’dr, r’; Pb,, P:)q5(r1; Pb,, P : ) o ( T ’ )  , 
O(r’) = [-1 + a(r’)]ApU(r’)  + a(r’)Ap,(r‘) 
(12) 
where a(.) = (-pUb,(r) + 9 ~/c)/(pUb,(r) + p t ( r ) ) .  
4 Parameter Transform 
Note the similarity between (7) and (12). However, 
the Green’s function of (12) is derived from (4) with- 
out any approximation, while that of (7) comes from 
the approximate PDE (5). The definition of O(r’) 
in (12) is also different from that of Ak2(r’) in (7). 
Unlike the nonlinear rellationship between Ak2 and 
( A p u ,  A p s ) ,  0 lies in the linear span of ( A p u ,  Ap,). 
Therefore, we can guarantee that the proposed algo- 
rithm converges to a solution, and the convergence 
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is faster than for the conventional DBIM approach. 
Since (12) and (7) are of identical form except for the 
definition of the unknown A~’((T’) and O(T’) ,  we can 
use the same optimization techniques (3) as the con- 
ventional DBIM with the same order of complexity. 
The only difference is the conversion from 0 to A p a  
and ApS. From (12), the parameter transform can 
be explicitly represented using the previous estimate 
(/I:, / I 3  as 
5 Simulation Results 
To examine the performance of our algorithm com- 
pared to the conventional DBIM, numerical simula- 
tions have been performed. All the simulations used 
“data” generated by solving (4). The optical modu- 
lation frequency used is 200MHz (= w/2n). A total 
of 12 sources and 12 detectors are located uniformly 
over the boundary of the 8 x 8cm2 domain, as shown 
in Fig. 1. The inhomogeneities are embedded in a ho- 
mogeneous background medium with p: = 0.02cm-1 
and /I: = 10.Ocm-l, and inhomogeneities in p a  and 
p S  are located at different positions with a p a  peak 
of 0.12cm-1 and a ps peak of 6Ocm-’ at (2cm,6cm) 
and (6cm,2cm), respectively, as shown in Figs. 2(a)- 
(b). The initial values for the estimate of p a  and ,us 
are 0.02cm-1 and lO.Ocm-’, respectively. The recon- 
structed p a  and /I: for the conventional DBIM are 
shown in Figs. 3(a)-(b) after 6 iterations. After 6 it- 
erations, no significant changes were not observed for 
both of the simulation results. In this case, the con- 
ventional DBIM failed to locate the inhomogeneities 
even qualitatively. However, use of the new algorithm 
described here, the quantitative value of the recon- 
struction is greatly improved, as shown in Figs. 3(c)- 
(d). The elapsed time taken for 6 iterations by the 
new algorithm is 30 seconds on an Ultra Sparc work- 
station. 
6 Conclusion 
Even though the standard DBIM approach for the 
optical diffusion imaging problem has shown some suc- 
cess, the algorithm shows slow convergence especially 
when the spatial variation of pa and ,us are large, 
since the FrCchet derivative they derived is not op- 
timal for the unknown absorption and scattering pa- 
rameters. In this paper, the optimal FrCchet derivative 
has been derived from the PDE and converted into a 
integral equation formulation. Numerical simulations 
show great improvement in the convergence properties 
of the new algorithm. 
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Figure 1: Data acquisition geometry for the full-angle 
profile inversion 
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Figure 2: Original inhomogeneities in p a  and p,  in differ- 
ent locations. (a) Absorption and (b) scattering coefficient. 
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Figure 3: Reconstruction of inhomogeneities in pa and 
ps in different locations .with pa peak of 0.12cm-1 and 
ps peak of 60crn-l. (a),(b) Reconstructed pa and p8 
by the conventional DB’IM, and (c) ,(d) reconstructed 
pa and ps by the algorithm described here, after 6 
iter at ions ~ 
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