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Im Aufgabenbereich ”robuste Regelung” stellt sich das Problem (dynamische) Ausgangs-
ru¨ckkopplungen zu bestimmen, die mehrere lineare Systeme simultan stabilisieren. Ei-
ne Methode dafu¨r, na¨mlich die Berechnung linearer quadratisch-optimaler Ausgangsru¨ck-
kopplungen, wird hier behandelt. Effiziente numerische Algorithmen in verfu¨gbarer Soft-
ware sowohl zur Parameteroptimierung als auch fu¨r die dabei notwendigen Auswertungen
von Gu¨tefunktional und Gradient mittels Liapunovgleichungen, machen diese Methode fu¨r
”große” Multimodellprobleme anwendbar. Dies gilt insbesondere auch fu¨r die Berechnung
diskret-periodischer optimaler Ausgangsru¨ckkopplungen, wo die Problemgro¨ße mit der Pe-
riodenzahl wa¨chst.
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Computation of optimal output feedback control for solving multi-model pro-
blems
In the domain of ”robust control” the problem arises how to compute (dynamic) output-
feedback laws, which simultaneously stabilize multi models. One among possible solution
methods – namely linear quadratic-optimal output feedback is dealt with. Efficient nume-
rical algorithms in available software for both parameter optimization and the evaluation
of the performance functional and its gradient by solving Liapunov equations make this
method applicable for ”large” multi-model problems. This also holds for the computation
of discrete optimal periodic output feedback, where the problem dimension increases with
the period of the system.
1 Einfu¨hrende U¨bersicht
Die Kalmansche Theorie der linearen quadratisch-optimalen Regelung fu¨hrt u¨ber den be-
kannten Riccatiformalismus [10] auf ein Regelgesetz mit vollbesetzter Zustandsru¨ckkopp-
lung. Eine dazu verallgemeinerte Aufgabenstellung ist die lineare quadratisch-optimale
Regelung mit strukturbeschra¨nkter Ru¨ckkopplung [8],[14]. Eine Spezialisierung der struk-
turbeschra¨nkten Ru¨ckkopplung auf eine Ausgangsgro¨ßenru¨ckkopplung erfolgte in [16].
U¨ber die Mo¨glichkeit, die Struktur des Regelgesetzes explizit festlegen zu ko¨nnen, sind
neben einer direkten Ausgangsru¨ckkopplung auch verschiedenartige Aufgabenstellungen
von Regelgesetzen mit Dynamik behandelbar [7].
Ein lineares quadratisch-optimales Regelgesetz mit beschra¨nkter Struktur kann in der
Regel nicht in expliziter Form angegeben werden, sondern es mu¨ssen numerische Itera-
tionsverfahren zur Bestimmung der Ru¨ckfu¨hrmatrix angewendet werden [18]. Allerdings
ko¨nnen die dazu notwendigen Gradienten analytisch bestimmt werden [8]. Fu¨r die effizien-
te Auswertung des Gu¨tefunktionals und des Gradienten sind leistungsfa¨hige Algorithmen
[2, 12] zur Lo¨sung von Liapunovgleichungen erforderlich. Eine gute Iterationskonvergenz
kann durch Einsatz geeigneter Parameteroptimierungsprogramme [17] mit Schrittweiten-
steuerung [20] sichergestellt werden.
Eine lineare quadratisch-optimale (dynamische) Ausgangsru¨ckkopplung ist einerseits
deshalb attraktiv, weil sie sehr flexibel an verschiedenartige Aufgabenstellungen anpaßbar
ist und weil sie andererseits vergleichsweise effizient numerisch berechenbar ist.
Die Mo¨glichkeit die Struktur der Ru¨ckkopplungsmatrix explizit festlegen zu ko¨nnen,
ist insbesondere eine Voraussetzung dafu¨r, parameterunempfindliche [4] und robuste Re-
gelungen durch Lo¨sung eines sogenannten ”Multimodellproblems” zu entwickeln. Das ist
das Thema dieses Aufsatzes. Dabei wird die Aufgabenstellung des zeitinvarianten Multi-
modellproblems auch auf ein Multimodellproblem mit diskret-periodischer Ausgangsru¨ck-
kopplung [26] erweitert. Das Multimodellproblem, siehe auch Ackermann [1], kann daraus
entstehen, daß ein nichtlineares System durch Linearisierungen in mehreren Arbeitspunk-
ten charakterisiert wird (arbeitspunktrobuste Regelung) oder, daß die Parameterunsi-
cherheit eines Systems durch mehrere diskrete Werte in einem Intervall erfaßt werden soll
(robuste Regelung mit strukturierter Parameterunsicherheit).
Die Mo¨glichkeit eine lineare quadratisch-optimale Ausgangsru¨ckkopplung effizient zu
berechnen, macht diese Methode auch fu¨r ”große” Multimodellprobleme anwendbar, d.h.
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fu¨r Aufgaben, wo eine stabilisierende Lo¨sung simultan fu¨r ”viele” lineare Modelle zu er-
mitteln ist, die aus der Linearisierung eines nichtlinearen Systems in entsprechend vielen
Arbeitspunkten resultieren. Ein Multimodellproblem kann auch dadurch ”groß” werden,
daß ein Multimodellsystem durch eine periodische Ausgangsru¨ckkopplung simultan sta-
bilisiert werden soll und dafu¨r die Periodenzahl hinreichend groß gewa¨hlt werden muß.
Eine ”große” Multimodellaufgabe stellt sich bei der Untersuchung, wie die Bodenreso-
nanzeffekte eines Hubschraubers aktiv geda¨mpft [23], [11] werden ko¨nnen. Diese Aufgabe
war Anlaß, sich mit ”großen” Multimodellproblemen zu befassen und dient hier als An-
wendungsbeispiel.
2 Zur Berechnung linearer quadratisch-optimaler
Ausgangsru¨ckkopplungen
Das Modell einer linearen, zeitinvarianten Regelstrecke sei durch
λx(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)
(1)
beschrieben, wobei x(t) ∈ IRn der Zustandvektor, u(t) ∈ IRm der Eingangsvektor und
y(t) ∈ IRp der Ausgangsvektor sind. Der Operator λ ist entweder der Differentialoperator
λx(t) = x˙(t) im Fall eines kontinuierlichen Systems oder der Vorwa¨rtsverschiebungsope-
rator λx(t) = x(t+ 1) im Fall eines diskreten Systems.
Die Aufgabe ist es, eine optimale Ausgangsru¨ckkopplung
u∗(t) = Fy(t), (2)
zu bestimmen, die das folgende quadratische Gu¨tefunktional1 minimiert, wobei Q ≥ 0
und R > 0 symmetrische Wichtungsmatrizen sind:
– fu¨r ein zeitkontinuierliches System
J = E
{∫ ∞
0
[x(t)TQx(t) + u(t)TRu(t) ]dt
}
(3)
– fu¨r ein zeitdiskretes System
J = E
{ ∞∑
t=0
[x(t)TQx(t) + u(t)TRu(t) ]
}
. (4)
Der Wert des Gu¨tefunktionals J ha¨ngt von den Anfangsbedingungen x(0) des Systems
ab. Fu¨r eine Standardlo¨sung kann man x(0) als Zufallsvektor mit der Kovarianz G =
E{x(0)xT (0)} betrachten. Entsprechend ist das Gu¨tefunktional als Erwartungsoperator
E{·} definiert.
1Kuhn [15] verwendet einen anderen Typ eines quadratischen Funktionals, bei dem an Stelle einer
Wichtung der Stellgro¨ßen die Ru¨ckfu¨hrversta¨rkungen direkt gewichtet werden.
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Fu¨r die Berechnung kann D = 0 vorausgesetzt werden. Die Lo¨sung im allgemeinen
Fall D 6= 0 ist
F = (I + F˜D)−1F˜ ,
wobei F˜ die Ru¨ckfu¨hrmatrix fu¨r den speziellen Fall D = 0 ist. Dies gilt unter der Voraus-
setzung, daß I + F˜D invertierbar ist.
Sei weiter F eine stabilisierende Ru¨ckfu¨hrmatrix des Systems (1). Das heißt, die Eigen-
werte λi(A) des geschlossenen Systems A = A+BFC erfu¨llen die Bedingung Reλi(A) < 0
im Fall eines kontinuierlichen Systems oder |λi(A)| < 1 im Fall eines diskreten Systems.
Mit der Notation Q = Q+CTF TRFC kann dann der Funktionswert des Gu¨tefunktionals
und sein Gradientoperator wie folgt berechnet werden, wobei ”tr” (engl. trace) die Spur
einer Matrix bezeichnet:
– fu¨r ein zeitkontinuierliches System
J(F ) = tr (PG)
∇FJ(F ) = 2(BTP +RFC)SCT (5)
mit den ”kontinuierlichen Liapunovgleichungen” fu¨r P und S
A
T
P + PA+Q = 0
AS + SA
T
+G = 0
(6)
– fu¨r ein zeitdiskretes System
J(F ) = tr (PG)
∇FJ(F ) = 2(BTPA+RFC)SCT (7)
mit den ”diskreten Liapunovgleichungen” fu¨r P und S
P = A
T
PA+Q
S = ASA
T
+G .
(8)
Mit den expliziten analytischen Ausdru¨cken fu¨r den Funktionswert J(F ) und den Gra-
dienten ∇FJ(F ) ist die Anwendung eines iterativen Minimierungsverfahrens unmittelbar
mo¨glich. Das Minimierungsverfahren muß nur noch durch eine stabilisierende Startlo¨sung
F0 initialisiert werden. Ist A stabil, dann genu¨gt F0 = 0 zur Initialisierung der Minimie-
rungsprozedur. Ist A instabil, gibt es mehrere Mo¨glichkeiten [18] zur Berechnung einer
stabilisierenden Ru¨ckfu¨hrmatrix F0. Der einfachste und bequemste Weg ist die Anwen-
dung der Minimierungsprozedur selbst. Im Fall eines kontinuierlichen Systems lo¨st man
dazu mit F0 = 0 sukzessiv eine Folge modifizierter Probleme, bei denen A durch A+αjI,
j = 1, 2, . . . , ersetzt wird und {αj} eine monoton steigende Folge bildet. Einer der suk-
zessiv berechneten Werte Fj, die die Matrix A + αjI stabilisieren, stabilisiert dann auch
die Matrix A, wenn dafu¨r ein positives αj gilt. Ein entsprechender Ansatz gilt zur Stabili-
sierung eines diskreten Systems. Diesmal ersetzt man das Paar (A,B) durch (αjA,αjB),
wobei {αj} eine monoton steigende Folge bildet, die fu¨r einen sukzessiv berechneten Wert
Fj, mit F0 = 0, zur Stabilita¨t von αjA + αjBFj−1C (im diskreten Sinn) fu¨hrt. Eine
stabilisierende Ru¨ckfu¨hrung fu¨r A ist erreicht, wenn fu¨r diesen Schritt αj ≥ 1 gilt.
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Ein wichtiger Aspekt fu¨r die Anwendungsflexibilita¨t der Methode ist das systematische
Umgehenko¨nnen mit Strukturvorgaben fu¨r die Ru¨ckfu¨hrmatrix F. Dies ist insbesondere
auch eine Voraussetzung fu¨r die Behandlung des Multimodellproblems. Strukturvorgabe
bedeutet hier die Forderung, daß einzelne Elemente der Matrix F vorgegebene Werte,
z.B. null, annehmen. Dies bedeutet fu¨r die Minimierungsaufgabe, daß nur die als aktiv
gesetzten Komponenten der Ru¨ckfu¨hrmatrix F vera¨ndert werden du¨rfen. Fu¨r die Berech-
nung bedeutet dies, daß bei der Minimierung diejenigen Elemente der Ru¨ckfu¨hrmatrix
durch eine Projektion des Gradienten eliminiert werden mu¨ssen, fu¨r die bereits feste Wer-
te vorgegeben sind. Die Parametersuche wird damit auf eine strukturierte Untermenge der
Elemente von F beschra¨nkt. Der allgemeine mathematische Formalismus zur analytischen
Herleitung der entsprechenden Gradienten ist die Methode der sogenannten ”Gradienten-
kettenregeln”, wie sie von Ho¨fler in [7] entwickelt wurde. Fu¨r die spezielle Struktur einer
dezentralen Ausgangsru¨ckkopplung wurden explizite Formeln auch in [24] angegeben.
Der wesentliche numerische Aufwand zur Bestimmung einer optimalen Ausgangsru¨ck-
kopplung besteht in der Lo¨sung von zwei Liapunovgleichungen fu¨r jede Auswertung der
Funktion und des zugeho¨rigen Gradienten. Effiziente softwaretechnische Implementierun-
gen fu¨r Liapunovlo¨ser, basierend auf den Algorithmen aus [2, 12], sind in den Programm-
bibliotheken RASP und SLICOT verfu¨gbar [5]. Fu¨r die Minimierung verwenden wir Pro-
gramme aus MINPACK 2 (das Nachfolgepaket von MINPACK 1 [19]). Diese Programme
sind Implementierungen des limited memory BFGS Verfahrens aus [17] im Zusammenspiel
mit der Schrittweitensteuerungsprozedur aus [20], die bei jedem Schritt eine Verminde-
rung des Funktionswertes garantiert. Diese Eigenschaft einer Schrittweitensteuerung ist
notwendig, um eine mo¨gliche Destabilisierung des Systems in einem Zwischenschritt zu
vermeiden. Tritt infolge eines zu großen Schritts die Situation einer mo¨glichen Destabili-
sierung ein, wird einfach der Funktionswert ho¨her als vorher gesetzt und der Schritt wird
automatisch aufgegeben. Die softwaretechnische reverse-communication Implementierung
in MINPACK 2 erlaubt eine Modularisierung der Berechnungssoftware in eine allgemei-
ne Optimierungssoftware einerseits und die Software zur problemspezifischen Auswertung
von Gu¨tefunktional und Gradient andererseits.
3 Lineare quadratisch-optimale Ausgangsru¨ckkopp-
lung fu¨r Multimodellprobleme
Wird ein nichtlineares System in verschiedenen Arbeitspunkten linearisiert, ko¨nnen die
resultierenden Systemmodelle zu einem linearen Multimodell zusammengefaßt werden,
das aus N Teilmodellen besteht:
λxi(t) = Aixi(t) +Biui(t)
yi(t) = Cixi(t) +Diu(t)
, i = 1, . . . , N (9)
mit xi(t) ∈ IRn, ui(t) ∈ IRm, yi(t) ∈ IRp. Des weiteren treffen wir die Annahmen Di =
D = 0 (siehe Abschnitt 2) und es sei xi(0) ein Zufallsvektor mit gegebener Kovarianz
Gi = E{xi(0)xTi (0)}.
Eine alternative Beschreibung des Multimodells (9) ist durch eine Folge von System-
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matrizen
Si =
[
Ai Bi
Ci Di
]
, i = 1, . . . , N (10)
charakterisiert. Ein solches Modell geho¨rt zur allgemeineren Klasse sogenannter polytopi-
scher Modelle
λx(t) = A(t)x(t) +B(t)u(t)
y(t) = C(t)x(t) +D(t)u(t)
, (11)
deren zeitvariable Systemmatrizen S(t) =
[
A(t) B(t)
C(t) D(t)
]
in einem Polytop von Matrizen
S(t) ∈ Co {S1, . . . , SN} :=
{
N∑
i=1
αiSi : αi ≥ 0,
N∑
i=1
αi = 1
}
(12)
variieren. Die Systeme S1, . . ., SN werden Tra¨gersysteme (engl. vertex systems) genannt.
Zum Aufgabenbereich stabilita¨tsrobuster Regelungen geho¨rt es, eine Ausgangsru¨ck-
kopplung zu bestimmen, die das polytopische System (12) stabilisiert. Eine notwendige
Bedingung dafu¨r ist, daß das Multimodellsystem (9) simultan stabilisiert wird, d.h., daß
auch alle Ecken des Polytops stabilisiert werden. Die simultane Stabilisierung von Multi-
modellsystemen spielt deshalb in der Theorie der robusten Regelung eine zentrale Rolle,
siehe Ackermann [1].
Die Methode der linearen quadratisch-optimalen Regelung kann dazu dienen eine sta-
bilisierende Multimodellru¨ckkopplung zu berechnen (wenn eine solche existiert), wobei
u¨ber eine geeignete Wahl der Wichtungmatrizen Qi und Ri gleichzeitig auch die Re-
gelgu¨te beeinflußt werden kann. Die Aufgabe in diesem Fall ist es also, eine optimale
Ausgangsru¨ckkopplung der Form (2) zu bestimmen, die simultan alle N Systeme in (9)
stabilisiert und ein Gu¨tefunktional J minimiert, das alle N Einzelsysteme im Sinne von
(3) bzw. (4) erfaßt:
– fu¨r ein zeitkontinuierliches System:
J = E
{∫ ∞
0
[x(t)TQx(t) + u(t)TRu(t) ]dt
}
(13)
– fu¨r ein zeitdiskretes System:
J = E
{ ∞∑
t=0
[x(t)TQx(t) + u(t)TRu(t) ]
}
, (14)
mit den blockdiagonalen Matrizen Q und R der Form
Q = diag(β1Q1, . . . , βNQN), R = diag(β1R1, . . . , βNRN). (15)
Die Wichtungskoeffizienten βi, i = 1, . . . , N ermo¨glichen verschiedene Bewertungen der
individuellen Regelgu¨te in einer Gesamtfunktion2 J =
∑N
i=1 βiJi.
2Als Optimierungskriterium ko¨nnte z.B. auch die differenzierbare Approximation einer entwurfspara-
metrierten Maximumfunktion [13] verwendet werden: J = 120 ln
∑N
i=1 exp (20 · Ji/di), mit den Ent-
wurfsvorgabewerten di > 0.
6
Die Lo¨sung der obigen Berechnungsaufgabe ist eine Standardaufgabe des Abschnitts 2
fu¨r die expandierte Form eines Multimodellproblems. Das heißt, wir betrachten jetzt das
Gesamtsystem
λx(t) = Ax(t) + Bu(t)
y(t) = Cx(t), (16)
wobei x(t) = [ xT1 (t), . . . , x
T
N(t) ]
T ∈ IRnN , u(t) = [ uT1 (t), . . . , uTN(t) ]T ∈ IRmN , y(t) =
[ yT1 (t), . . . ,y
T
N(t) ]
T ∈ IRpN und A, B, C blockdiagonale Matrizen der Form
A = diag(A1, . . . , AN), B = diag(B1, . . . , BN), C = diag(C1, . . . , CN) (17)
sind. Die Ru¨ckfu¨hrmatrix F im Regelgesetz
ui(t) = Fyi(t), i = 1, . . . , N (18)
soll alle N Teilsysteme (9) simultan stabilisieren. (Es wird vorausgesetzt, daß eine sol-
che Matrix existiert.) Fu¨r das Gesamtsystem (16) entspricht das der Bestimmung einer
dezentralen, stabilisierenden Ausgangsru¨ckkopplung mit einer blockdiagonalen Gesam-
tru¨ckfu¨hrmatrix F
F = diag(F, . . . , F ) . (19)
Die Minimierung von J mit der Ausgangsru¨ckkopplung u(t) = Fy(t) fu¨r das Gesamt-
system (16) ist ein Standardproblem mit stark strukturierter Ausgangsru¨ckfu¨hrmatrix
(19). Anhand der Ergebnisse des Abschnitts 2 kann man explizite Ausdru¨cke fu¨r die
Auswertung der Gu¨tefunktion und deren Gradienten herleiten. Dies ist die Aussage des
folgenden Satzes.
Satz 1 (kontinuierliches System). Gegeben sei eine Ru¨ckfu¨hrmatrix F , die mit
(18) das kontinuierliche Multimodellsystem (9) stabilisiert. Dann gelten zur Auswertung
der Gu¨tefunktion J(F ) in (13) und deren Gradienten ∇J(F ) die folgenden Formeln:
J(F ) =
N∑
i=1
βitr (PiGi) (20)
∇FJ(F ) = 2
N∑
i=1
βi(B
T
i Pi +RiFCi)SiC
T
i . (21)
Dabei erfu¨llen die Matrizen Pi und Si die kontinuierlichen Liapunovgleichungen
A
T
i Pi + PiAi +Qi = 0
AiSi + SiA
T
i +Gi = 0
(22)
mit Ai = Ai +BiFCi und Qi = Qi + C
T
i F
TRiFCi.
Die Lo¨sung hat die gleiche Struktur wie im Fall eines Einzelmodells, siehe Abschnitt
2.
Beweis. Sei F eine Matrix der Form
F = diag(F1, . . . , FN), (23)
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wobei Fi eine stabilisierende Ausgangsru¨ckfu¨hrmatrix fu¨r das i-te System ist. Seien P und
S die Lo¨sungen der kontinuierlichen Liapunovgleichungen
ATP + PA+Q = 0
AS + SAT + G = 0
mit A = A+BFC, Q = Q+ CTFTRFC und G = diag(G1, . . . , GN). Dann kann man die
Formeln [24] fu¨r eine dezentrale Ru¨ckfu¨hrung anwenden
J(F1, . . . , FN) = tr (PG)
∇FiJ(F1, . . . , FN) = [2(BTP +RFC)SCT ]ii,
wobei [·]ii den i-ten n × n Diagonalblock einer Matrix bezeichnet. Sowohl A als auch Q
sind blockdiagonale Matrizen, so daß jedes Blockelement Pij außer der Blockdiagonale
von P (i 6= j) eine Sylvestergleichung
A
T
i Pij + PijAj = 0.
erfu¨llt. Weil sowohl Ai als auch Aj stabile Matrizen sind, hat die obige Sylvestergleichung
die eindeutige Lo¨sung Pij = 0. Dieselbe Folgerung gilt fu¨r die außerdiagonalen Blockele-
mente Sij von S. Wir erhalten damit die vereinfachten Ausdru¨cke fu¨r die Gu¨tefunktion
(13) und ihren Gradienten
J(F1, . . . , FN) =
∑N
i=1 βitr (PiGi)
∇FiJ(F1, . . . , FN) = 2βi(BTi Pi +RiFiCi)SiCTi ,
wobei Pi und Si die kontinuierlichen Liapunovgleichungen (22) erfu¨llen mit Ai = Ai +
BiFiCi und Qi = Qi + C
T
i F
T
i RiFiCi. Setzen wir nun alle Diagonalblo¨cke von F gleich
F1 = · · · = FN = F folgt (21) unter Anwendung folgender Beziehung
∇FJ(F ) =
N∑
i=1
∇FiJ(F1, . . . , FN) |F1=···=FN=F= 2
N∑
i=1
βi(B
T
i Pi +RiFCi)SiC
T
i
q.e.d.
Ein entsprechender Satz gilt fu¨r diskrete Systeme:
Satz 2 (diskretes System). Gegeben sei eine Ru¨ckfu¨hrmatrix F , die mit (18) das
diskrete Multimodellsystem (9) stabilisiert. Dann gelten zur Auswertung der Gu¨tefunktion
J(F ) in (14) und deren Gradienten ∇J(F ) die folgenden Formeln:
J(F ) =
∑N
i=1 βitr (PiGi)
∇FJ(F ) = 2∑Ni=1 βi(BTi PiAi +RiFCi)SiCTi .
Dabei erfu¨llen die Matrizen Pi und Si die diskreten Liapunovgleichungen
Pi = A
T
i PiAi +Qi
Si = AiSiA
T
i +Gi
(24)
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mit Ai = Ai +BiFCi und Qi = Qi + C
T
i F
TRiFCi.
Beweis. Die Beweisfu¨hrung ist analog zum kontinuierlichen Fall.
Der wesentliche numerische Aufwand zur Bestimmung einer optimalen Ausgangsru¨ck-
kopplung im Multimodellfall besteht in der Lo¨sung von N Paaren von Liapunovgleichun-
gen fu¨r jede Auswertung der Funktion und ihres Gradienten. Eine Berechnung mit obigen
Formeln ist offensichlich gut parallelisierbar.
Die simultane Stabilisierung mittels Ausgangsru¨ckkopplung ist kein konvexes Minimie-
rungsproblem. Deshalb ko¨nnen LMIs (engl. Linear Matrix Inequalities)-Verfahren [3] nicht
direkt zur Berechnung solcher Ausgangsru¨ckkopplungen eingesetzt werden. Man kann
diese Verfahren jedoch anwenden, um die Stabilita¨t eines polytopischen Systems zu u¨ber-
pru¨fen. Dazu bilden die folgenden “LMIs” fu¨r i = 1, . . . , N fu¨r das polytopische System
(11) und eine berechnete Ru¨ckfu¨hrmatrix F ein hinreichendes (im allgemeinen konserva-
tives) Stabilita¨tskriterium:
– fu¨r ein zeitkontinuierliches System
(Ai +BiFCi)X +X(Ai +BiFCi)
T < 0,
X > 0
– fu¨r ein zeitdiskretes System
(Ai +BiFCi)X(Ai +BiFCi)
T −X < 0,
X > 0.
Haben die obigen LMIs eine Lo¨sung X, ist das polytopische System (11) stabil fu¨r belie-
big schnelle A¨nderungen im Matrizenpolytop (12). Haben diese LMIs keine gemeinsame
Lo¨sung X, kann gegebenfalls das Multimodellproblem durch Hinzunahme weiterer Mo-
delle an die Robustheitsaufgabe so angepaßt werden, daß mit diesem (nur hinreichenden)
Kriterium Stabilita¨t garantiert werden kann.
4 Periodische Multimodell-Ausgangsru¨ckkopplung
Diskret-periodische Ausgangsru¨ckkopplung bietet eine Mo¨glichkeit zur simultanen Sta-
bilisierung konstanter Multimodellsysteme [9, 27]. Es ist deshalb auch interessant, den
Lo¨sungsansatz aus Abschnitt 3 auf diskret-periodische Ausgangsregelungen zu erweitern.
Zur Vereinfachung der Notation bei periodischen Systemen verwenden wir die Script-
Notation X , die einer zyklischen Folge von Matrizen X(t), t = 0, . . . , K−1, die blockdia-
gonale Matrix
X = diag (X(0), X(1), . . . , X(K−1))
zuordnet. Diese Notation ist konsistent mit den Standardmatrixoperationen Addition,
Multiplikation, Invertierung. Wir notieren weiter mit σX die K-zyklische Verschiebung
der Folge X(t), t = 0, . . . , K−1
σX = diag (X(1), . . . , X(K−1), X(0)).
Das Multimodell eines diskreten, linearen, periodischen Systems mit der Periode K
wird durch
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xi(t+ 1) = Ai(t)xi(t) + Bi(t)ui(t)
yi(t) = Ci(t)xi(t)
, (25)
beschrieben mit Ai(t) = Ai(t + K), Bi(t) = Bi(t + K), Ci(t) = Ci(t + K) fu¨r ∀t und
i = 1, . . . , N . Es gelte wieder die Annahme, daß xi(0) ein Zufallsvektor mit gegebener
Kovarianz Gi = E{xi(0)xTi (0)} ist.
Die Skript-Notation erlaubt es, die Systemmatrizen des periodischen Multimodells in
der kompakten Form
Si =
[ Ai Bi
Ci 0
]
, i = 1, . . . , N
zu schreiben, wobei Ai = diag (Ai(0), Ai(1), . . . , Ai(K−1)) und Bi, Ci entsprechend expan-
dierte Blockdiagonalmatrizen sind.
Die Aufgabe ist es nun, eine optimale periodische Ausgangsru¨ckkopplung
yi(t) = F (t)ui(t), i = 1, . . . , N (26)
mit der Periode K, d.h. F (t) = F (t+K) ∀t zu bestimmen, die simultan alle N Systeme
(25) Floquet-stabilisiert [21] und dabei ein Gu¨tefunktional der Form (14) minimiert, wobei
Qi(t) ≥ 0 und Ri(t) > 0 jetzt symmetrische periodische Matrizen mit der Periode K sind.
Dabei wird vorausgesetzt, daß eine simultan stabilisierende periodische Ru¨ckfu¨hrmatrix
existiert.
Explizite Ausdru¨cke fu¨r die Gu¨tefunktion und den Gradienten wurden in [26] fu¨r den
Fall eines diskreten periodischen Einzelsystems hergeleitet. Damit ko¨nnen die Ergebnisse
des Abschnitts 3 im folgenden Satz auf den Fall von Multimodellsystemen mit diskret-
periodischer Ausgangsru¨ckkopplung erweitert werden.
Satz 3 (diskretes periodisches System). Sei F (t) eine diskret-periodische Ru¨ckfu¨hr-
matrix in (26), die alle Tra¨gersysteme in (25) simultan Floquet-stabilisiert. Das Gu¨tefunk-
tional J(F) = ∑Ni=1 βiJi(F) fu¨r das Gesamtsystem und dessen Gradienten ∇J(F) ko¨nnen
mit den Formeln
J(F) =
N∑
i=1
βitr (σPiGi)
∇FJ(F) = 2
N∑
i=1
βi(BTi σPiAi +RiFCi)SiCTi
ausgewertet werden, wobei Pi und Si die diskret-periodischen Ru¨ckwa¨rts- und bzw. Vorwa¨rts-
Liapunovgleichungen
Pi = ATi σPiAi +Qi, (27)
σSi = AiSiATi + Gi, (28)
erfu¨llen mit Ai = Ai + BiFCi, Qi = Qi + CTi FTRiFCi, und Gi = diag (0, 0, . . . , Gi).
Dies beinhaltet auch den Fall, daß fu¨r ein nichtperiodisches zeitinvariantes System
mit Ai = diag(Ai, . . . , Ai), Bi = diag(Bi, . . . , Bi), Ci = diag(Ci, . . . , Ci) mit konstan-
ten Matrizen Ai, Bi, Ci, i = 1, . . . , N, eine diskret-periodische Ausgangsru¨ckkopplung
(26) bestimmt werden kann. Dies ist deshalb interessant, weil eine diskret-periodische
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Ausgangsru¨ckkopplung ein ho¨heres “Stabilisierungspotential” hat als eine konstante Aus-
gangsru¨ckkopplung.
Der wesentliche numerische Aufwand zur Bestimmung einer optimalen periodischen
Ausgangsru¨ckkopplung im Multimodellfall besteht jetzt in der Lo¨sung von N Paaren pe-
riodischer Liapunovgleichungen fu¨r jede Auswertung der Funktion und des Gradienten.
Effiziente und numerisch zuverla¨ssige Verfahren zur Lo¨sung diskret-periodischer Liapu-
novgleichungen der Form (27) und (28) wurden vor kurzem entwickelt und implementiert
[25]. Damit ist auch die Lo¨sung “großer” Multimodellprobleme mo¨glich, die durch eine
große Periodenzahl K entstehen.
5 Anwendung: Robuste Stabilisierung der
Hubschrauberbodenresonanz
Bei Eurocopter wird derzeit untersucht, ob die passive Hubschrauber-Rotorblattda¨mpfung
durch eine aktive Stabilisierung mit Ausgangsru¨ckkopplung ersetzt werden ko¨nnte. Dafu¨r
war zu untersuchen, ob die Aufgabe durch eine robuste Regelung lo¨sbar ist, d.h. ob durch
eine konstante Ausgangsru¨ckkopplung die Bodenresonanzeffekte im gesamten Arbeitsbe-
reich von Rotordrehzahl und Schub genu¨gend geda¨mpft werden ko¨nnen.
Dazu wurde das Modell der nichtlinearen Aeromechanik des Hubschraubers lineari-
siert und zwar [22] fu¨r 31 unterschiedliche Drehzahlen im Bereich von 80 % bis 110 %
der Nenndrehzahl sowie fu¨r 10 Schubwerte im Bereich von 0 bis 100 % des Maximal-
schubs bei 98 % der Nenndrehzahl (Bodenresonanz). Jedes linearisierte Hubschrauber-
Aeromechanikmodell hat 24 Zustandsgro¨ßen, 2 Stelleinga¨nge und 4 Ausgangsgro¨ßen. Da-
bei entha¨lt jedes Modell 2 Verzo¨gerungsglieder 1. Ordnung als Stellgliedmodelle und 2
Bandpaßfilter 2. Ordnung. Der Zweck der Filter ist es, die Reglerwirksamkeit auf die Um-
gebung der Resonanzfrequenz, das ist ungefa¨hr 10 Hz, zu begrenzen. Bild 1 zeigt, daß
das ungeregelte System im Bereich des Resonanzpunkts (98 % der Rotordrehzahl) fu¨r
praktisch alle Schubwerte aeromechanisch instabil ist, d.h. Da¨mpfungswerte kleiner null
aufweist.
Diese Aufgabe einer robusten Stabilisierung wurde nach Abschnitt 3 als Multimodell-
problem mit quadratisch-optimaler Ausgangsru¨ckkopplung gelo¨st. Dazu wurden aus der
Menge der 41 verfu¨gbaren Modelle zuna¨chst nur eine Untermenge von 7 Modellen ver-
wendet. Dies waren Modelle fu¨r die Rotordrehzahlen 80 %, 90 %, 98 %, 104 % und 110 %
Nenndrehzahl sowie Modelle fu¨r 30 % und 50 % Maximalschub. Die erreichte Da¨mpfung
des geregelten Systems ist in Bild 1 im Vergleich zum ungeregelten System gezeigt; gefor-
dert war eine Mindestda¨mpfung 0,015 u¨ber alle Drehzahlen. Die erforderliche Rechenzeit
zur simultanen Stabilisierung der urspru¨nglich instabilen Modelle und zur Minimierung
der quadratischen Gu¨tefunktionale betrug auf einer Workstation HP 9000/715 (80MHz)
weniger als 1 Minute.
Die Anzahl der Modelle, die simultan beru¨cksichtigt werden, kann variiert werden.
Durch Hinzunahme weiterer Modelle ko¨nnen im Verlauf einer Untersuchung kritische
Bereiche gezielter analysiert werden. Andererseits kann die Regelgu¨te in den einzelnen
Linearisierungspunkten durch unterschiedliche Wichtungen in den Gu¨tefunktionen beein-
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(gleichma¨ßige Gewichtung im Gu¨tefunktional)
flußt werden. Auf diese Weise wurde das noch nicht befriedigende Ergebnis in Bild 1 fu¨r
Rotordrehzahlen oberhalb der Nominaldrehzahl verbessert: Bild 2 zeigt Ergebnisse, die
durch eine unterschiedliche Wichtung erreicht worden sind, wobei die Gu¨te insbesondere
fu¨r ho¨here Schubwerte verbessert werden sollte. Dabei wurde gleichzeitig auch die Anzahl
der simultan behandelten Modelle auf 15 erho¨ht. Es zeigt sich, daß die Da¨mpfungswer-
te u¨ber alle Rotordrehzahlen und bei ho¨herem Schub verbessert wurden, allerdings im
Kompromiß mit schlechteren Da¨mpfungswerten fu¨r niedrigen Schub.
Die Methode ist als interaktiver Berechnungsmodul in der regelungsdynamischen Ent-
wurfsumgebung ANDECS [6] verfu¨gbar.
6 Zusammenfassung
Der Aufsatz behandelt eine Vorgehensweise zur numerischen Optimierung simultan sta-
bilisierender Ausgangsru¨ckkopplungen fu¨r lineare, zeitkontinuierliche oder zeitdiskrete
Multimodellsysteme, wie dies fu¨r eine arbeitspunktrobuste Regelung notwendig ist. Die
dazu angewandte Methode ist die lineare quadratisch-optimale Ausgangsru¨ckkopplung.
Ein Vorteil dieser Methode ist, daß unterschiedliche Modelle, die durch Linearisierung ei-
nes nichtlinearen Systemmodells in unterschiedlichen Arbeitspunkten gegeben sind, durch
unterschiedliche Wichtungen im Gu¨tefunktional unterschiedlich bewertet werden ko¨nnen.
Damit kann neben einer Stabilisierung auch die Regelgu¨te gezielt beeinflußt werden. Hin-
zu kommt, daß die fu¨r eine iterative Minimierung der Gu¨tefunktion notwendigen Aus-
wertungen des Funktionswerts und des Gradienten numerisch effektiv durch Lo¨sen von
Liapunovgleichungen erfolgen kann. Der numerische Aufwand besteht im wesentlichen in
der Lo¨sung von N Paaren von Liapunovgleichungen pro Minimierungsschritt, wenn N
Modelle simultan behandelt werden. Die Vorgehensweise kann sowohl fu¨r zeitinvariante
(dynamische) Ausgangsru¨ckkopplung als auch fu¨r diskret-periodische Ausgangsru¨ckkopp-
lung angewendet werden. Zur Auswertung der Liapunovgleichungen steht in beiden Fa¨llen
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effiziente Software zur Verfu¨gung. Das gleiche gilt fu¨r die hier eingesetzten Minimierungs-
verfahren mit Schrittweitensteuerung.
Die Existenz einer simultan stabilisierenden Ausgangsru¨ckkopplung kann, wie bekannt,
a priori nicht immer vorausgesetzt werden. Dies gilt bereits fu¨r die Stabilisierbarkeit von
Einzelmodellen. Wie aber anhand der praktischen Anwendung des Verfahrens zur akti-
ven Bodenresonanzda¨mpfung fu¨r Hubschrauberrotoren demonstriert wurde, kann dieses
numerische Verfahren durchaus erfolgreich auch fu¨r ”große” Probleme eingesetzt werden.
Dabei wurden 17 Modelle von jeweils 24. Ordnung simultan stabilisiert und optimiert.
Die in diesem Beitrag durchgefu¨hrte Erweiterung auf diskret periodische Ausgangsru¨ckfu¨hrun-
gen ist insbesondere auch fu¨r die simultane Stabilisierung von Multimodellsystemen mit
konstanten (nichtperiodischen) Streckenparametern interessant, weil periodische Ausgangsru¨ck-
kopplungen bereits bei Einzelsystemen ein erho¨htes Stabilisierungspotential aufweisen.
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