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FINITELY-ADDITIVE, COUNTABLY-ADDITIVE AND
INTERNAL PROBABILITY MEASURES.
HAOSUI DUANMU AND WILLIAM WEISS
Abstract. We discuss two ways to construct standard probability measures,
called push-down measures, from internal probability measures. We show that
the Wasserstein distance between an internal probability measure and its push-
down measure is infinitesimal. As an application to standard probability the-
ory, we show that every finitely-additive Borel probability measure P on a
separable metric space is a limit of a sequence of countably-additive Borel
probability measures {Pn}n∈N in the sense that
∫
fdP = lim
n→∞
∫
fdPn
for all bounded uniformly continuous real-valued function f if and only if the
space is totally bounded.
1. Introduction
One of the foundational problems in probability theory is to study the connec-
tion between finitely-additive measures and countably additive measures (see, e.g.,
Yosida and Hewitt [YH52]). In contrast to Prokhorov’s theorem and the Vitali-
Hahn-Saks theorem which state that a sequence of countably additive measures
converge to a countably additive measure under regularity conditions, we prove
that, for every finitely-additive probability measure P on a totally bounded sepa-
rable metric space, there is a sequence of countably additive probability measures
{Pn}n∈N such that
∫
fdPn →
∫
fdP for every bounded uniformly continuous real-
valued function. On the other hand, unlike the Portmanteau lemma, such conver-
gence fails for merely bounded continuous functions, showing that the hypothesis
of the Portmanteau theorem is sharp.
In Section 2, we give a gentle introduction to nonstandard analysis as well as non-
standard measure theory. Nonstandard measure theory provides powerful machin-
ery to study this problem. On one hand internal measures have the same first-order
logical properties as finitely-additive measures. On the other hand internal mea-
sures can be easily extended to countably additive measures (Loeb measure), using
Loeb’s construction in Loeb [Loe75]. We can also reverse the procedure to construct
finitely-additive probability measures from internal probability measures or Loeb
measures. There is a rich literature on constructing standard measures using the
standard part map and Loeb measures in very general settings (see, e.g., Anderson
[And82], Lindstro¨m [Lin81], Render [Ren93], Aldaz [Ald91], Ross [Ros92], Aldaz
[Ald95] and Ross [Ros09]). On the other hand, by the transfer principle, we can
construct finitely-additive probability measures from internal probability measures.
In this paper, we establish some connections between finitely-additive measures and
countably-additive measures by studying the relation between these two forms of
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push-down, and in doing so, we prove the theorem mentioned in the first paragraph,
which has no known standard proof.
In Section 3, we define the Wasserstein distance between finitely-additive mea-
sures and show that the Wasserstein distance, ∗W (ν, ∗P ), between a finitely additive
measure P and an internal probability measure ν is infinitesimal provided that the
underlying space is a bounded σ-compact metric space and ∗P (∗A) ≈ ν(∗A) for all
Borel sets A. In contrast to this, we give an example of an internal probability mea-
sure ν with ν(∗A) ≈ λ(A) for A ∈ B[[0, 1]] where λ denote the Lebesgue measure
on [0, 1]. Meanwhile, we have
sup
B∈∗B[[0,1]]
|ν(B)− ∗λ(B)| = 1. (1.1)
Given an internal probability measure ν on (∗X, ∗B[X ]), the internal push-
down measure νp is a finitely-additive measure on (X,B[X ]) defined as νp(A) =
st(ν(∗A)) and the external push-down measure νp is a countably additive measure
on (X,B[X ]) defined as νp(A) = ν(st−1(A)) where ν denote the Loeb extension of ν.
Duanmu, Roy, and Smith [DRS17] showed that ∗W (ν, ∗νp) ≈ 0 if the underlying
space is compact. In Section 4, we generalize this result to bounded σ-compact
spaces. We also show that ∗W (ν, νp) ≈ 0. Thus, the Wasserstein distance is only a
pseudometric on the space of all finitely-additive probability measures.
There exists a rich literature on studying the relationship between finitely-additive
probability measures and countably additive probability measures (e,g., see Yosida
and Hewitt [YH52] and Kadane, Schervish, and Seidenfeld [KSS99]). For an un-
countable σ-algebra F , the set of finitely-additive probability measures can be
viewed as a subset of the compact product space [0, 1]F . Teddy Seidenfeld pointed
out that the set of finitely-additive probability measures with finite support forms
a dense subset of the set of all finitely-additive probability measures. Thus, every
finitely-additive probability measure is an accumulation point of a set of countably
additive probability measures. However, no point in [0, 1]F has a countable local
base hence we can not conclude that every finitely-additive probability measure is
the limit of a countable sequence of countably additive probability measures under
pointwise convergence.
In Section 5, we show that, for every finitely-additive probability measure P ,
there is a sequence of countably-additive probability measures {Pn}n∈N such that∫
fdPn converges to
∫
fdP for every bounded uniformly continuous real-valued
function f . We denote such convergence by weak convergence. In Example 5.14,
we show that our theorem fails if we replace bounded uniformly continuous real-
valued function by merely bounded continuous real-valued function, hence our result
is sharp. We conclude with a nonstandard characterization of weak convergence
to finitely-additive probability measures, which is similar in spirit to Theorem 4 in
Anderson and Rashid [AR78].
2. Preliminaries
In this section, we give a short introduction to nonstandard analysis. A large
part of this introduction is taken from the preliminary section in [Kei84]. For a
detailed introduction to nonstandard models, we recommend the first four chapters
of [ACH97].
Given any set S containing R as a subset, the superstructure V(S) over S is
defined as
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(1) V1(S) = S
(2) Vn+1(S) = Vn(S) ∪P(S)
(3) V(S) =
⋃
n∈N Vn(S)
The starting point of nonstandard analysis is to construct a set ∗R ⊃ R and a
mapping ∗ : V(R) 7→ V(∗R) with three basic properties. We first state the following
two basic notions from mathematical logic. A formula is a statement φ built up
from equality and ∈ relations x = y, x ∈ y, the connectives ∧,∨,¬ and bounded
quantifiers (∀x ∈ y), (∃x ∈ y). An internal object is an element of the set
⋃
{∗A :
A ∈ V(S)}. A set in V(S) which is not internal is called external. We now state
the three basic properties.
(1) Extension Principle ∗S is a proper extension of S and ∗s = s for all
s ∈ S.
(2) Transfer Principle Let S1, . . . , Sn ∈ V(S). Any formula which is true of
S1, . . . , Sn is true of
∗S1, . . . ,
∗Sn.
(3) κ-Saturation Principle Let κ be a cardinal number and let F be a col-
lection of internal sets. If F has the finite intersection property with cardi-
nality no more than κ, then the total intersection of F is non-empty.
An internal set A is a hyperfinite set if there exists an internal bijection f between
A and {n ∈ ∗N : n ≤ N0} for some N0 ∈ ∗N.
In this paper, the nonstandard model is as saturated as it needs to be. Let (X, T )
be a topological space. The monad of a point x ∈ X is the set
⋂
x∈U∈T
∗U . An
element x ∈ ∗X is near-standard if it is in the monad of some y ∈ X . We say y is
the standard part of x and write y = st(x). We use NS(∗X) to denote the collection
of near-standard elements of ∗X and we say NS(∗X) is the near-standard part of
∗X. The standard part map st is a function from NS(∗X) to X . For a metric space
X , two elements x, y ∈ ∗X are infinitely close if ∗d(x, y) ≈ 0. For two elements
a, b ∈ ∗R, we write a / b to mean a < b or a ≈ b.
Let X be a topological space. The σ-algebra on X is always taken to be the
Borel σ-algebra and is denoted by B[X ]. We use M1(X) to denote the collec-
tion of all countably additive probability measures on (X,B[X ]) and let M(X)
denote the collection of all charges, that is, finitely-additive probability measures,
on (X,B[X ]). An internal probability measure µ on (∗X, ∗B[X ]) is an element of
∗M(X). Namely, an internal probability measure µ on (∗X, ∗B[X ]) is an internal
function from ∗B[X ]→ ∗[0, 1] such that
(1) µ(∅) = 0;
(2) µ(∗X) = 1; and
(3) For A,B ∈ ∗B[X ] with A ∩B = ∅, µ(A ∪B) = µ(A) + µ(B).
We use (∗X, ∗B[X ], µ) to denote the Loeb extension of the internal probability space
(∗X, ∗B[X ], µ).
3. Wasserstein Metric
Let P be a charge on (X,B[X ]) and let ν be an internal probability measure
on (∗X, ∗B[X ]). Suppose ∗P (∗A) ≈ ν(∗A) for all A ∈ B[X ]. We investigate the
relation between ∗P and ν. Note that if ν = ∗P1 for some charge P1 on (X,B[X ]),
by the transfer principle, it is easy to see that P1 = P . So we are interested in the
case where ν is not the nonstandard extension of any standard charge.
FINITELY-ADDITIVE, COUNTABLY-ADDITIVE AND INTERNAL PROBABILITY MEASURES.4
Integration with respect to charges is similar to integration with respect to count-
ably additive probability measures except that we only have finite additivity. How-
ever, we need to be careful about what functions are integrable. We quote the
following result regarding integrability of charges.
Lemma 3.1 ([BRBR83, Corollary. 4.5.9]). Let P be a charge on (X,B[X ]). Let
f be a bounded real-valued measurable function on X. Then f is integrable with
respect to P .
The Wasserstein distance is usually defined for countably additive probability
measures. In this paper, we extend the definition of Wasserstein distance to charges.
Definition 3.2. Let µ and ν be two charges on some bounded metric space (Y, d)
with Borel σ-algebra B[Y ]. The Wasserstein distance between µ and ν is given by
W (µ, ν) = sup{|
∫
fdµ−
∫
fdν | : f ∈ L1(Y )} (3.1)
where L1(Y ) denote the set of 1-Lipschitz functions from Y to R, i.e those functions
f such that |f(x)− f(y)| ≤ d(x, y) for all x, y ∈ Y .
As Y is bounded, every f ∈ L1(Y ) is bounded measurable. Thus, by Lemma 3.1,
the Wasserstein metric on charges is well-defined. The following two lemmas provide
a sufficient criterion to establish that the Wasserstein distance between two given
internal probability measures is infinitesimal.
Lemma 3.3. Let (X, d) be a bounded σ-compact metric space. Let P be a count-
ably additive probability measure on (X,B[X ]) and let ν be an internal probability
measure on (∗X, ∗B[X ]). Suppose for every n ∈ N, there is a countable partition
{V ni : i ∈ N} of X consisting of non-empty Borel sets with diameters no greater
than 1
n
such that ∗P (∗V ni ) ≈ ν(
∗V ni ). Then
∗W (ν, ∗P ) ≈ 0.
Proof. Fix n ∈ N. Let {V ni : i ∈ N} be a countable partition of X consisting of non-
empty Borel sets with diameters no greater than 1
n
such that ∗P (∗V ni ) ≈ ν(
∗V ni ).
For every i ∈ N, let Bi denote the set of all internal functions g : ∗N 7→ ∗B[X ] such
that
(1) g(i) = ∗V ni ;
(2) (∀k ∈ ∗N)(sup{∗d(x, y)|x, y ∈ g(k)} ≤ 1
n
);
(3) (∀k ∈ ∗N)(|ν(g(k)) − ∗P (g(k))| ≤ 1
i
).
Let B be the collection of all Bi. Then B has countable cardinality and the finite
intersection property. By the saturation principle, there is an internal function g0
which is an element of Bi for all i ∈ N. Note that g0(i) = ∗V ni for all i ∈ N and
ν(g0(k)) ≈
∗P (g0(k)) for all k ∈
∗
N. By overspill, there is a K ∈ ∗N \ N such that
g0(i) 6= ∅ for all i ≤ K + 1. For any i ≤ K, pick xi ∈ g0(i). Pick some F ∈ ∗L1(X).
As F ∈ ∗L1(X) and the diameter of every g0(i) is no greater than
1
n
, we have
(∀i ≤ K)(∀x ∈ g0(i))(|F (xi)− F (x)| ≤
1
n
). (3.2)
Finally, we pick some xK+1 ∈ ∗X \
⋃
i≤K g0(i). As X is bounded and F ∈
∗L1(X),
we know that the function |F (x)−F (xK+1)| is bounded by a standard real number.
Define g1 : {1, 2, . . . ,K + 1} →
∗B[X ] to be the internal function such that g1(i) =
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g0(i) for all i ≤ K and g1(K + 1) = ∗X \
⋃
i≤K g0(i). Hence we have
|
∫
∗X
F (x) ν(dx) −
∑
i≤K+1
∫
g1(i)
F (xi) ν(dx) | (3.3)
≤
∑
i≤K
∫
g1(i)
|F (x) − F (xi)| ν(dx) +
∫
g1(K+1)
|F (x)− F (xK+1)| ν(dx) (3.4)
/
1
n
. (3.5)
Similarly, we have
|
∫
∗X
F (x) ∗P (dx)−
∑
i≤K+1
∫
g1(i)
F (xi)
∗P (dx) | /
1
n
. (3.6)
We now compare
∑
i≤K+1
∫
g1(i)
F (xi) ν(dx) and
∑
i≤K+1
∫
g1(i)
F (xi)
∗P (dx). Note
that
|
∑
i≤K+1
∫
g1(i)
F (xi) ν(dx) −
∑
i≤K+1
∫
g1(i)
F (xi)
∗P (dx) | (3.7)
= |
∑
i≤K+1
F (xi)(ν(g1(i))−
∗P (g1(i))) | (3.8)
= |
∑
i≤K+1
(F (x1) + ki)(ν(g1(i))−
∗P (g1(i))) | (3.9)
= |
∑
i≤K+1
F (x1)(ν(g1(i))−
∗P (g1(i))) +
∑
i≤K+1
ki(ν(g1(i))−
∗P (g1(i))) | (3.10)
= |
∑
i≤K+1
ki(ν(g1(i))−
∗P (g1(i))) |. (3.11)
where ki is the difference between F (xi) and F (x1).
As X is bounded and F ∈ ∗L1(X), we know that ki ∈ NS(∗R) for all i ≤ K + 1.
Suppose |
∑
i≤K+1 ki(ν(g1(i))−
∗P (g1(i))) | ≈ 0 then we have
|
∫
∗X
F (x) ν(dx) −
∫
∗X
F (x) ∗P (dx) | /
2
n
. (3.12)
As n is arbitrary, we know that
∫
∗X
F (x) ν(dx) ≈
∫
∗X
F (x) ∗P (dx) hence we have
∗W (ν, ∗P ) ≈ 0 by Definition 3.2. Thus, in order to finish the proof, it is sufficient
to prove |
∑
i≤K+1 ki(ν(g1(i))−
∗P (g1(i))) | ≈ 0.
Claim 3.4.
∑
i≤K+1 ki(ν(g1(i))−
∗P (g1(i))) ≈ 0.
Proof. Pick some k ∈ N. As P is countably additive, there exists m ∈ N such that∑
i≤m ν(g1(i)) ≥ 1−
1
k
and
∑
i≤m
∗P (g1(i)) ≥ 1−
1
k
. Thus we have
∑
i≤K+1
ki(ν(g1(i))−
∗P (g1(i))) (3.13)
=
∑
i≤m
ki(ν(g1(i))−
∗P (g1(i))) +
∑
m<i≤K+1
ki(ν(g1(i))−
∗P (g1(i))) (3.14)
≈
∑
m<i≤K+1
ki(ν(g1(i))−
∗P (g1(i))) ≤
max{ki : i ≤ K + 1}
k
. (3.15)
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As max{ki : i ≤ K + 1} is near-standard and k is arbitrary, we have the desired
result. 
Hence we have completed the proof. 
By using a similar argument as in Lemma 3.3, we obtain the following result for
charges.
Lemma 3.5. Let (X, d) be a bounded σ-compact metric space. Let P be a charge on
(X,B[X ]) and let ν be an internal probability measure on (∗X, ∗B[X ]). Suppose for
every n ∈ N, there is a finite partition {V ni : i ≤ N} of X consisting of non-empty
Borel sets with diameters no greater than 1
n
such that ∗P (∗V ni ) ≈ ν(
∗V ni ). Then
∗W (ν, ∗P ) ≈ 0.
The following example shows that Lemma 3.3 and Lemma 3.5 are sharp.
Example 3.6. Let X = (0, 1) endowed with the standard metric and Borel σ-
algebra B[X ]. Let ν be an internal probability measure concentrates on some
infinitesimal ǫ. Let P be a charge with P ((0, 1 − 1
n
]) = 0 for all n ∈ N and
P ((0, 1)) = 1. Pick n ∈ N. We can pick m ≥ n such that [ 1
m
, 1 − 1
m
] is a non-
empty subset of (0, 1). We can partition [ 1
m
, 1− 1
m
] into k Borel sets with diameter
no greater than 1
n
for some k ∈ N. We denote these sets by V ni for i ≤ k. Let
V nk+j = [
1
2jm ,
1
2j−1m ) ∪ (1−
1
2j−1m , 1−
1
2jm ]. Thus, {V
n
i : i ∈ N} forms a countable
partition of (0, 1) consisting of Borel sets with diameter no greater than 1
n
. Note
that ν(∗V ni ) =
∗P (∗V ni ) = 0.
On the other hand, let f be the identity function from (0, 1)→ (0, 1). Then we
have
∫
∗f(x)ν(dx) ≈ 0 while
∫
∗f(x)∗P (dx) ≈ 1. Hence, we have ∗W (ν, ∗P ) ' 1.
We conclude this section with the following theorem, which is a direct conse-
quence of Lemma 3.5.
Theorem 3.7. Let (X, d) be a bounded σ-compact metric space. Let P be a charge
on (X,B[X ]) and let ν be an internal probability measure on (∗X, ∗B[X ]). Suppose
ν(∗B) ≈ ∗P (∗B) for all B ∈ B[X ]. Then ∗W (ν, ∗P ) ≈ 0.
4. Construction of Standard Charges
One of the strength of nonstandard analysis is its ability to construct exotic stan-
dard objects. In this section, we discuss two procedures on constructing standard
measurs/charges on metric spaces. We also establish some connections between
standard objects obtained from these two different approaches.
We begin with an internal probability measure and then use the transfer principle
to push it down to get a charge.
Definition 4.1. Let (X,B[X ]) be a measurable space and let ν be an internal
probability measure on (∗X, ∗B[X ]). Its internal push-down is a function νp :
B[X ] 7→ [0, 1] defined by νp(A) = st(ν(∗A)).
The following lemma follows immediately from Definition 4.1.
Lemma 4.2. Let ν be an internal probability measure on (∗X, ∗B[X ]). Then its
internal push-down measure νp is a charge on (X,B[X ]).
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In most cases, νp is not a countably additive probability measure. Moreover, the
nonstandard extension of νp is usually not the same as ν.
The following theorem is a direct consequence of Theorem 3.7.
Theorem 4.3. Let (X, d) be a bounded σ-compact metric space. Let ν be an in-
ternal probability measure on (∗X, ∗B[X ]). Let νp be the internal push-down of ν.
Then ∗W (ν, ∗νp) ≈ 0.
Although the internal push-down of an internal probability measure always exists,
it is merely finitely-additive in most cases. The properties of internal push-down
are closely related to the internal probability measure via transfer principle. To get
a countably additive probability measure, we shall use the standard part map to
push down the Loeb measure.
Definition 4.4. Let X be a Hausdorff space with Borel σ-algebra B[X ], let ν be
an internal probability measure defined on (∗X, ∗B[X ]), and let
C = {C ⊂ X : st−1(C) ∈ ∗B[X ]}. (4.1)
The external push-down measure νp is defined on the set C by νp(C) = ν(st−1(C)).
The following two theorems guarantee that st−1(C) ∈ ∗B[X ] for all C ∈ B[X ]
under moderate assumptions.
Theorem 4.5 ([ACH97, Thm. 4.3.2]). Let X be a regular topological space and let
P be an internal probability measure on (∗X, ∗B[X ]). Suppose NS(∗X) ∈ ∗B[X ].
Then st−1(A) ∈ ∗B[X ] for all A ∈ B[X ] (i.e., st is Borel measurable).
Theorem 4.6 ([DRW17, Thm. 5.6]). Let X be a Cech-complete Tychnoff space
with Borel σ-algebra B[X ]. Then NS(∗X) ∈ ∗B[X ].
In particular, we have NS(∗X) ∈ ∗B[X ] for regular locally compact spaces; for
complete metric spaces; and for regular σ-compact spaces.
For general Hausdorff Borel measurable space (Y,B[Y ]), the external push-down
measure νp may not be a countably additive probability measure. In fact, if
ν(NS(∗X)) = 0 then νp is a null measure on (X,B[X ]). However, when Y is com-
pact, the following theorem guarantees that νp is a countably additive probability
measure on (Y,B[Y ]).
Theorem 4.7 ([Cut+95, Thm. 13.4.1]). Let X be a Hausdorff space equipped
with Borel σ-algebra B[X ], and let ν be an internal probability measure defined
on (∗X, ∗B[X ]) with ν(NS(∗X)) = 1. Then the external push-down measure νp of
ν is the completion of a countably additive regular Borel probability measure.
Given an internal probability measure ν on (∗X, ∗B[X ]). It is easy to see that
the total variation distance between ν and ∗νp may be large. For example, if ν is
an internal probability measure concentrating on some infinitesimal ǫ then νp is a
degenerate probability measure at point 0. The total variation distance between ν
and ∗νp is 1 in this case. However, we show that ν and
∗νp are close in Wasserstein
metric. We start by stating the following well-known definition.
Definition 4.8. Let X be a topological space and let (X,B[X ], P ) be a Borel
probability space. A set A ⊂ X is a P -continuity set if the boundary ∂A is contained
in a measure 0 set.
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Recall that a countably additive probability measure P on a Borel measurable
space (X,B[X ]) is Radon provided that P (E) = sup{P (K) : K compact and K ⊂
E}. The following result, due to Robert Anderson, is the first major result on
representing standard measures using nonstandard measures via the standard part
map.
Lemma 4.9 ([ACH97, Thm. 4.1]). Let (X,B[X ], P ) be a countably additive Radon
probability measure. Then st is measure-preserving from (∗X, ∗B[X ], ∗P ) to (X,B[X ], P ),
i.e P (A) = ∗P (st−1(A)) for all A ∈ B[X ].
The following result gives a nonstandard characterization of compact sets.
Theorem 4.10 ([ACH97, Thm. 3.5.1]). A set A ⊂ X is compact if and only if for
each y ∈ ∗A, there is an x ∈ A such that y is in the monad of x.
Lemma 4.11 ([ACH97, Exercise. 4.27]). If X is a Hausdorff regular space and A
is an internal subset of NS(∗X), then E = st(A) is compact.
The following result is a partial converse of Lemma 4.9. It follows immediately
from the fact that every Borel probability measure on a Polish space is Radon.
Lemma 4.12. Let X be a σ-compact metric space with Borel σ-algebra B[X ]. Let
ν be an internal probability measure on (X,B[X ]). Then the push-down measure νp
is a Radon measure on (X,B[X ]).
Lemma 4.13. Let X be a σ-compact metric space with Borel σ-algebra B[X ]. Let
ν be an internal probability measure on (∗X, ∗B[X ]). Suppose νp is a countably
additive probability measure on (X,B[X ]). For every n ∈ N, there exists a countable
partition {Ai : i ∈ N} of X consisting of Borel sets with diameter no greater than
1
n
such that ν(∗Ai) ≈
∗νp(
∗Ai) for all i ∈ N.
Proof. Pick n ∈ N. For every x ∈ X , there are uncountably many open balls
containing x with diameter no greater than 1
n
. The boundaries of these open balls
form a uncountable collection of disjoint sets. Thus, for every x ∈ X , we can pick
an open ball Ux containing x such that its diameter is no greater than
1
n
and it is
a νp-continuity set. As X is a Polish space, there is a countable subcollection of
{Ux : x ∈ X} that covers X . Denote this countable subcollection by Kn = {Uxi :
i ∈ N}.
Pick i, j ≤ m. Note that ∂(Uxi ∩ Uxj) ⊂ ∂Uxi ∪ ∂Uxj and ∂(Uxi ∪ Uxj) ⊂
∂Uxi∪∂Uxj . Hence any finite intersection(union) of elements from Kn is a bounded
open νp-continuity set. For any i ∈ N, let
Vi = Uxi \
⋃
j<i
(Uxj ∩ Uxi). (4.2)
The following claim shows that {Vi : i ∈ N} is the desired partition.
Claim 4.14. ν(∗U) ≈ ∗νp(∗U) for any open νp-continuity set U .
Proof. Pick any open νp-continuity set U . By Lemma 4.12, νp is a countably
additive Radon probability measure. As U is a νp-continuity set, by Lemma 4.9,we
have
∗νp(st
−1(U)) = νp(U) = νp(U) = ∗νp(st
−1(U)). (4.3)
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By the construction of νp, we also have ν(st
−1(U)) = νp(U) and ν(st
−1(U)) = νp(U).
Thus, we have ν(st−1(U)) = ∗νp(st
−1(U)) and ν(st−1(U)) = ∗νp(st
−1(U)). As U
is an open set, we have st−1(U) ⊂ ∗U ∩ NS(∗X) ⊂ st−1(U). As νp is a countably
additive probability measure, we have ν(NS(∗X)) = 1. Hence ν(∗U) = ν(∗U ∩
NS(∗X)). Hence
ν(∗U) ≈ ν(∗U ∩NS(∗X)) = ∗νp(
∗U) (4.4)
for all open νp-continuity set U . 
Hence we have completed the proof. 
We obtain the following result from Lemma 3.3 and Lemma 4.13.
Theorem 4.15. Suppose X is a bounded σ-compact metric space. Let ν be an
internal probability measure on (∗X, ∗B[X ]). Suppose νp is a countably additive
probability measure on (X,B[X ]). Then ∗W (ν, ∗νp) ≈ 0.
The compact version of Lemma 4.13 and Theorem 4.15 were proved by Duanmu,
Roy, and Smith [DRS17]. The structure of the proofs are similar.
By Theorems 4.3 and 4.15, we immediately obtain the following result.
Theorem 4.16. Suppose X is a bounded σ-compact metric space. Let ν be an
internal probability measure on (∗X, ∗B[X ]). Let νp and νp denote the external
push-down and internal push-down of ν, respectively. Suppose νp is a countably
additive probability measure on (X,B[X ]). Then W (νp, νp) = 0.
As νp and ν
p are different objects, the Wasserstein distance is only a pseudomet-
ric on M(X). In summary, we have the following result.
Theorem 4.17. Suppose X is a bounded σ-compact metric space. Let ν and µ
be two internal probability measures on (∗X, ∗B[X ]). Suppose both νp and µp are
countably additive probability measures on (X,B[X ]). Then the following statements
are equivalent:
(1) νp = µp.
(2) ∗W (ν, µ) ≈ 0.
(3) W (νp, µp) = 0
(4) W (νp, µ
p) = 0
Proof. As νp and µp are countably additive probability measures on (X,B[X ]), we
have νp = µp if and only if W (νp, µp) = 0. By Theorem 4.15, we know that
W (νp, µp) = 0 if and only if
∗W (ν, µ) ≈ 0. By Theorem 4.3, we have ∗W (ν, µ) ≈ 0
if and only if W (νp, µp) = 0. By Theorems 4.15 and 4.16, we have ∗W (ν, µ) ≈ 0 if
and only if W (νp, µ
p) = 0 hence finishing the proof. 
5. Weak Convergence of Charges
In this section, we define a notion of weak convergence for charges and show
that every charge is a weak limit of a countable sequence of countably additive
probability measures under moderate conditions.
We start by proving the result when the underlying space is a compact metric
space.
Lemma 5.1. Let X be a compact metric space equipped with Borel σ-algebra B[X ].
For every charge P on (X,B[X ]), there is a countably-additive probability measure
µ on (X,B[X ]) such that W (P, µ) = 0
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Proof. Fix a charge P on (X,B[X ]). Let µ = (∗P )p. As X is compact, µ defines a
countably additive probability measure on (X,B[X ]). We always have P = (∗P )p,
so by Theorem 4.16, we have the desired result. 
To generalize Lemma 5.1 to non-compact spaces, we need several results on
nonstandard integration theory. We start by quoting the following lemma.
Lemma 5.2 ([DR17, Lemma. 6.5]). Let X be a compact Hausdorff space equipped
with Borel σ-algebra B[X ], let ν be an internal probability measure on (∗X, ∗B[X ]),and
let f : X → R be a bounded Borel measurable function. Define g : ∗X → R by
g(s) = f(st(s)). Then we have
∫
fdνp =
∫
g dν.
Theorem 5.3. Let X be a compact Hausdorff space equipped with Borel σ-algebra
B[X ], let ν be an internal probability measure on (∗X, ∗B[X ]),and let f : X → R be
a bounded continuous function. Then we have
∫
fdνp =
∫
∗f dν.
Proof. Since X is compact, we can define g : ∗X → R by g(s) = f(st(s)). By
Lemma 5.2, we have
∫
fdνp =
∫
g dν. As f is continuous, we have ∗f(x) ≈ g(x)
for all x ∈ ∗X. Thus we have
∫
g dν =
∫
∗f dν, completing the proof. 
We now consider the relation between internal integration and integration with
respect to internal push-down measures.
Theorem 5.4. Let X be a metric space equipped with Borel σ-algebra B[X ]. Let ν
be an internal probability measure on (∗X, ∗B[X ]) and let f : X 7→ R be a bounded
Borel measurable function. Then we have
∫
∗X
∗f(x)ν(dx) ≈
∫
X
f(x)νp(dx). (5.1)
Proof. Fix ǫ ∈ R>0. Let {K1,K2, . . . ,Kn} be a partition of a large enough interval
of R containing the range of f such that every Ki ∈ {K1,K2, . . . ,Kn} is an interval
with diameters no greater than ǫ. For i ≤ n, let Fi = f−1(Ki). Then {F1, . . . , Fn} ⊂
B[X ] is a partition of X such that |f(x) − f(x′)| < ǫ for every x, x′ ∈ Fi for every
i = 1, 2, . . . , n. Pick xi ∈ Fi for every i = 1, 2, . . . , n. Define g : X 7→ R by
letting g(x) = f(xi) if x ∈ Fi for every i = 1, 2, . . . , n. Then g is a simple bounded
measurable real valued function on X . Thus, by Lemma 3.1, both g and f are
integrable with respect to νp.
We now have |
∫
∗X
∗f(x)ν(dx)−
∫
X
f(x)νp(dx) | ≤ |
∫
∗f(x)ν(dx)−
∫
∗g(x)ν(dx)|+
|
∫
∗g(x)ν(dx) −
∫
g(x)νp(dx)| + |
∫
g(x)νp(dx) −
∫
f(x)νp(dx)| where all internal
integrals are over ∗X and all standard integrals are over X .
By the transfer principle, we have |∗f(x) − ∗f(x′)| < ǫ for every x, x′ ∈ ∗Fi for
every i = 1, 2, . . . , n. Thus, we have |∗f(x) − ∗g(x)| < ǫ for all x ∈ ∗X. Thus, we
have |
∫
∗X
∗f(x)ν(dx)−
∫
∗X
∗g(x)ν(dx)| ≤
∫
∗X
|∗f(x)− ∗g(x)|ν(dx) < ǫ. Similarly,
we have |
∫
X
g(x)νp(dx) −
∫
X
f(x)νp(dx)| < ǫ. For the term |
∫
∗X
∗g(x)ν(dx) −
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∫
X
g(x)νp(dx)|, we have:
∫
∗X
∗g(x)ν(dx) =
n∑
i=1
∫
∗Fi
∗g(x)ν(dx) (5.2)
=
n∑
i=1
∗f(xi)ν(
∗Fi) =
n∑
i=1
f(xi)ν(
∗Fi) ≈
n∑
i=1
f(xi)ν
p(Fi) (5.3)
=
n∑
i=1
∫
Fi
g(x)νp(dx) =
∫
X
g(x)νp(dx) (5.4)
Thus, we have |
∫
∗X
∗f(x)ν(dx) −
∫
X
f(x)νp(dx)| / 2ǫ. As ǫ is arbitrary, we have∫
∗X
∗f(x)ν(dx) ≈
∫
X
f(x)νp(dx). 
The following corollary is a direct consequence of Theorems 5.3 and 5.4:
Corollary 5.5. Let X be a compact Hausdorff space equipped with Borel σ-algebra
B[X ], let ν be an internal probability measure on (∗X, ∗B[X ]),and let f : X → R be
a bounded continuous function. Then we have
∫
fdνp =
∫
fdνp.
Before we establish the main result of this section, we introduce the following
definition.
Definition 5.6. A sequence of charges Pn is said to converge weakly to a charge
P if
∫
fdPn →
∫
fdP for all bounded uniformly continuous real-valued function f .
If {Pn}n∈N and P are countably additive probability measures, we have the
following well-known result.
Theorem 5.7 (The Portmanteau Theorem [Ros06, Thm. 10.1.1]). Suppose {Pn}n∈N
is a sequence of countably additive probability measures and P is a countably addi-
tive measure. Then the following are equivalent:
(1)
∫
fdPn →
∫
fdP for all bounded continuous functions f .
(2)
∫
fdPn →
∫
fdP for all bounded uniformly continuous functions f .
(3) Pn(A)→ P (A) for all P -continuity sets A.
We also need the following theorem from point-set topology.
Theorem 5.8 ([McS34, Thm. 1]). Let f be a real-valued function defined on some
closed subset E of a metric space S. Suppose f is M -Lipschitz continuous for some
M ∈ R. Then f can be extended to a M -Lipschitz continuous function on S.
We are now able to establish the main result of this section.
Theorem 5.9. Let X be a separable metric space equipped with Borel σ-algebra
B[X ]. Let P be a charge on (X,B[X ]). There is a sequence {Pn}n∈N of finitely
supported probability measures that converges to P weakly if and only if X is totally
bounded.
Proof. Suppose X is totally bounded. In the case that X is compact, the result
follows immediately from Corollary 5.5 by letting ν = ∗P .
In the case that X is not compact, let Xˆ denote the completion of X . Then
Xˆ is a compact space. We can extend P to a charge on (Xˆ,B[Xˆ]) by letting
P (A) = P (A ∩ Xˆ) for A ∈ B[Xˆ]. As Xˆ is compact, by Theorem 4.7, (∗P )p is a
countably additive probability measure on (Xˆ,B[Xˆ]). Pick n ∈ N. As X is totally
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bounded and dense in Xˆ, there is a finite collection of open balls such that their
closure covers Xˆ. Thus, we can decompose Xˆ into finitely many mutually disjoint
Borel sets {Bni : i ≤ m} with diameters no greater than
1
n
and each Bi contains at
least one element xi from X . Define a finitely supported probability measure Pn
on (Xˆ,B[Xˆ]) by letting Pn({xi}) =
∗P p(Bi) for every i ≤ m.
Claim 5.10. The sequence {Pn}n∈N converges to ∗P p weakly.
Proof. Pick a uniformly continuous function f : Xˆ → R and a positive ǫ ∈ R. There
exists j ∈ N such that |f(x) − f(y)| < ǫ if d(x, y) < 1
j
for all x, y ∈ Xˆ. Then, for
every n ≥ j, we have
|
∫
Xˆ
f(x)d∗P p −
∫
Xˆ
f(x)dPn| (5.5)
= |
∑∫
Bn
i
f(x)d∗P p −
∑∫
Bn
i
f(x)dPk| (5.6)
= |
∑∫
Bn
i
f(x)d∗P p −
∑∫
Bn
i
f(xi)d
∗P p| (5.7)
≤
∫
Bn
i
|f(x)− f(xi)|d
∗P p < ǫ (5.8)
By Theorem 5.7, we have the desired result. 
We now show that the sequence (Pn)n∈N converges to P weakly. Pick a bounded
uniformly continuous function f : X → R. We can extend f to a bounded
continuous function fˆ : Xˆ → R. By Corollary 5.5 and Claim 5.10, we have∫
Xˆ
fˆdPn →
∫
Xˆ
fˆd(∗P )p =
∫
Xˆ
fˆdP . As the supports of Pn and P are subsets
of X , we have
∫
Xˆ
fˆdPn =
∫
X
fdPn for all n ∈ N and
∫
Xˆ
fˆdP =
∫
X
fdP . Thus the
sequence {Pn}n∈N converges to P weakly.
Now Suppose X is not totally bounded.
Claim 5.11. There exists a closed countably infinite discrete subset Y of X such
that, for every pair of distinct points y1, y2 ∈ Y , we have d(y1, y2) > ǫ for some
fixed ǫ > 0.
Proof. We explicitly construct a countably infinite discrete set. We pick any element
x1 ∈ X in the first step. Suppose we have picked n distinct points {x1, x2, . . . , xn}
up to step n. As X is not totally bounded, there exists ǫ ∈ R such that there is no
finite cover of X by ǫ-open balls. Let Ui denote the ǫ-open ball centered at xi for
i ≤ n. Thus, the set X \
⋃n
i=1 Ui is non-empty. Pick any element in X \
⋃n
i=1 Ui
to be xn+1. Note that d(xn+1, xi) > ǫ for all i ≤ n. Thus, we have constructed
a countable discrete set Y ⊂ X such that d(y1, y2) > ǫ for every pair of distinct
points y1, y2 ∈ Y . Hence, Y must be closed. 
Let A be a non-principal ultrafilter and let P be a finitely additive probability
measure concentrated on Y such that P (A) = 1 if and only if A ∈ A. Suppose
there is a sequence {Pn}n∈N of countably additive probability measures converge
to P weakly. As P concentrates on Y , with out loss of generality, we can assume
Pn concentrates on Y for every n ∈ N (replace Pn by
Pn
Pn(Y )
if necessary).
Claim 5.12. The sequence {Pn(B)}n∈N converges to P (B) on every subset B ⊂ Y .
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Proof. Fix a set B ⊂ Y . Let f : Y → R be the indicator function on B. By
Claim 5.11, f is a Lipschitz continuous function. By Claim 5.11 and Theorem 5.8,
f can be extended to a Lipschitz continuous function from X to R. As {Pn}n∈N
converges to P weakly, we have Pn(B)→ P (B) for every B ⊂ Y . 
As P1 is countably additive, there is a finite set B1 ⊂ Y such that P1(B1) >
3
4 .
As P (B1) = 0, there exists n2 ∈ N such that Pn2(B1) <
1
4 . We can pick a finite
set B2 ⊂ Y such that B2 ∩B1 = ∅ and Pn2(B2) >
3
4 . Following this procedure, we
can extract a subsequence {Pni : i ∈ N} from {Pn}n∈N and construct a sequence of
finite sets {Bi : i ∈ N} such that
(1) Bi ∩
⋃
j<i Bj = ∅ for all i ≥ 2.
(2) Pni(Bi) >
3
4 for all i ∈ N.
(3) Pni(
⋃
j<iBj) <
1
4 for all i ≥ 2.
Let A =
⋃
i∈N B2i. Then P (A) is either 0 or 1 but {Pni(A)}i∈N is oscillating. 
The Portmanteau theorem (Theorem 5.7) gives three equivalent statements for
countably additive probability measures. It is natural to ask whether the same is
true for charges. The following example shows that it is not the case.
Example 5.13. Consider the unit interval (0, 1] equipped with Borel σ-algebra
B[(0, 1]], let P be the internal push-down of the internal probability measure con-
centrating on 12N whereN ∈
∗
N \ N. For n ∈ N, let Pn be the degenerate measure at
1
n
. Note that the sequence (Pn)n∈N converges weakly to (
∗P )p. As (
∗P )p({0}) = 1,
using the same proof after Claim 5.10, we know that
∫
fdPn →
∫
fdP for bounded
uniformly continuous f . On the other hand, the sequence
∫
sin (1/x)dPn does not
converge although sin (1/x) is bounded continuous on (0, 1]. Let A = { 12n : n ∈ N}.
As P ({0}) = 0, we know that A is a continuity set. Note that Pn(A) = 1 if n is
even and Pn(A) = 0 if n is odd. So the sequence (Pn(A))n∈N does not converge.
In light of Theorem 5.9 and Example 5.13, it is natural to ask the following two
questions. Suppose P is a charge on a locally compact separable metric space X
with Borel σ-algebra B[X ], does there exist a sequence {Pn}n∈N of countably addi-
tive probability measures such that
∫
fdPn →
∫
fdP for every bounded continuous
function f? Does there exist a sequence {Pn}n∈N of countably additive probability
measures such that Pn(A) → P (A) for every P -continuity set A? These questions
are answered by Miklos Laczkovich, who communicated the following example.
Example 5.14 (Communicated by Miklos Laczkovich). Let P be a charge on all
subsets of N such that P ({k}) = 0 for all k ∈ N and P ({N}) = 1 (Such P can be
constructed via an ultrafiler on the set of natural numbers). We extend P to all
subsets of R by letting P (A) = P (A ∩ N). We claim that there is no countable
sequence {Pn}n∈N of countably additive measures on R such that
∫
fdPn →
∫
fdP
for every bounded continuous function f .
Proof. Suppose there exists a sequence of Pn of countably additive probability
measures on R such that
∫
fdPn →
∫
fdP for any bounded function f . We first
show that if k ≥ 1 is an integer and 0 < d < 1, then Pn([k − d, k + d]) → 0 as
n→∞. For let d < e < 1 and let f ≥ 0 be a continuous function which equals to 1
in [k−d, k+d] and equals to 0 outside (k−e, k+e). Then Pn([k−d, k+d]) ≤
∫
fdPn,
which converges to
∫
fdP = 0.
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We now show that Pn(N) → 1 as n → ∞. Assume that this is not valid.
After passing to a subsequence, we have Pn(N) < 1 − a for all n ∈ N, where
a > 0. Then there exists 0 < d1 < 1 such that P1(U(N, d1)) < 1 −
a
2 , where
U(N, d1) =
⋃
n∈N[n − d1, n+ d1]. Let n1 = 1. As Pn([1 − d1, 1 + d1]), there exists
n2 > 1 such that Pn2([1 − d1, 1 + d1]) <
a
4 . As Pn2(N) < 1 − a, there exists
0 < d2 < d1 such that
Pn2([1− d1, 1 + d1] ∪ U(N, d2)) < 1−
a
4
. (5.9)
As Pn([1 − d1, 1 + d1]) → 0 and Pn([2 − d2, 2 + d2]) → 0, there exists an n3 > n2
such that
Pn3([1 − d1, 1 + d1] ∪ [2− d2, 2 + d2]) <
a
4
. (5.10)
Since Pn3(N) < 1− a, there exists 0 < d3 < d2 such that
Pn3([1− d1, 1 + d1] ∪ [2− d2, 2 + d2] ∪ U(N, d3)) < 1−
a
4
. (5.11)
Continuing this procedure, we get positive numbers dk and indices nk such that
Pnk(A) < 1 −
a
4 for all k, where A =
⋃∞
k=1[k − dk, k + dk]. As there exists a
bounded continuous function f which equals to 1 on N and 0 outside of A, we
have
∫
f(x)Pnk (dx) ≤ Pnk(A) < 1 −
a
4 for all k, contradicting with the fact that∫
f(x)Pnk(dx)→
∫
f(x)P (dx) = 1.
Thus Pn(N)→ 1 as n→∞. If E ⊂ N, then lim supn→∞ Pn(E) ≤ P (E) for all n.
For, if 0 ≤ f ≤ 1 is a continuous function which equals to 1 on E and 0 on N \ E,
then
Pn(E) ≤
∫
f(x)Pn(dx)→
∫
f(x)P (dx) = P (E). (5.12)
This implies that Pn(E)→ P (E). For, if lim infn→∞ Pn(E) < P (E), then from
lim sup
n→∞
Pn(N \ E) ≤ P (N \ E) (5.13)
and from additivity it follows that lim infn→∞ Pn(E) < 1, which is impossible.
Thus, we have P (E) = limn→∞ Pn(E) for all E ⊂ N. By Vitali-Hahn-Saks
theorem, P is countably additive, a contradiction. 
By using a similar argument, we can show that there is no countable sequence
{Pn}n∈N of countably additive probability measures on R such that Pn(A)→ P (A)
for every P -continuity set A.
Example 5.14 shows that Theorem 5.9 is sharp. This implies that, when we talk
about weak convergence to a charge, it is necessary to restrict ourselves to bounded
uniformly continuous real-valued functions.
We conclude this paper by giving a nonstandard characterization of weak conver-
gence defined in Definition 5.6. Anderson and Rashid [AR78] gave a nonstandard
characterization of weak convergence of countably additive probability measures.
The main result of [AR78] is the following:
Theorem 5.15 ([AR78, Thm. 4]). Let X be a metric space equipped with Borel σ-
algebra B[X ]. Let {Pn}n∈N be a sequence of countably additive probability measures
on (X,B[X ]). Then the following are equivalent:
(1) {Pn}n∈N converges weakly to some countably additive probability measure
on (X,B[X ]).
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(2) For all infinite N1, N2 ∈ ∗N, we have (∗PN1)p(X) = 1 and (
∗PN1)p =
(∗PN2)p.
By using Theorem 5.15, we present the following result.
Theorem 5.16. Let X be a locally compact separable metric space equipped with
Borel σ-algebra B[X ]. Let {Pn}n∈N be a sequence of countably additive probability
measures on (X,B[X ]). Then the following are equivalent:
(1) {Pn}n∈N converges weakly to some charge on (X,B[X ]).
(2) For all infinite N1, N2 ∈ ∗N, we have (∗PN1)p = (
∗PN2)p.
Proof. Suppose that {Pn}n∈N converges weakly to some charge P on (X,B[X ]). Let
Xˆ = X ∪ {a0} denote the metric one-point compactification of X . We extend each
Pn and P to Xˆ by defining P ({a0}) = 0 and Pn({a0}) = 0 for all n ∈ N. As Xˆ is
compact, by Theorem 4.7, we know that (∗P )p is a countably additive probability
measure on (Xˆ,B[Xˆ]).
Claim 5.17. {Pn}n∈N converges weakly to (∗P )p in (Xˆ,B[Xˆ]).
Proof. Let f be a bounded continuous function from Xˆ to R. Let g be the restriction
of f to X . Then g is a bounded uniformly continuous function from X to R. By
assumption, we have
∫
X
gdPn →
∫
X
gdP . Thus, we have
∫
Xˆ
fdPn →
∫
Xˆ
fdP . By
Corollary 5.5, we have
∫
Xˆ
fdP =
∫
Xˆ
fd(∗P )p, completing the proof. 
By Theorem 5.15, we have (∗PN1)p = (
∗PN2)p for all infinite N1, N2 ∈
∗
N.
Now suppose we have (∗PN1)p = (
∗PN2)p for all infinite N1, N2 ∈
∗
N. For every
n ∈ ∗N, ∗Pn can be extended to an internal probability measure on (∗Xˆ, ∗B[Xˆ])
by letting ∗Pn({a0}) = 0. By Theorem 5.15, we know that the sequence {Pn}n∈N
converges weakly to a countably additive probability measure µ on (Xˆ,B[Xˆ]). Pick
an element y ∈ ∗X such that y is in the monad of a0. Define an internal probability
measure ν on (∗Xˆ, ∗B[Xˆ]) as following:
(1) ν(A) = ∗µ(A) for all A ∈ ∗B[Xˆ] such that {a0, y} ∩A = ∅.
(2) ν(A) = ∗µ(A) for all A ∈ ∗B[Xˆ] such that {a0, y} ⊂ A.
(3) ν(A) = ∗µ(A) − ∗µ({a0}) for all A ∈ ∗B[Xˆ] such that y 6∈ A and a0 ∈ A.
(4) ν(A) = ∗µ(A) + ∗µ({a0}) for all A ∈ ∗B[Xˆ] such that y ∈ A and a0 6∈ A.
By the internal definition principle and the fact that ν({a0}) = 0, ν defines an
internal probability measure on (∗X, ∗B[X ]). Thus, the internal push-down νp
defines a charge on (X,B[X ]).
Claim 5.18. νp = µ.
Proof. Pick a set E ∈ B[Xˆ]. Suppose that y 6∈ st−1(E). Then we know that
a0 6∈ st−1(E). By the definition of ν, we have ν(B) = ∗µ(B) for all B ∈ ∗B[Xˆ] such
that B ⊂ st−1(E). By Lemma 4.9, we have
µ(E) = ∗µ(st−1(E)) (5.14)
= sup{∗µ(B) : B ∈ ∗B[Xˆ] ∧B ⊂ st−1(E)} (5.15)
= sup{ν(B) : B ∈ ∗B[Xˆ] ∧B ⊂ st−1(E)} = ν(st−1(E)). (5.16)
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Now suppose that y ∈ st−1(E). Then we have a0 ∈ E ⊂ st−1(E). Thus, we have
ν(B) = ∗µ(B) for all B ∈ ∗B[Xˆ] such that B ⊃ st−1(E). By Lemma 4.9, we have
µ(E) = ∗µ(st−1(E)) (5.17)
= inf{∗µ(B) : B ∈ ∗B[Xˆ] ∧B ⊃ st−1(E)} (5.18)
= inf{ν(B) : B ∈ ∗B[Xˆ] ∧B ⊃ st−1(E)} = ν(st−1(E)). (5.19)
As E is arbitrary, we have the desired result. 
Pick a bounded uniformly continuous function f from X to R. We can extend
f to a bounded continuous function fˆ from Xˆ to R. By assumption, we have∫
X
fdPn =
∫
Xˆ
fˆdPn →
∫
Xˆ
fˆdµ. (5.20)
By Corollary 5.5, we have∫
Xˆ
fˆdµ =
∫
Xˆ
fˆdνp =
∫
X
fdνp. (5.21)
Hence we have shown that {Pn}n∈N converges weakly to νp which is a charge on
(X,B[X ]), completing the proof. 
References
[ACH97] L. O. Arkeryd, N. J. Cutland, and C. W. Henson, eds. Nonstandard
analysis. Vol. 493. NATO Advanced Science Institutes Series C: Math-
ematical and Physical Sciences. Theory and applications. Kluwer Aca-
demic Publishers Group, Dordrecht, 1997, pp. xiv+366.
[Ald91] J. M. Aldaz. “Representation of measures via the standard part map”
(1991).
[Ald95] J. M Aldaz. “Representing abstract measures by Loeb measures: a
generalization of the standard part map”. Proceedings of the American
Mathematical Society 123.9 (1995), pp. 2799–2808.
[And82] R. M. Anderson. “Star-finite representations of measure spaces”. Trans.
Amer. Math. Soc. 271.2 (1982), pp. 667–687.
[AR78] R. M. Anderson and S. Rashid. “A nonstandard characterization of
weak convergence”. Proc. Amer. Math. Soc. 69.2 (1978), pp. 327–332.
issn: 0002-9939.
[BRBR83] K. P. S. Bhaskara Rao and M. Bhaskara Rao.Theory of charges. Vol. 109.
Pure and Applied Mathematics. A study of finitely additive measures,
With a foreword by D. M. Stone. Academic Press, Inc. [Harcourt Brace
Jovanovich, Publishers], New York, 1983, pp. x+315. isbn: 0-12-095780-
9.
[Cut+95] N. J. Cutland, V. Neves, F. Oliveira, and J. Sousa-Pinto, eds. De-
velopments in nonstandard mathematics. Vol. 336. Pitman Research
Notes in Mathematics Series. Papers from the International Collo-
quium (CIMNS94) held in memory of Abraham Robinson at the Uni-
versity of Aveiro, Aveiro, July 18–22, 1994. Longman, Harlow, 1995,
pp. x+260.
[DR17] H. Duanmu and D. M. Roy. “On extended admissible procedures and
their nonstandard Bayes risk”. submitted. 2017.
REFERENCES 17
[DRS17] H. Duanmu, D. M. Roy, and A. Smith. “Existence of matching priors
on compact spaces yielding confidence intervals”. In preparation. 2017.
[DRW17] H. Duanmu, J. Rosenthal, and W. Weiss. “Ergodicity of Markov pro-
cesses via non-standard analysis”. Submitted. 2017.
[Kei84] H. J. Keisler. “An infinitesimal approach to stochastic analysis”.Mem.
Amer. Math. Soc. 48.297 (1984), pp. x+184.
[KSS99] J. B. Kadane, M. J. Schervish, and T. Seidenfeld. “Statistical im-
plications of finitely additive probability”. In: Pk Goel & A Zellner,
Bayesian Inference & Decision Techniques. 1999, pp. 59–76.
[Lin81] T. Lindstro¨m. “Pushing down Loeb-Measures”. Preprint Series, De-
partment of Mathematics, University of Oslo. 1981.
[Loe75] P. A. Loeb. “Conversion from nonstandard to standard measure spaces
and applications in probability theory”. Trans. Amer. Math. Soc. 211
(1975), pp. 113–122.
[McS34] E. J. McShane. “Extension of range of functions”. Bull. Amer. Math.
Soc. 40.12 (1934), pp. 837–842. issn: 0002-9904.
[Ren93] H. Render. “Pushing down Loeb measures.”Mathematica Scandinavica
72.72 (1993), pp. 61–84.
[Ros06] J. S. Rosenthal. A first look at rigorous probability theory. Second.
World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2006, pp. xvi+219.
isbn: 978-981-270-371-2; 981-270-371-3.
[Ros09] D. A. Ross. “Pushing down infinite Loeb measures”. Mathematica
Scandinavica 104.1 (2009), pp. 108–116.
[Ros92] D. Ross. “Compact Measures Have Loeb Preimages”. Proceedings of
the American Mathematical Society 115.2 (1992), pp. 365–370.
[YH52] K. Yosida and E. Hewitt. “Finitely Additive Measures”. Transactions
of the American Mathematical Society 72.1 (1952), pp. 46–66.
University of Toronto, Department of Statistics
Email address: duanmuhaosui@hotmail.com
University of Toronto, Department of Mathematics
Email address: weiss@math.utoronto.ca
