The enhanced group method of data handling models for time series forecasting by Samsudin, Ruhaidah
 THE ENHANCED GROUP METHOD OF DATA HANDLING MODELS FOR 





























UNIVERSITI TEKNOLOGI MALAYSIA 
 THE ENHANCED GROUP METHOD OF DATA HANDLING MODELS FOR 













A thesis submitted in fulfilment of the 
 requirements for the award of the degree of 





Faculty of Computer Science and Information Systems 













Suami tercinta, Ani Shabri 
 
Terima kasih atas dorongan dan semangat yang diberikan 
 
Buat bonda Siti Alia yang dikasihi, 
 



































In the name of  Allah, the Most Gracious and the Most Merciful 
Alhamdulillah, all praises to Allah for the strengths and and His blessing 
in completing this thesis. Special appreciation goes to my supervisor, Assoc. Prof. Dr. 
Puteh Saad, for her guidance and continuous support. Her invaluable help of constructive 
comments and suggestion throughout this research had motivated and contributed me to 
success my study. I would like to express my appreciation to  the Dean and ex-Dean, 
Deputy Dean, Head of Software Engineering Department, Faculty of Computer Science 
and Information System for their support and help towards my postgraduate affairs. Not 
forgotten my appreciation to all my friends and staff at Universiti Teknologi Malaysia 
(UTM) for their kindness and moral support during my study.  
Last but not least, my deepest gratitude goes to my beloved husband, my 
mother, my children, and also to my family for their endless love, prayers, understanding 
and encouragement. To those who indirectly contributed in this research, your kindness 

























Time series forecasting is an active research area that has drawn most attention 
for applications in various fields such as engineering, finance, economic, and science.  
Despite the numerous time series models available, the research to improve the 
effectiveness of forecasting models especially for time series forecasting accuracy still 
continues. Several research of commonly used time series forecasting models had 
concluded that hybrid forecasts from more than one model often led to improved 
performance. Recently, one sub-model of neural network, the Group Method of Data 
Handling (GMDH) and several hybrid models based on GMDH method have been 
proposed for time series forecasting. They have been successfully applied in diverse 
applications such as data mining and knowledge discovery, forecasting and systems 
modeling, optimization and pattern recognition. However, to produce accurate results, 
these hybrid models require more complex network generating architecture. In addition, 
several types and parameters of transfer function must be predetermined and modified. 
Thus, in this study, two enhancements of GMDH models were proposed to alleviate the 
problems inherent with the GMDH algorithms. The first model was the modification of 
conventional GMDH method called MGMD. The second model was an enhancement of 
MGMDH model named HMGMDH, in order to overcome the shortcomings of MGMDH 
model that did not perform well in uncertainty type of data. The proposed models were 
then applied to forecast two real data sets (tourism demand and river flow data) and three 
well-known benchmarked data sets. The statistical performance measurement was 
utilized to evaluate the performance of the two afore-mentioned models. It was found 
that average accuracy of MGMDH compared to GMDH in term of R, MAE, and MSE 
value increased by 1.27 %, 10.96%, and 16.9%, respectively. Similarly, for HMGMDH 
model, the average accuracy in term of R, MAE, and MSE value also increased by 
1.39%, 14.05%, 24.28%, respectively. Hence, these two models provided a simple 
architecture that led to more accurate results when compared to existing time-series 
forecasting models. The performance accuracy of these models were also compared with 
Auto-regressive Integrated Moving Average (ARIMA), Back-Propagation Neural 
Network (BPNN) and Least Square Support Vector Machine (LSSVM) models. The 
results of the comparison indicated that the proposed models could be considered as a 















Peramalan siri masa merupakan satu bidang penyelidikan yang aktif  yang telah 
menarik perhatian di dalam pelbagai bidang aplikasi seperti kejuruteraan, kewangan, 
ekonomi dan sains. Walaupun telah banyak muncul model-model siri masa, tetapi 
penyelidikan untuk meningkatkan keberkesanan model-model peramalan terutamanya di 
dalam ketepatan peramalan siri masa ini tidak pernah berhenti. Pelbagai penyelidikan 
peramalan siri masa yang biasa digunakan telah merumuskan bahawa ramalan hibrid 
atau gabungan lebih daripada satu model selalunya mampu meningkatkan prestasi. 
Kebelakangan ini, satu sub-model rangkaian neural (NN), iaitu, Kaedah Kumpulan 
Pengendalian Data (GMDH) dan pelbagai model-model hibrid berasaskan kaedah 
GMDH telah dicadangkan bagi peramalan siri masa ini. Ia telah berjaya digunakan di 
dalam pelbagai bidang yang besar seperti perlombongan data dan penemuan 
pengetahuan, sistem peramalan dan permodelan, pengoptimuman dan pengecaman 
corak. Bagaimanapun, untuk mendapatkan hasil yang tepat, model-model hibrid ini 
memerlukan penjanaan  senibina rangkaian yang lebih kompleks. Di samping itu,  
pelbagai jenis dan parameter fungsi peralihan dengan memberi kesan kepada hasil kualiti 
haruslah dikenalpasti dahulu dan diubahsuai. Oleh itu, di dalam kajian ini, dua 
penambahbaikan terhadap model GMDH telah dicadangkan untuk mengatasi masalah di 
dalam algoritma GMDH ini. Model pertama adalah pengubahsuaian ke atas kaedah 
GMDH yang konvensional yang dinamakan sebagai model Modifikasi GMDH 
(MGMDH). Model kedua adalah penambahbaikan model MGMDH yang dikenali 
sebagai Hibrid MGMDH (HMGMDH) untuk mengatasi kelemahan model MGMDH 
yang tidak mampu menangani dengan baik data berjenis ketidak-tentuan. Model-model 
cadangan ini kemudian digunakan untuk memodelkan dua set data sebenar (data aliran 
sungai dan data pelancongan) dan tiga set data piawai yang telah dikenali umum. 
Pengukuran prestasi secara berstatistik adalah digunakan untuk menilai  prestasi ketiga-
model yang dicadangkan ini. Hasil kajian mendapati bahawa purata ketepatan bagi 
model MGMDH jika dibandingkan dengan model GMDH melalui pengukuran dari segi 
nilai R, MAE, dan MSE adalah masing-masing bertambah sebanyak 1.27%, 10.96% dan 
16.9%. Begitu juga dengan model HMGMDH, purata ketepatannya juga meningkat 
sebanyak 1.39%, 14.05% dan 24.28%. Oleh itu, kedua model ini menyediakan satu 
senibina yang mudah dan mampu memberikan hasil yang lebih tepat berbanding dengan 
model-model peramalan siri masa sedia ada.  Ketepatan prestasi model-model cadangan 
ini juga turut dibandingkan dengan model Auto-regressive Integrated Moving Average 
(ARIMA), Back-Propagation Neural Network (BPNN), dan Least Square Support 
Vector Machine (LSSVM). Hasil dari perbandingan ini juga telah menunjukkan bahwa 
model-model cadangan ini merupakan satu alat yang berguna dan boleh menjanjikan satu 
kaedah baru dalam peramalan siri masa. 
 
 
 
 
 
 
 
 
