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Abstract 
 
Several metaheuristics have been previously proposed and several improvements have been implemented as well. Most of these methods 
were either inspired by nature or by the behavior of certain swarms such as birds, ants, bees, or even bats. In the metaheuristics, two key 
components (exploration and exploitation) are significant and their interaction can significantly affect the efficiency of a metaheuristic. 
How-ever, there is no rule on how to balance these important components. In this paper, a new balancing mechanism based on multi-swarm 
approach is proposed for balancing exploration and exploitation in metaheuristics. The new approach is inspired by the concept of a group(s) 
of people controlled by their leader(s). The leaders of the groups communicate in a meeting room where the overall best leader makes the 
final decisions. The proposed approach applied on Particle Swarm Optimization (PSO) to balance the exploration and exploitation search 
called multi-swarm cooperative PSO (MPSO). The proposed approach strived to scale up the application of the (PSO) algorithm towards 
solving large-scale optimization tasks of up to 1000 real-valued variables. In the simulation part, several benchmark functions were per-
formed with different numbers of dimensions. The proposed algorithm was tested on several test functions, with four different number of 
dimensions (100, 500, and 1000) it was evaluated in terms of performance efficiency and compared to standard PSO (SPSO), and master-
salve PSO algorithm. The results showed that the proposed PSO algorithm outperformed the other algorithms in terms of the optimal 
solutions and the convergence. 
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1. Introduction 
In most real-world optimization tasks, finding optima requires an 
expensive computation process. Some of the study limitations such 
as computation resource constraints and project time requirements 
have necessitated the need to make optimization process less com-
plicated and rapid [1]. Most of the standard optimization frame-
works require several function evaluations and usually produce sat-
isfactory results due to their inherent special information transfer 
mechanism of using several first-choice solutions in a range of fit-
ness evaluations. The need to evaluate each candidate resolution 
makes these processes to demand much computing resources and 
execution time. Consequently, efforts have been devoted to the de-
velopment of efficient optimization algorithms for the evaluation of 
several functions. Several novel approaches have been proposed in 
recent times with some satisfactory performances with fewer func-
tion evaluations [2-3]. 
The nature-inspired algorithms are computational frameworks that 
are inspired by natural occurrences, while swarm intelligence refers 
to a set of social patterns which are pre-determined by some princi-
ples. Most individuals do not behave wisely enough when alone; 
however, when in a group, they can have a better behavior under 
swarm cooperation [4-5]. Swarm intelligence (SI) is inspired by the 
decentralized collective intelligence of self-organized systems.  
A swarm refers to a population of individuals that interacts in a so-
lution space to achieve a global objective. The intelligence of the 
swarm depends on the network of interaction among the partici-
pants, as well as their individual interaction with their environment. 
In the swarm, the individuals generally strive to move toward the 
center of the population on critical dimensions. This behavior re-
sults in the convergence of the individual on an optimum [6]. 
The particle swarm optimization (PSO) algorithm is one of the re-
searched nature-inspired (NI) swarm intelligence framework [7–9]. 
The PSO is inspired by hunting or living styles of birds and fish. It 
has found application in the handling of complex optimization 
tasks. It was introduced by [8] and since its introduction, it has un-
dergone several modifications which result in several PSO variants 
which are aimed at finding a better way of handling specific opti-
mization problems. There are four categories of the modifications 
on the PSO variants: The first category of modification is centered 
on the parameter settings with emphasis on the inertia weight and 
acceleration coefficients parameters optimization. In the second 
variants, the emphasis is on the topology of the neighborhood which 
expresses the inter-particle connectivity. The third category of mod-
ification focus on the learning strategies with an emphasis on teach-
ing and peer learning of the bests and global best positions of the 
particles. The fourth category of modification is mainly on the hy-
bridization of the PSO variants with other optimization frameworks 
[10–12]. 
The metaheuristics in general, and NIs in particular consist of two 
main components - exploration or diversification and exploitation 
or intensification. Exploration is the ability of an algorithm to 
search for new solutions/individuals far from the current best solu-
tion in the search space (represents the global search). On the other 
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hand, exploitation is the ability of an algorithm to search the sur-
rounding area near the current best solution (represents the local 
search). There is a need to maintain a good balance between these 
two algorithmic components. This is because, an optimization algo-
rithm with a good exploration capability, but a poor exploitation 
power can only successfully escape local optimums but cannot con-
verge optimally to the global optimum. Contrarily, metaheuristics 
with a good exploitation capability but a poor exploration power 
merely can escape local optimums, hence, has a low chance of find-
ing a global optimum when challenged with a problem with numer-
ous local optimums[6-13]. 
In this paper, a new multi-swarm cooperative scheme to balance the 
exploration and exploitation is proposed. The proposed scheme 
consists of several swarms called ‘clans’, each clan has its own 
leader, the leader is the best solution in the clan which represents 
the local best. All leaders periodically meet, and the best leader 
among them represents the global best solution, which has the abil-
ity to control them and lead them to best positions. The interaction 
between the best leader – global best – and the normal leaders – 
local best – influence the balance between the exploration and ex-
ploitation and maintain a suitable diversity in the population, even 
when it is approaching the global solution, thus reducing the risk of 
converging to local sub-optima. The proposed algorithm is used to 
solve the large scale problems, which are the optimization problems 
with large number of variables – or dimensions.  
The rest of the paper is organized as follows. Section 2 describes 
the original PSO (SPSO) along with its variants. Section 3 moti-
vates and describes the proposed approach and gives the pseudo-
code of the MPSO algorithm. Section 4 defines the benchmark con-
tinuous optimization problems used for experimental comparison 
of the algorithm, and the discussions of the results. The conclusion 
are given in Section 5.  
2. Preliminaries 
2.1. Standard particle swarm optimization 
The standard PSO is initialized with randomly selected solutions 
while the algorithm strives to establish an optimum by updating the 
generations. The potential PSO solutions are called particles; these 
particles are assumed to move in a D Dimension solution space at a 
velocity that is adjusted dynamically based on the particles’ experi-
ence and the experience of its neighbors. In the PSO, the ithparticle 
is expressed asxi = (xi1, xi2, … , xiD), where xid ∈ [LBd, UBd],d ∈
[1, D], LBd, UBd respectively represent the lower and upper limits 
of the dthdimension. The particles’ velocity i expressed as vi =
(vi1, vi2, vi3, … , viD), and it is associated with the particles’ maxi-
mum velocity Vmax which is predetermined by the user. The parti-
cles, in each time step t, are coordinated based on the following re-
lations:  
 
vi(t + 1) = vi(t) + r1c1(Pi −  xi(t)) + r2c2 (Pg − xi(t))        (1) 
 
xi(t + 1) =  xi(t) + vi(t)                                                            (2) 
 
Where r1  and r2 represents the randomly selected values in the 
range of 0 and 1. c1and c2 represents the acceleration constants of 
the particle. These constants coordinate the movement of the parti-
cle per iteration. Pi represents the previous best position of the ith 
particle. There are 2 versions of the PSO based on the definition of 
Pg. The global PSO version is obtained if Pg represents the best po-
sition (also called gbest) among the swarm, but if Pg  is sourced 
from a smaller number of adjacent particles in the swarm (also 
called lbest), then, the version is known as a local PSO version. 
Later, an inertia term w was introduced [14] through the modifica-
tion of Equation 1: 
 
vi(t + 1) = w × vi(t) + r1c1(Pi −  xi(t)) +  r2c2 (Pg − xi(t))            (3) 
The inertia term was introduced with the assumption that its suita-
ble selection can ensure a trade-off between local and global explo-
rations. Such trade-off will ensure finding a sufficiently optimal so-
lution using fewer iterations. The inertia term w at its introduction 
was set based on the following relation:  
 
w = wmax −  
wmax− wmin
itrmax
 × itr                                                    (4) 
 
where wmax and wmin respectively represents the initial and final 
weights, itrmax represents the maximum allowable iteration num-
ber, and itr refers to the existing iteration number. This PSO ver-
sion is later referred to as a linearly decrease inertia weight method 
(LPSO) in this paper.  
Besides LPSO, a random inertia weight factor was also introduced 
for dynamic systems tracking [15]. This factor is set to vary ran-
domly based on the relation:  
 
w = 0.5 − 
rand()
2
                                                                          (5) 
 
Where rand() represents a uniformly random distributed number 
ranging from0 and 1. It is advised that the value of the acceleration 
coefficients be maintained at 1.494. Later in this report, this method 
is referred to as random weight method (RPSO). The generalized 
PSO pseudocode is presented in the figure below.  
 
Algorithm 1: SPSO 
1. Input: #𝐏𝐚𝐫𝐭𝐢𝐜𝐥𝐞𝐬, #𝐌𝐚𝐱𝐈𝐭𝐫, 𝐜𝟏, 𝐜𝟐  
2. Initialize all 𝐏𝐚𝐫𝐭𝐢𝐜𝐥𝐞𝐬  
3. Calculate inertia weight via 𝐞𝐪. 𝟓 
4. Evaluate the fitness for all 𝐏𝐚𝐫𝐭𝐢𝐜𝐥𝐞𝐬  
5. While (𝒊𝒕𝒓 ≤ #𝑴𝒂𝒙𝑰𝒕𝒓 ) 
6.       For each particle 𝒑 in 𝑷𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔 
7.              Calculate the velocity for 𝒑 via 𝒆𝒒. 𝟑  
8.              Calculate the new position via 𝒆𝒒. 𝟐 
9.              Evaluate the fitness for all 𝑷𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔 
10.              If 𝒑. 𝑭𝒊𝒕𝒏𝒆𝒔𝒔 is better than 𝒑𝑩𝒆𝒔𝒕. 𝑭𝒊𝒕𝒏𝒆𝒔𝒔 Then  
11.                  𝒑𝑩𝒆𝒔𝒕 = p 
12.              End 
13.       Next p  
14.       𝒈𝑩𝒆𝒔𝒕 = Determine the best in 𝑷𝒂𝒓𝒕𝒊𝒄𝒍𝒆𝒔 
15. End While 
2.2. Challenges of PSO 
The PSO is a simple social model which has attracted several re-
search interests since inception in 1995 due to its ease of implemen-
tation and simplicity [16]. Although PSO has undergone several de-
velopmental modifications, it is still prone to the following prob-
lems which demand to be addressed in future studies: 
• Premature convergence: The PSO ends up searching early 
best solutions and this is predominant in multimodal func-
tions. 
• Convergence speed: The PSO establishes the best solution in 
the early search stage but get stagnated in the process of ex-
ploiting the global solution.  
• Quality of solution. The PSO produces low-quality solutions 
due to inherent problem complexity, multimodality, and dis-
continuity. Uncertainty of solutions. The stochastic nature of 
PSO makes it produce different solutions in different runs. 
• Update strategy: The PSO has a simple solution update strat-
egy and hence, cannot achieve better solutions in complex 
environments. 
3. Meeting room approach 
The core idea of multi-swarm is the interaction between several 
groups while searching for a solution. Many multi-swarm schemes 
have been proposed, each idea inspired by a natural behaviour. In 
this paper, a new cooperative multi-swarm scheme inspired by the 
human social behaviour is proposed. Here, the interaction is be-
tween groups of people known as ‘Clans’ and their leaders. The 
proposed scheme consists of several swarms called ‘clans’; each 
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clan consists of several solutions which represent the group mem-
bers. The best member is designated as the leader of a clan; the 
leader controls the members of the clan in terms of the time to move 
or where to explore. Figure 1 depicts the structure of the individual 
swarm.  
 
 
Fig. 1: The Structure of the Individual Swarm. 
 
In each generation, the leaders meet in a room where the overall 
best leader update the positions of the other normal leaders based 
on his own positional information. This behaviour of knowledge 
sharing helps to balance the exploration stage with the exploitation 
stage of the PSO. The new multi-swarm approach is called ‘Meet-
ing Room Approach’ (MRA). Figure 2 depicts the MRA model. In 
this figure, each clan performs a single PSO search, including posi-
tional and velocity updating, as well as new local population gener-
ation. Having established the new generations for all the clans, each 
clan sends the leader ‘best solution’ to the meeting room. The best 
among all the leaders in the meeting room is selected as the overall 
best leader. The new overall best leader shares his positional infor-
mation with the ordinary leaders using the following equations: 
 
𝑤𝐿𝑛 = ( 
𝑤𝐿𝑔− 𝑤𝐿𝑛
𝐼𝑡𝑟
 )  × 𝑟𝑎𝑛𝑑()                                                     (6) 
 
𝑣𝑖
𝐿𝑛(𝑡 + 1) = 𝑤𝐿𝑛  ×  𝑣𝑖
𝐿𝑛
(𝑡) + 𝑟𝑐 (𝑃𝑔
𝐿 − 𝑃𝑛
𝐿(𝑡))                 (7) 
 
𝑥𝑖
𝐿𝑛(𝑡 + 1) =  𝑥𝑖
𝐿𝑛(𝑡) + 𝑣𝑖
𝐿𝑛(𝑡)                                               (8) 
 
Where 𝐿𝑛 represents the normal leaders, 𝐿𝑔 represents the overall 
best leader, 𝑥𝑖
𝐿 represents the position of the normal leader, 𝑣𝑖
𝐿𝑛 
represents the velocity of the normal leader, 𝑤𝐿𝑔 and 𝑤𝐿𝑛 represent 
the inertia weight of the best leader and the normal leader, respec-
tively.  
After each generation, a new leader is chosen for each swarm due 
to the changes in the positions of the members. The new equation 
of the inertia in the meeting room controls the exploration of the 
search algorithm. The pseudo-code of the proposed Multi-Swarm 
Particle Swarm Optimisation (MPSO) algorithm is presented in 
Figure 3.  
 
Algorithm 2: MPSO 
1. Input: #𝑆𝑤𝑎𝑟𝑚, #𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠, #𝑀𝑎𝑥𝐼𝑡𝑟, 𝑐1, 𝑐2, #𝐷𝑖𝑚  
2. Initialize all 𝐿𝑒𝑎𝑑𝑒𝑟𝑠 and their 𝑆𝑤𝑎𝑟𝑚𝑠  
3. Calculate inertia weight via 𝑒𝑞. 5 
4. Evaluate the fitness for all 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠  
5. While (𝑖𝑡𝑟 ≤ #𝑀𝑎𝑥𝐼𝑡𝑟 ) 
6.     For each 𝑐 in 𝐶𝑙𝑎𝑛𝑠 
7.           For each particle 𝑝 in 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 
8.                Calculate the velocity for 𝑝 via 𝑒𝑞. 3  
9.                Calculate the new position via 𝑒𝑞. 2 
10.                Evaluate the fitness for all 𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠 
11.                If 𝑝. 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 is better than 𝑝𝐵𝑒𝑠𝑡. 𝐹𝑖𝑡𝑛𝑒𝑠𝑠 Then  
12.                    𝑝𝐵𝑒𝑠𝑡 = p 
13.               End 
14.         Next 𝑝  
15.     Next 𝑐 
16.     Determine the best 𝐿𝑒𝑎𝑑𝑒𝑟 among all 𝐿𝑒𝑎𝑑𝑒𝑟𝑠 
17.     Update the inertia weight of the Clan c via 𝑒𝑞. 6 
18.     Update the velocity of the 𝐿𝑒𝑎𝑑𝑒𝑟𝑐 via 𝑒𝑞. 7 
19.     Update the position of the 𝐿𝑒𝑎𝑑𝑒𝑟𝑐 via 𝑒𝑞. 8 
20.     Determine the 𝑔𝐿𝑒𝑎𝑑𝑒𝑟 ever as the global best.  
21. End While 
22. Return 𝐵𝑒𝑠𝑡 𝐿𝑒𝑎𝑑𝑒𝑟 
4. Results 
This results of the benchmarking evaluations commonly used in the 
evolutionary literature are presented in this section [17]. Each test 
function varies in terms of modality (unimodal and multimodal) and 
the number of dimensions (fixed and dynamic). Table 1 shows these 
test functions with their characteristics.  
The performance of the MPSO was evaluated by comparing with 
that of original PSO (SPSO) [18] and Master-Slave PSO 
(MCPSO)[19]. The parameters used for SPSO were recommended 
by [18] with asymmetric initialization method and a linearly de-
creasing w (changes from 0.9 to 0.4). Several swarms of SPSO were 
involved in the MPSO and MCPSO (as clans and slaves respec-
tively) during the benchmark function optimization. Both MPSO 
and MCPSO have the same parameter settings as SPSO1. To inves-
tigate the efficiency of the proposed MPSO, different population 
sizes with different dimensions were used for each function. The 
maximum iteration number was set to 500, corresponding to the di-
mensions 100, 500, and 1000. The experiments were conducted for 
a total of 30 settings. Table 2 presents the parameters setting for all 
the evaluated algorithms.  
 
Table 1: Benchmark Test Functions 
𝑓𝑛 Function 𝑈𝑏 , 𝐿𝑏 Opt. 
𝑓1 𝑓1 =  ∑ 𝑋
2𝐷
𝑖=1   
-100, 
100 
0 
𝑓2 𝑓2 =  ∑
𝑥𝑖
2
4000
− ∏ 𝑐𝑜𝑠 (
𝑥𝑖
√𝑖
) + 1𝐷𝑖=1
𝐷
𝑖=1   
-600, 
600 
0 
𝑓3 𝑓3 =  ∑ (𝑥𝑖
2 − 10 𝑐𝑜𝑠(2𝜋𝑥𝑖) + 10 )
𝐷
𝑖=1   
-5.12, 
5.12 
0 
𝑓4 
𝑓4 =  −20 𝑒𝑥𝑝 (−0.2√
1
𝐷
 ∑ 𝑥𝑖
20𝐷𝑖=1  )  
− 𝑒𝑥𝑝 (
1
𝐷
 ∑ 𝑐𝑜𝑠(2𝜋𝑥𝑖
𝐷
𝑖=1 )) + 20 + 𝑒  
-32, 
32 
0 
 
Table 2: Parameters Settings 
Alg. Parameter Value 
SPSO 
𝑊  0.9 – 0.4 
No. of Swarms 1 
𝑐1,𝑐2 1.5 
Swarm Size 50 
MCPSO 
𝑊  0.9-0.6 
No. of Slaves 5 
𝑐1,𝑐2, 𝑐3 1.5 
Swarm Size 50 
MPSO 
𝑤𝐿𝑛  0.8 – 0.5 
𝑤𝐿𝑔  0.9 – 0.7 
𝑐1,𝑐2 1.5 
No. of Clans 5 
Clan Size 10 
 
The best and mean fitness values of the particles after 30 experi-
mental runs over [4] benchmark functions are presented in Table 3. 
From the table, MPSO performed better than the benchmarking al-
gorithms in almost all the cases. Generally analysing the table, 
MPSO has [5] swarms; each swarm consists of 10 particles but only 
[5] particles are interacting in the meeting room. Hence, it can be 
said that the MPSO has less computational complexity and a better 
performance in terms of finding the best solution. Figure 3.a and 
Figure 3.b illustrate the ability of the MPSO to evolve in situations 
that the algorithms may have been trapped 
 
 
 
 
 
 
 
 
 
 
 
 
    Leader 
         Member 
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(A) 
 
 
(B) 
 
Fig. 3: Convergence Curve: A) Sphere Function B) Griewank Function 
 
Table 3: Results 
 
Dim 𝑓𝑛 Alg. Best Mean S.D 
100 
𝑓1  
SPSO 2.5457521 2.7647845 0.0784516 
MCPSO 0.9854126 1.0154784 0.0014784 
MPSO 0.0007845 0.0008748 0.0000184 
𝑓2  
SPSO 0.0884741 0.0964587 0.0078478 
MCPSO 0.0078414 0.0087789 0.0009874 
MPSO 0.0000897 0.0000997 0.0000658 
𝑓3  
SPSO 21.695847 27.947512 0.0847896 
MCPSO 2.0018977 2.6647845 0.0078487 
MPSO 0.0004687 0.0045214 0.0000144 
𝑓4  
SPSO 16.4875218 26.110161 0.0238484 
MCPSO 1.99847 2.5869124 0.0084578 
MPSO 0.0002648 0.0017636 0.0000584 
500 
𝑓1  
SPSO 7.2456571 2.7647845 0.0784516 
MCPSO 2.4859157 1.0154784 0.0014784 
MPSO 0.0026472 0.0008748 0.0000184 
𝑓2  
SPSO 1.2785781 0.0964587 0.0078478 
MCPSO 0.9045472 0.0087789 0.0009874 
MPSO 0.0041816 0.0000997 0.0000658 
𝑓3  
SPSO 48.995751 27.947512 0.0847896 
MCPSO 7.2214945 2.6647845 0.0078487 
MPSO 0.0784457 0.0045214 0.0000144 
𝑓4  
SPSO 37.125475 26.110161 0.0238484 
MCPSO 3.35847 2.5869124 0.0084578 
MPSO 0.1778499 0.0017636 0.0000584 
1000 
𝑓1  
SPSO 16.422422 2.7647845 0.0784516 
MCPSO 4.7923729 1.0154784 0.0014784 
MPSO 1.0749752 0.0008748 0.0000184 
𝑓2  
SPSO 3.0899761 0.0964587 0.0078478 
MCPSO 5.2574914 0.0087789 0.0009874 
MPSO 0.9177297 0.0000997 0.0000658 
𝑓3  
SPSO 21.695847 27.947512 0.0847896 
MCPSO 2.0018977 2.6647845 0.0078487 
MPSO 0.9563589 0.0045214 0.0000144 
𝑓4  
SPSO 16.4875218 26.110161 0.0238484 
MCPSO 1.99847854 2.5869124 0.0084578 
MPSO 0.48758311 0.0017636 0.0000584 
5. Conclusion 
This paper presents a social inspired mechanisms designed to im-
prove the performance of Particle Swarm Optimizer (PSO). The 
proposed mechanism simulates the behavior of group of people – 
clans – and the interactions between their leaders. The proposed al-
gorithm MPSO is capable of controlling the balance between ex-
ploration and exploitation, and it has been used in order solve large-
scale problems with three different sizes of dimensions (100, 500 
and 1000). Four benchmark functions were performed in the simu-
lation part using different algorithms. The performance compari-
sons indicate that MPSO is superior to SPSO in both the high qual-
ity of the solution and the robustness of results. In future works, 
other well-known metaheuristics can be enhanced by using the pro-
posed multi-swarm approach, such as firefly algorithm, grey wolf 
optimizer, and bat algorithm. The proposed model in this paper may 
enhance their balancing between the exploration and exploitation. 
In addition, MRA can be applied as a tuning framework for finding 
the optimal values of the controlling parameters for the above men-
tioned metaheuristics.  
 
 
Fig. 2: The Structure of Meeting Room Approach. 
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