Abstract. The Gauss-Newton algorithm is an iterative method regularly used for solving nonlinear least squares problems. It is particularly well suited to the treatment of very large scale variational data assimilation problems that arise in atmosphere and ocean forecasting. The procedure consists of a sequence of linear least squares approximations to the nonlinear problem, each of which is solved by an "inner" direct or iterative process. In comparison with Newton's method and its variants, the algorithm is attractive because it does not require the evaluation of second-order derivatives in the Hessian of the objective function. In practice the exact Gauss-Newton method is too expensive to apply operationally in meteorological forecasting, and various approximations are made in order to reduce computational costs and to solve the problems in real time. Here we investigate the effects on the convergence of the Gauss-Newton method of two types of approximation used commonly in data assimilation. First, we examine "truncated" Gauss-Newton methods where the inner linear least squares problem is not solved exactly, and second, we examine "perturbed" Gauss-Newton methods where the true linearized inner problem is approximated by a simplified, or perturbed, linear least squares problem. We give conditions ensuring that the truncated and perturbed Gauss-Newton methods converge and also derive rates of convergence for the iterations. The results are illustrated by a simple numerical example. A practical application to the problem of data assimilation in a typical meteorological system is presented.
1. Introduction. The Gauss-Newton (GN) method is a well-known iterative technique used regularly for solving the nonlinear least squares problem (NLSP)
where x is an n-dimensional real vector and f is an m-dimensional real vector function of x [20] .
Problems of this form arise commonly from applications in optimal control and filtering and in data fitting. As a simple example, if we are given m observed data (t i , y i ) that we wish to fit with a model S(x, t), determined by a vector x of n parameters, and if we define the ith component of f (x) to be f i (x) = S(x, t i ) − y i , then the solution to the NLSP (1) gives the best model fit to the data in the sense of the minimum sum of square errors. The choice of norm is often justified by statistical considerations [22] .
Recently, very large inverse problems of this type arising in data assimilation for numerical weather, ocean, and climate prediction and for other applications in the environmental sciences have attracted considerable attention [11, 6, 18, 19, 14] .
In data assimilation a set of observed data is matched to the solution of a discrete dynamical model of a physical system over a period of time. The aim is to provide a "best" estimate of the current state of the system to enable accurate forecasts to be made of the future system behavior. Operationally the incremental four-dimensional variational data assimilation technique (4D-Var) is now used in many meteorological forecasting centers [6] . Recently it has been established that this method corresponds to a GN procedure [14, 15] .
The GN method consists of solving a sequence of linearized least squares approximations to the nonlinear (NLSP) problem, each of which can be solved efficiently by an "inner" direct or iterative process. In comparison with Newton's method and its variants, the GN method for solving the NLSP is attractive because it does not require computation or estimation of the second derivatives of the function f (x) and hence is numerically more efficient.
In practice, particularly for the very large problems arising in data assimilation, approximations are made within the GN process in order to reduce computational costs. The effects of these approximations on the convergence of the method need to be understood. Here we investigate the effects of two types of approximation used commonly in data assimilation: First, we examine "truncated" GN (TGN) methods where the inner linear least squares problem is not solved exactly, and second, we examine "perturbed" GN (PGN) methods where the true linearized inner problem is approximated by a simplified, or perturbed, linear least squares problem. We give conditions ensuring that the truncated and perturbed GN methods converge and also derive rates of convergence for the iterations.
In the next section we state the problem in detail, together with our assumptions, and define the GN algorithm. We also present some basic theory for the exact method. The truncated and perturbed algorithms that are to be investigated are then defined. In the following sections theoretical convergence results are established for the approximate GN methods. Two different approaches are used to derive the theory. First, we apply extensions of the results of [20, 8] for inexact Newton (IN) methods to the approximate GN methods in order to obtain general convergence theorems. We then derive more restricted results using the approach of [9] . The restricted results also provide estimates for the rates of convergence of the methods. Conditions for linear, superlinear, and quadratic convergence are noted. Numerical results demonstrating and validating the theory are presented. Finally, in the remaining sections, an application to a practical problem arising in data assimilation is described, and the conclusions are summarized.
2. GN method. We begin by introducing the GN method and reviewing briefly some results on the convergence of the method. We then define the truncated and perturbed approximate GN methods that will be examined in subsequent sections.
Statement of the algorithm.
We consider the NLSP defined in (1), where we assume that A0. f : R n → R m is a nonlinear twice continuously Fréchet differentiable function. We denote the Jacobian of the function f by J(x) ≡ f (x). The gradient and Hessian of φ(x) are then given by
where Q(x) denotes the second-order terms
The following additional assumptions are made in order to establish the theory:
A1. There exists x * ∈ R n such that J(x * ) T f (x * ) = 0; A2. The Jacobian matrix J(x * ) at x * has full rank n. Finding the stationary points of φ is equivalent to solving the gradient equation
T f (x) = 0. (5) Techniques for treating the NLSP can thus be derived from methods for solving this nonlinear algebraic system.
A common method for solving nonlinear equations of form (5) and hence for solving the NLSP (1) is Newton's method [20, section 10.2] . This method requires the full Hessian matrix (3) of function φ. For many large scale problems, the secondorder terms Q(x) of the Hessian are, however, impracticable to calculate and, in order to make the procedure more efficient, Newton's method is approximated by ignoring these terms. The resulting iterative method is known as the GN algorithm [20, section 8.5] and is defined as follows.
Algorithm GN algorithm.
Step 0. Choose an initial x 0 ∈ R n . Step 1. Repeat until convergence:
Step 1.
Step 1.2. Set x k+1 = x k + s k . Remarks. We note that at each iteration, Step 1.1 of the method corresponds to solving the linearized least squares problem
We note also that the GN method can be written as a fixed-point iteration of the form
where
T denotes the MoorePenrose pseudoinverse of J(x).
2.2.
Convergence of the exact GN method. Sufficient conditions for the convergence of the GN method are known in the case where the normal equations for the linearized least squares problem (6) are solved exactly in Step 1.1 at each iteration. We now recall some existing results.
We introduce the notation ρ(A) to indicate the spectral radius of an n × n matrix A, and we define
The following theorem on local convergence of the GN method then holds.
Theorem 1 (Ortega and Rheinboldt [20, Theorem 10.1.3] ). Let assumptions A0, A1, and A2 hold. If < 1, then the GN iteration converges locally to x * ; that is, there exists ε > 0 such that the sequence {x k } generated by the GN algorithm converges to x * for all x 0 ∈ D ≡ {x | x − x * 2 < ε}. Theorem 1 has a geometrical interpretation as described in [23] (see also [2, section 9.2.2]). We denote by S the surface in R m given by the parametric representation y = f (x), x ∈ R n , and we let M be the point on S with coordinates f (x * ), taking O as the origin of the coordinate system. The vector OM is orthogonal to the plane tangent to the surface S through M .
Theorem 2 (Wedin [23] ). Suppose that the assumptions of Theorem 1 hold and that f (x * ) is nonzero. Then
where χ is the maximal principal curvature of the surface S at point M with respect to the normal direction
In the zero residual case, where f (x * ) = 0, the relation (9) continues to hold. In this case the origin O lies on the surface S and χ denotes the maximal principal curvature of S with respect to the direction normal to the tangent surface at O. Since we then have Q(x * ) = 0 and hence = 0, the result still holds. For the GN method to converge it is therefore sufficient for the maximal principal curvature χ of the surface S at the point f (x * ) to satisfy 1/χ > f (x * ) 2 . This condition holds if and only if ∇ 2 φ(x * ) is positive definite at x * and ensures that x * is a local minimizer of the objective function φ [2, section 9.1.2]. The relation (9) implies that the convergence condition of Theorem 1 is invariant under transformation of the NLSP by a local diffeomorphism, since the quantity f (x * ) 2 χ has this property [23] . The proofs of these results depend on theory for stationary fixed point iteration processes [20] . The theory ensures local convergence at a linear rate. Additional, but more restrictive, conditions for local convergence are given in [9] . Conditions giving higher-order rates of convergence can be deduced from this theory. The GN method can also be treated as an IN method [21, 8, 3, 4] . Results of these types will be discussed further in sections 4 and 5.
We remark that the GN method may not be locally convergent in some cases [9] . Nevertheless, approximate GN methods are used widely in practice for solving the very large NLSP problems arising in data assimilation. The approximations are designed to make the algorithm more computationally efficient. Our aim here is to investigate the effects of these approximations on the convergence of the GN algorithm and to establish conditions for the local convergence of the approximate methods, given that conditions hold for the exact GN method to be locally convergent.
3. Approximate GN algorithms. A serious difficulty associated with the use of the GN method in large scale applications, such as data assimilation, is that the linearized least squares problem (6) is computationally too expensive to solve exactly in Step 1.1 of the algorithm at each iteration. The dimensions of the normal matrix equations to be solved in Step 1.1 are often so great that the system coefficients cannot be stored in core memory, even in factored form. Therefore, in order to solve the full nonlinear problem efficiently, in real forecasting time, approximations must be made within the GN procedure.
Two types of approximation are commonly applied. First, the linearized least squares problem (6) is solved only approximately by an inner iteration method that is truncated before full accuracy is reached. We refer to this approximate algorithm as the TGN method. Second, the linearized least squares problem in Step 1.1 is replaced by an approximate, simplified or perturbed, linear problem that can be solved more efficiently in the inner loop. We refer to this algorithm as the PGN method. Here we examine both of these approximate GN methods and also the combined truncated perturbed GN (TPGN) method, where both approximations are applied. In the next subsections we define these procedures explicitly, and in sections 4 and 5 we analyze the convergence of the approximate methods.
3.1. TGN method. At each outer iteration k of the GN method, we solve the normal equations
for the linearized least squares problem (6) using an iterative procedure. Intuitively, when x k is far from x * and the function f is nonlinear, it is not worth solving (10) to high accuracy. A natural stopping criterion for the iterative process is where the relative residual satisfies
Here s k denotes the current estimate of the solution of (10) , and β k is a specified tolerance. For this reason we define the TGN algorithm as follows.
Algorithm TGN algorithm.
Step
The tolerances β k , k = 0, 1, 2 . . . , must be chosen to ensure convergence of the procedure to the optimal x * of the NLSP (1). Conditions guaranteeing convergence of the TGN method are presented in sections 4 and 5.
3.2. PGN method. For some applications it is desirable to apply a PGN method in which the true Jacobian J is replaced by an approximationJ; this is practical, for example, in cases where a perturbed Jacobian is much easier or computationally less expensive to calculate. We therefore define the PGN method as follows.
Algorithm PGN algorithm.
We emphasize that in Step 1.1 of the PGN algorithm only the Jacobian is approximated and not the nonlinear function f (x k ). The approximate Jacobian,J(x), is assumed to be continuously Fréchet differentiable.
In applications to data assimilation the approximate Jacobian is derived from an approximate linearization of the discrete nonlinear model equations, and hence the perturbed Jacobian approximates the same underlying dynamical system as the exact Jacobian and has similar properties. The assumptions made here and in sections 4.4-4.6 on the perturbed Jacobian are therefore regarded as reasonable. The derivation of the perturbed Jacobian for a practical data assimilation problem is shown in section 7.
In order to interpret the PGN iteration, it is convenient to define the functioñ (12) and to write its first derivative in the form (13) where J(x) is the Jacobian of the function f (x) andQ(x) represents second-order terms arising from the derivative ofJ(x). Then the PGN algorithm can be considered as an iterative method for finding a solutionx * to the nonlinear equatioñ
We remark that, just as the GN method can be regarded as an IN method for solving the gradient equation (5), the PGN method can be treated as an IN method for solving the perturbed gradient equation (14) . In the PGN method, the second-order term in the derivativeF is ignored and the first-order term is now approximated, allowing the iteration to be written as a sequence of linear least squares problems.
For the zero residual NLSP, where f (x * ) = 0, the solution x * of the problem satisfies (14) and so the fixed pointx * = x * of the PGN procedure is also a fixed point of the exact GN iteration. Similarly, if f (x * ) lies in the null space ofJ(x * ), then (14) is satisfied by x * and the fixed point of the PGN method is again a fixed point of the exact GN method. In general, the fixed point of the PGN method will not be the same as that of the GN algorithm. We might expect, however, that ifJ is close to J, then the solutionx * of (14) will be close to the solution x * of the true gradient equation (5) .
In sections 4 and 5 we give conditions for the PGN method to converge locally, and in section 4 we also examine the distance between the fixed points of the two algorithms.
TPGN method.
In the PGN method, we solve the normal equations in Step 1.1 of the algorithm at each outer iteration k by applying an iterative method to the perturbed linear least squares problem
To improve the efficiency of the PGN procedure, the iteration is truncated before full accuracy is reached. The iterations are halted where the relative residual satisfies
Here s k is the current estimate of the solution of (15) , and β k is a specified tolerance. This procedure is referred to as the TPGN method and is defined as follows.
Algorithm TPGN algorithm.
The tolerances β k , k = 0, 1, 2 . . . , must be chosen to ensure convergence of the procedure to the optimalx * of the perturbed gradient equation (14) . Conditions guaranteeing local convergence of the TPGN method are presented in sections 4 and 5.
4. Convergence of approximate GN methods I. We now derive sufficient conditions for the convergence of the truncated and perturbed GN methods. The theory is based on two different approaches. In this section we present results based on theory for IN methods found in [8] and [3] . In the subsequent section we extend the arguments of [9] for exact GN methods to the approximate truncated and perturbed methods. The aim is to establish conditions for the convergence of the approximate methods, given that conditions hold for the exact method to converge.
We begin by introducing the theory for IN methods. This theory is applied to the exact GN method to obtain a new convergence condition. Criteria for the convergence of the truncated and perturbed methods are then derived using these results.
IN methods.
The IN method for solving the NLSP problem (1), as defined in [8] , is given as follows.
Algorithm IN algorithm.
Step 1.1 the residual errorsr k measure the amount by which the calculated solution s k fails to satisfy the exact Newton method at each iteration. It is assumed that the relative sizes of these residuals are bounded by a nonnegative forcing sequence {η k } such that for each iteration
Conditions for the convergence of the IN algorithm are established in the following theorem.
Theorem 3 (Dembo, Eisenstat, and Steihaug [8] ). Let assumptions A0, A1, and A2 hold, and let ∇ 2 φ(x * ) be nonsingular. Assume 0 ≤ η k ≤η < t < 1. Then there exists ε > 0 such that, if x 0 − x * 2 ≤ ε, the sequence of IN iterates {x k } satisfying (17) converges to x * . Moreover, the convergence is linear in the sense that
Theorem 3 is applied to obtain more general results in which the Jacobian and Hessian matrices are perturbed on each iteration of the Newton method. Here we adopt similar techniques to derive results for the approximate GN methods based on theory for the IN methods.
GN as an IN method.
We first establish novel sufficient conditions for the exact GN method to converge by treating it as an IN method.
Theorem 4. Let assumptions A0, A1, and A2 hold, and let
the sequence of GN iterates {x k } converges to x * . Proof of Theorem 4. We can write the GN method as an IN method by setting
Then, using (3), we have
By Theorem 3, a sufficient condition for local convergence is therefore
The convergence condition derived in this theorem is more restrictive than that obtained in Theorem 1, which requires a bound only on the spectral radius of the matrix Q(x)(J(x)
T J(x)) −1 at the fixed point x = x * rather than on its norm at each iterate x k . The technique used in the proof of Theorem 4 is, however, more readily extended to the case of the approximate GN iterations and enables qualitative information on the conditions needed for convergence to be established. This approach also provides a practical test of convergence for the approximate methods (see [17] ).
Convergence of the TGN method (I).
We now give a theorem that provides sufficient conditions for the convergence of the TGN method. It is assumed that the residuals in the TGN method are bounded such that
where {β k } is a nonnegative forcing sequence. The theorem is established by considering the algorithm as an IN method, as in the proof of Theorem 4.
Theorem 5. Let assumptions A0, A1, and A2 hold, and let ∇ 2 φ(x * ) be nonsingular. Assume that 0 ≤β < 1, and select
Then there exists ε > 0 such that, if x 0 − x * 2 ≤ ε, the sequence of TGN iterates {x k } satisfying (23) converges to x * . Proof of Theorem 5. We can write the TGN method as an IN method by setting
Local convergence then follows from Theorem 3.
Since β k ≥ 0 is necessary, we require that
≤β < 1. This is just the sufficient condition given by Theorem 4 for the exact GN method to converge.
We remark also that the more highly nonlinear the problem is, the larger the
will be and hence the smaller the limit on β k will be. The inner iteration of the TGN method must then be solved more accurately to ensure convergence of the algorithm.
Convergence of the PGN method (I).
Next we present sufficient conditions for the PGN method to converge. The theorem is established by considering the PGN method as an IN method for solving the perturbed gradient equation (14) . We make the assumptions:
A1 . There existsx
The matrixJ(x * ) atx * has full rank n. We then obtain the theorem.
Theorem 6. Let assumptions A0, A1 , and A2 hold, and letF (x
the sequence of perturbed GN iterates {x k } converges tox * . Proof of Theorem 6. We can write the PGN method as an IN method by setting
Then, provided the condition (27) holds, we have
and by Theorem 3 local convergence is guaranteed.
The theorem gives explicit conditions on the perturbed JacobianJ that are sufficient to guarantee the convergence of the PGN method. The requirement is that
TJ (x) should be a good approximation to the derivativeF (x) =J(x) T J(x) + Q(x) of the perturbed gradient equation (14) .
Fixed point of the PGN method.
We now consider how close the solutionx * of the perturbed gradient equation (14) is to the solution x * of the original NLSP. To answer this question we treat the GN method as a stationary fixed-point iteration of the form (7).
We assume that the GN iteration converges locally to x * for all x 0 in an open convex set D containing x * (defined as in Theorem 1) and that G(x) satisfies
where G(x) is as given in section 2.1. Then we have the following theorem, which bounds the distance between the solutions of the exact and perturbed iterations.
Theorem 7. Let assumptions A0, A1, A2, A1 , and A2 hold, and assume < 1. Let (31) be satisfied. Also letx * ∈ D, and assume J(x * ) is of full rank. Then
Proof of Theorem 7. We defineG(x) = x −J + (x)f (x). Thenx * =G(x * ), and we have
Hence, we obtain
The theorem shows that the distance between x * andx * is bounded in terms of the distance between the pseudoinverses ofJ and J atx * and will be small if these are close together. The theorem also implies, from (14) , that the bound given in (32) equals
, which is proportional to the residual in the true gradient equation (5) evaluated at the solutionx * of the perturbed gradient equation (14) .
A different approach to the convergence of the perturbed fixed point iteration can be found in [20, Theorem 12.2.5] . This approach shows essentially that if the GN method converges, then the PGN iterates eventually lie in a small region around x * of radius δ/(1 − ν), where δ bounds the distance G (x) − G(x) 2 over all x ∈ D. This theory does not establish convergence of the perturbed method, but the theory for the distance between the fixed points of the GN and PGN methods presented here is consistent with these results.
Convergence of the TPGN method (I).
We now examine the convergence of the approximate GN method where the Jacobian is perturbed and the inner linear least squares problem is not solved exactly. The residuals in the inner normal equations at each outer iteration are assumed to be bounded such that
where {β k } is a nonnegative forcing sequence. Sufficient conditions for the convergence of this TPGN method are given by the next theorem.
Theorem 8. Let assumptions A0, A1 , and A2 hold, and letF (x
Then there exists ε > 0 such that, if x 0 −x * 2 ≤ ε, the sequence of PGN iterates {x k } satisfying (33) converges tox * . Proof of Theorem 8. We can write TPGN in the same form as IN by setting
Then, provided the condition (33) holds, we have
We remark that in order to ensure β k ≥ 0 we also require that
which is simply the sufficient condition found in Theorem 6 for the PGN method to converge.
4.7. Summary. In this section we have established theory ensuring local linear convergence of the GN, the TGN, the PGN, and the TPGN methods based on the theory of [8] for IN methods. Numerical examples illustrating the results for the three approximate GN methods are shown in section 6, and a practical application to data assimilation is presented in section 7. In the next section we derive additional convergence conditions for these methods based on the theory of [9] for exact GN methods.
5. Convergence of approximate GN methods II. We now derive conditions for the convergence of the approximate GN methods by extending the results of [9] for the exact GN method. These results are more restrictive than those given in section 4 but provide more precise estimates of the rates of convergence of the methods. Conditions for linear, superlinear, and quadratic convergence are established.
Sufficient conditions for the exact GN method.
We begin by recalling the sufficient conditions of [9] for local convergence of the GN iterates to a stationary point x * of the NLSP. Theorem 9 (Dennis and Schnabel [9, Theorem 10.2.1]). Let assumptions A0, A1, and A2 hold, and let λ be the smallest eigenvalue of the matrix
Let c be such that 1 < c < λ/σ. Then there exists ε > 0 such that, if x 0 − x * 2 < ε, the iterates {x k } generated by the GN algorithm converge to x * . Additionally, the following inequality holds:
The constant σ may be regarded as an approximation to the norm of the secondorder terms Q(x * ) 2 and is a combined measure of the nonlinearity of the problem and the size of the residual [9, section 10.2]. The theorem shows that the convergence of the GN method is quadratic in the case σ = 0. This holds, for example, for the zero-residual problem where f (x * ) = 0. The sufficient conditions given by Theorem 9 for the local convergence of the GN method are more restrictive than those given in Theorem 1. We demonstrate this as follows.
Theorem 10. If the assumptions of Theorem 9 hold, then < 1. Proof of Theorem 10. By Taylor expansion of the map x → J(x) T f (x * ) with respect to x, we find
with lim h→0 Θ(h) = 0. We denote f (x * ), J(x * ), and Q(x * ) by f * , J * , and Q * , respectively. Then multiplying (38) by (J * T J * ) −1 on the left yields
with lim h→0 Θ 1 (h) = 0. We let v be the right singular vector associated with the largest singular value of (J * T J * ) −1 Q * and let x = x * + v for > 0. Substituting x for x in (39) and rearranging the terms of the equality then gives us
By the assumptions of Theorem 9, we have J(x ) T f * 2 ≤ σ for sufficiently small, and therefore
Taking norms in (40) and letting tend to 0 then yields
we obtain ≤ σ/λ. Therefore, if σ < λ, then < 1.
The conditions of Theorem 9 ensure that the conditions of Theorem 1 hold and that the exact GN method converges, but the conditions of Theorem 1 are weaker than those of Theorem 9. Since the quantity σ > Q(x * ) 2 can be made arbitrarily close to Q(x * ) 2 in a sufficiently small neighborhood of x * , the condition σ < λ can be achieved only if
< 1, which is a stronger requirement than that of Theorem 1 for convergence (see [12] ).
We now extend the theory of Theorem 9 to the approximate GN methods. The results are not as general as those of section 4 but allow the rates of convergence of the methods to be determined.
Convergence of the TGN method (II)
. By an extension of Theorem 9, we now establish alternative conditions for the TGN method to converge. We assume, as previously, that the residuals in the TGN method are bounded such that
where {β k } is a nonnegative forcing sequence.
Theorem 11. Let the conditions of Theorem 9 hold, and let c be such that
Then there exists ε > 0 such that, if x 0 − x * 2 < ε, the sequence of TGN iterates {x k } satisfying (44) converges to x * . Additionally, the following inequality holds:
where C = cαγ 2λ (1 +β). ≤ c/λ, and
where λ − c(σ +β(σ + α 2 )) > 0 by (45). We start from
and bound successively each term in the norm. From the definitions of σ and α in Theorem 9, we have
. From [9, Lemma 4.1.12] and the Lipschitz continuity of J 0 , we also have
Using the triangular inequality then shows that
Gathering the partial results (47) and (51), we obtain
where C = cαγ(1+β)/(2λ), which proves (46) in the case k = 0. Since x 0 − x * 2 < ε is assumed initially, it follows from (45) and (48) that
The convergence is then established by repeating the argument for k = 1, 2, . . . .
The theorem shows that to ensure the convergence of the TGN method, the relative residuals in the solution of the inner linear least square problem must be bounded in terms of the parameters σ, λ, and α. The theorem also establishes the rates of convergence of the method in various cases. These cases are discussed in section 5.5.
We remark that the convergence of the TGN method can be established under weaker conditions than we give here, as proved in [10] . Only linear rates of convergence can be derived under the weaker conditions, however, whereas quadratic rates of convergence can be shown in certain cases under the assumptions made here (see section 5.5).
Convergence of the PGN method (II).
In the next theorem we consider the PGN iteration where an approximate JacobianJ is used instead of J.
Theorem 12. Let the conditions of Theorem 9 hold, and letJ(x) be an approximation to J(x). Let c be such that 1 < c < λ/σ. Assume that
Then there exists ε > 0 such that, if x 0 − x * 2 < ε and if
the sequence of PGN iterates {x k } converge to x * . Additionally, the following inequality holds:
where C = cαγ(1 +η)/(2λ).
Proof of Theorem 12. The PGN iteration takes the form x k+1 = x k + s k , where
. Therefore, using the notation of Theorem 11, we may consider the PGN method as a TGN method with the residual defined by
The conclusion then follows directly from Theorem 11. We remark that Theorem 12 establishes the convergence of the PGN method to the fixed point x * of the exact GN method. At the fixed point, the perturbed Jacobiañ J must, therefore, be such thatJ(x * ) T f (x * ) = 0 in order to be able to satisfy the conditions of the theorem; that is, at the fixed point x * the null space ofJ(x * ) T must contain f (x * ). In contrast the convergence results of Theorem 6 require only that a pointx * exists such thatJ(x * ) T f (x * ) = 0 andJ(x * ) is full rank.
Convergence of the TPGN method (II).
In the following theorem we consider the TPGN iteration where an approximate JacobianJ is used and the inner linear least squares problem (15) is not solved exactly on each outer step. The residuals in the inner normal equations at each outer iteration are assumed to be bounded such that
where {β k } is a nonnegative forcing sequence. Sufficient conditions for the TPGN method to converge are then given as follows.
Theorem 13. Let the conditions of Theorem 9 hold, and letJ(x) be an approximation to J(x). Let c be such that 1 < c < λ/σ. Assume that η k ≤η < (λ − cσ)/(c(σ + α 2 )), and select β k , k = 0, 1, . . . , such that
for k = 0, 1, . . . . Then there exists ε > 0 such that, if x 0 − x * 2 < ε, the sequence of PGN iterates {x k } satisfying (57) converges to x * . Additionally, the following inequality holds:
Proof of Theorem 13. The TPGN iteration takes the form x k+1 = x k + s k , where
Therefore, using the notation of Theorem 11, we may consider the TPGN method as a TGN method with the residual defined asr
Then, provided the condition (57) holds, we have
The conclusion then follows from Theorem 11.
We remark that to ensure β k ≥ 0 we require that the relation given by equation (55) holds. This is simply the condition of Theorem 12 that guarantees the convergence of the PGN method in the case where the inner loop is solved exactly without truncation.
Theorem 13 gives conditions for the TPGN method to converge to the fixed point x * of the exact GN method and is therefore more restrictive than the theorem developed in section 4. Here the allowable form of the perturbed Jacobian is constrained to satisfyJ(x * ) T f (x * ) = J(x * ) T f (x * ) = 0 in order that the conditions of the theorem may be met. The theorem does, however, establish that the method converges with rates of convergence higher than linear in certain cases. These cases are discussed in the next section.
5.5.
Rates of convergence of the approximate GN methods. From Theorems 11, 12, and 13, the expected convergence rates of the approximate GN methods may be established for various cases. The convergence rates are shown in (46), (56), and (59) for the TGN, the PGN, and the TPGN methods, respectively. These rates are dependent on the parameters σ, λ, and α, defined as in Theorem 9, and can be contrasted directly with the convergence rates of the exact GN method, given by (37). We observe the following.
1. Linear convergence. The theorems show that in general if the GN, TGN, PGN, and TPGN methods converge, then they converge linearly. In comparison with the exact GN algorithm, we see that the price paid for the inaccurate solution of the linear least squares problem in the inner step of the approximate methods is a degradation of the local linear rate of convergence. 2. Superlinear convergence. As previously noted, if σ = 0, which holds, for example, in the zero-residual case where f (x * ) = 0, the convergence of the exact GN method is quadratic [9, Corollary 10.2.2]. In this same case, if σ = 0 and if the forcing sequence {β k } satisfies lim k→+∞ β k = 0, then the convergence rates of the approximate TGN and TPGN methods are superlinear. For the PGN method to converge superlinearly in this case, the sequence {η k } must satisfy lim k→+∞ η k = 0. 3. Quadratic convergence. From the proof of Theorem 11, we see that the convergence of the TGN method is quadratic if σ = 0 and if the normal equation residual is such that
for some positive constant C 1 . Similarly, in the case σ = 0, the PGN method converges quadratically if
, as does the TPGN method in this case if
for positive constants C 2 , C 3 . 4. Effect of nonlinearity. Since λ − cσ > 0, we also see from the theorems that the allowable upper bound on the truncation decreases as σ increases. Since σ is a combined measure of the nonlinearity and the residual size in the problem, we see therefore that, in order to guarantee convergence of the approximate methods, the inner linearized equation must be solved more accurately when the problem is highly nonlinear or when there is a large residual at the optimal. In section 6 we give numerical results demonstrating the convergence behavior of the approximate GN methods. The rates of convergence of the approximate methods are also illustrated for various cases.
5.6. Summary. In this section we have established theory ensuring local convergence of the GN, the TGN, the PGN, and the TPGN methods based on the theory of [9] for exact GN methods. The conditions for convergence derived in this section are less general than those of section 4 but enable the rates of convergence to be established. Numerical examples illustrating the results for the three approximate GN methods are shown in the next section, and in section 7 an application to a practical problem in data assimilation is presented.
6. Numerical example. We examine the theoretical results of sections 4 and 5 using a simple data assimilation problem from [13, Chapter 4] . The aim is to fit the solution of a discrete dynamical model to observations of the model state at two points in time. The system dynamics are described by the ordinary differential equation
where z = z(t). A second-order Runge-Kutta scheme is applied to the continuous equation to give the discrete nonlinear model
where ∆t denotes the model time step and x n ≈ z(t n ) at time t n = n∆t. The data assimilation problem is then defined to be
subject to (63), where y 0 , y 1 are values of observed data at times t 0 , t 1 , respectively. This is a NLSP of the form (1) with
The Jacobian of f is given by
and the second-order terms of the Hessian are
We use this example to test the convergence theory for the approximate GN methods. In the experiments we set the true value of x 0 to −2.5 and begin the iteration with an initial estimate of −2.3 for x 0 . The observations are generated by solving the discrete numerical model (63) with the true initial state. The time step is set to ∆t = 0.5. The algorithms are considered to have converged when the difference between two successive iterates is less than 10 −12 , and we restrict the maximum number of iterations to 1000. We first test the convergence of the TGN algorithm.
TGN method: Numerical results.
The exact GN method is easy to apply to this simple example since we can solve the inner step directly at each iteration. In order to test the theory for the TGN algorithm, we apply an error to the exact GN step and solve instead the approximate equation
where on each iteration we select the size of the residual r k . We choose
with a specified parameter andβ = 0.999. From Theorem 5 we expect the algorithm to converge to the correct solution for values of less than 1. In Table 1 we show the results of the iterative process for various levels of truncation. The first and second columns of the table give the values of chosen for the truncation and the number of iterations taken to reach convergence. The third and fourth columns show the differences between the iterated and true solutions and the gradient of the objective function at the iterated solution, which should be 0 if the true minimum has been reached. For = 0 (the exact GN method) the exact solution is found in 5 iterations. As the value of is increased, the number of iterations to reach convergence also increases. At = 0.95 the number of iterations needed to achieve convergence is 401, but even for this large truncation, the correct solution to the NLSP is attained, as seen from the size of the error and gradient values. For a value of = 1.0 the algorithm fails to converge within 1000 iterations. For values of greater than 1, the algorithm also converges, but the solution is not correct. With = 1.05, for example, the stopping criterion is satisfied after 431 iterations, but the final gradient is now of the order 10 −2 , indicating that a true minimum has not been found. Thus from these results it appears that the bound on the truncation proposed in Theorem 5 is precise. For truncations less than this bound we converge to the correct solution of the NLSP but not for truncations above this bound.
We note that, for this example, if the observations are perfect, then we have a zero-residual NLSP problem. In order to test the theory when this is not the case, we consider an example where the observational data contains errors, as generally occurs in practice. We add an error of 5% to observation y 0 and subtract an error of 5% from observation y 1 . The true solution is then calculated by applying the full Newton method to the problem, giving the value x 0 = −2.5938 in 7 iterations. (The accuracy of this result is checked by ensuring that the gradient is 0 at the solution.) The convergence results for this test case are shown in Table 2 , where the third column is now the difference between the iterated TGN solution and the solution calculated using the exact Newton method.
We see a similar pattern of behavior to that in the perfect observation (zeroresidual) case. For all values of less than 1 the TGN algorithm converges to the same solution as the exact Newton method, but the number of iterations required for convergence increases as increases. Where = 1, the method now converges within the iteration limit to the optimal found by the Newton method. The procedure also converges for values of greater than 1, but the solution is no longer correct. In these cases the size of the gradient indicates that a minimum has not been found.
PGN method: Numerical results.
In data assimilation, a perturbed Jacobian is often derived by replacing the linearized discrete dynamical model by a simplified discrete form of the linearized continuous system. In this test case we generate a perturbed Jacobian in the same way, following the example of [13] . The linearization of the continuous nonlinear equation (62) is written
where δz(t) is a perturbation around a state z(t) that satisfies the nonlinear equation (62). Applying the second-order Runge-Kutta scheme to this equation gives
where (δx) n ≈ δz(t n ) at time t n = n∆t and x n ≈ z(t n ) satisfies the discrete nonlinear model (63). The perturbed Jacobian for this example thus becomes
Using this perturbed Jacobian we apply the PGN algorithm to our example and test whether the sufficient condition (27) for convergence is satisfied on each iteration. For this example the second-order termsQ are given bỹ
In the case where we have perfect observations, condition (27) is satisfied on each iteration, and the PGN method converges to the true solution in 27 iterations. When error is added to the observations, as in the previous section, the PGN method converges in 21 iterations, and again, the condition for convergence is always satisfied. Now, however, the NLSP problem is no longer a zero-residual problem, and the fixed points of the GN and PGN methods are no longer the same. The converged solutions differ in the norm by 0.05389, which is within the minimum upper bound J + (x * )f (x * ) 2 = 0.05425 on the error (with ν = 0) given by Theorem 7. In order to examine a case in which the sufficient condition (27) is not satisfied on each iteration, we change the time step to ∆t = 0.6, keeping all other parameters of the problem the same. With this time step the perturbed linear model has significantly different characteristics from the exact linear model (see [13] ). The Jacobians J and J are therefore also very different, as are the second derivative matrices Q andQ, which are dependent here upon the observations. For perfect observations (zeroresidual problem), the PGN iterations converge to the same solution as the exact GN and Newton procedures in 36 iterations (compared with 10 and 7 iterations for the GN and Newton methods, respectively). The condition for convergence of the PGN method is satisfied on each iteration, with the maximum value of the left-hand side of (27) reaching 0.709. In the case where there are errors in the observed values, however, the perturbed problem is no longer close to the NLSP, and the condition for convergence of the PGN method fails on every second iteration. As anticipated in this case, the PGN method fails to converge, even after 1000 iterations. By comparison, the exact GN algorithm, using the true Jacobian, converges in 8 iterations to the same solution of the NLSP as that obtained by Newton's method. This example illustrates the effects of approximations on the convergence properties of the GN method and demonstrates the limits on the convergence of the PGN method as established by the theory of sections 4 and 5.
6.3. TPGN method: Numerical results. Finally in this section we consider the case in which the PGN method is also truncated. Following the same method as in the previous two sections, we solve on each iteration the approximate equatioñ
where we select the residual r k . We choose
where is a specified parameter andβ = 0.999. The other data are as before, with errors added to the observations. From Theorem 8 we expect the method to converge for values of < 1. The true solution is calculated by applying the exact Newton method to the perturbed problem, giving a result in 5 iterations of x 0 = −2.6477. In Table 3 we present the convergence results for the TPGN method using various levels of truncation. The third column now shows the difference between the TPGN solution and the exact Newton method applied to the perturbed problem, and the fourth column gives the residual in the perturbed equation (14) . We find that, as expected from the theory, the TPGN algorithm converges to the correct solution for values of < 1. For values of > 1 the algorithm converges to an incorrect solution. Thus it appears that the bound derived in Theorem 8 is robust. 6.4. Rates of convergence. Finally we test numerically the convergence rates derived in section 5. We examine the zero-residual problem for the numerical example with perfect observations. The convergence is measured in terms of the norms of the errors on each iteration. If the convergence is of order p, then
where x * is the exact fixed point. The plot of | log(
2 )| will therefore have slope p. In Figure 1 (a) we plot this slope for the case where the exact Jacobian is used. Three curves are shown corresponding to the exact GN method, the TGN method with constant truncation, and the TGN method with β k → 0. From the theory of section 5 we expect the rates of the convergence for these cases to be quadratic, linear, and superlinear. We find that this is the case. For the exact GN method the slope of the line in the figure is 1.97, and for the TGN method it is 0.98. For the case in which the truncation tends to 0, the slope is 0.96 on the upper part of the line, which corresponds to the initial iterations, but steepens to 1.5 on the lower part of the line, demonstrating the superlinear nature of the convergence.
In Figure 1 (b) the slope is plotted for the case where the perturbed Jacobian is used. We show the convergence for the PGN method with no truncation and the TPGN method with constant truncation. From the previous theory we expect both of these to have linear convergence. The numerical results show that this is the case, with both lines in the figure having a slope of one.
We conclude from these studies that the theoretical results of sections 4 and 5 predict the convergence behavior of the approximate GN methods reliably and robustly.
7. Application to data assimilation. We now consider the application of the approximate GN theory to a more realistic problem in atmosphere and ocean data assimilation. In the technique of 4D-Var the aim is to find an initial state x 0 at time t 0 such that the distance between the trajectory of the numerical model of the system initiated from state x 0 and a set of observations of the system at times t i , i = 0, . . . , N, is minimized. In practice other constraints may also be added to the system so as to ensure, for example, that the state x 0 lies close to an a priori estimate. These constraints are not needed, however, in order to illustrate the theory developed here. We therefore express the 4D-Var problem in the form
subject to x i = S(t i , t 0 , x 0 ), where S is the solution operator of the discrete nonlinear model, H i is an operator that maps the model state into the p i -dimensional vector of observations y i at time t i , and R i is a weighting matrix given by the error covariance matrix of the observations at time t i . This is an NLSP of the form (1) with
where we note that the definition of f (x 0 ) implicitly involves the nonlinear model operators S(t i , t 0 , x 0 ) for calculating the states of the system x i at the different observation times. In atmospheric data assimilation the size of the state vector x is very large, of order 10 7 -10 8 , and so efficient methods for minimizing (77) must be found. A common implementation of 4D-Var is the incremental formulation of [6] , which minimizes a series of linear approximations to (77). Recently we have shown this to be equivalent to applying a GN method to the nonlinear problem (77) [14, 15] .
Model problem.
To illustrate the theory we examine a 4D-Var assimilation problem for a simplified model of fluid flow over an obstacle. The system is described by the one-dimensional nonlinear shallow water equations in the absence of rotation given by
In these equations u is the wind velocity; φ = gh is the geopotential, where g is the gravitational constant; h > 0 is the height of the fluid above the topography; andh is the height of the underlying topography. We define the problem on a spatial domain ξ ∈ [0, L] with periodic boundary conditions. The system is discretized using a two-time-level semi-implicit semi-Lagrangian integration scheme, as described in [16] . This is a similar numerical scheme to that commonly used in operational weather forecasting models (see, for example, [5, 7] ).
We note that to apply the GN method to (77) we require the Jacobian of the function f , which includes the linearization of the discrete nonlinear model operator S. This linear operator is known as the tangent linear model and is usually found by a direct linearization of the discrete nonlinear model, using the procedure of automatic differentiation [1] . An alternative method of generating the linear model is first to linearize the continuous nonlinear equations (79) and (80) and then to discretize the resulting linear equations. This is the method that the UK Met Office has used to develop the linear model for their operational assimilation scheme [18] . In general this method will usually give a discrete model that is not the exact linearization of the discrete nonlinear model. Thus when this model is used within the GN iteration, we have only an approximate JacobianJ. The theory for the PGN method then applies.
To demonstrate this technique with the shallow water model, we let δu(ξ, t), δφ(ξ, t) denote perturbations around statesū(ξ, t),φ(ξ, t) that satisfy the nonlinear equations. Then substituting into (79) and (80) gives the linearized equations
is the material derivative defined with the linearization state windū. These equations are discretized using a semi-implicit semi-Lagrangian scheme, similar to that used in the full nonlinear model. Full details of the resulting numerical scheme are given in [16] , where it is also shown that this scheme is different from that of the tangent linear model.
To solve the inner step of the GN method, a conjugate gradient iterative minimization is applied to the exact or perturbed linear least squares problem (6) or (15) . The gradient directions are determined using the adjoints of the discrete linear model equations. We note that, in the case where the inexact linear model is used, this procedure generates the perturbed gradientJ(x) T f (x), as required by the iteration method, rather than the exact gradient J(x) T f (x). The inner iteration is stopped when the relative residual, defined as in (11) or (16), falls below a specified tolerance. If the minimization is stopped before full convergence, then the theory derived in sections 4 and 5 for the convergence of the TGN or TPGN method applies. For a complex model such as this, it is not possible to calculate the tolerances on the residuals required by the theory. The convergence results do, however, provide a theoretical basis for a practical inner loop stopping criterion that leads to smoother convergence of the outer loops and more efficient algorithms for solving the data assimilation problem, as described in [17] . Suitable tolerances are found experimentally, and the inner loop is stopped when the relative change in the gradient of the linear least squares problem, which is equal to the relative residual, is below the selected tolerance.
We perform idealized assimilation experiments in which the observations are generated by the nonlinear model, starting from a known initial state that we define to give the truth. These observations are then used in the assimilation, which is started from an incorrect prior estimate of the state. Further details of the implementation of the assimilation scheme can be found in [14] . Assimilation experiments are performed with the exact linear model (and hence exact Jacobian) and with the inexact linear model (perturbed Jacobian). We consider the cases of both perfect observations, which imply a zero-residual problem, and observations with random Gaussian error added, which lead to a nonzero residual. We see that in practice the convergence behavior of the approximate GN methods is as predicted by the theory established in sections 4 and 5.
Numerical results.
For the numerical experiments we consider a periodic domain of 200 grid points with a spacing of ∆ξ = 0.01 m, so that ξ ∈ [0 m, 2 m]. In the center of the domain we define an idealized mountain by the formulā
andh(ξ) = 0, otherwise, where we chooseh c = 0.05 m and a is taken to be 40∆ξ = 0.4 m. The gravitational constant g is set to be 10 ms −2 , and the model time step is 9.2 × 10 −3 s. Idealized observations of both u and φ are taken at every spatial grid point ξ j , j = 1, . . . , 200, over a time window of 50 steps. This gives a state vector of dimension n = 400 with p i = 400 observations of the states at all grid points at times t i , i = 0, . . . , 50. The function f is thus of dimension m = 20400. The observations are assimilated using the GN or PGN method, starting from an incorrect prior estimate, which is generated by adding a phase shift of 0.5 m to the true initial state. The outer iteration is stopped when the norm of the gradient or the perturbed gradient, defined as in (5) or (12), respectively, is less than a given tolerance. The tolerance is set to 0.005 in the case of perfect observations and to 0.05 in the case where random errors have been added to the observations. The inner minimization loop is stopped when the relative change in the gradient of the linear least squares problem falls below tolerances of 0.1 and 0.9. For a tolerance of 0.1 we find that the inner loop is fully converged and choosing a value several orders of magnitude lower than this does not change the convergence of the GN or PGN iterations. Thus we can consider this case as the method without truncation. The value of 0.9 on the other hand corresponds to a severely truncated method. In the zero-residual case for the exact Jacobian, we also perform a variable truncation experiment in which the truncation tolerance is initially set to 0.9 but is halved on each new GN iteration.
We consider first the case where we have exact observations of the true solution, so that the NLSP has a zero residual. In Figure 2 we plot the values of the nonlinear cost function (77) and the gradient, or perturbed gradient, for each iterative procedure. We observe that the fastest convergence is obtained when using the exact Jacobian with no truncation, as we expect from the theory. When the truncation level is increased, then the convergence rate slows down. (We remark that as the tolerance level is increased, however, less work is needed per iteration.) From Figure 2 we see also that if the tolerance tends to 0 as the iterations proceed, then the convergence rate increases. This behavior is expected from the theory, which predicts superlinear convergence in this case.
When the perturbed Jacobian is used, the convergence rate is found to be the same or slightly slower than when using the exact Jacobian, depending on whether truncation is applied or not. In general for the perturbed Jacobian with no truncation, this rate is faster than we would expect from the theory, which predicts only linear convergence. As we showed in section 5.5, however, the PGN method can converge quadratically for the zero-residual problem if the perturbed and exact Jacobians are close to each other. This can explain the fast convergence with the inexact Jacobian in this case.
For the experiments with imperfect observations, the observational errors for u and φ are taken from a Gaussian distribution, with standard deviations equal to 5% of the mean value of each field. The rates of convergence for these experiments are shown in Figure 3 . In this case the solution does not fit the observations exactly, and we have a nonzero-residual problem. The fixed points of the exact GN and the PGN iterations are not the same now and differ in the norm by 0.01425. This difference is within the minimum upper bound J + (x * )f (x * ) 2 = 0.01608 on the error (with ν = 0) predicted by Theorem 7.
For the nonzero-residual problem we expect linear convergence for all cases and so we do not show a variable truncation run. If we examine the convergence for the exact Jacobian, we again find that, where truncation is used on the inner minimization, the convergence rate slows down in comparison with the case where the inner problem is solved exactly. However, the difference is less marked than in the zero-residual case. This is as expected from Theorem 11, which predicts linear convergence for both of these cases, but with the rate constant increasing with the degree of truncation. When the inexact Jacobian is used we see that, as for the perfect observation case, the convergence is very close to that using the exact Jacobian. 8. Conclusions. We have described here three approximate GN methods, the TGN, the PGN, and the TPGN methods, for solving the NLSP. We have derived conditions for the local linear convergence of these approximate methods by treating them as IN methods, following the theory of [8] . Additional, more restricted, convergence results have been derived for the approximate methods by extending the theory of [9] for the exact GN method. Through this approach, higher-order rates of convergence have been established for the approximate methods. We remark that many of these results could be generalized to hold under weaker assumptions than we have made here. The theory for IN methods could also be applied to give results on higher convergence rates for the approximate methods (see [4] and [8] ).
In practice the approximate GN methods are used to treat very large data assimilation problems arising in atmosphere and ocean modeling and prediction. The convergence properties of these algorithms have not previously been investigated. Here we have established sufficient conditions for convergence to hold, allowing the approximate methods to be used operationally with confidence. By a simple numerical example we have shown that the bounds established by the theory are precise, in a certain sense, and that the approximate methods are convergent if the conditions of the theory hold. We have also demonstrated the application of the theory to a data assimilation problem for a typical model of a meteorological system.
