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Abstract
We consider a finite state discrete time process X. Without loss of
generality the finite state space can be identified with the set of unit
vectors {e1, e2, . . . , eN} with ei = (0, . . . , 0, 1, 0, . . . , 0)
′ ∈ RN . For a
Markov chain the times the process stays in any state are geometrically
distributed. This condition is relaxed for a semi-Markov chain. We
first derive the semimartingale dynamics for a semi-Markov chain. We
then consider the situation where the chain is observed in noise. We
suggest how to estimate the occupation times in the states and derive
filters and smoothers for quantities associated with the chain.
Acknowledgments. The support of NSERC and the Australian Re-
search Council is appreciated.
1
1 Introduction
The topic of investigation is a finite state, discrete time process
X = {Xk, k = 0, 1, . . . }. We suppose, without loss of generality, that the
state space of X is the set S = {e1, e2, . . . , eN}, ei = (0, . . . , 0, 1, 0, . . . , 0)
′ ∈
RN , of unit vectors in RN . If X is a Markov chain, the times the chain
spends in any state are geometrically distributed random variables. For a
semi-Markov chain this condition is relaxed and the occupation times can
have more general distributions. Semi-Markov chains are related to renewal
processes and have been used in applications since their introduction over
60 years ago. Their more general occupation times often are a better fit for
empirical data.
The two main contributions of this note are
1. the semimartingale dynamics for the semi-Markov chain
2. the consequent extension to semi-Markov chains of the filtering, smooth-
ing and estimation results for hidden semi-Markov chains, once an in-
teger estimate of the occupation time has been obtained.
Earlier references on semi-Markov processes include the books by Koski
[6], Barbu and Limnios [1], and van der Hoek and Elliott [8]. References on
filtering include Yu [9], Krishnamurthy, Moore and Chung [7] and Elliott,
Limnios and Swishchuk [4].
Unfortunately the references [4] and [8] include a few typing errors.
2 Dynamics
All processes are defined on a probability space (Ω,F , P ).
Our process of interest is the discrete time, finite state, time-homogeneous
semi-Markov chain X = {Xk, 0 ≤ k}. Without loss of generality the state
space of the process can be identified with the set of unit vectors
S = {e1, e2, . . . , eN}
ei = (0, . . . , 0, 1, 0, . . . , 0)
′ ∈ RN .
A semi-Markov chain is similar to a Markov chain except that the time it
spends in any state is no longer geometrically distributed.
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Notation 2.1. With X0 ∈ S, we suppose either X0 , or its distribution
p0 = (p
1
0, p
2
0, . . . , p
N
0 )
′ ∈ RN , is known.
Write τ1 for the first jump time of X, when Xτ1 6= X0 and more generally
τn for the n
th jump time.
F = {Fk, k = 0, 1, 2, . . .}, where Fk = σ{X0, X1, . . . , Xk}, is the filtra-
tion generated by X.
Definition 2.2. X is a semi-Markov chain if
P (Xτn+1 = ej, τn+1 − τn = m|Fτn)
= P (Xτn+1 = ej , τn+1 − τn = m|Xτn = ei)
= P (τn+1 − τn = m|Xτn+1 = ej , Xτn = ei)P (Xτn+1 = ej |Xτn = ei)
= fji(m)pji, say,
where
P (τn+1 − τn = m|Xτn+1 = ej, Xτn = ei) = fij(m)
and
P (Xτn+1 = ej |Xτn = ei) = pji.
Assumption 2.3. We shall suppose fij(m) does not depend on ej and write
P (τn+1 − τn = m|Xτn+1 = ej , Xτn = ei) = P (τn+1 − τn = m|Xτn − ei)
= pii(m), m = 1, 2, . . . .
That is, for each i, 1 ≤ i ≤ N, {pii(m), m = 1, 2, . . . } is a probability
distribution on the positive integers.
Also, recall we assumed X is homogeneous in time so the above proba-
bilities are independent of n.
Notation 2.4. Write
Gi(k) : = P
(
τn+1 − τn ≤ k|Xn = ei
)
=
k∑
m=1
pii(m)
Fi(k) : = P
(
τn+1 − τn > k|Xn = ei
)
= 1−Gi(k).
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Then
P (τn+1 = τn + k + 1|Xτn+k = Xτn = ei)
= P (τn+1 = τn + k + 1|τn+1 > τn + k,Xτn = ei)
=
pii(k + 1)
Fi(k)
= ∆i(k), say.
Definition 2.5. For 1 ≤ i ≤ N define the process hik(Xk) by the recursion
hi0(X0) = 〈X0, ei〉
hik(Xk) = 〈Xk, ei〉+ 〈Xk, ei〉 〈Xk, Xk−1〉 h
i
k−1(Xk−1).
Then hik(Xk) measures the amount of time X has spent in state ei since it
last jumped to ei.
If
hk(Xk) =
N∑
i=1
hik(Xk)
then h0(X0) = 1 and
hk(Xk) = 1 + 〈Xk, Xk−1〉 hk−1(Xk−1).
Then hk(Xk) measures the amount of time since the last jump.
Lemma 2.6. Suppose i 6= j, 1 ≤ i, j ≤ N. Then
P
(
Xt+1 = ej |Xt = ei, ht(Xt)
)
= pji∆
i
(
hit(Xt)
)
.
Proof. We first make some observations from the given data. As
Xt = ei, ht(Xt) = h
i
t(Xt).
Also
τn = t− ht(Xt) + 1 so Xt = Xτn = ei .
Finally
τn+1 = t + 1.
Consequently
P
(
Xt+1 = ej|Xt = ei, ht(Xt)
)
= P
(
Xτn+1 = ej |Xτn = ei and τn+1 = τn + ht(Xt)
)
= pji∆
i
(
ht(Xt)
)
.

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Remark 2.7. We are assuming there is a jump from ei to a different ej , i 6= j,
at time t + 1.
So, given there is a jump
n∑
j=1
j 6=i
pji = 1.
Corollary 2.8. Under the same hypotheses, if there is not a jump at t + 1
P
(
Xt+1 = ei|Xt = ei, ht(Xt)
)
= 1−∆i
(
hit(Xt)
)
= 1−∆ihit(Xt)
n∑
j=1
j 6=i
pji .
Notation 2.9. Write for k = 1, 2, . . . , A(k) for the matrix with entries
aii(k) = 1−∆
i(k)
aji(k) = pji∆
i(k).
Example 2.10. For N = 3
A(k) =

1−∆
1(k) p12∆
2(k) p13∆
3(k)
p21∆
1(k) 1−∆2(k) p23∆
3(k)
p31∆
1(k) p32∆
2(k) 1−∆3(k)

 .
Notation 2.11. Define the matrices:
Π = (pij, 1 ≤ i, j ≤ N)
where pii = −1 and pji is, as above, for i 6= j.
D(k) = diag
(
∆1(k),∆2(k), . . . ,∆N(k)
)
.
Then
A(k) = I +ΠD(k)
where I is the N ×N identity matrix.
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For the case when N = 3
Π =

−1 p12 p13p21 −1 p23
p31 p32 −1

 D(k) =

∆
1(k) 0 0
0 ∆2(k) 0
0 0 ∆3(k)

 .
A key result is the following representation of the semi-Markov chain X.
Theorem 2.12. The semi-Markov chainX has the following semi-martingale
dynamics:
Xk+1 = A
(
hk(Xk)
)
Xk +Mk+1 ∈ R
N .
Here Mk+1 is a martingale increment:
E[Mk+1|Xk, hk(Xk)] = 0 ∈ R
N .
Proof. We need only remark that we can write hk(Xk) in A
(
hk(Xk)
)
rather
than the different occupation times h1(Xk), . . . , h
N(Xk).
This is because the components of Xk are in effect indicator functions. If
Xk = ei the product A
(
hk(Xk)
)
ei selects the i
th column of Ak
(
hk(Xk)
)
and
the h(k) will be that for hik(Xk). 
3 Full Markov Dynamics
We now consider an infinite state space for the semi-Markov chain and give
Markov dynamics.
Remark 3.1. The complete state of our semi-Markov chain X at a time k
is given by the state of the chain Xk and the number of time steps hk the
chain has been in that state. Suppose
Xk = ei and hk = r.
Then at time k+ 1 either Xk+1 = ei and hk+1 = r+ 1 or Xk+1 = ej , j 6= i,
and hk+1 = 1.
That is the state space of the ‘complete’ process is S × N, where
N ∈ {1, 2, . . .} is the natural numbers. Then with the above notation
(ei, r)→ (ei, r + 1) with probability 1−∆
i(r)
or
(ei, r)→ (ej , 1) with probability pji∆
i(r).
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Suppose N = 3 so S = {e1, e2, e3}. A state space for this 3-state semi-
Markov chain can be identified with countably many copies of S, so, for
example (e1, 1) corresponds to the infinite vector (1, 0, 0, |0, . . . )
′.
The first three components of this infinite column vector correspond to the
states (e1, 1), (e2, 1), (e3, 1). The second three correspond to (e1, 2), (e2, 2), (e3, 2)
and so on. If at time 1 the chain is in state
(e1, 1) = (1, 0, 0|0, 0, 0|0, 0, . . . )
′
this can become either
(e1, 2) = (0, 0, 0|1, 0, 0|0, 0, . . . )
′
with probability
(
1−∆1(1)
)
, or
(e2, 1) = (0, 1, 0|0, 0, 0|0, 0, . . . )
′
with probability p21∆
1(1), or
(e3, 1) = (0, 0, 1|0, 0, 0|0, 0, . . . )
′
with probability p31∆
1(1).
There is then an infinite matrix C which describes these transitions.
In this 3 state case write
Π(i) =

 0 p12∆
2(i) p13∆
3(i)
p21∆
1(i) 0 p23∆
3(i)
p31∆
1(i) p32∆
2(i) 0


and
D(i) =

1−∆
1(i) 0 0
0 1−∆2(i) 0
0 0 1−∆3(i)

 .
With 0 representing the 3× 3 zero matrix
C =


Π(1) Π(2) Π(3) · · ·
D(1) 0 0 · · ·
0 D(2) 0 · · ·
· · · · · ·
· · · · · ·

 .
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If we write the enlarged vectors as Xk then the semi-martingale dynamics
of the semi-Markov chain can be written as
Xk+1 = CXk +Mk+1 ∈ S
where S is the set of all infinite unit vectors of the form {eij} where eij = δij ,
the Kronecker delta function 1 ≤ i, j ≤ ∞.
This gives
E[Xk+1|Xk] = CXk
and
E[Xk+1|X0] = C
k+1X0 .
However, the approximate estimates defined in Section 5.3 below are possibly
of more use in practise.
4 Observation Dynamics
The Viterbi and smoothing results of [5] are now adapted to this situation.
We suppose the semi-Markov chain X is not observed directly. Instead
there is an observation sequence y = {y0, y1, . . . , yk, . . . } where
yk = c(Xk) + d(Xk)wk .
{wk, k = 0, 1, 2, } is a sequence of i.i.d. N(0, 1) random variables. c(·)
and d(·) are known real valued functions. Note that any real function g(Xk)
takes only the finite number of values g(e1), g(e2), . . . , g(eN).
Write gk = g(ek) and g = (g1, g2, . . . , gN)
′ ∈ RN . Then
g(Xk) = 〈g,Xk 〉 .
Consequently there are vectors c = (c1, c2, . . . , cN), d = (d1, d2, . . . , dN) such
that
c(Xk) = 〈c,Xk 〉 and d(Xk) = 〈d,Xk 〉 .
We suppose dk > 0 for k = 1, . . . , N.
Remark 4.1. We suppose the observation process y is scalar valued. The
extension to a vector y is immediate.
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Reference Probability 4.2.
We suppose there is a second ‘reference’ probability measure , P, under
which
1. the process X is still a semi-Markov chain with dynamics
Xk+1 = A
(
h(k)
)
Xk +Mk+1 ∈ R
N ,
2. the process y = {y0, y1, . . . } is a sequence of i.i.d. N(0, 1) random
variables.
From P we now construct the original probability P under which
1. the process X is a semi-Markov chain with dynamics
Xk+1 = A
(
h(k)
)
Xk +Mk+1
2. The process w = (w0, w1, . . . ) is a sequence of i.i.d. N(0, 1) random
variables where
wk =
yk − 〈c,Xk 〉
〈d,Xk 〉
.
Definition 4.3. For k = 0, 1, 2, . . . write
λk =
φ
(
(yk − 〈c,Xk 〉)/〈d,Xk 〉
)
〈d,Xk 〉φ(yk)
where φ(x) is the N(0, 1) density e
−x2√
2π
.
Λ0,k :=
k∏
ℓ=0
λℓ .
Recall
F = σ{X0, X1, . . . , Xk}
and write
Yk = σ{y0, y1, . . . , yk}
Gk = σ{X0, . . . , Xk, y0, . . . , yk}.
We consider the related filtrations {Fk}, {Yk} and {Gk}.
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Definition 4.4. The original ‘real world’ probability P is defined in terms
of P by setting
dP
dP
∣∣
Gk = Λ0,k .
We can then prove
Lemma 4.5. Under P X is a semi-Markov chain withXk+1 = A
(
h(Xk)
)
Xk+
Mk+1 and {wk, k = 0, 1, . . . } is a sequence of i.i.d.N(0, 1) random variables
where
wk = (yk − 〈c,Xk〉)/〈d,Xk〉 .
That is, under P yk = 〈c,Xk〉+ 〈d,Xk〉wk .
Proof. For a proof see [3]. 
5 Filter for X
The basic problem now is to obtain a recursive estimate for
E[Xk|Yk ].
From Bayes’ rule, see [3], this is
E[ΛkXk|Yk]
E[Λk|Yk]
where E denotes expectation with respect to P.
Write qk = E[ΛkXk|Yk] ∈ R
N .
γj(yk+1) =
φ
(
(yk+1 − 〈c, ej 〉)/〈d, ej 〉
)
〈d, ej 〉 φ(yk+1)
B(yk+1) =


γ1(yk+1) 0 . . . 0
0 γ2(yk+1) 0
...
. . .
...
0 . . . 0 γk(yk+1)

 .
Notation 5.1. Recall hk(Xk) is the number of time steps X has stayed in
state Xk since the last jump.
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We shall define below a Yk measurable integer estimate ĥk of hk(Xk).
This will be used in the recursion for q.
Theorem 5.2. With ĥk a Yt-measurable integer estimate of hk(Xk) a recur-
sive estimate for qk = E[ΛkXk|Yk ] is given by
qk+1 = B(yk+1)A(ĥk)qk ; q0 = p0 .
Proof.
qk+1 = E[Λk+1Xk+1|Yk+1 ]
= E
[
Λkλk+1
(
A
(
hk(Xk)
)
Xk +Mk+1
)∣∣Yk+1 ]
= E
[
Λkλk+1A
(
hk
(
Xk)
)
Xk
∣∣Yk+1 ].
(5.1)
Suppose ĥk is a Yk-measurable estimate of hk(Xk) and substitute this in
(5.1).
Then an estimate of (5.1) is
qk+1 : = E[Λkλk+1A(ĥk)Xk|Yk+1 ]
= B(yk+1A(ĥk)qk
(5.2)
where qk is the analogous recursive estimate of E[ΛkXk|Yk ].
With 1 = (1, 1, . . . , 1)′ ∈ RN
〈 qk+1, 1〉 = E[Λk+1|Yk+1 ]
so a normalized estimate of Xk given by Yk is
qk
〈qk, 1〉
.

Recursion For ĥ 5.3
Suppose ĥk is known and Yk measurable. The MAP estimate forXk given
Yk is the state ei∗ corresponding to the maximum value of q
i
k, i = 1, 2, . . . , N,
or one of those states in case of equality. The recursion (5.2) gives an estimate
for qk+1 which in turn suggests a MAP estimate ej∗ for Xk+1 . That is ej∗
corresponds to the maximum value of qik+1 , i = 1, 2, . . . , N. Then if i
∗ = j∗
ĥk+1 = ĥk + 1. Otherwise ĥk+1 = 1.
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These estimates for hk(Xk) provide corresponding estimates A(ĥk) for
the transition matrix A
(
hk(Xk)
)
. In turn this provides the required recursive
estimates.
We noted in the representation of Theorem 2.12 that hk(Xk) could be
used rather than hik(Xk). In the recursion of Theorem 5.2 the unnormalized
probabilities (q1k, q
2
k, . . . , q
N
k ) are used. Observing these could give Yk integer
valued estimates (ĥ ik, . . . , ĥN) of
(
h1k(Xk), . . . , h
N
k (Xk)
)
. These can be used
in the terms aji(ĥ
i
k) of A.
6 Estimates
As stated earlier, the key contributions of this paper are:
1. the semi-Martingale dynamics of Theorem 2.12 for the semi-Markov
chain.
2. the recursive estimation ĥk of the integer hk(Xk) which is then substi-
tuted in the dynamics.
This provides a recursive estimate of the state of the chain given the
observations y.
However, steps 1) and 2) above then allow immediate recursive estimates
for the following quantities:
N jik =
k∑
ℓ=1
〈Xℓ−1, ei〉 〈Xℓ, ej〉
the number of jumps from ei to ej
J ik =
k∑
ℓ=1
〈Xℓ−1, ei〉
the amount of time spent in state ei sums of the form
Gik =
k∑
ℓ=1
f(yℓ) 〈Xℓ−1, ei〉 .
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For example, consider the unnormalized estimate
σ(N jik Xk) := E[ΛkN
ji
k Xk|Yk].
A recursion for an approximation σ is given by
Lemma 6.1.
σ(N jik+1Xk+1) = B(yk+1)A(ĥk)σ(N
ji
k Xk) + aji(ĥk) 〈qk, ei〉 γj(yk+1)ej
where qk is given in Theorem 5.2,
Proof. We suppose qk , σ(N
ji
k Xk) and ĥk have been determined. Then
E[Λk+1N
ji
k+1Xk+1|Yk+1]
≃ E[Λkλk+1(N
ji
k + 〈Xk+1, ej〉 〈Xk, ei〉)Xk+1|Yk+1].
Using Theorem 2.12 this is
E[λk+1ΛkN
ji
k A(ĥk)Xk|Yk] + E[λk+1Λk 〈A(ĥk)Xk, ej〉 〈Xk, ei〉)Yk]ej
and the result follows. 
A recursion for an approximation σ of
σ(Gik) = E[G
i
kXk|Yk]
is given by
Lemma 6.2.
σ(Gik+1Xk+1) = B(yk+1)A(ĥk)σ(G
i
kXk) + f(yk+1)〈qk, ei〉B(yk+1)A(ĥk)ei .
In applications we need f(y) = 1, y or y2.
For example, with f(y) = 1, Gik = J
i
k and we have an approximate
recursion
σ(J ik+1Xk+1) = B(yk+1)A(ĥk)σ(J
i
kXk) + 〈qk, ei〉B(yk+1)A(ĥk)ei .
Remark 6.3. Now 〈Xk, 1〉 = 1 for all k so 〈σ(N
ji
k Xk), 1〉 gives an unnormal-
ized estimate of σ(N jik ).
In turn these provide estimates such as
âji(ĥk) =
σ(N jik )
σ(J ik)
, for i 6= j,
and for the other parameters of the model as in [3].
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7 Smoothers
Suppose 0 ≤ k ≤ T and we know {y0, y1, . . . , yT}. We wish to find E[Xk|YT ].
Using Bayes’ theorem again, see [3],
E[Xk|YT ] =
E[Λ0,TXk|YT ]
E[Λ0,T |YT ]
.
Write Λk+1,T =
T∏
ℓ=k+1
λℓ . Then Λ0,T = Λ0,kΛk+1,T and
E[Λ0,TXk|YT ] = E[Λ0,kXkE[Λk+1,T |YT vFk]YT ].
The process {Xk, hk(Xk)} is Markov as shown in Theorem .
Therefore
E[Λk+1,T |YT vFk] = E[Λk+1,T |YTnσ{Xk, hk(Xk)}].
Suppose we have a sequence of MAP YT -measurable integer estimates ĥk of
the hk(Xk).
Substituting these in the dynamics of Theorem 2.12 , we have approxi-
mate dynamics for X under which it becomes a Markov chain.
Definition 7.1. Write viT,T = 1 and
vik,T := E[Λk+1,T |YT v{Xk = ei}v{hk(Xk) = ĥk}].
Set vk,T = (v
1
k,T , v
2
k,T , . . . , v
N
k,T )
′ ∈ RN .
Theorem 7.2. The process v satisfies the backward dynamics
vk,T = A
′(ĥk)B(yk+1)vk+1,t
vT,T = (1, 1, . . . , 1)
′ ∈ RN .
(7.1)
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Proof.
〈vk,T , ei〉 = v
i
k,T = E[Λk+2,Tλk+1|YT v{Xk = ei}vĥk]
=
N∑
j=1
E[〈Xk+1, ej〉Λk+2,T |YT v{Xk = ei}vĥk]γj(yk+1)
=
N∑
j=1
E
[
〈Xk+1, ej〉E[Λk+2,T |YT v{Xk = ei}vĥkv{Xk+1ej}vĥk+1]
× |YT v{Xk = ej}vĥk
]
γj(yk+1)
=
N∑
j=1
E[〈Xk+1, ej〉 〈vk+1,T , ej〉|YT v{Xk = ei}vĥk]γj(yk+1)
=
N∑
j=1
aji(ĥk)〈vk+1,T , ej〉γj(yk+1).
This gives the result of (7.1). 
Theorem 7.4. An unnormalized smoothed estimate for Xk given observa-
tions {y0, y1, . . . , yT} is
q˜k,T := E[Λ0,TXk|YT ] = (diag 〈qk, ei〉)vk,T .
A normalized smoothed estimate is then
q˜k,T
〈q˜k,T , 1〉
.
Proof.
E[Λ0,T 〈Xk, ei〉|YT ] = E
[
Λ0,T 〈Xk, ei〉E[Λk+1,T |YT v{Xk = ei}vĥk]Y0,T
]
= 〈qk, ei〉 〈vk,T , ei〉.
Therefore,
E[Λ0,TXk|Y0,T ] =
N∑
i=1
〈qk, ei〉 〈vk,T , ei〉ei
= (diag 〈qk, ei〉)vk,T .

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8 Filtering the Full Markov Dynamics
We showed in Section 3 that the state space of our discrete time, finite state
semi-Markov chain X could be identified with S = S × N where
S = {e1, e2, . . . , eN} and N = {1, 2, 3, . . . }.
We observed that by identifying this state space S with countably many
copies of S, considered as an infinite column vector, X becomes a Markov
chain X with transition matrix
C =


Π(1) Π(2) Π(3) · · ·
D(1) 0 0 · · ·
0 D(2) 0 · · ·
· · · · · ·
· · · · · ·


so
Xk+1 = C Xk +Mk+1 ∈ S
where
E[Xk+1|Xk] = C Xk .
Suppose there is a scalar observation process y = {yk , k = 1, 2, . . . } such
that
yk = 〈 c,Xk〉+ 〈 d,Xk 〉wk
where w = {wk , k = 1, 2, . . . } is a sequence of i.i.d. N(0, 1) random vari-
ables.
Here c = (c1, c2 , . . . ) and d = (d1 , di , . . . ). Results of [5] extend immedi-
ately to this countable state Markov chain so that, for example, if a reference
measure P is introduced, as in Section 3, then with
qk = E [ΛkXk|Yk] ∈ R
∞
γj(yk+1) =
φ
(
(yk+1 − 〈 c, ej 〉)/〈 d, ej 〉
)
〈 d, ej 〉φ(yk+1)
and B(yk+1) = diag γi(yk+1)
qk+1 = B(yk+1)C qk .
Filtering and smoothing results for quantities such as N ij , J i and Gi are
exactly as before, except vectors with countably many states are involved.
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9 Conclusion
A semi-Markov chain is a generalization of a Markov chain where the time
spent in any state no longer has a geometric distribution. We derive the
semimartingale dynamics of a semi-Markov chain. Using integer estimates
of the times spent in a state we extend the filter, smoothing and estimation
results obtained in earlier work. In addition, by considering a countably
infinite state space the semi-Markov chain is a Markov chain and all earlier
results extend to this situation
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