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Abstract
The rate of convergence for the cyclic projections algorithm onto an intersection of ﬁnitely many closed
convex sets in a Hilbert space is investigated. Recently we showed that this rate could be described in terms
of the “angles’’ between the convex sets involved. Here we show that these angles may often be described
in terms of the “norms’’ of certain nonlinear operators, and hence obtain an alternate way of computing this
rate of convergence.
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1. Introduction
A frequent problem that arises in various areas of mathematics and physical sciences is to
determine a point in the intersection of ﬁnitely many closed convex sets in a Hilbert space. This is
called the convex feasibility problem. (See [5] for a nice review of this problem and of the various
projection algorithms for solving this problem, and [8] for an in-depth exposition on the convex
feasibility problem as it pertains to image recovery.) The cyclic projections algorithm (CPA) is
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arguably the most important and useful of all the algorithms for solving the convex feasibility
problem (see, e.g., [7,10,5,6]).
In this paper we continue our investigation into the rate of convergence for the CPA. We will
show that this rate, which was described by us in [13] in terms of the angles between the convex
sets involved, can often be described in terms of the “norms’’ of certain nonlinear operators,
namely, products of metric projections onto convex sets. The notion of the norm of a general
(nonlinear) operator will be deﬁned in Section 2.
All our notation and terminology are standard and can be found, for example, in [12]. In
particular, throughout the paper H will denote a real Hilbert space with inner product 〈x, y〉 and
induced norm ‖x‖ = √〈x, x〉. If K is a nonempty closed convex subset of H and x ∈ H , the
unique best approximation (or nearest point) in K to x is denoted by PK(x). That is,
‖x − PK(x)‖ < ‖x − y‖ for every y ∈ K \ {PK(x)}.
The mapping PK : H → K thus deﬁned is called the metric projection onto K.
If D ⊂ H , the dual cone of D is the set
D◦ := {x ∈ H | 〈x, d 〉0 for every d ∈ D}.
The dual cone is a closed convex cone in H. Recall that a convex cone is a convex set C with the
property that x ∈ C whenever x ∈ C and 0. The convex hull (respectively, conical hull) of
a set A, denoted coA (respectively, coneA), is the intersection of all convex sets (respectively,
convex cones) that contain A. The closure of coneA will be denoted by coneA. The interior of
the set A is denoted by int A. Throughout the paper, we use the term subspace to mean linear
subspace.
Let us ﬁrst recall the method of cyclic projections. Suppose C1, C2, . . . , Cr are closed convex
subsets of the Hilbert space H with C := ⋂r1 Ci 
= ∅. To determine a point in C, the CPA is
an iterative scheme that can be described as follows. Start with any point x ∈ H , and deﬁne the
sequence (xn) by
x0 = x and xn = PC[n](xn−1) (n = 1, 2, . . .), (1.1)
where [·] : N → {1, 2, . . . , r} is the function mod r with values in {1, 2, . . . , r}. That is,
[n] := {1, 2, . . . , r} ∩ {n − kr | k = 0, 1, 2, . . .} (n = 1, 2, . . .).
In particular,
xnr = (PCrPCr−1 · · ·PC1)n(x) (n = 0, 1, 2, . . .). (1.2)
Bregman [7] showed that the sequence (xn) generated by the CPA always converges weakly
to some point x∞ ∈ C. Moreover, in the special case that each of the sets Ci is afﬁne (i.e., a
translate of a subspace), then the sequence (xn) actually converges in norm to PC(x), the best
approximation of the initial point. This was essentially proved by von Neumann [22] for the case
r = 2 and by Halperin [18] for general r. However, Hundal [19] gave an example showing that the
sequence only converges weakly in general. Finally, it is easy to give examples of convex sets in
which (xn) converges in norm to x∞, but x∞ 
= PC(x). All this can be conveniently summarized
in the following theorem.
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Theorem 1.1. The sequence (xn) converges weakly to some point x∞ ∈ C:
xn → x∞ weakly as n → ∞. (1.3)
In particular,
xnr = (PCrPCr−1 · · ·PC1)n(x) → x∞ weakly as n → ∞.
If all the sets Ci are afﬁne, then
lim
n
‖xn − PC(x)‖ = 0. (1.4)
In particular, x∞ = PC(x) and
lim
n
‖(PCrPCr−1 · · ·PC1)n(x) − PC(x)‖ = 0.
In general, the convergence of (xn) to x∞ is only weak convergence, not norm convergence. But
even when (xn) converges in norm to x∞, x∞ 
= PC(x) in general.
In the paper [13], we deﬁned the notion of ε-angle between convex sets, and then proved a
rate-of-convergence theorem for the CPA in terms of these ε-angles. In this paper, we will show
that, in many cases of interest, there is an alternate way of describing these angles in terms of the
norms of products of metric projections, and this is often very useful in both theory and practice.
In addition, we will deﬁne generalizations to arbitrary convex sets of the (global) deﬁnitions of
angle between linear subspaces due to Friedrichs and Dixmier, and we will show the various
relationships that hold between all the angles studied.
To state the main rate of convergence result of [13], we ﬁrst need to recall the following two
deﬁnitions.
Deﬁnition 1.2 (Deutsch and Hundal [13]). For any closed convex set A ⊂ H and any ε0, the
ε-dual cone of A is the set
A◦, ε := cone {x − PA(x) | x ∈ B(0, ε)}, (1.5)
where B(y, ε) := {x ∈ H | ‖x − y‖ε} is the closed ball centered at y with radius ε.
It is worth mentioning (see [13]) that if 0 ∈ A, then A◦ ⊂ A◦, ε although A◦ 
= A◦, ε in general,
But ifA is a polyhedral set that contains 0, then A◦, ε = A◦ for ε > 0 sufﬁciently small. Moreover,
ifA is an afﬁne set that contains 0, then A◦, ε = A◦ for any ε > 0.Also, for any ε > 0, K◦, ε = K◦
if K is a convex cone, and hence M◦, ε = M◦ = M⊥ for any subspace M.
Deﬁnition 1.3 (Deutsch and Hundal [13]). LetD1,D2, . . . , Dr be r closed convex sets with 0 ∈⋂r
1 Di , let ε0, and let i = 1 or i = r . The ith ε-angle of the ordered collection {D1,D2, . . . , Dr}
is the angle in [0, /2] whose cosine, ci(D1,D2, . . . , Dr ; ε), is deﬁned by
sup
{‖PDr∩DεPDr−1∩Dε · · ·PD1∩Dε(x)‖
‖x‖
∣∣∣ x ∈ Di ∩ Dε ∩ S(ε)
}
(i = 1, r), (1.6)
where Dε := ∑rj=1 D◦, εj and S(ε) := {x ∈ H | ‖x‖ = ε } is the ε-sphere in H. In case the set
Di ∩ Dε ∩ S(ε) is empty or ε = 0, we deﬁne ci(D1,D2, . . . , Dr ; ε) = 0.
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We noted in [13] that both these angles could be described in terms of a single angle. Namely,
cr(D1,D2, . . . , Dr ; ε) = c1(Dr,D1,D2, . . . , Dr ; ε).
In words, the rth ε-angle of the ordered collection of r sets {D1,D2, . . . , Dr} is just the 1st ε-angle
of the ordered collection of r + 1 sets {Dr,D1,D2, . . . , Dr}. However, we ﬁnd it convenient to
state some of the results using both angles, not just the 1st ε-angle. Also in [13], it was noted that
0ci(D1,K2, . . . , Dr ; ε)1 (i = 1, r)
for each ε0.
The main result of [13] provides an upper bound on the nth step of the CPA in terms of the
ε-angles involved, and it can be stated as follows.
Theorem 1.4 (Rate of convergence bounds). Let x ∈ H , let (xn) be the sequence deﬁned in (1.1),
and let x∞ be its weak limit (see (1.3)). For each n1,
‖(PCrPCr−1 · · ·PC1)n(x) − x∞‖  cr,n−1‖(PCrPCr−1 · · ·PC1)n−1(x) − x∞‖
 c1,1
[
n−1∏
k=1
cr,k
]
‖x − x∞‖, (1.7)
where
ci,k := ci(C1 − x∞, C2 − x∞, . . . , Cr − x∞; ‖xik − x∞‖)
for each i = 1, r , each k = 1, 2, . . . , n − 1, and cr,0 := 1.
Thus to obtain useful rate of convergence results, it is important to know how to compute these
cosines (or at least good upper bounds on them), and to determine conditions under which these
cosines are less than one.Also, we will determine when these cosines are zero, which implies that
the CPA is ﬁnite.
In Section 2 we deﬁne the norm of any operator, linear or otherwise. It reduces to the usual
norm if the operator is linear. Its main use in this paper is to provide an alternate expression for
the cosine of the minimal angle between two convex sets in terms of the norm of the product
of the metric projections onto the closed conical hulls of these sets (Theorem 2.5). In addition,
the cosine of the two ε-angles for a collection of r convex cones may be expressed as the norm
of the product of the metric projections onto a collection of r related cones (Theorem 2.7).
In Section 3, we generalize the Friedrichs angle to any pair of closed convex sets, and show its
relationship to the other angles thus far introduced (Proposition 3.3). In Section 4, we specialize
and reﬁne our results in the casewhen the convex sets are convex cones. For example, Theorem4.2
is a characterization of when the two ε-cosines for a collection of convex cones are strictly less
than one. In Section 5, we study the general situation for any pair of closed convex sets. The main
results here are: (1) the norm of a product of two metric projections onto closed convex sets is
the norm of the product of the metric projections onto the closed conical hulls of the two sets;
(2) a formula for the norm of the nth power of a product of metric projections (Theorem 5.16);
and (3) a simpliﬁcation of the rate of convergence result, Theorem 1.4, in the two sets case,
with each ε-cosine replaced by the norm of a product of two metric projections (Theorem 5.21).
Finally, in Section 6, we give several concrete numerical applications of the theory.
We conclude the Introduction by stating a few basic facts that will be useful to us later.
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Fact 1.5. Let C be a closed convex set in H. Then:
(1) PC(x) = PC−y(x − y) + y for each x, y ∈ H .
(2) PrC(x) = rPC( 1r x) for each x ∈ H and r ∈ R \ {0}.(3) Let C1, C2, . . . , Ck be closed convex sets in H. Then(
PC1PC2 · · ·PCk
)n
(x) = (PC1−yPC2−y · · ·PCk−y)n (x − y) + y
for all x, y ∈ H and n0.
The ﬁrst two statements can be found, e.g., in [12] (viz., Theorem 2.7, p. 25), while the third
follows from the ﬁrst by induction.
Fact 1.6. Let C be a convex set with 0 ∈ C. Then
coneC = {c | c ∈ C,  > 0}.
This fact can be found, e.g., in [12, Theorem 4.4(5), p. 45].
We recall the following basic characterization of best approximations from a closed convex
set C, and two consequences of this characterization in particular cases.
Fact 1.7 (Characterization of best approximations). Let C be a closed convex set in H, x ∈ H ,
and x0 ∈ C. Then the following three statements are equivalent:
(1) x0 = PC(x);
(2) 〈x − x0, y − x0〉0 for all y ∈ C;
(3) ‖x − y‖2‖x − x0‖2 + ‖x0 − y‖2 for all y ∈ C.
Hence, we obtain the “strong uniqueness’’ relation
‖x − y‖2‖x − PC(x)‖2 + ‖PC(x) − y‖2 for each y ∈ C. (1.8)
In particular, if 0 ∈ C, then
‖x‖2‖PC(x)‖2 + ‖x − PC(x)‖2. (1.9)
Finally, if C = K is a cone, then x0 = PK(x) if and only if
x − x0 ∈ K◦ ∩ x⊥0 . (1.10)
In particular,
‖x‖2 = ‖PK(x)‖2 + ‖x − PK(x)‖2, (1.11)
and PK is “positively homogeneous’’, i.e.,
PK(x) = PK(x) for each 0 and each x ∈ H. (1.12)
The equivalence of (1) and (2) goes back at least to Aronszajn [2], while the equivalence of
(1) and (3) seems new. The sharpened version (1.10), in the special case of closed convex cones,
is due essentially to Moreau [21] (see also [12, Theorem 4.7, p. 48 and Theorem 5.6, p. 74]).
Relation (1.8) can be deduced from the equivalence of (1) and (3) by taking x0 = PC(x) in (3).
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Fact 1.8 (Deutsch and Hundal [13, Lemma 4.4]). Let A and B be closed convex sets withA ⊂ B
and x ∈ H . If PB(x) ∈ A, then PA(x) = PB(x).
The following well-known fact states that metric projections onto closed convex sets
are nonexpansive. It is an easy consequence of the characterization of best approximations
(see Fact 1.7).
Fact 1.9. Let C be a closed convex set in H. Then for each x and y in H,
‖PC(x) − PC(y)‖‖x − y‖.
2. Norms of functions
In later sections we will see that there are often substantial simpliﬁcations and useful alternate
equivalent formulations for the notion of ε-cosine. They can be phrased in terms of the norms of
the products of certain metric projections on a Hilbert space. Before doing this, let us deﬁne the
norm of any (generally nonlinear) operator on H.
Deﬁnition 2.1. Let F be any function from the Hilbert space H into itself. The norm of F is the
extended real-valued number
‖F‖ := sup
{ ‖F(x)‖
‖x‖
∣∣∣∣ x ∈ H \ {0}
}
. (2.1)
Of course, if F is linear, this is just the usual norm of F. Just as in the case when F is linear, it
is easy to verify the following facts (where we use the conventions 0 · ∞ = 0 and sup ∅ = 0).
Proposition 2.2. Let F : H → H . Then
(1)
‖F(x)‖‖F‖ ‖x‖ for each x 
= 0, (2.2)
and (2.2) holds for x = 0 if and only if F(0) = 0.
(2) If F is “positively homogeneous’’ (i.e., F(x) = F(x) for all 0), then
‖F‖ = sup
x 
=0
‖F(x)‖
‖x‖ = sup‖x‖1 ‖F(x)‖ = sup‖x‖=1 ‖F(x)‖. (2.3)
(For example, if K is a closed convex cone, then F := PK is positively homogeneous and
hence (2.3) holds.)
(3) If G : H → H and F(0) = 0 = G(0), then ‖FG‖‖F‖ ‖G‖, where FG := F ◦G denotes
the composition of F and G.
(4) If D is a closed convex set with 0 ∈ D, then
‖PD‖ =
{
0 if D = {0},
1 if D 
= {0}.
(5) If D is a closed convex set with 0 /∈ D, then ‖PD‖ = ∞.
(6) If A and B are closed convex sets with 0 ∈ A ∩ B, then ‖PAPB‖1.
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Note that statement (6) follows from statements (3) and (4).
We now deﬁne another angle between two convex sets. Unlike the (local) ith ε-angles deﬁned
above, this angle is a global one that actually reduces to the former one in certain special cases,
e.g., when both sets are convex cones, and thus will be useful in the rate of convergence results.
Deﬁnition 2.3. Let A and B be any two nonempty convex sets. The minimal angle between A
and B is the angle in [0, /2] whose cosine is given by
c0(A,B) := sup{〈x, y〉 | x ∈ cone (A) ∩ BH , y ∈ cone (B) ∩ BH }, (2.4)
where BH denotes the closed unit ball in H.
In the special case when both sets are subspaces, this angle was ﬁrst deﬁned by Dixmier [16],
and in the general case by Bauschke [3]. It is easy to verify that, alternatively,
c0(A,B) = sup{〈x, y〉 | x ∈ cone (A) ∩ BH , y ∈ cone (B) ∩ BH }. (2.5)
The main importance of this angle stems from Theorem 2.5, which states that this cosine is the
norm of the product of two metric projections. First we establish the following.
Lemma 2.4. Let A and B be nonempty convex sets. Then:
(1) 0c0(A,B)1.
(2) c0(A,B) = c0(coneA, coneB).
(3) c0(A,B) = c0(B,A).
(4) (Sharpened Schwarz inequality)
〈x, y〉‖Pcone (A)Pcone (B)‖ ‖x‖ ‖y‖ (2.6)
for every x ∈ cone (A) and y ∈ cone (B).
Proof. Statements (1), (2), and (3) are obvious.
(4) Let x ∈ cone (A) and y ∈ cone (B). Then y − Pcone (A)y ∈ (cone (A))◦ by the characteri-
zation of best approximations from cones (see [12, p. 48]). Hence 〈x, y − Pcone (A)y〉0, which
implies that
〈x, y〉  〈x, Pcone (A)y〉 = 〈x, Pcone (A)Pcone (B)y〉
 ‖x‖ ‖Pcone (A)Pcone (B)y‖‖x‖ ‖y‖ ‖Pcone (A)Pcone (B)‖. 
The next theorem will prove to be a very useful tool throughout the remainder of the paper.
Theorem 2.5. If A and B are nonempty convex sets, then
c0(A,B) = ‖PconeAPconeB‖ = ‖PconeBPconeA‖. (2.7)
Proof. By symmetry of the function c0(A,B), it sufﬁces to verify the ﬁrst equality in Eq. (2.7).
From Lemma 2.4(4), we see that
c0(A,B)‖PconeAPconeB‖.
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Thus to complete the proof, we need only to verify that
c0(A,B)‖PconeAPconeB‖. (2.8)
Using relation (1.12) in the second equality below and relation (1.10) in the ﬁfth, we obtain
‖PconeAPconeB‖2
= sup
{‖PconeAPconeB(x)‖2
‖x‖2
∣∣∣∣ x 
= 0
}
= sup{‖PconeAPconeB(x)‖2 | ‖x‖1}
= sup{〈PconeAPconeB(x), PconeAPconeB(x)〉 | ‖x‖1}
= sup{〈PconeAPconeB(x) − PconeB(x) + PconeB(x), PconeAPconeB(x)〉 | ‖x‖1}
= sup{〈PconeB(x), PconeAPconeB(x)〉 | ‖x‖1}
= sup
{〈
PconeB(x),
PconeAPconeB(x)
‖PconeAPconeB(x)‖
〉
‖PconeAPconeB(x)‖
∣∣∣∣ ‖x‖1
}
 sup{c0(A,B)‖PconeAPconeB(x)‖ | ‖x‖1}
= c0(A,B)‖PconeAPconeB‖.
Thus ‖PconeAPconeB‖c0(A,B). 
The following corollary is an immediate consequence of this theorem.
Corollary 2.6. Let K1 and K2 be closed convex cones. Then
c0(K1,K2) = ‖PK1PK2‖ = ‖PK2PK1‖. (2.9)
We next show that in the case when all the sets are convex cones, it is possible to get an
expression for the cosines of the two ε-angles in terms of the norm of a product of certain metric
projections.
Theorem 2.7. Let K1,K2, . . . , Kr be closed convex cones and K = ⋂r1 Ki . Then, for each
ε > 0,
c1(K1,K2, . . . , Kr ; ε) = ‖PKr∩K◦PKr−1∩K◦ · · ·PK1∩K◦‖, (2.10)
cr(K1,K2, . . . , Kr ; ε) = ‖PKr∩K◦PKr−1∩K◦ · · ·PK1∩K◦PKr∩K◦‖, (2.11)
and
cr(K1,K2, . . . , Kr ; ε)  c1(K1,K2, . . . , Kr ; ε)‖PK1∩K◦PKr∩K◦‖ (2.12)
 c1(K1,K2, . . . , Kr ; ε). (2.13)
In particular, the (1st and rth) ε-angles are independent of ε.
Proof. Using Proposition 2.2(2), we deduce that
c1(K1,K2, . . . , Kr ; ε) = sup
{ ‖PKr∩K◦ · · ·PK1∩K◦(x)‖
‖x‖
∣∣∣∣ x ∈ K1 ∩ K◦ ∩ S(ε)
}
= sup{‖PKr∩K◦ · · ·PK1∩K◦(x)‖ | x ∈ K1 ∩ K◦ ∩ S(1)}
= sup{‖PKr∩K◦ · · ·PK1∩K◦(x)‖ | x ∈ BH }
= ‖PKr∩K◦ · · ·PK1∩K◦‖.
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Similarly,
cr(K1,K2, . . . , Kr ; ε) = ‖PKr∩K◦ · · ·PK1∩K◦PKr∩K◦‖.
Moreover, using the idempotency of metric projections as well as Proposition 2.2(3), we obtain
‖PKr∩K◦ · · ·PK1∩K◦PKr∩K◦‖ = ‖PKr∩K◦ · · ·PK1∩K◦PK1∩K◦PKr∩K◦‖
 ‖PKr∩K◦ · · ·PK1∩K◦‖ ‖PK1∩K◦PKr∩K◦‖
= c1(K1,K2, . . . , Kr ; ε)‖PK1∩K◦PKr∩K◦‖
 c1(K1,K2, . . . , Kr ; ε). 
This result shows in particular that for a collection of closed convex cones, the ε-angles are
independent of ε! Thus in the future we will often emphasize this by writing
ci(K1,K2, . . . , Kr) := ci(K1,K2, . . . , Kr ; ε).
In case r = 2, a much stronger result than inequality (2.13) holds. This is the content of
Corollary 5.18, which states that c2(K1,K2) = c1(K1,K2)2.
In contrast to Theorem 2.7, it is not true in general that
c2(A,B; ε)c1(A,B; ε).
Indeed, we have the following example that shows that every possible inequality between the two
cosines can arise!
Example 2.8. Let 0 < i < 1 for i = 1, 2, H = R2, A = co {(1 − 1, 0), (0, 0), (0, 1)}, and
B = co {(1, 0), (0, 0), (0, 1 − 2)}. Then c1(A,B; 1) = 1 − 2 and c2(A,B; 1) = 1 − 1. In
particular, c1(A,B; 1) may be less than, equal to, or greater than c2(A,B; 1) depending on the
choice of the i’s
3. Norms of products of metric projections
The next result will be useful in a few places below since the cosine can often be expressed as
the norm of a product of two metric projections.
Lemma 3.1. If A and B are closed convex sets with 0 ∈ A ∩ B, then
‖PAPB‖ =
⎧⎨
⎩ sup
{‖PAx‖
‖x‖
∣∣∣∣ x ∈ B \ {0}
}
if B 
= {0}
0 if B = {0}.
(3.1)
In addition, if A is a closed convex cone, then
‖PAPB‖ = sup
{
‖PAx‖
∣∣∣∣ x ∈ B, ‖x‖1
}
. (3.2)
Proof. If B = {0}, then PB = 0 and the result is obvious. Thus we may assume that B 
= {0}.
Let
 = sup
{ ‖PAx‖
‖x‖
∣∣∣∣ x ∈ B \ {0}
}
.
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Then
 = sup
{ ‖PAPBx‖
‖x‖
∣∣∣∣ x ∈ B \ {0}
}
 sup
{ ‖PAPBx‖
‖x‖
∣∣∣∣ x 
= 0
}
= ‖PAPB‖
= sup
{ ‖PAPBx‖
‖x‖
∣∣∣∣ x 
= 0
}
 sup
{ ‖PAPBx‖
‖PBx‖
∣∣∣∣PBx 
= 0
}
(since 0 ∈ A, B 
= {0}, and ‖PBx‖‖x‖ by Proposition 2.2(1) and (5))
= sup
{ ‖PAy‖
‖y‖
∣∣∣∣ y ∈ B \ {0}
}
= ,
which implies that equality must hold in this string of inequalities. This proves Eq. (3.1). Eq. (3.2)
follows from Eq. (3.1) and relation (1.12). 
Deﬁnition 3.2. Let A and B be nonempty closed convex sets. The angle between A and B is the
angle in [0, /2] whose cosine is given by
c(A,B) := c0(coneA ∩ (A◦ + B◦), coneB ∩ (A◦ + B◦)).
We collect some basic facts about this angle in the next proposition. In particular, we see
that when both A and B are subspaces (respectively, convex cones), Proposition 3.3(5) (respec-
tively, Proposition 3.3(4)) shows that this angle reduces to the classical angle of Friedrichs [17]
(respectively, [3]). (See also [11] for an exposition on both the Friedrichs and Dixmier angles.)
Proposition 3.3. (1) 0c(A,B)1.
(2) c(A,B) = c(B,A).
(3) If A and B are closed convex and 0 ∈ A ∩ B, then
c(A,B) = c0
(
A ∩ (A◦ + B◦), B ∩ (A◦ + B◦)) .
(4) If K1 and K2 are closed convex cones and K = K1 ∩ K2, then
c(K1,K2) = c1(K1,K2) = c0(K1 ∩ K◦,K2 ∩ K◦)
= ‖PK1∩K◦PK2∩K◦‖.
(5) If M1 and M2 are closed subspaces and M = M1 ∩ M2, then
c(M1,M2) = c1(M1,M2) = c0(M1 ∩ M⊥,M2 ∩ M⊥)
= ‖PM1∩M⊥PM2∩M⊥‖ = ‖PM1PM2 − PM‖.
Proof. Statements (1) and (2) are obvious since c0(A,B) = c0(B,A) and 0c0(A,B)1 for
all sets A and B.
(3)
c(A,B) = c0
(
(coneA) ∩ (A◦ + B◦), (coneB) ∩ (A◦ + B◦)
)
= c0
(
cone {A ∩ (A◦ + B◦)}, cone {B ∩ (A◦ + B◦)}
)
(by [12, Lemma 6.38, p. 113])
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= sup
{
〈x, y〉 | x ∈ cone {A ∩ (A◦ + B◦)} ∩ BH ,
y ∈ cone {B ∩ (A◦ + B◦)} ∩ BH
}
= c0
(
A ∩ (A◦ + B◦), B ∩ (A◦ + B◦)
)
.
(4) For closed convex cones, we have
K◦ = (K1 ∩ K2)◦ = K◦1 + K◦2
(see, e.g., [12, Theorem 4.6(4), p. 47]). The remaining equalities follow from Corollary 2.6 and
Theorem 2.7.
(5) The ﬁrst three equalities follow from part (4) and the fact that M◦ = M⊥ for subspaces.
The last equality was noted in [10] (see also [12, Lemma 9.5(7), p. 197]). 
4. The case of convex cones
In this section we will be mainly concerned with the case when all the sets Ci are convex cones.
In this case there is a substantial simpliﬁcation in the deﬁnition of cosine. Before doing this, it is
convenient to list some useful facts that are valid for convex cones, but not for arbitrary convex
sets in general.
Proposition 4.1. Let A and B be closed convex cones in H. Then:
(1) 〈a, b〉‖PAPB‖ ‖a‖ ‖b‖ for all a ∈ A and b ∈ B.
(2) A ⊂ B if and only if ‖PA(x)‖‖PB(x)‖ for every x ∈ H .
Proof. (1) This is a special case of the “sharpened Schwarz inequality’’ Lemma 2.4(4).
(2) First note that for any closed convex cone C, we have that x = PC(x)+PC◦(x), and PC(x)
and PC◦(x) are orthogonal for each x ∈ H (see [12, Theorem 5.6, p. 74]). Applying this to both
A and B, we obtain ‖PA(x)‖2 + ‖PA◦(x)‖2 = ‖x‖2 = ‖PB(x)‖2 + ‖PB◦(x)‖2. Hence it follows
that for each x ∈ H ,
‖PA(x)‖2 − ‖PB(x)‖2 = ‖PB◦(x)‖2 − ‖PA◦(x)‖2. (4.1)
Thus if ‖PA(x)‖‖PB(x)‖ for all x ∈ H , then (4.1) implies that
‖x − PB(x)‖ = ‖PB◦(x)‖‖PA◦(x)‖ = ‖x − PA(x)‖.
In particular, for each x ∈ A, it follows from this that x − PB(x) = 0 or x ∈ B. Thus A ⊂ B.
Conversely, if A ⊂ B, then ‖x −PB(x)‖‖x −PA(x)‖ for each x ∈ H . That is, ‖PB◦(x)‖
‖PA◦(x)‖ for each x ∈ H . From (4.1) we obtain that ‖PA(x)‖‖PB(x)‖ for each x ∈ H . 
Remarks. (1) In the particular case when A and B are actually subspaces, statement (2) of
Proposition 4.1 is well-known (see [9, pp. 169–170]).
(2) Note that Proposition 4.1(2) is false in general ifA andB are not cones. Indeed, ifH = 2(2)
is the Euclidean plane,A = co {(0, 0), (1, 1)},B = co {(0, 0), (1, 1), (0, 1)}, and x = (0, 2), then
A and B are closed convex sets with A ⊂ B and 0 ∈ A ∩ B, but PAx = (1, 1) and PBx = (0, 1)
implies that ‖PA(x)‖ > ‖PB(x)‖.
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To determine practical rates of convergence, Theorems 1.4 and 2.7 suggest that it would be use-
ful to know when it is true that ci(K1, . . . , Kr) < 1 or, equivalently, when is ‖PKr∩K◦ · · ·PK1∩K◦
PKi∩K◦‖ < 1? The following result answers this question.
Theorem 4.2. Let K1, . . . , Kr be closed convex cones and K := ⋂r1 Ki . Then the following
statements are equivalent:
(1) ‖PK1∩K◦ · · ·PKr∩K◦‖ < 1;
(2) c1(K1, . . . , Kr) < 1;
(3) cr(K1, . . . , Kr) < 1;
(4) (K1 ∩ K◦)◦ + · · · + (Kr ∩ K◦)◦ is closed.
We should mention that one can add other equivalent statements to Theorem 4.2 by using
the geometric property “strong CHIP’’ that was introduced in [15], and using several “regularity
properties’’ that were studied by Bauschke et al. [6]. The relation between the rate of convergence
of the CPA and these properties will be more fully explored in a sequel to this paper [14], where
a proof of Theorem 4.2 will also be given.
5. Convex sets
In this section we shall study the case of two arbitrary closed convex sets A and B with the only
restriction being that 0 ∈ A∩B, which, as we noted in [13], is not a restriction for the applications
to the rate of convergence of the CPA.
Lemma 5.1. Let C be a closed convex set and K a closed convex cone with 0 ∈ C ⊂ K . Then
‖PC(x)‖‖PK(x)‖ for each x ∈ H. (5.1)
In particular,
‖PC(x)‖‖PconeC(x)‖ for each x ∈ H.
Proof. Using Fact 1.7, we have that for each x ∈ H ,
‖x‖2 = ‖PK(x)‖2 + ‖x − PK(x)‖2 = ‖PK(x)‖2 + d(x,K)2 (5.2)
and
‖x‖2‖PC(x)‖2 + ‖x − PC(x)‖2 = ‖PC(x)‖2 + d(x, C)2. (5.3)
From these two inequalities, we deduce that
‖PK(x)‖2‖PC(x)‖2 + d(x, C)2 − d(x,K)2‖PC(x)‖2,
which completes the proof. 
Remark. We should note that this lemma is best possible in the sense that if either of the hy-
potheses “0 ∈ C’’ or “K is a cone’’ is dropped, then the result is false. To see this, ﬁrst take
any closed convex subset C of a closed convex cone K such that 0 /∈ C. Then PC(0) 
= 0, but
PK(0) = 0, which shows that (5.1) fails when x = 0. To see that the hypothesis “K is a cone’’
cannot be dropped, see the example following Proposition 4.1.
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We need one more fact about approximating from the closure of a set which is the union of an
increasing sequence of closed convex sets.
Here and elsewhere we will write limn as an abbreviation for limn→∞.
Lemma 5.2. Let (An) be a sequence of closed convex sets with An ⊂ An+1 for all n and A :=⋃∞
1 An. If xn → x, then
lim
n
PAn(xn) = PA(x). (5.4)
In particular,
lim
n
PAn(x) = PA(x) for each x ∈ H. (5.5)
Proof. Fix any x ∈ H , and let dn := d(x,An) and d := d(x,A). Then
dn+1 = d(x,An+1)d(x,An) = dn
so (dn) is a decreasing sequence. Thus limn dn exists and
lim
n
dn = inf
n
dn.
It follows that
d = d(x,A) = d(x,A) = d
(
x,
⋃
n
An
)
= inf
n
d(x,An) = inf
n
dn = lim
n
dn.
Now let yn := PAn(x) for each n. Using the strong uniqueness part of Fact 1.7, we obtain
d2n = d(x,An)2 = ‖x − yn‖2
 ‖x − PA(x)‖2 + ‖yn − PA(x)‖2
= d2 + ‖yn − PA(x)‖2
which implies that
‖yn − PA(x)‖2d2n − d2 → 0,
and this proves Eq. (5.5).
Now let xn → x. Using Fact 1.9, we see that
‖PAn(xn) − PA(x)‖  ‖PAn(xn) − PAn(x)‖ + ‖PAn(x) − PA(x)‖
 ‖xn − x‖ + ‖PAn(x) − PA(x)‖.
The ﬁrst term goes to 0 by hypothesis, and the second goes to 0 by Eq. (5.5). This proves
Eq. (5.4). 
The speciﬁc application we make of this lemma is in the case when C is a closed convex set
with 0 ∈ C. In this case, we note that the sets An := nC are increasing and coneC = ⋃n An
(see [12, Theorem 4.4(5), p. 45]). Thus we obtain the following consequence of Lemma 5.2.
F. Deutsch, H. Hundal / Journal of Approximation Theory 142 (2006) 56–82 69
Corollary 5.3. Let C be a closed convex set with 0 ∈ C. Then
PconeC(x) = lim
n
PnC(x) for each x ∈ H.
We will need the following result which is more general than Lemma 5.2, but it can be proved
by induction using Lemma 5.2.
Lemma 5.4. Let Ain be a closed convex set for each i = 1, 2, . . . , r and n ∈ N with Ain ⊂
Ai,n+1, and Ai := ⋃∞n=1 Ain. If xn → x, then
lim
n
PArnPAr−1,n · · ·PA1n(xn) = PAr · · ·PA1(x). (5.6)
In particular, let C1, C2, . . . , Cr be closed convex sets with 0 ∈ ⋂r1 Ci . If xn → x, then
lim
n
PnCrPnCr−1 · · ·PnC1(xn) = PconeCrPconeCr−1 · · ·PconeC1(x).
Proof. We prove Eq. (5.6) by induction on r. The case r = 1 is just Lemma 5.2. Assume the
result is true for some r1. Then
lim
n
PAr+1,nPArn · · ·PA1n(xn) = limn PAr+1,n (yn),
where yn = PArn · · ·PA1n(xn). By the induction hypothesis,
lim
n
yn = PAr · · ·PA1(x).
By Lemma 5.2,
lim
n
PAr+1,n (yn) = PAr+1(PAr · · ·PA1(x)).
This shows that Eq. (5.6) holds when r is replaced by r + 1, and thus completes the proof. 
We can now prove one of the more useful results of this section.
Theorem 5.5. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then
‖PAPB‖ = ‖PconeAPconeB‖. (5.7)
Proof. If B = {0}, then PB = PconeB = P{0} = 0 and both sides of (5.7) are 0. Thus we may
assume B 
= {0}.
We ﬁrst verify that for each z ∈ B \ {0},
lim
n
‖PnA(z)‖
‖z‖ = supn
‖PA( 1nz)‖
‖ 1
n
z‖ . (5.8)
To see this, let n := ‖PnA(z)‖. By Corollary 5.3, we have that
PconeA(z) = lim
n
PnA(z),
which implies that
‖PconeA‖ =
∥∥∥lim
n
PnA(z)
∥∥∥ = lim
n
n.
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Using Lemma 5.1, we see that
n = ‖PnA(z)‖‖Pcone (nA)(z)‖ = ‖PconeA(z)‖.
Hence
‖PconeA(z)‖ = lim
n
n sup
n
n‖PconeA(z)‖,
which implies that
‖PconeA(z)‖ = lim
n
n = sup
n
n.
It follows that
lim
n
‖PnA(z)‖
‖z‖ = supn
‖PnA(z)‖
‖z‖ . (5.9)
Using Fact 1.5(2), we have
sup
n
‖PnA(z)‖
‖z‖ = supn
‖nPA( 1nz)‖
‖z‖ = supn
‖PA( 1nz)‖
‖ 1
n
z‖ . (5.10)
Combining Eqs. (5.9) and (5.10) completes the proof of Eq. (5.8).
To complete the proof of the theorem, use Lemma 3.1, Fact 1.6, Corollary 5.3, Fact 1.5(2), and
Eq. (5.8) to get that
‖PconeAPconeB‖ = sup
{ ‖PconeA(x)‖
‖x‖
∣∣∣∣ x ∈ coneB \ {0}
}
= sup
{ ‖PconeA(x)‖
‖x‖
∣∣∣∣ x ∈ coneB \ {0}
}
= sup
{ ‖PconeA(z)‖
‖z‖
∣∣∣∣ z ∈ B \ {0},  > 0
}
= sup
{ ‖PconeA(z)‖
‖z‖
∣∣∣∣ z ∈ B \ {0}
}
= sup
{
lim
n
‖PnA(z)‖
‖z‖
∣∣∣∣ z ∈ B \ {0}
}
= sup
{
sup
n
‖PA( 1nz)‖
‖ 1
n
z‖
∣∣∣∣∣ z ∈ B \ {0}
}
= sup
{ ‖PA(z)‖
‖z‖
∣∣∣∣ z ∈ B \ {0}
}
= ‖PAPB‖,
where, in the second to last equation, we used the fact that 1
n
z ∈ B whenever z ∈ B (since B is
convex and contains 0). This completes the proof. 
The analogue of this theorem for more than two sets is false! To see this, consider the following
sets in the Euclidean plane: A = {(0, ) | 0}, B = co {(0, 0), (0, 1), (1, 0), (2, 2)}, and
C = {(, 0) | 0}. Then ‖PAPBPC‖ > 0, but ‖PconeAPconeBPconeC‖ = 0.
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Corollary 5.6. If A and B are closed convex sets with 0 ∈ A ∩ B, then
‖PAPB‖ = ‖PBPA‖.
Proof. Using Theorem 5.5 and Corollary 2.6, we obtain
‖PAPB‖ = ‖PconeAPconeB‖ = ‖PconeBPconeA‖ = ‖PBPA‖. 
We should mention that the hypothesis 0 ∈ A ∩ B cannot be dropped. (For example, take
H = 2(2), A = {(0, 1)}, and B = span {(1, 0)}. Then ‖PAPB‖ = ∞, but ‖PBPA‖ = 0.)
Corollary 5.7. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then
c0(A,B) = ‖PAPB‖.
Proof. This follows from Theorems 2.5 and 5.5. 
Theorem 5.8. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then the following statements
are equivalent:
(1) c0(A,B) = 0;
(2) PAPB = 0;
(3) PBPA = 0;
(4) A ⊂ B◦;
(5) B ⊂ A◦.
In particular, the hypothesis holds if A and B are closed convex cones.
Proof. (1) ⇔ (2). This is immediate from Corollary 5.7.
(2) ⇒ (4). If (2) holds, then P
A˜
P
B˜
= 0 by Theorem 5.5, where
C˜ := coneC
for any set C. By Proposition 4.1(1), it follows that
〈a˜, b˜〉‖P
A˜
P
B˜
‖ ‖a˜‖ ‖b˜‖ = 0 for all a˜ ∈ A˜, b˜ ∈ B˜.
That is, A˜ ⊂ (B˜)◦. Since (B˜)◦ = B◦ (see, e.g., [12, Theorem 4.5(3), p. 46]), we deduce that
A ⊂ A˜ ⊂ B◦ and (4) holds.
(4) ⇒ (2). If (4) holds, then A ⊂ B◦ = (B˜)◦ implies that A˜ ⊂ (B˜)◦ since (B˜)◦ is a closed
convex cone. Taking dual cones, we see that
B ⊂ B˜ = (B˜)◦◦ ⊂ (A˜)◦ = A◦.
Hence, for every x ∈ H ,
PAPB(x) ⊂ PA(B) ⊂ PA(A◦) = {0},
where the last equality is an easy consequence of the equivalence of (1) and (2) in Fact 1.7. Thus
PAPB = 0.
Thus far we have shown the equivalence of statements (1), (2), and (4). Using the symmetry
c0(A,B) = c0(B,A), we deduce the equivalence of statements (1), (3), and (5). This completes
the proof. 
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With some tedious extra work, one can also show that the conditions in the theorem are also
equivalent to the condition:
(6) PAPB is idempotent: (PAPB)2 = PAPB .
This theorem yields a result which can be useful in determiningwhen one of the relevant cosines
in Theorem 1.4 is zero, and hence when the CPA is ﬁnite.
Corollary 5.9. Let K1 and K2 be closed convex cones and K = K1 ∩ K2. Then the following
statements are equivalent:
(1) c1(K1,K2) = 0;
(2) c2(K1,K2) = 0;
(3) c(K1,K2) = 0;
(4) c0(K1 ∩ K◦,K2 ∩ K◦) = 0;
(5) PK1∩K◦PK2∩K◦ = 0;
(6) PK2∩K◦PK1∩K◦ = 0;
(7) K1 ∩ K◦ ⊂ K◦2 + K;
(8) K2 ∩ K◦ ⊂ K◦1 + K .
Proof. The equivalence of (4)–(8) follows from Theorem 5.8 (taking A = K1 ∩ K◦ and B =
K2 ∩ K◦), and using the fact that (Ki ∩ K◦)◦ = K◦i + K◦◦ = K◦i + K (see, e.g., [12, Theorems
4.5(7) and 4.6(4), pp. 46–47]). The equivalence of (1), (3), and (4) is a consequence of Proposition
3.3(4). The equivalence of (1) and (2) follows from Corollary 5.18. 
Corollary 5.10. Let A, B, C, and D be closed convex sets with 0 ∈ A∩B andA ⊂ C andB ⊂ D.
Then
‖PAPB‖‖PCPD‖.
Proof. Using Theorem 5.5, we may assume that the sets A, B, C, and D are all closed convex
cones. Then Theorem 2.5 implies that
‖PAPB‖ = c0(A,B)c0(C,D) = ‖PCPD‖. 
As the example following Theorem 5.5 shows, the analogue of this corollary for more than two
sets is false.
To prove the major tool for obtaining rate of convergence results in the two sets case (Theorem
5.16), we need to establish several intermediate results.
Lemma 5.11. Let C1, C2, . . . , Cm be closed convex sets. Then for each x ∈ H and each 0 
=
s ∈ R,
PsC1 · · ·PsCm(x) = sPC1 · · ·PCm(x/s).
This can be proved by induction using Fact 1.5(2).
Lemma 5.12. Let C1, C2, . . . , Cm be closed convex sets. Then
‖PsC1 · · ·PsCm‖ = ‖PC1 · · ·PCm‖ for each 0 
= s ∈ R.
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Proof. Using the preceding lemma, we obtain
‖PsC1 · · ·PsCm‖ = sup
x 
=0
‖PsC1 · · ·PsCm(x)‖
‖x‖ = supx 
=0
‖sPC1 · · ·PCm(x/s)‖
‖x‖
= sup
x 
=0
‖PC1 · · ·PCm(x/s)‖
‖x/s‖ = supy 
=0
‖PC1 · · ·PCm(y)‖
‖y‖
= ‖PC1 · · ·PCm‖. 
Lemma 5.13. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then, for each n ∈ N,
‖(PconeAPconeB)n‖‖(PAPB)n‖‖PAPB‖2n−1 = ‖PconeAPconeB‖2n−1. (5.11)
Proof. For the ﬁrst inequality, we use Lemmas 5.4 and 5.12 to deduce that
‖(PconeAPconeB)n‖ = sup
x 
=0
‖(PconeAPconeB)n(x)‖
‖x‖ = supx 
=0 lims→∞
‖(PsAPsB)n(x)‖
‖x‖
 sup
x 
=0
sup
s 
=0
‖(PsAPsB)n(x)‖
‖x‖ = sups 
=0 supx 
=0
‖(PsAPsB)n(x)‖
‖x‖
= sup
s 
=0
‖(PsAPsB)n‖ = ‖(PAPB)n‖.
This proves the ﬁrst inequality in (5.11).
Next we verify the second:
‖(PAPB)n‖‖PAPB‖2n−1 for all n ∈ N. (5.12)
We prove this by induction. For n = 1, the result is trivially true. Assume that the result holds for
some n = m1. Then, using the induction hypothesis, the idempotency of metric projections,
Corollary 5.6, and Proposition 2.2(3), we get
‖(PAPB)m+1‖ = ‖PAPB(PAPB)m‖ = ‖PAPBPBPA(PAPB)m‖
 ‖PAPB‖ ‖PBPA‖ ‖(PAPB)m‖
= ‖PAPB‖2 ‖PAPB‖2m−1 = ‖PAPB‖2m+1.
Thus (5.12) holds when n = m+ 1, and the induction is complete. This proves inequality (5.12),
and hence the second inequality in (5.11).
The last equality of (5.11) is an immediate consequence of Theorem 5.5. 
Lemma 5.14. Let K1 and K2 be closed convex cones, x ∈ K1 with ‖x‖ = 1, and y ∈ K2 with
‖y‖ = 1. Suppose that  := 〈x, y〉0 and  := ‖PK2PK1‖ > 0. Then:
(1) ‖PK2(x) − y‖
√
2 − 2.
(2) ‖PK1(y) − x‖
√
2 − 2.
(3) ‖PK2PK1(y) − 2y‖2
√
2 − 2.
Proof. (1) In the strong uniqueness relation (1.8), take C = K2 and replace y with y to obtain
‖PK2(x) − y‖2‖x − y‖2 − ‖x − PK2(x)‖2. (5.13)
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From relation (1.10), we see that
0 = 〈x − PK2(x), PK2(x)〉 = 〈x, PK2(x)〉 − ‖PK2(x)‖2.
Use this fact and expand the right-hand side of relation (5.13) to deduce
‖PK2(x) − y‖2  ‖x‖2 − 2〈x, y〉 + 2‖y‖2
− (‖x‖2 − 2〈x, PK2(x)〉 + ‖PK2(x)‖2)
= −22 + 2 + 2〈x, PK2(x)〉 − ‖PK2(x)‖2
= −2 + ‖PK2(x)‖2 = −2 + ‖PK2PK1(x)‖2
 −2 + ‖PK2PK1‖2 = 2 − 2.
This proves (1).
(2) By symmetry, (2) follows from (1).
(3) Using relation (1.12), Fact 1.9, and parts (1) and (2), we deduce that
‖PK2PK1(y) − 2y‖  ‖PK2PK1(y) − PK2(y)‖ + ‖PK2(y) − 2y‖
 ‖PK1(y) − x‖ + ‖PK2(x) − y‖

√
2 − 2 +
√
2 − 2 = 2
√
2 − 2.
This completes the proof. 
Lemma 5.15. Under the same hypothesis as in Lemma 5.14, we have
‖(PK2PK1)n(x) − 2n−1y‖(2n − 1)
√
2 − 2 for every n ∈ N. (5.14)
Proof. We proceed by induction on n. For n = 1, we have
‖PK2PK1(x) − y‖ = ‖PK2(x) − y‖
√
2 − 2
by Lemma 5.14(1). Thus relation (5.14) holds when n = 1.
Next assume that (5.14) holds for some n1. Then, using the induction hypothesis, Fact 1.9,
and Lemma 5.14(3), we get
‖(PK2PK1)n+1(x) − 2n+1y‖
‖(PK2PK1)n+1(x) − PK2PK1(2m−1y)‖ + ‖PK2PK1(2m−1y) − 2n+1y‖
‖(PK2PK1)n(x) − 2m−1y‖ + 2m−1‖PK2PK1(y) − 2y‖
(2n − 1)
√
2 − 2 + 2m−1 · 2
√
2 − 2
(2n − 1)
√
2 − 2 + 2
√
2 − 2 = (2n + 1)
√
2 − 2.
This shows that relation (5.14) holds when n is replaced by n + 1 and thus completes the
induction. 
Theorem 5.16. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then, for every n ∈ N,
‖(PAPB)n‖ = ‖PAPB‖2n−1. (5.15)
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Proof. Let us ﬁrst assume that A and B are closed convex cones. We will reduce the general case
to this one. By Lemma 5.13, we have
‖(PAPB)n‖‖PAPB‖2n−1. (5.16)
Thus it sufﬁces to show that
‖(PAPB)n‖‖PAPB‖2n−1. (5.17)
Let  := ‖PAPB‖. If  = 0, relation (5.17) is obvious. Thus we may assume that  > 0. By
Corollary 2.6, c0(A,B) = ‖PAPB‖. In other words,
 = c0(A,B) = sup{〈x, y〉 | x ∈ A, ‖x‖1, y ∈ B, ‖y‖1}.
Thus we may choose sequences xi ∈ A with ‖xi‖ = 1 and yi ∈ B with ‖yi‖ = 1 such that
 = lim
i
〈xi, yi〉 = lim
i
i ,
where i := 〈xi, yi〉.
Since  > 0, we may assume that all i > 0. By Lemma 5.15, we have
‖(PAPB)n(xi) − 2n−1i yi‖(2n − 1)
√
2 − 2i for all i1, n1. (5.18)
Now take the limit in inequality (5.18) and deduce
‖(PAPB)n‖ = sup
x 
=0
‖(PAPB)n(x)‖
‖x‖  lim supi
‖(PAPB)n(xi)‖
‖xi‖
= lim sup
i
‖(PAPB)n(xi)‖
 lim sup
i
[
‖2n−1i yi‖ − (2n − 1)
√
2 − 2i
]
= lim sup
i
[
2n−1i − (2n − 1)
√
2 − 2i
]
= lim
i
[
2n−1i − (2n − 1)
√
2 − 2i
]
= 2n−1 − 0 = 2n−1.
That is,
‖(PAPB)n‖2n−1 = ‖PAPB‖2n−1,
and this proves (5.17).
This proves the theorem in case both A and B are closed convex cones. In the general case,
since coneA and coneB are closed convex cones, we deduce from Lemma 5.13 that both ends
of inequality (5.11) are equal. This implies that equality must hold throughout the string of
inequalities (5.11), and this proves the theorem. 
Corollary 5.17. Let A and B be closed convex sets with 0 ∈ A ∩ B. Then, for each n ∈ N,
‖PB(PAPB)n‖ = ‖PAPB‖2n. (5.19)
In particular,
‖PBPAPB‖ = ‖PAPB‖2. (5.20)
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Proof. Using Theorem 5.16, the idempotency of metric projections, Corollary 5.6, and Proposi-
tion 2.2(3), we obtain
‖PB(PAPB)n‖ = ‖PBPA(PAPB)n‖‖PBPA‖ ‖(PAPB)n‖
= ‖PAPB‖ ‖PAPB‖2n−1 = ‖PAPB‖2n.
For the reverse inequality, we use these same facts to obtain
‖PAPB‖2n+1 = ‖(PAPB)n+1‖ = ‖PAPBPB(PAPB)n‖
 ‖PAPB‖ ‖PB(PAPB)n‖
which implies that
‖PAPB‖2n‖PB(PAPB)n‖.
Combining the above inequalities, we obtain the result. 
Corollary 5.18. Let K1 and K2 be closed convex cones and K = K1 ∩ K2. Then
c1(K1,K2) = c0(K1 ∩ K◦,K2 ∩ K◦) = ‖PK1∩K◦PK2∩K◦‖ (5.21)
and
c2(K1,K2) = c1(K1,K2)2. (5.22)
Consequently, the following ﬁve statements are equivalent:
(1) c1(K1,K2) < 1;
(2) c2(K1,K2) < 1;
(3) c(K1,K2) < 1;
(4) c0(K1 ∩ K◦,K2 ∩ K◦) < 1;
(5) ‖PK1∩K◦PK2∩K◦‖ < 1.
Proof. Using Theorem 2.7 and relation (5.20), we obtain
c2(K1,K2) = ‖PK2∩K◦PK1∩K◦PK2∩K◦‖
= ‖PK2∩K◦PK1∩K◦‖2 = c1(K1,K2)2. 
Since every subspace is a convex cone, we immediately obtain from Corollary 5.18 the fol-
lowing result of [13] (where it was proved using the theory of linear operators).
Corollary 5.19 (Deutsch and Hundal [13, Lemma 4.2]). Let M1 and M2 be closed subspaces
and M = M1 ∩ M2. Then
c2(M1,M2) = ‖PM2∩M⊥PM1∩M⊥PM2∩M⊥‖ = ‖PM2∩M⊥PM1∩M⊥‖2
= c1(M1,M2)2 = c0(M1 ∩ M⊥,M2 ∩ M⊥)2.
A simpliﬁcation of Theorem 1.4 can be established with the help of the following lemma.
Lemma 5.20. Let A and B be closed convex sets with 0 ∈ A ∩ B, let ε > 0, and let Eε :=
A◦, ε + B◦, ε. Then
c1(A,B; ε)‖PB∩EεPA∩Eε‖ (5.23)
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and
c2(A,B; ε)‖PB∩EεPA∩Eε‖2. (5.24)
Proof. We have
c1(A,B; ε) = sup
{ ‖PB∩EεPA∩Eε (x)‖
‖x‖
∣∣∣∣ x ∈ A ∩ Eε ∩ S(ε)
}
 sup
{ ‖PB∩EεPA∩Eε (x)‖
‖x‖
∣∣∣∣ x 
= 0
}
= ‖PB∩EεPA∩Eε‖,
which proves (5.23). Similarly,
c2(A,B; ε) = sup
{ ‖PB∩EεPA∩Eε (x)‖
‖x‖
∣∣∣∣ x ∈ B ∩ Eε ∩ S(ε)
}
= sup
{ ‖PB∩EεPA∩EεPB∩Eε (x)‖
‖x‖
∣∣∣∣ x ∈ B ∩ Eε ∩ S(ε)
}
 sup
{ ‖PB∩EεPA∩EεPB∩Eε (x)‖
‖x‖
∣∣∣∣ x 
= 0
}
= ‖PB∩EεPA∩EεPB∩Eε‖
= ‖PB∩EεPA∩Eε‖2 (by Eq. (5.20)).
This veriﬁes (5.24) and completes the proof. 
Theorem 5.21. Let A and B be closed convex sets with nonempty intersection, let x ∈ H , and
deﬁne xn = (PAPB)n(x) for n1. Then (xn) converges weakly to some x∞ ∈ A ∩ B and, for
any ε > 0 with ε‖x − x∞‖,
‖(PAPB)n(x) − x∞‖c2‖(PAPB)n−1(x) − x∞‖c2n−1‖x − x∞‖
for all n ∈ N, where c := ‖P(A−x∞)∩EεP(B−x∞)∩Eε‖ and
Eε := (A − x∞)0,ε + (B − x∞)0,ε.
Proof. By Theorem 1.4, we have that
‖(PBPA)n(x) − x∞‖c2,n−1‖(PBPA)n−1(x) − x∞‖c1
[
n−1∏
i=1
c2k
]
‖x − x∞‖, (5.25)
where c1 := c1(A − x∞;B − x∞; ε1), c2k := c2(A − x∞, B − x∞; ε2k), and εj := ‖xj − x∞‖
for each j ∈ N. Using Lemma 5.20 (withA and B replaced by A−x∞ and B−x∞, respectively),
we obtain
c1‖P(B−x∞)∩Eε1P(A−x∞)∩Eε1 ‖ and c2k‖P(B−x∞)∩Eε2k P(A−x∞)∩Eε2k ‖2. (5.26)
Since the sequence (xn) is “Fejer monotone’’ relative to A ∩ B (see, e.g., [13]), we have that
εm+1 = ‖xm+1 − x∞‖‖xm − x∞‖ = εm for all m ∈ N.
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Thus (εm) is a decreasing sequence and εmε0 := ‖x − x∞‖ε for all m. Since the sets
(A− x∞)◦,  and (B − x∞)◦,  are increasing as  increases ([13, Lemma 3.2(1)]), it follows that
the sets E are also increasing as a function of . By Corollary 5.10, it follows that for all j1,
‖P(B−x∞)∩Eεj P(A−x∞)∩Eεj ‖‖P(B−x∞)∩EεP(A−x∞)∩Eε‖. (5.27)
Substituting this into (5.26), we obtain
c1‖P(B−x∞)∩EεP(A−x∞)∩Eε‖ and c2k‖P(B−x∞)∩EεP(A−x∞)∩Eε‖2. (5.28)
Now substitute bounds (5.28) into (5.25) to obtain the result. 
Corollary 5.22. Let A and B be closed convex sets with C := A ∩ B 
= ∅. For any x ∈ H ,
deﬁne the sequence (xn) by xn := (PAPB)n(x) for n0, and let x∞ denote its weak limit in C.
If A − x∞ and B − x∞ are convex cones, then
‖(PAPB)n(x) − x∞‖‖P(A−x∞)∩(C−x∞)◦P(B−x∞)∩(C−x∞)◦‖2n−1‖x − x∞‖
for all n ∈ N.
Proof. For notational simplicity, for any set S, let S′ := S − x∞. By Theorem 5.21, we have that
‖(PAPB)n(x) − x∞‖‖PA′∩EεPB ′∩Eε‖2n−1‖x − x∞‖,
where
Eε := A′◦,ε + B ′◦,ε.
By hypothesis, A′ and B ′ are convex cones. Using [13, Corollary 3.5], we deduce that
Eε = A′◦ + B ′◦ = [A′ ∩ B ′]◦ = C′◦.
This veriﬁes the ﬁrst statement of the corollary. To verify the second, we appeal to
Theorem 4.2. 
Remark. For practical applications of this result, it is important to know when
‖P(A−x∞)∩(C−x∞)◦P(B−x∞)∩(C−x∞)◦‖ < 1. (5.29)
In a sequel to this paper [14], we will show that relation (5.29) holds if and only if
[(A − x∞) ∩ (C − x∞)◦]◦ + [(B − x∞) ∩ (C − x∞)◦]◦
is closed.
Corollary 5.23. Let M1 and M2 be closed subspaces and M = M1 ∩M2. Then for each x ∈ H ,
‖(PM1PM2)n(x) − PM(x)‖‖PM1∩M⊥PM2∩M⊥‖2n−1‖x‖ (5.30)
for all n ∈ N. Moreover, ‖PM1∩M⊥PM2∩M⊥‖ < 1 if and only if M⊥1 + M⊥2 is closed.
Proof. The ﬁrst statement of the corollary is an immediate consequence of Corollary 5.22 since
‖x−PM(x)‖‖x‖ and for any subspace S which contains x∞, (S−x∞)◦=S◦=S⊥. The last
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statement of the corollary follows by combining results of Deutsch [10] and Simonicˆ [4, Lemma
4.10]. (See also [12, Lemma 9.5(7), p. 197 and Theorem 9.35, p. 223].) 
Remarks. (1) We should note that the last statement of the corollary has been extended to any
ﬁnite number of subspaces, not just two, by Bauschke et al. [6].
(2) Inequality (5.30) was ﬁrst proved by Aronszajn [1]. Kayalar and Weinert [20] showed that
the constant ‖PM1∩M⊥PM2∩M⊥‖2n−1 in (5.30) was the best (i.e., smallest) possible independent
of x.
6. Examples
In this last section, we give several concrete examples to exhibit the theory of the previous
sections. We ﬁrst describe the examples, and then ﬁnally collect the pertinent data in a table at
the end. In these examples, H will be either the Euclidean plane (2(2)), 3-dimensional Euclidean
space (2(3)), or 10-dimensional Euclidean space (2(10)).
Example 6.1 (A disk on a line). Let H = 2(2),
A := {(s, t) ∈ H | s2 + (t − 1)21} and B := span {(1, 0)}.
Example 6.2 (Two acute rays). Let H = 2(2), 0 <  < /2,
A := cone {(1, 0)} and B := cone {(cos , sin )}.
Example 6.3 (Two obtuse rays). Let H = 2(2), /2 <  < ,
A := cone {(1, 0)} and B := cone {(cos , sin )},
Example 6.4 (A circle wedge on a line). Let H = 2(2),
A := co {D, (0, 0), (1, 1)} and B := span {(1, 0)},
where
D := {(x, y) | (x + 1)2 + (y − 1)21}.
Example 6.5 (A toy top on its side). Let H = 2(2),
A := co {D, (1, 1)} and B := span {(1, 0)},
where
D := {(x, y) | x0, x2 + (y − 1)21}.
Example 6.6 (A cone cutting a hyperplane). Let H = 2(10),
A := {(x1, x2, . . . , x10) ∈ 2(10) | xi0 for all i},
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and
B :=
{
(x1, x2, . . . , x10) ∈ 2(10)
∣∣∣∣∣
10∑
i=1
xi = 0
}
.
Example 6.7 (A tilted disk on a plane). Let H = 2(3),
A := {(x, y, z) | y = z} ∩ D and B := span {(1, 0, 0), (0, 1, 0)},
where
D := {(x, y, z) | x2 + (y − 1)2 + (z − 1)2√2}.
Example 6.8 (Two cones in the plane). Let H = 2(2),
A := cone {(cos 1, sin 1), (cos 2, sin 2)} and
B := cone {(cos 3, sin 3), (cos 4, sin 4)},
where 0 < 1 < 2 < 3 < 4 < /2.
Example 6.9 (Two intersecting disks). Let H = 2(2),
A := {(x, y) | x2 + (y − cos )21} and B := {(x, y) | x2 + (y + cos )21},
where 0 <  < /2.
In the following table, we use the abbreviations
c2(ε) := c2(A − x∞, B − x∞; ε) and N(x∞, ε) := ‖P(A−x∞)∩EεP(B−x∞)∩Eε‖,
where Eε = (A − x∞)◦, ε + (B − x∞)◦, ε. Also, we use the notation
s10 := (sin 1, sin 2, . . . , sin 10) and
y∞ := (0.242193, 0.310019, 0, 0, 0, 0, 0.0577083, 0.39008, 0, 0).
In this table, the ﬁrst column lists the example used, the second (respectively, third) column
lists the starting point (respectively, limit point) used, and the fourth column lists the cosine
c2(ε), which is valid if ε is sufﬁciently small, e.g., ε < 12 works for all the examples except
Example 6.6, which is valid provided ε < 120 . Finally, the second to last column gives the error‖x2n − x∞‖ at the nth step as a function of n (n1), and the last column gives an expression for
the norm N(x∞, ε).
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Example x0 x∞ c2(ε) ‖x2n − x∞‖ N(x∞, ε)
6.1 (1, 0) (0, 0) (1 + ε2)− 12 (n + 14 )−
1
2 1
6.2 (1, 0) (0, 0) cos2() cos2n() cos()
6.3 (1, 0) (0, 0) 0 0 0
6.4 (1, 0) (0, 0) 12 2
−n 2− 12
6.4 (− 12 , 0) (− 12 , 0) 0 0 0
6.4 (−3, 0) (−1, 0) (1 + ε2)− 12 (n + 14 )−
1
2 1
6.5 (−1, 0) (0, 0) (1 + ε2)− 12 (n + 1)− 12 1
6.5 (1, 0) (0, 0) (1 + ε2)− 12 2−n 1
6.6 s10 y∞ 35 ≈ 321( 35 )n ( 35 )
1
2
6.7 (1, 0, 0) (0, 0, 0) 1 − ε24 + O(ε4) ≈ (.98 + .497n)−
1
2 1
6.8 (1, 0) (0, 0) cos2 (2 − 3) cos2n (2 − 3) cos (2 − 3)
6.9 (1, 0) (sin , 0) cos2(2) + O(ε) (Ocos2n 2) cos 2+ O(ε)
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