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Abstract
The utilisation of composite materials is increasing across many industries, spurred by
the need for weight reduction and improved mechanical properties. This has led to an in-
crease in their machining requirements. Although composites are laid in near-net shape,
machining processes such as drilling and edge trimming are required to give the compos-
ites parts their final geometry and functionality. Machining of composites is challenging
due to their low machinability and high cost. Numerical modelling presents a valuable
tool for cost reduction and better understanding of the machining processes. Most mod-
elling of machining is carried out using the Finite Element Method, which requires sig-
nificant time in generating the mesh. Meshfree methods present an attractive choice for
machining simulations due to their capabilities in modelling large deformations without
the need to construct a mesh.
This work aims at developing an efficient meshfree model to simulate orthogonal cut-
ting of unidirectional composites. The Element-Free Galerkin (EFG), which is a prominent
meshfree method, is used to construct the model using MATLAB. Steady-state and dy-
namic models are developed and validated against experimental evidence. The models in-
clude several novel features in constitutive relations, composites failure and contact mod-
elling. The main outputs of the simulations are cutting forces and chip formation. Good
agreement with experiments is achieved in predicting cutting force. However, thrust force
is significantly under-estimated, which is noticed in most of the relevant literature. Three
phases of orthogonal cutting experiments are carried out to gain better understanding of
the cutting process and generate model validation data. Statistical significance of fibre
orientation angle, depth of cut, rake angle and cutting speed on cutting forces and sur-
face integrity is established. Furthermore, the effect of fibre volume fraction on cutting
forces is investigated. This work showed that the EFG is a viable numerical method to
simulate orthogonal cutting. The simple and automated preprocessing and high quality
of approximation are the most advantageous features of the developed model.
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Chapter 1
Introduction
1.1 Background
Composite materials utilisation is steadily growing worldwide. This is due to their favourable
mechanical properties, such as light weight, high stiffness and the ability to tailor the ma-
terial properties to fit a specific application. Industries that have witnessed expansion
in composites market share include: aeronautics and aerospace, construction, consumer
goods and wind turbines to name a few. There are several types of composite materi-
als. The most common type is made from long fibres embedded in plastic layers and are
called Fibre Reinforced Plastics (FRP). Glass and Carbon are the most common types of fi-
bres used in FRPs. Multiple FRP layers (each is called lamina) are usually stacked to form
a laminate. If the direction of the fibres is the same in all the stacked lamina, the composite
is called Unidirectional (UD). UD-FRP will be the focus of this research work.
The increased utilisation of composites led to increase in demand for their machin-
ing. Although composites are fabricated to near-net shape, some machining processes
such as drilling and edge trimming are required to give the composite part the final func-
tionality and dimensional tolerances. Given the anisotropic and inhomogeneous nature
of composites, obtaining high quality machined surfaces is a challenge. Poor quality of
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machined surfaces lead to performance degradation and often to parts rejection. Further-
more, with ever increasing parts sizes (e.g. aircraft fuselage and wind turbine blades),
errors in machining can incur high cost. Improving machinability of composites requires
deep understanding of material removal mechanisms. This is still developing area of re-
search. A major obstacle is lack of fundamental understanding of composites failure. An
illuminating example in this regard is the World-Wide Failure Exercise [9–16]. During its
first phase, simple 2D loading cases were examined using most prominent failure theories
and found significant discrepancies in their predictions. These cases assumed static load-
ing and standard environmental conditions. Given the nature of loading and conditions
during machining, the gap in composites failure prediction becomes more evident.
Improving fundamental understanding of material removal mechanisms can be done
using two main approaches: experimental and modelling-based. The two approaches
complement each other and are used in this study. Experimentally, Orthogonal Cutting
process is widely used in research on material removal mechanisms due to its 2D nature
and simplicity. Measurements of cutting forces are usually carried out using force dy-
namometer. Analysis of chip formation is most commonly performed by in-situ analysis
using high speed videos and also by microscopic inspection of chips and machined sur-
face.
Modelling-based approach can be either analytical or numerical. Analytical modelling
relies on application of mechanics relations combined with simplification of the cutting
conditions to reach a closed-form solution. The attained solution is used to predict fun-
damental outputs of the cutting process. Numerical modelling relies on finding an ap-
proximate solution to the governing equations/boundary conditions of the computational
domain. The model is constructed using a numerical solution method such as: Finite Ele-
ment Method (FEM), Meshfree Methods (MM), Finite Volume Method (FVM) and Bound-
ary Element Method (BEM). Meshfree Methods have recently gained a lot of attention in
the modelling community due to their potential in modelling challenging problems. One
of these MMs (the Element-Free Galerkin Method) will be used in developing numerical
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model for orthogonal cutting of composites. In addition to its use in research, modelling
of machining (analytical or numerical) can be a valuable practical tool to help meet in-
dustrial needs such as cost and effort reduction. Cost reduction can be achieved by using
models to optimise machining parameters and therefore reduce the need for trial and error
approach on shop floor. Other benefits include, cutting tool design, production planning
and cutting energy estimates.
1.2 Problem Statement
Given the increasing use of composites and the increasing criticality of machining com-
posites parts, modelling of machining is a valuable tool to reduce cost and mitigate risk
of using inappropriate tools/machining parameters. Despite the maturity of FEM, sig-
nificant development time is spent on meshing the computational domain. Furthermore,
meshing requires highly skilled engineers to ensure the accuracy of the results. Using
alternative numerical methods could address these shortcomings.
1.3 Aim and Objectives
This research aims to develop an efficient meshfree model for orthogonal cutting of uni-
directional FRPs with emphasis on prediction of cutting forces and chip formation. This
aim will be realised through achieving the following objectives:
1. Conduct a systematic survey of the literature to identify the most suitable cutting
process to model and the best meshfree method to implement the model.
2. Develop the essential model components based on the chosen meshfree method in
Objective 1. Starting with the mathematical model, followed by discretisation pro-
cedure and finally numerical implementation in MATLAB code. Each component is
checked separately using numerical examples where an accurate solution is known
3
from literature. The model components will be used to achieve the next two objec-
tives.
3. Develop and validate a steady state cutting model suitable for low-speed simula-
tions.
4. Develop and validate a dynamic cutting model capable of predicting cutting forces
and chip formation.
5. Conduct cutting experiments on uni-directional FRP samples. The purpose of these
experiments is twofold: Firstly, to gain better understanding of the cutting process
including the effect of various parameters on the process outputs. Secondly, to gen-
erate validation data for the meshfree model.
6. Disseminate the findings of this research through various scholarly publications.
1.4 Contribution to Knowledge
At this early stage, it is worth highlighting the major accomplishments of this research
work. They can be divided into two components: contribution in numerical modelling
and in experimental work
• Numerically: Extension of the EFG to modelling of machining composites. To the
author’s best knowledge, EFG has not been used in modelling of machining of any
material. It proved to be a viable tool in such simulations, despite some drawbacks
that will be discussed later. Simulations were carried out using steady-state and
dynamic models with several advanced and novel features, especially in material
and contact modelling.
• Experimentally: Generating sizeable amount of orthogonal cutting data that could be
used for model validation and to guide parameters selection in other experiments.
Furthermore, the dependency of cutting forces on fibre volume fraction is estab-
lished and put into an empirical model.
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1.5 Structure of the Thesis
The thesis is organised as follows: In chapter 2, necessary background topics are intro-
duced. State of the art in experimental composite machining is then presented and fi-
nally, modelling of machining composites literature is reviewed and critically analysed.
Chapter 3 presents the development of the meshfree model components (refer to objec-
tive 1). The weak forms for static and dynamic linear-elastic models are presented then
meshfree approximation based on the EFG procedure is detailed. Numerical examples
are solved to verify implementation of the essential model components: stress calcula-
tions, non-convex boundaries, temporal integration, contact force calculations and com-
posite materials failure. Chapter 4 presents the steady-state meshfree cutting model (refer
to objective 2). Novel contact algorithm is presented followed by progressive failure of
composites and numerical implementation issues. Finally, comparison of the cutting force
results with experimental evidence and FEM simulations in literature are presented and
discussed. Building on the the previous two chapters, in Chapter 5, dynamic model is
developed incorporating several novel features (refer to objective 3). The discrete equa-
tions are developed from the virtual work principle using the Updated Lagrangian For-
mulation and finite stress/strain measures. Contact force algorithm suitable for dynamic
models is presented. Material behaviour is modelled using non-linear elastic constitutive
relation and advanced failure theories. Simulation results focused on cutting forces and
chip formation and were compared with in-house experimental data. Chapter 6 details the
experimental efforts of this project (refer to objective 4). Three experimental campaigns
are carried out. The first focuses on identifying the most relevant process parameters on
cutting forces, chip formation and surface integrity. The second is concerned with under-
standing the effect of fibre content on the cutting forces. In the third campaign, validation
data for the meshfree model are generated. Chapter 7 presents the conclusions drawn from
this research and provides some guidance on possible areas of improvements and future
research.
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Chapter 2
Literature Review
2.1 Introduction
In this chapter, the context of the current research project is outlined and state of the art in
relevant research areas is critically reviewed. The current research project is positioned at
the intersection of three main disciplines; namely, machining processes, composite mate-
rials and numerical modelling. Figure 2.1 illustrates this graphically. It is noted that out
of each discipline, a sub-discipline reflecting the boundaries of this research is shown. Or-
thogonal cutting is the chosen process from the wider machining processes. Unidirectional
fibre reinforced plastics laminates are the chosen material system from the wider composite
materials. Meshfree methods are the chosen method of analysis out of the wider numerical
modelling discipline. The rationale of these choices will become clear by the end of this
chapter.
The chapter is organised as follows: a brief description of machining processes is pre-
sented followed by discussion about composite materials. In depth review of experimen-
tal research on composite machining is then detailed. Finally, numerical modelling and
meshfree methods are discussed then state of the art in numerical modelling of compos-
ites machining.
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Current Research 
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Figure 2.1: Position of the current research project in wider literature
2.2 An Overview of Machining Processes
Manufacturing techniques can be grouped into three main categories: machining, form-
ing and joining [17]. In machining, unwanted material is removed from the workpiece
to produce the required part [18]. In forming, the workpiece material is moved from one
place to the other. In joining, the material volume is increased due to addition of material
to the workpiece [17]. Machining processes can be further classified into: cutting, grind-
ing and special techniques [17]. Cutting is characterised by the interaction and relative
motion between a wedged-shaped tool and the workpiece to produce a chip [19]. Turn-
ing, milling, shaping and drilling are examples of cutting processes. Machining processes
have a significant importance and economic value. Almost all engineering products have
undergone some form of machining operations to bring them to the final geometry and
accuracy. Furthermore, it is estimated that machining accounts for 15% of the value of all
mechanical parts produced worldwide and that machining processes account for about
10% of the USA gross national product [17, 19].
In light of the above figures, understanding machining processes becomes of paramount
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importance to optimise them and reduce the operational costs. Even marginal gains in
performance or cost reductions will have a large impact in mass production machining
processes [17]. Understanding machining operations is challenging due to their compli-
cated nature. Basic mechanics models were among the first tools to help in understanding
cutting phenomena using orthogonal cutting models.
Orthogonal Cutting
Orthogonal cutting can be viewed as the simplest form of cutting processes. Its 2 dimen-
sional nature lends itself well to research as the geometrical complexities associated with
oblique cutting processes (e.g. drilling and milling) can be reduced to a minimum [1].
While it is idealised during analysis, some cutting operations such as turning, sawing
and shaping are essentially 2D cutting processes [17]. This means that insights gained
while studying orthogonal cutting could be readily extended to some real cutting pro-
cesses. Orthogonal cutting models were developed in the context of metal cutting, specif-
ically ductile metals in which continuous chip is produced by the cutting action. The
first mechanics-based orthogonal cutting model was proposed by Merchant in 1940s [20],
where the chip was subjected to mechanics analysis and forces balance concepts. Figure
2.2 shows an idealised orthogonal cutting process with the basic terminology and forces
acting on the chip. The chip is in equilibrium state due to the opposing effect of the forces
R and R′. These forces are decomposed either as horizontal and vertical components (cut-
ting and thrust forces respectively) or parallel and perpendicular to the shear plane (fric-
tional and normal forces respectively). The assumptions of the orthogonal cutting models
are as follows [1, 17, 20]:
1. The tool edge is sharp (zero nose radius) and the clearance face of the tool does not
contact the workpiece.
2. The shear surface is a plane extending from the cutting edge to the free surface.
3. The cutting edge is perpendicular to the direction of motion extending as straight
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line across the width of the workpiece.
4. The chip only flows on the rake face of the tool and not on either sides.
5. The depth of cut is constant and relative velocity of workpiece and tool is constant.
6. A continuous chip is produced with no build-up edges.
The above assumptions and some vector treatments allow for easy estimation of the cut-
ting forces, shear strains and other basic cutting quantities.
Figure 2.2: Schematic of Orthogonal cutting showing the forces acting on the chip [1]
2.3 Composite Materials
2.3.1 Definition and Classifications of Composites
Composite materials can be defined as “materials formed from two or more materials
(constituents) producing properties that could not be obtained from any one of the mate-
rials” [21]. The constituents of composites are combined at macroscopic scale [22] and are
not soluble in each other [23]. One constituent is called the reinforcement, which could be
fibres, particles or flakes. The other is called the matrix, which maintains the geometric
arrangement of the reinforcement and transmits load to the reinforcement [2].
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Composites can be classified based on the geometry of the reinforcement or the type
of matrix. Based on the geometry of the reinforcement they can be classified into [23]:
• fibre reinforced composites (FRC)
• particulate reinforced composite (PRC)
• flake reinforcement
• nano-composites
Composites also can be classified based on the matrix material into [21]:
• polymer matrix composites (PMC).
• metal matrix composites (MMC).
• ceramic matrix composites (CMC).
One of the most ubiquitous types of composites combine fibre reinforcement and plas-
tic matrix (subset of polymers) and are called Fibre reinforced plastics (FRPs). Glass FRP
(GFRP) and Carbon FRP (CFRP) constitute the bulk of composite materials production
and will be the focus of this work.
2.3.2 Applications of Composites
GFRP and CFRP markets are steadily growing at an annual rate of 8.1% [24, 25] and total
projected market worth of B$105.26 by 2021. The market share of CFRP by application, in
descending order is as follows: Aerospace and Defence, sport and leisure, wind turbines,
moulding and compound, automotive and others [2]. As for GFRP the main sectors are
(in descending order of total market share in Europe) transport, electro and electronic,
construction, sports and leisure and others [25]. Figure 2.3 shows breakdown of the overall
composites market share by application in terms of weight and total value. It is clear that
aerospace industry constitutes large market share in terms of value rather than weight as
the main driver of using composites in aerospace is weight reduction.
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Figure 2.3: Composites market share per application in terms of weight and total value,
adopted from [2]
There are many ways to manufacture composite parts. The choice of production method
depends in part on the complexity of the part geometry, the available equipment and
skilled workers and the required consistency of the manufactured parts. Common meth-
ods of FRP production include: tape or cloth laying or wrapping, filament winding, resin
transfer moulding, sheet moulding compound, plutrusion and autoclave forming [22,23].
These production techniques produce composite parts in near-net shape. This means that
further machining operations such as edge trimming and drilling are necessary to bring
the composite part into the required functionality/accuracy and dimensional tolerances
[21]. This will be discussed in details in Section 2.4.
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2.3.3 Mechanics of Composites
This section will briefly introduce the basic mechanics of FRPs. A unidirectional compos-
ite laminate could be considered as orthotropic material and subject to linear elasticity
condition. A generalised Hook’s law for 3D orthotropic material is given as

σ1
σ2
σ3
τ23
τ31
τ12

=

D11 D12 D13 0 0 0
D21 D22 D23 0 0 0
D31 D32 D33 0 0 0
0 0 0 D44 0 0
0 0 0 0 D55 0
0 0 0 0 0 D66


ε1
ε2
ε3
γ23
γ31
γ12

(2.1)
where, the Dij are the independent material stiffness parameters. σij , τij are the stress
components and εij , γij are the strain components. A unidirectional lamina that is thin
and not loaded in out-of-plane loads, could be considered in a state of plane stress [22,
23]. This reduces the problem from 3D to 2D and the number of independent material
parameters from 12 to 4. Furthermore, the number of independent stress components is
reduced from 6 to 3. Hooke’s law for plane stress laminate is given as follows:

σ1
σ2
τ12
 =

Q11 Q12 0
Q12 Q22 0
0 0 Q66


ε1
ε2
γ12
 (2.2)
where, Q11 = E11− ν12ν21 , Q12 =
ν12E2
1− ν12ν21 , Q22 =
E2
1− ν12ν21 and Q66 = G12, Ei is
the Young’s modulus of the ith direction and νij is the Poisson ratio coupling the i and j
planes.
When the lamina axes are not aligned with the global axes, certain rotation rules should
be applied to transfer stresses and strains from local coordinates (lamina) to global coor-
dinates. Assuming the fibre orientation angle of the lamina is (θ), the rotation matrix is
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given as
T =

c2 s2 2sc
s2 c2 −2sc
−sc sc c2 − s2
 (2.3)
where, c = cos(θ) and s = sin(θ). In this work, positive orientation angle is defined from
horizon and upwards in CW direction. The relation between the local and global stresses
is given as 
σx
σy
τxy
 = T
−1

σ1
σ2
τ12
 (2.4)
Hooke’s law for general 2D lamina in global coordinates is given as

σx
σy
τxy
 =

Q¯11 Q¯12 Q¯16
Q¯12 Q¯22 Q¯26
Q¯16 Q¯26 Q¯66


εx
εy
γxy
 (2.5)
where,
Q¯11 = Q11c
4 +Q22s
4 + 2(Q12 + 2Q66)s
2c2
Q¯12 = (Q11 +Q22 − 4Q66)s2c2 +Q12(s2 + c4)
Q¯22 = Q11s
4 +Q22c
4 + 2(Q12 + 2Q66)s
2c2
Q¯16 = (Q11 −Q12 − 2Q66)c3s− (Q22 −Q12 − 2Q66)s3c
Q¯26 = (Q11 −Q12 − 2Q66)s3c− (Q22 −Q12 − 2Q66)c3s
Q¯66 = (Q11 +Q22 − 2Q12 − 2Q66)s2c2 +Q66(S4 + c4)
2.3.4 Failure of Composites
Failure of composites has been an active research field for over 50 years. Since the 1970s,
numerous theories to predict composite failure have been proposed. The accepted practice
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in industry is to use theories that have been validated experimentally [26]. However, the
difficulty in standardising test results has provided the context for what is known as ”The
World Wide Failure Exercise”. The goal was to assess the predictive capability of the most
prominent failure theories through carefully controlled case studies and then comparison
with experimental evidence. The first exercise [9, 10, 12] was focused on predictions for
in-plane failure cases. The second [13, 14] was concerned with 3D failure cases (e.g. de-
lamination) and the third (which is still on-going) with progressive failure analysis [15,16].
In classical failure theories, strength parameters are used to predict the failure of lamina.
For composite lamina in plane-stress condition, 5 independent strength parameters are
usually needed: strength in fibre direction (tension and compression) (Xt, Xc), strength
in transverse direction (tension and compression) (Y t, Y c) and in-plane shear ( Sl). These
parameters are obtained from standard mechanical testing of composites. These values
provide the limit of strength of the lamina in principle stress directions. A complete de-
scription of failure can be achieved through failure envelopes. Failure envelope is a 3D
plot of the combination of stresses that arises in a lamina at the onset of failure [23]. 2D
plots are often used for simplicity where one stress component is assumed constant and
the plot shows a slice in the 3D envelope. The material is considered safe if the stress
state of the composite is within the envelope. The failure envelopes usually connect the
strength parameters in principle directions so that the onset of failure could be estimated
for arbitrary loading direction without the need for experimental data. This provides an
easy tool for designers to assess the strength of composite components.
Failure theories of composites can be categorised into three main groups: (i) non-
interactive theories (e.g. maximum stress, maximum strain); (ii) interactive theories (Tsai-
Hill, Tsai-Wu); and (iii) failure mode-based theories (e.g. Hashin, Puck) [27]. The non-
interactive theories do not account for the coupling of stress/strain component. The in-
teractive theories do account for the coupling of stress components; however, they are not
based on physical understanding of composites failure, rather it is a kind of curve fitting
of experimental data. Failure mode-based theories distinguish between the different fail-
14
ure modes (e.g. fibre buckling, matrix cracking, etc.). This is expressed mathematically by
deriving different expressions to generate corresponding parts of the failure envelope. A
more detailed treatment of composites failure is presented in Section 3.8.1.
2.4 Machining of Composites
Composites are usually laid in near-net shape and some machining operations are usu-
ally required to bring the composite parts to the final geometry. Conventional and non-
conventional machining methods are used. The most widely used conventional methods
include edge trimming, drilling, milling and turning. Among the non-conventional ma-
chining processes are abrasive waterjet and laser beam cutting [1]. Obtaining high quality
cut is more difficult in composites than in metals, due to their inhomogeneous, anisotropic
nature and the complicated damage phenomena. Furthermore, cutting tools alternatively
encounter the matrix and reinforcement, which have very different behaviour under cut-
ting. This imposes special demands on tool geometry and tool wear [21] and can result
in poor surface finish, dimensional inaccuracies and eventually rejected parts [28]. In this
section, a description of the experimental findings in orthogonal cutting of composites is
presented with emphasis on cutting forces and chip formation mechanisms.
2.4.1 Cutting Forces
Measurement of cutting forces1 is among the fundamental outputs that shed light on the
cutting process. A dynamometer is often employed in collecting the forces signal. The
cutting force observations complement the chip formation mechanisms with the aim of
gaining a better understanding of the cutting process. Many authors have measured the
cutting forces during orthogonal cutting studies [3, 29–33].
The force signal is characterised by the existence of high frequency modes that indicate
the discontinuous nature of the chips [28]. However, the extent of fluctuations is different
1In this work, cutting forces consist of the main cutting force Fc and thrust force Ft. For brevity, when
discussed separately, Fc will be referred to as the cutting force.
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for different fibre orientations as the force signal correlates well with the changing mode
of chip formation with fibre orientations [1]. Fibre orientation is found to be the main
factor affecting cutting force compared with cutting conditions and tool geometry. A direct
comparison of the cutting forces reported in literature is difficult due to the variations in
cutting conditions and materials used. Generally, it is noted that cutting force increases
gradually between θ = 0o and θ = 60o or a local minima is observed in the range 15o ≤ θ ≤
30o. Beyond 60o, cutting force rises sharply to reach a maximum at 90o. At orientations
larger than 90o, a decrease in the force magnitude is observed. A representative force
values are shown in Figure 2.4 taken from the influential study of Wang et al. [3]. The fore
mentioned trend in cutting forces is clear from the figure. The behaviour of thrust force
is more complicated; at lower orientations, high magnitude (by comparison to cutting
force) is observed. Beyond θ = 75o, the thrust force decreases. It is believed that the
bouncing back effect has significant contribution to the high thrust force magnitude at
lower orientations [1].
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Figure 2.4: Mean cutting and thrust forces Vc = 4m/min, ac = 0.25mm, α = 10o [3]
The effect of rake angle was studied experimentally by Wang et al. [3] and found that at
0o orientation, the cutting force decreased with increased rake angle, whereas at positive
orientations 0 < θo < 90, increased rake angle caused a rise in the thrust force. The opti-
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mum rake angle to minimise the principle cutting force was found to be 30o [28]. Several
publications [3,29,31,34] have studied the effect of depth of cut on cutting forces; however,
these studies investigated relatively small depth of cuts, between 0.08 mm and 0.381 mm.
It was found that the depth of cut causes an increase in the cutting force following a lin-
ear pattern. Quality of machined surface was closely related to the cutting mechanisms,
which in turn was affected by fibre orientation. The best surface quality was obtained in
the orientation range between 15o and 60o while at 0o, roughness was marginally higher.
Severe surface damage (delamination, matrix cracking) was observed beyond 60o [3].
2.4.2 Chip Formation Mechanisms
Chip formation when cutting composites is very different than that when cutting metals.
In metal cutting (especially ductile metals), cutting is assumed to happen due to plastic
deformation along a shear plane extending from the cutting tool edge to the workpiece
free surface. Composites on the other hand, exhibit very little plastic deformation and
the chip formation is governed by fracture [1, 3]. Furthermore, due to the different failure
mechanisms in unidirectional composites, fibre orientation plays a dominant role in chip-
ping mechanisms. Several studies have investigated chip formation during orthogonal
cutting of unidirectional composites [3, 31–33, 35–38]. Comprehensive discussion about
chip formation mechanisms can be found in [1, 28].
There are several experimental techniques that were used to investigate the chip for-
mation mechanisms. High speed camera was used to perform in-situ analysis of the chip
formation in real time [3, 30, 35, 37, 38]. Macro-chip method was also used to collect the
small and discontinuous chips resulting from cutting FRPs [3, 36]. In this method, a thin
layer of glue is applied on the free surface of the workpiece. During the cutting process,
the discontinuous chips are joined by the glue layer and can be inspected visually using
visual microscope and/or scanning Electron Microscope (SEM). Quick stop method was
also used to study the chip root and the contact between tool and workpiece [36]. Force
17
signals have been used in previous work [35, 39] to infer the chipping process from the
force signal, while Arola et al. [35] did not find clear correlation. However, Lopresto et
al. [39] found a precise correlation between cutting force signal and the chipping action
by performing the cutting experiments at very low speed (11mm/min). Other indirect
methods include analysis of the roughness of the machined surface and then using some
data processing techniques such as fast Fourier transforms or time series analysis [35].
In the following discussion, chip formation is divided into 4 categories. It is important
to note that the last two categories are not entirely distinct. This is evident from the liter-
ature where chip formation is categorised into 5 groups in [1], 4 in [35] and 3 in [38]. The
following discussion is summarised from [1, 3, 28, 35].
Chip formation when θ = 0o and γ ≤ 0o
It is worth noting that tool geometry does not play a significant role in chip formation
with the exception of cutting at θ = 0o. In this type of cutting, the tool applies intensive
compressive stress on the workpiece at the rake face. The generated stress is in the same
direction as the fibres, which leads to micro-buckling of fibres and failure due to mode
II fracture loading. This is sometimes called “brooming failure”. As the tool advances
into the workpiece, chips flow over the rake face and they fracture perpendicular to their
direction near the cutting edge. A schematic of this mode is shown in Figure 2.5a.
Chip formation when θ = 0o and γ > 0o
When cutting with positive rake angle, the chipping mechanism changes. Mode I frac-
ture becomes more prominent than mode II. A crack is formed at some distance ahead
of the cutting tool along the fibre-matrix interface. As the cutting tool advances into the
workpiece, chips are bent and are broken under cantilever loading, perpendicular to their
direction. After separation, the bent chip flattens out due to the absence of plastic defor-
mation. Chips surface is highly irregular indicating the bending fracture separation of the
chip. A schematic is shown in Figure 2.5b.
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Chip formation when 0o < θ ≤ 90o
In this range, the chip is formed by two consecutive fractures, a primary fracture near the
tool nose from compression-induced shear. This results in a process zone with crushed
fibres and cracked matrix. The process zone extends to a small distance ahead of the cut-
ting tool. A secondary fracture occurs along the fibre-matrix interface due to inter-laminar
shear. It emanates from the primary fracture and propagates to the free surface. When
mapping the cutting force signals on to the chipping mechanism, it was found that the
maximum cutting force was recorded at the initiation of the primary fracture. The result-
ing chip can be seemingly continuous whereby the chips are loosely held together. This is
noticed when cutting with positive rake angles and low orientations. With increased fibre
orientations (60o and above), the chip size decreases and the sub-surface damage becomes
more severe. Bending-dominated failure of fibre replaces the shear fracture. Furthermore,
out-of-plane displacement occurs at the un-supported edges leading to poor quality ma-
chined surface. The chips become dust-like ejecting at high speed ahead of the tool. This
makes the collection of chips beyond 60o orientations difficult. A schematic is shown in
Figure 2.5c.
Chip formation when θ > 90o
This range of orientations is associated with the highest levels of subsurface damage and
poorest quality. This is mainly due to the cutting action acting against the direction of
the fibres. This causes extensive elastic bending in the fibres leading to delamination,
interface failure and severe out-of-plane displacement at the unsupported edges. As the
tool advances into the workpiece, the uncut fibres along the unsupported edges bounce
back causing excessive rubbing against the clearance face. However, it was also noted
that at the inner laminates, where macro-fracture is dominant, the depth of cut was often
higher than the nominal depth of cut. This is caused by fibre fracture below the cutting
plane and resulting in bulky discontinuous chips. A schematic illustrating this chipping
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mechanism is shown in Figure 2.5d.
(a) (b)
(c) (d)
Figure 2.5: Chip formation modes as function of fibre orientation and tool rake angle [1]
2.5 Numerical Modelling
Numerical modelling of physical phenomena/systems is an essential feature of modern-
day engineering activities. Its importance comes from the increasing complexity of engi-
neering systems and the need to increase productivity and reduce costs. The term digital
prototyping is now common place and refers to the complete system design and testing be-
fore any actual physical model is built. While there are many approaches used to construct
a model, the focus in this work is on numerical modelling, in which the problem of interest is
described in terms of partial differential equations with complicated geometries/bound-
ary conditions that defy closed form (analytical) solutions. Numerical modelling of any
physical problem has three main steps [40]: (i) problem definition (idealisation and sim-
plification of the problem), (ii) mathematical model (representing the problem using gov-
erning equations) and (iii) computer simulation (solving the mathematical model using
numerical methods). There are several numerical methods that could be used, such as
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Finite Difference Method (FDM), Finite Element Method (FEM), Finite Volume Method
(FVM), Boundary Element Method (BEM) and Meshfree Methods (MM).
FEM is the most used method in solid mechanics problems. It was proposed in the
1950s [41] and has undergone significant improvements to the point where it is currently
the method of choice for modelling most of the engineering problems. In classical FEM,
the problem domain is discretised into a set of finite connected elements. The field vari-
able is approximated using interpolation functions over these elements and then assem-
bled into sparse system equations. As such, the governing Partial Differential Equations
(PDEs) are converted into a set of finite algebraic equations and an approximate solution
is reached. Despite the success of FEM in many engineering applications, it is not without
drawbacks. Many of these drawbacks are related to the existence of mesh [42]. Some of
these shortcomings can be summarised as follows [4, 42–44]:
1. High cost in creating FEM mesh: mesh creation takes considerable amount of time.
Man-labour costs are usually higher than that of computer, thus automatic discreti-
sation of the domain becomes advantageous but not yet attainable for complex prob-
lems in FEM.
2. Low accuracy in stress: in models that study stress, the resulting stresses are often
discontinuous at the interfaces of elements. Post processing is required to overcome
this issue.
3. Difficulty in adaptive analysis: in adaptive analysis, remeshing is required which is
expensive and complicated for 3D domains. Moreover, projections of field variables
between successive meshes reduce the accuracy and add to computing time.
4. Limitation on analysis of some problems:
4.1. Problems with large deformations
4.2. Crack growth with arbitrary and complex paths
4.3. It is very difficult to simulate the breakage of material with large number of
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fragments since FEM takes continuum mechanics approach and elements can-
not be broken (element is either bonded or debonded)
5. FEM is not well suited for modelling discontinuities if the discontinuities do not
coincide with elements’ boundaries.
2.5.1 Meshfree Methods
Out of the above limitations and difficulties in FEM, meshfree methods were developed
as an alternative for solving partial differential equations and boundary value problems.
Meshfree methods can be defined as “a method used to establish system algebraic equations for
the whole problem domain without the use of a predefined mesh for the domain discretisation” [42].
In meshfree methods, the construction of the shape function is done in terms of nodes
rather than elements [45], thus eliminating the dependency on structured mesh. As seen in
Figure 2.6, in MM, there is no connectivity between field nodes, which gives more freedom
in moving, adding or removing nodes without worrying about their neighbouring points
[42]. Review papers detailing state of the art in Meshfree methods can be found in [44–47].
(a) FEM (b) Meshfree
Figure 2.6: Difference in domain discretisation between FEM and Meshfree [4]
The first meshfree method, namely smoothed particle hydrodynamics, was developed
in 1977 to solve boundless problems in astrophysics [44]. Later, substantial developments
in MMs were made in the 1990s, where other methods and improvements were developed
by influential researchers such as Belyteschko [48] , Liu [42], Daurte and Oden [49]. New
methods and improvements to existing methods are still being proposed. Nonetheless,
when compared with FEM, MMs are still under developed with large potential for im-
22
provement. Currently several meshfree methods exist; a non-exhaustive list include [50]:
• Smooth particle hydrodynamic (SPH)
• Element-free Galerkin (EFG)
• Reproducing kernel particle method
• Partition of unity
• Finite pointset method
• Discrete element method
• hp clouds
• Meshless finite element
• Finite sphere
• Natural element
• Non-structured finite differences
• Diffusive elements
These methods have been applied to solid mechanics problems [42,44,51,52], machin-
ing of metals [53–59], forming of metals [60] and fracture of composite materials [61–63].
EFG will be used in this research, a review of which will be presented in the next section.
Derivation and implementation will be presented in Chapters 3, 4 and 5.
2.5.2 The Element-Free Galerkin Method
The EFG method was conceived in Belytschko’s seminal paper in 1994 [48]. The method
was an improvement of the diffuse element method proposed by Nayroles [64]. It utilised
Moving Least Squares (MLS) approximation in constructing the shape functions. In the
subsequent years, the EFG was extended and improved [8, 65–72] with particular success
in fracture mechanics applications. The lack of nodal connectivity is found to be especially
helpful in modelling both static and dynamic fracture problems. As such the EFG became
one of the most mature and widely used meshfree methods. The full extent of the EFG
techniques that have been developed thus far are shown graphically in Appendix (B.1) and
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different applications of the EFG can be found in Appendix (B.2). Below is a summary of
the state of the art in different aspects of the EFG:
Discontinuities
Dealing with continuous domains with embedded discontinuity gained a lot of attention
in the context of EFG. Effective handling of discontinuities is essential for a robust and
versatile method, since it allows the method to be applied in non-convex domains and to
treat singularities such as the ones arising at the crack tip in fracture mechanics. Visibility
criteria was the first of such methods, proposed by Belytschko et al. [48] and applied to
static fracture. In this method, the domain of influence (DoI) of nodes in the vicinity of
cracks are truncated to exclude nodes that are not “visible”from the point of interest. This
has proven to be very powerful and simple technique, and was subsequently used in sev-
eral publications. Other methods were also proposed such as the diffraction method [72]
and the transparency method [8]. These were basically variations on the concept of visi-
bility but rather than eliminating the non-visible nodes, the values of the shape function
at these nodes were “filtered”due to the presence of cracks. These methods produced
smoother shape functions resulting in better convergence. Another approach in handling
crack problems is by using enrichment, in which the basis function is augmented with
additional terms to improve the approximation accuracy near cracks. Several techniques
were proposed and they can be categorised into two groups [8, 52]:
• Extrinsic enrichment: extrinsic MLS enrichment and extrinsic partition of unity en-
richment
• Intrinsic enrichment: full basis enrichment and radial basis enrichment.
Shape Function
One of the most distinguishing features of the EFG method is the use of the MLS approx-
imation to construct the shape functions. These shape functions are smooth and provide
at least C1 continuity. Detailed discussion on the construction of the shape function can
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be found in Section 3.3. A weight function is used to construct the shape function. The
selection of the weight function is important to the resulting shape function. There are few
criteria to select the weight function such as [4] :
1. Positive within the support domain
2. Vanishes outside the support domain
3. Monotonically decreasing from the point of interest
4. Sufficiently smooth, especially at the boundaries
Several weight functions have been proposed and use such as:
• Truncated Gaussian [48]
• Exponential [4]
• Cubic Spline [73]
• Quartic Spline [69]
• Higher order polynomial [74]
These weight functions all fulfil the above mentioned weight function criteria. Most and
Butcher [75] proposed new weight function, which approximately fulfils the essential
boundary conditions. This allows for the direct imposition of the essential boundary con-
ditions, unlike the other weight functions, which result in shape functions that require
special enforcement techniques at the essential boundaries. The lack of Kronecker-Delta
property was also explored by Askes et al. [76], who found that MLS shape functions were
generalisation of the finite element shape function which could be recovered from the MLS
formulation by a certain choice of the domain of influence. Standard finite elements could
be obtained if a C0 weight function (e.g. piecewise constant) is used [48].
Improvements on the standard MLS formulation started with the work of Liew et al.
[77], where they proposed an improved MLS approximation (IMLS) that utilises weighted
orthogonal basis functions instead of a generic monomial basis functions. This formu-
lation avoids the numerical efforts of inverting the moment matrix by developing an al-
ternative diagonal moment matrix, thereby avoiding the possibility of ill-conditioning of
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the MLS equations. This formulation was later adopted in several subsequent publica-
tions such as [78–82]. Another improvement of the MLS approximation was proposed by
Ren and Cheng [83] and applied to 2D potential problems. This implementation is called
the Interpolating MLS (IMLS), whereby the shape function possesses the Kronecker-Delta
property, which simplifies the implementation of the Dirichlet boundary conditions. Sub-
sequently, this method was applied by Abbaszadeh and Dehghan [84] for solving frac-
tional reaction sub-diffusion problem, by Cheng et al. [85] to solve 2D elasto-plasticity
problems and by Dehghan et al. [86] to solve the regularised long wave equations. Local
maximum entropy shape function was used in the context of EFG by Ullah et al. [87] for
linear and nonlinear solid mechanics problems.
Domain of Influence
The domain of influence (DoI) is a local part of the domain that is constructed around a
node where it has “influence”, that is, it contributes to shape function and field variables
calculations. Usually EFG calculations are performed at integration points, as such all the
nodes that have integration point within their DoI will contribute to the calculations. Con-
ventionally, a square or circular DoIs are constructed around the node. Another method
of constructing the DoI is suggested by Zhang et al. [78], in which an arbitrary polygon
is constructed around the node using neighbouring nodes and the polygon is used as
DoI. It was found that this procedure is more computationally efficient and avoids the ill-
conditioning of the moment matrix. The DoI construction is performed using the average
nodal spacing and a non-dimensional quantity, namely β, controls the size of the DoI.
The size of the DoI has been studied extensively in many papers since it has a signifi-
cant effect on the computational cost of the method and the recommended value depends
on the application. The size of DoI in dynamic problems usually should be smaller than
similar static ones due to the hyperbolic nature of the governing equations [65]. Large DoI
values were found to be suitable in plates analysis [74], while Chung et al. [88] found that
minimising the DoI while retaining the regularity of the moment matrix is the best option
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to minimise the errors associated with the meshfree interpolation.
Numerical Integration
Numerical integration of the weak form is a major concern since many meshless shape
functions are non-polynomial, meaning that exact integration is very difficult/impossible
for many meshfree methods [52]. The most widely used numerical integration techniques
are [52]:
• direct nodal integration
• stabilised nodal integration
• stress point integration
• support-based integration
• background mesh integration (using Gauss quadrature)
• cell structure integration (using Gauss quadrature)
In problems of small and moderate deformations, integration using background mesh
or cell structure is preferred because of their higher accuracy, while methods based on
nodal and stress point integration are preferred in dynamics and large deformation prob-
lems [52] because it avoids remapping of the state variables that are required in other
methods like the FEM [89].
In Puso et al. [89], the authors investigated three nodal integration schemes, namely
nodal strain method, stabilised conforming nodal integration (SCNI) and nodal averaging.
Recently, Li et al. [90] proposed a new integration scheme that employs the divergence-
free condition combined with the truly mesh-free concepts and called it support integration
methods. The new method was found to be efficient but aimed only at explicit or matrix-
free implicit solvers. Methods that require stiffness matrices were not included [91]. In
2012, Racz and Bui [92] proposed two adaptive numerical integration schemes using map-
ping of complex integration domain into simpler ones. By using these methods, a truly
meshfree implementation was achieved by eliminating the need for mesh-based integra-
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tion schemes such as background mesh or cell structure that was employed in the standard
EFGM and RIPM. Liu and Tu [93] proposed integrating the domain using background
mesh by using triangular integration cells rather than the conventional quadrilateral cells.
The field nodes are used as cell vertices. This approach can make the automatic mesh gen-
eration easier for complex shapes. In order to increase the efficiency of the nodal search
during the construction of the domain of influence, bucket algorithm is used. In an earlier
study, the same authors proposed a relay model for irregular domains containing arbitrary
number of cracks, discontinuities and non-convex boundaries [93].
Liu et al. [91] proposed a new numerical integration technique based on the local sup-
port that takes advantage of the divergence-free condition. This method is developed
mainly for explicit time integration or implicit integrators without explicit derivative cal-
culations. The proposed nodal support integration scheme share similarities with the truly
meshless methods but is much quicker since only n+1 integration points per particle is re-
quired (n is the number of dimensions of the problems) as opposed to dozens of points.
The position of the quadrature point depends only on the nodal location and support do-
main. However, the weights of the quadrature points have to be calculated and cannot be
evaluated explicitly, as such these are calculated at the beginning of the simulation using
full Gaussian quadrature. Other integration methods include hierarchical cover construc-
tion coupled with decomposition quadrature [94].
2.6 Numerical Modelling of Machining Composites
This section presents state of the art in modelling of orthogonal cutting of unidirectional
FRPs. Building a numerical model to simulate cutting of FRP requires several decisions
from the engineer/researcher. The major ones can be summarised as:
• Choice of numerical method (e.g. FEM, MM)
• Type of mesh (e.g. Lagrangian, Eulerian)
• Number of dimensions (two or three)
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• Inclusion of dynamic effects
• Constitutive model to be used (e.g. Elastic, Elasto-plastic )
• Failure modelling to be used (e.g. max stress, Hashin)
• Modelling contact between the tool and workpiece
• Required outputs from the model (e.g. cutting forces, temperature)
Below is a detailed explanation of each of the above points including how different stud-
ies compare to each other. Hopefully this would provide a clear guidance of the overall
process beyond summarising what each study has done.
2.6.1 Numerical Method
This is the first basic choice that the engineer has to make. The majority of studies have
used FEM due to its maturity and the availability of several commercial packages (AN-
SYS, Abaqus, Ls-Dyna, etc). It was noted however, that most of FEM studies have used
Abaqus [5, 6, 34, 95–105]. Recently, meshfree methods have been used to investigate cut-
ting composites. Iliescu et al. [106] used the discrete element method, Shchurov et al. [107]
used SPH method, and most recently, Kahwash et al. [108] have used the Element-free
Galerkin Method. There is limited availability of meshfree methods in commercial soft-
ware with exception of the SPH. However, LS-Dyna is pioneering the integration of other
methods (e.g. isogemetric analysis and smoothed particle Galerkin) into the software.
2.6.2 Type of Mesh
There are three basic types of meshes, namely, Lagrangian, Eulerian and Arbitrary Lagrangian-
Eulerian (ALE). Lagrangian mesh is the most used type in solid mechanics codes. The
mesh nodes are connected to material points in the domain and as the material points
move, the nodes move similarly. In Eulerian meshes, the mesh is fixed in space and the
materials move through the computational domain. It is mainly used in fluid mechan-
ics although it was used in early modelling of machining of metals, where chip shape
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could be reasonably assumed. In ALE approach, the mesh is neither fixed in space nor
fixed on material points, rather it can move in arbitrary manner (not random though, 1
to 1 mapping has to be maintained for every time step between the mesh and material
points, although not necessarily the same point [72]). The ALE formulation can be used to
combine the advantages of the Lagrangian and Eulerian types. However, it is difficult to
implement numerically. An additional non-symmetric advective term appears in the dis-
cretised system equations and needs special solving techniques such as operator splitting
to deal with the coupled system equations. Previous work [98, 109–111] have used ALE,
but not all have explicitly stated which approach was used.
2.6.3 Number of Dimensions
One of the main reasons to choose orthogonal cutting is because it can be reasonably as-
sumed as a 2D process. Indeed, most of past research have assumed this [5–7,95,98,99,110,
112]. However, recently several 3D models have been proposed. Mahdi and Zhang [109]
were the earliest to propose such a model, later [97, 100, 103–105, 107, 113] have proposed
3D orthogonal cutting models. The most interesting approach was found in the work of
Santiuste et al. [100]. They compared the damage of the 2D and 3D orthogonal cutting
models. It was found outer lamina damage profile resembled that of the 2D case, whereas
inner lamina had lesser damage. As such, it was concluded that thinner laminates are
approximated better by 2D model than thicker ones.
2.6.4 Dynamic Effects
Machining simulation can be steady-state [5,31,95,97,110,112] or dynamic [7,99–103,105,
111, 113, 114]. Steady-state simulation utilises implicit algorithms (e.g. Newton Methods),
while the dynamic uses explicit algorithms (e.g. central differencing). By changing the
simulation from steady-state to dynamic, the nature of the governing PDE changes and
the solution methods requires more attention. Cutting speed and computational resources
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should be considered when making this choice as dynamic simulations are usually more
time consuming. The dynamic approach is more suitable for high speed machining and
for capturing chip formation mechanisms. Publications trend is moving toward the dy-
namic approach. This might be due to the highly transient nature of composites cutting
and the increased availability of computational resources needed for dynamic studies.
2.6.5 Constitutive Model
Material modelling is a crucial aspect in modelling of machining. The material behaviour
is modelled by an appropriate constitutive model. It is critical to appreciate that choos-
ing a certain constitutive models is an assumption about the behaviour of the real material
and has to be justified in light of the cutting conditions that the model is built to predict.
Furthermore, the availability of reliable material data poses an obstacle in adopting more
sophisticated constitutive models. For example, if a FRP laminate is assumed to be or-
thotropic in plane stress, 4 independent material parameters need to be known; whereas
if it is assumed to be anisotropic in general stress state, 21 independent parameters should
be known. Another assumption about the material is the uniformity of composite plates.
Only one study in literature was found to address this issue; Calzada et al. [7] identified
three main parameters: fibre angle deviation, fibre grouping number and matrix spacing.
These parameters measure the variability of the composite from perfect unidirectional
lamina. SEM imaging was used to scan the workpiece samples and estimate the values of
these parameters, which were then used to generate the modelled workpiece.
Two main approaches are used in modelling composite workpieces, namely, single
phase models and multi-phase models.
Single phase models
Single phase models are commonly known in literature as Equivalent Homogeneous Ma-
terial models (EHM) or macro-mechanical models. In this approach, the composite plate is
assumed to be one phase with mechanical properties obtained from testing the laminates.
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In most studies that have adopted this approach [5, 6, 95, 96, 99, 100, 102, 105, 111, 112, 114],
the material is assumed to be orthotropic and in plane stress condition. This method is
widely used to date due to the significant simplification in solution it offers. Most of the
studies have used a linear elastic up to failure constitutive model on the basis that com-
posites are brittle material that show little or no plastic deformation before failure and the
chip formation is discontinuous [115]. However, Zenia et al. [102, 114] have developed
elasto-plastic constitutive model with isotropic hardening and no plastic flow in the fibre
direction. Good agreement between predicted cutting force and high speed machining
experiments was obtained as a result.
Multi-phase models
Multi-phase models are commonly referred to as micro-mechanical models. Following
this approach, the matrix, fibres and often an interface are modelled using distinct con-
stitutive equations. Given the dimensions of fibres (usually in the order of 10 µm), the
mesh used in this type of model is significantly smaller than that necessary in the single
phase models. 1× 1 µm element size is common in literature. In order to reduce the com-
putational cost, some studies have used a combination of single and multi-phase models.
The area of interest is modelled as multi-phase, while the surrounding areas are modelled
as single phase. Multi-phase models are usually better than single phase in predicting
the complex behaviour of composites under machining conditions. Most of the studies
have assumed the fibres to be elastic up to failure materials. Glass fibres were modelled as
isotropic linear elastic [34, 116] with exception of Dandekar and Shin [98] who assumed it
to be isotropic and strain rate dependent. Carbon fibres were modelled as anisotropic lin-
ear elastic materials in [7,98,103,105,117]. The matrix (epoxy) is often modelled as elasto-
plastic with von Mises yield criterion and isotropic hardening [7,34,103,105,116,117] with
the exception of Dandekar and Shin [98] who modelled the matrix as isotropic linear elas-
tic.
Multi-phase material approach requires an auxiliary model to describe the interaction
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between the phases. This is physically equivalent to the adhesion bond between the matrix
and the fibres or between adjacent lamina. Cohesive zone elements (CZE) are mostly used
to achieve this end. Zero or finite thickness elements can be used. Separation-traction
law is a widely used mechanism that govern the failure of these elements. It has been
applied in [34, 98, 103]. Further discussion about CZE can be found in the work of Abena
et al. [103].
2.6.6 Failure Modelling
Failure modelling is another critical aspect in machining simulations. It is also found in
literature under the term “chip separation criteria”. Failure modelling has two essential
components: failure initiation and failure progression.
Failure Initiation
Failure initiation model controls the onset of failure in the workpiece material. This is
calculated usually at the integration points of elements. Failure initiation model differs in
single and multi-phase material models. Single phase models usually utilise one of the
numerous composite failure criteria found in literature, such as Tsai-Hill [31, 95, 97, 110,
111], maximum stress [31,112], and Hashin [99,101,104,112,118]. Some studies [5,6,95,96]
combined two failure models, that is a primary model for the onset of chip formation
and a secondary for the progressive failure. This was justified based on experimental
observations of chip formation mechanisms in the range 0o < θ < 90o (refer to Section
2.4.2).
In multi-phase materials, failure of each constituent is modelled independently in ad-
dition to the interface failure (CZE elements failure). Rao et al. [34] used von Mises yield
criterion to estimate the matrix failure. Rao et al. [116] assumed the fibres failed once the
principle stresses at the Gauss points reached the critical value. Fibre failure in [98] was
modelled using Marigo model for brittle materials.
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Failure Progression
Failure progression is essentially a numerical technique used to simulate the behaviour of
material point post initial failure. Two main approaches have been used, sudden stiffness
degradation [112] or continuum damage mechanics approach [99–101, 118]. In the for-
mer, the stiffness parameters at the failed material point is multiplied by a small number
(usually in the order of 0.01). Whereas in the latter, stiffness degradation occurs gradually
between two critical values of strain. The former method is easier to implement and is less
susceptible to mesh-sensitivity issues. However, Santiuste et al. [99] used the continuum
damage model to distinguish between the failure of GFRP and CFRP. This was achieved
by changing the energy level required to totally break an element after the initial failure.
The approach seem to capture some of the different behaviour in failure between glass
and carbon FRPs. However, the parameter that controls this behaviour was not measured
experimentally.
2.6.7 Tool-Workpiece Contact
Contact is one of the most difficult phenomena to model using continuum mechanics ap-
proach. This is because of the inherent discontinuity at the moments of contact and sep-
aration of contacting bodies. Furthermore, it adds one more non-linearity to the problem
as the contact boundary is part of the solution and requires special techniques to deal with
it. In orthogonal cutting simulations, the tool contacts the chipped region at the rake face
and possibly the machined surface at the clearance face. High levels of friction exist since
most FRP machining is performed dry. All existing literature have used Coulomb friction
law in orthogonal cutting models. Nayak et al. [6] conducted pin-on-disk experiments
on composites and found that there is a strong influence of θ on the value of friction co-
efficient, which was incorporated in later studies [7, 111]. However, most studies used a
constant friction coefficient, usually in the range 0.3 to 0.5. Clearly, this is an area in which
significant improvement is yet to be made.
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2.6.8 Studied Outputs
Arrazola et al. [43] have argued that the outputs in machining simulations can be grouped
into two main categories. The first category consists of fundamental variables such as
cutting forces, chip dimensions, temperature, etc. The second category is the “industry-
relevant outcomes”, such as tool wear, surface roughness, residual stresses, etc. Outcomes
of the first category could be used to estimate the second category outcomes. The second
category is deemed as the most important as it leads to improvements in productivity.
Three outputs were mainly studied in the modelling of machining literature, namely, cut-
ting forces, chip formation/chipping mechanisms and machined surface damage. The
findings are detailed below:
Cutting Forces
Cutting forces were studied extensively with nearly all papers predicted them. Some pop-
ular experimental results have been used for validation of several models. A collection
of predicted cutting force data compared with experiments are shown in Figures 2.7, 2.8
and 2.9. These studies cover different cutting conditions and material parameters. Gener-
ally, the trend of cutting force was predicted well in literature to more or lesser degree of
accuracy.
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Figure 2.7: Comparison of cutting force predictions against experimental evidence of Bhat-
nagar et al. [5]. Cutting conditions: V = 0.5 m/min , ac = 0.2 mm, γ = 5o
0 15 30 45 60 75 90
0
10
20
30
40
50
60
70
80
θo
F
c
N
/
m
m
Nayak [6] (FEM)
Soldani [101] (Unstructured mesh)
Soldani [101] (Structured mesh)
Nayak [6] (Experimental)
Rao [34]
Mkaddem [110]
Figure 2.8: Comparison of cutting force predictions against experimental evidence of
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Figure 2.9: Comparison of cutting force predictions against experimental evidence of
Calzada et al. [7]. Cutting conditions: V = 500 m/min , ac = 0.015 mm, γ = 25o
Predictions of thrust force proved to be much more challenging than that of cutting
force as is clear from Figures 2.10, 2.11 and 2.12. In Figure 2.10, with the exception of
Santiuste model [99], thrust values were an order of magnitude less than that of the exper-
imental values. Several hypothesis were put to explain this, such as the inability to capture
the bouncing back effect, which is a reaction of the machined surface on the clearance face of
the tool. This was identified as one of the major reasons [112]. Another contributing factor
was to start simulations at some distance inside the workpiece and not from the edge [6].
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Figure 2.10: Comparison of thrust force predictions against experimental evidence of Bhat-
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Figure 2.11: Comparison of thrust force predictions against experimental evidence of
Nayak et al. [6]. Cutting conditions: V = 0.5 m/min , ac = 0.2 mm, γ = 10o
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Figure 2.12: Comparison of thrust force predictions against experimental evidence of
Calzada et al. [7]. Cutting conditions: V = 500 m/min , ac = 0.015 mm, γ = 25o
Chipped Region
The study of the chipped region is different for single and multi-phase models. In single
phase models, the failure model is used to generate failure envelope in the workpiece
(both in the chipping region and in the machined area) which is used to deduce the shape
of the chip and the mode of failure. Failure in the local material system is often correlated
with different modes of failure. For example, failure in the local x direction is usually
interpreted as fibre failure; failure in the local y direction is interpreted as matrix failure
and in local xy as interface failure. This is a powerful way to infer the type of the damage
in the constituents of the composite without the need to use multi-phase models.
Lasri et al. [112] used three different failure criteria and found that interface failure
is the first to initiate and propagate along the fibre direction. Fibre breakage was last to
initiate above the nominal cutting plane. This was also observed by Santiuste et al. [99]
who found negligible fibre failure at the completion of the chip. The variation in the size
of the chip between CFRP and GFRP was found to be substantial. This was modelled
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through continuum damage mechanics approach (refer to Section 2.6.6 ). Mkaddem et
al. [111] found the application of ALE mesh to be beneficial in studying chip formation
mechanisms. The dimensions of the modelled chip were changed according to the fibre
orientation and the size of the chip was reduced with increased θ as experimentally ob-
served. Zenia et al. [102, 114] modelled the chip formation and cutting forces with single
phase elasto-plastic material model. The chipping process for 45o fibre orientations was
found to follow the two fracture planes model which was observed experimentally. How-
ever, it was not shown for other studied orientations such as 90o and 0o.
Multi-phase modelling allows for deeper investigation of the chip formation process
than single phase models. Nayak et al. [6] utilised a multi-phase FEM model to investi-
gate the mode of chip breakage. It was noted that the modelled fibre in contact with the
tool was subjected to compressive stress on the contact face and tensile stress on the op-
posite side due to the inferior strength of the supporting matrix. Failure initiation in the
fibre was observed on the back side of the fibre. The stresses were mainly coincident with
the fibre direction indicating the fibre breakage is likely to happen along the transverse
plane. It was also found that the length of the chip is likely to decrease with increased fi-
bre orientation, which correlated well with experimental evidence from Nayak et al. [31].
Failure initiation was found to start in the matrix behind the first row of fibres contacting
the tool [116] then propagating to the adjacent fibres. One of the useful insights about
the model by Rao et al. [116] was the prediction of loose or hanging chip for depth of cut
larger than 0.1mm, as the matrix damage did not reach the free surface at the complete
failure of fibres. Fibre failure was predicted on its front and back by the model proposed
by Dandekar et al. [98]. The micro-machining model [7] was used for detailed simulation
of chip formation at 0o, 45o, 90o and 135o fibre orientations. At 0o, the phases were seen
to separate at the interface and then followed by bending failure in the fibres at a distance
ahead of the tool edge. At 90o, the bending stress in fibres under cutting plane was less
than usually observed in macro-machining, however, crushing-dominated failure was ob-
served ahead of the cutting tool. For 135o orientation, interfacial failure caused the fibre
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to be peeled from the rest of the workpiece and eventually failed under bending beneath
the nominal cutting plane.
Machined Surface Damage
This is sometimes called sub-surface damage and is mainly caused by de-bonding failure
and matrix cracking due to the pressure of the cutting tool on the workpiece, leading
to a reduction in service life of the component [5]. One of the early studies in trying to
quantify this is by Bhatnagar et al. [5]. Experimentally machined surface was cleaned and
dyed then imaged with UV light to show the extent of the subsurface damage. Single
phase FEM model was then proposed with Tsai-Hill failure criteria to estimate the sub-
surface damage. The model was able to predict, with reasonable accuracy, the extent of
damage for fibre orientations θo < 60 but it was under-estimating the damage in higher
orientations. The effect of cutting conditions on subsurface damage was carried out by
Nayak et al. [6]. Tsai-Hill criteria was also used and found that fibre orientations and depth
of cut had the largest effect on the sub-surface damage. The minimum damage is found
at orientations 15o to 30o, this means that the cutting force correlates well with the sub-
surface damage as opposed to thrust force. Lower cutting forces are likely to give better
surface quality. The effect of rake angle was found to be less significant for small fibre
orientations. With larger orientations, a reduction in damage was observed with higher
rake angles up to 30o. Multi-phase models were also used to estimate machined surface
damage [34,116]. One of the main advantages is the ability to predict failure modes related
to the damage. It was found that matrix damage is the main reason for the subsurface
damage for all the studied cutting conditions.
2.7 Gaps in Literature
The need for modelling of machining composites is clear for several reasons:
• Better understanding of the fundamentals of the cutting process, especially where it is
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difficult to obtain experimental data (e.g. strain rates and temperature distribution
inside the workpiece). Significant progress have been made by utilising numeri-
cal models. For example, better understanding of failure mechanisms in fibres was
made in several publications [31, 34, 98].
• Optimisation of cutting parameters in a cost effective way. Once a reliable cutting model
is developed, it can be used iteratively to choose cutting speed, depth of cut, rake
angle, etc. This has the potential to save time and resources compared with the
experimental approach; albeit, validation of modelling results through experiments
is always recommended when possible. However, the number of the experiments
can be reduced significantly if preceded by numerical simulations.
• Guiding design of cutting tools. By calculating the temperatures and forces acting on
the cutting tools at different operating conditions, better tools can be designed for
specific material/application. A good illustration of this is shown in the work of
Calzada et al. [7], where the orthogonal cutting model was used to modify an exist-
ing cutting tool used in micro-machining of CFRP workpieces to yield lower cutting
forces.
As shown in Section 2.6.1, the majority of the numerical models of machining com-
posites utilised FEM. This is not surprising given the robustness and availability of FEM.
However, mesh generation is still a bottleneck in the engineering analysis process, espe-
cially for complex systems. For example, it is estimated that mesh generation takes about
80% of the overall analysis time in aerospace and automotive industries. In automotive
industry, creating a complete mesh for a vehicle could takes about four months [119]. The
advent of novel numerical methods such as meshfree methods provides an opportunity
to alleviate some of the burden of creating a mesh. As discussed in Section 2.5.1, meshfree
methods are well suited to study problems with large deformation, fracture and arbitrary
crack growth, all of which make them good candidate to simulate the cutting process.
Furthermore, meshfree methods could improve some limitations in modelling compos-
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ites using FEM. As seen in Soldani et al. [101], the direction of mesh affected the chip
formation predictions. It is usually recommended to align element edges with fibre orien-
tation [120]. This means that a separate mesh should be created for each fibre orientation
under investigation.
2.8 Concluding Remarks
This chapter aimed at providing context for the research effort presented in later chapters.
To achieve this, necessary background in the relevant areas of research was presented first,
namely, machining operations and composite materials. Later, state of the art in experi-
mental research of composites machining was discussed. Finally, numerical modelling
methods and their application to composite machining was presented.
Referring back to Figure 2.1, the choices of process, material and method can be sum-
marised as follows: Orthogonal cutting process is chosen since the interest of this study
lies in fundamental understanding of the cutting process. Furthermore, it is the simplest
machining process to model. Unidirectional composites are chosen as they are the build-
ing blocks of multi-directional laminates, which constitute significant share of the total
composites market. EFG is chosen since it is a promising alternative to FEM that can ad-
dress some of the issues discussed in the previous sections.
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Chapter 3
Meshfree Model Development
3.1 Introduction
As discussed in Section 2.5.1, meshfree methods are still in the development stage with
large potential for improvement. For this reason, few commercial packages support mesh-
free implementations1. In light of this, and given the promising performance that these
methods offer, it was decided to build a code in a bottom-up approach and not rely on
any mechanics commercial software package such as ANSYS or ABAQUS. MATLAB was
chosen to write the code as it offers a lot of capabilities in scientific computing. This allows
more focus on the content of the code rather than on the implementation aspects, which
could be daunting in other programming languages. MATLAB’s large library of built-in
functions, especially in geometrical calculations and system equations solving was par-
ticularly useful in this study. While it is true that runtime in MATLAB is usually longer
than C++ or Fortran; however, coding and debugging times are considerably lower. The
developer time is more valuable than the machine time.
This chapter aims at developing the essential components of the meshfree orthogo-
nal cutting model. Rigorous bottom-up approach is adopted: starting with mathematical
1With exception of SPH, which might be the case since it is the oldest meshfree method; despite the well
known issues with stability and spurious energy modes that SPH suffers from.
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modelling (governing equations) followed by approximation procedure and then algorith-
mic implementation. The essential machining model components are depicted in Figure
3.1. The complexity of the model is evident from the various essential components re-
quired to build it. To ensure high accuracy, each model component was tested separately
using appropriate verification examples, starting from the simplest elasto-static case and
then building new capabilities based on the tested ones. This chapter presents the details
of this model building effort. It should be noted however, that the complete orthogonal
cutting model will be developed in Chapters 4 and 5. Furthermore, novel aspects of the
model will be presented in those later chapters. For example, novel penalty formulation
for contact calculation is presented in Chapter 4 and novel orthotropic constitutive model
is presented in Chapter 5.
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Figure 3.1: Main components of the meshfree model and the corresponding verification
examples
This chapter is organised as follows: starting with presentation of the weak forms in
static and dynamic cases, followed by derivation of the meshfree spatial approximation
techniques and methods to impose constraints on the weak forms. The EFG formulation
for elasto-statics is then developed followed by the elasto-dynamics, contact and finally
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composites failure. Verification examples are presented at the end of each section.
3.2 Governing Equations
In computational solid mechanics, a body is governed by the following equations [121]
• conservation of mass
• conservation of momentum
• conservation of energy
• displacement-strain relationship
• constitutive model
Assuming the density of the solid does not change, conservation of mass equation is
no longer needed. Furthermore, assuming the domain is isothermal and adiabatic, the
conservation of energy becomes no longer necessary. As such, in developing the model
throughout this work, conservation of momentum, displacement-strain relations and con-
stitutive equation will be used as the mathematical basis of the numerical model.
The strong form2 of conservation of momentum equation is given as
∇ . σ + b = ρu¨ (3.1)
where, ∇ is the divergence operator, σ is the stress tensor, b is the body force tensor, ρ is
the density of the material and u¨ is the acceleration.
Introducing a differential operator L, the above equation can be cast in matrix notation
as follows
L σ + b = ρu¨ (3.2)
2Strong form refers to the strong continuity requirement on the solution field as compared with the weak
form
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For 2D problems,
L =

∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x
 (3.3)
The above differential equation is subject to the following boundary conditions
nj σ = t¯ on Γt (3.4a)
ui = u¯ on Γu (3.4b)
where, t¯ is the prescribed traction on the traction boundary Γt, nj is the outward nor-
mal on the Γt and u¯ is the prescribed displacement on the displacement boundary Γu.
Since Equation 3.2 is a hyperbolic partial differential equation, it is subject to the follow-
ing initial conditions
u(x, 0) = u0(x) (3.5a)
σ(x, 0) = σ0(x) (3.5b)
The term on the RHS of Equation 3.2 represents the inertial effects on the solid. In static
cases, the inertial effects can be neglected and the strong form in static loading is obtained
L σ + b = 0 (3.6)
Equation 3.6 requires boundary conditions (i.e. Equations 3.4), but it does not require
initial conditions (i.e. Equations 3.5) since the temporal derivative is absent.
The weak form of the dynamic and static momentum conservation can be obtained by
multiplying with a kinematically admissible3 virtual displacement field δu, then integrat-
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ing by parts and rearranging to obtain in the dynamic case
∫
Ω
(L δu)
T
σ dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ +
∫
Ω
ρδuT u¨ dΩ = 0 (3.7)
The term (L δu) refers to the virtual strain δε that results from subjecting the body to
virtual displacement field δu. The strain-displacement relation is given in matrix notation
as follows
ε = L u (3.8)
Similarly, the weak form for the static case is given as
∫
Ω
(L δu)
T
σ dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ = 0 (3.9)
3.3 Moving Least Squares Approximation
When attempting to solve Equations 3.7 and 3.9, the unknown field variable (i.e. displace-
ment field in this case) need to be approximated using shape (trial) function [4]. In this
section, the Moving Least Squares (MLS) is used to construct such shape functions. This is
necessary for constructing the discretised system equations and obtaining an approximate
solution.
The following development is taken from [45,48,122]. The goal here is to approximate
a scalar function u by uh. The MLS formulation states that
uh(x) =
m∑
j
pj(x)aj(x) ≡ pT (x)a(x) (3.10)
where, p is a complete polynomial basis function with m monomial terms, a(x) is the
matrix of unknown coefficients. In Least squares approximation, these coefficients are
constants, but in MLS, they are functions of spatial coordinates and should be computed.
3Kinematically admissible displacement field is the one that satisfies the boundary and initial conditions
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A linear basis function in 2D is given as
pT (x) = [1, x, y], m = 3 (3.11)
and a quadratic basis by
pT (x) = [1, x, y, x2, xy, y2], m = 6 (3.12)
The unknown coefficients aj(x) in Equation 3.10 can be calculated by minimising the
difference between the local approximation and the function through a weighted least-
squares fit, which gives
J =
n∑
I
w(x− xI)[pT (x)(xI)a(x)− uI ]2 (3.13)
where n is the number of points in the neighbourhood of x for which the weight function
w(x − xI) 6= 0, and uI is the nodal value of u at x = xI . The choice of weight function
is an important aspect and will be explained further in Section 3.3.1. Equation 3.13 can be
re-written as follows
J = (p a− u)Tw(x)(p a− u) (3.14)
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where,
uT =
{
u1 u2 · · · un
}
p =

p1(x1) p2(x1) · · · pn(x1)
p1(x2) p2(x2) · · · pn(x2)
...
...
. . .
...
p1(xn) p2(xn) · · · pn(xn)

w(x) =

w(x− x1) 0 · · · 0
0 w(x− x2) · · · 0
...
...
. . .
...
0 0 0 w(x− xn)

aj(x) is obtained by differentiating Equation 3.14 with respect to a and finding the station-
ary point
∂J
∂a
= (p a− u)Tw(x) = 0 (3.15)
Therefore, a is given as
a = A−1 B u (3.16)
where, A = pT w(x) p is called the moment matrix and B = pT w(x). From the above,
the final MLS approximation relationship is obtained
uh(x) =
n∑
I=1
ΦI(x)uI = Φ(x)u (3.17)
The shape function Φ(x) is defined by
Φ(x) =
m∑
j=0
pj(x)(A
−1(x)B(x))j = pTA−1B (3.18)
where m is the order of the polynomial p(x). The partial derivatives of ΦI(x) can be
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obtained as follows
Φ,i =
m∑
j
{pj,i(A−1B)j + pj(A−1,i B) + (A−1B,j)j} (3.19)
where the index that follows a comma is a spatial derivative and A−1,i = −A−1A,iA−1.
The MLS procedure presented above have two main advantages [42]: (i) The desired
order of consistency can be obtained by the proper choice of the basis function and (ii) The
approximated field is continuous and smooth across the domain.
3.3.1 Weight Functions
The choice of weight function is important in constructing the shape function. Improper
choice can lead to poorly conditioned moment matrix and loss of partition of unity of
the shape function. The values of the weight function should be high near the point of
interest and low towards the vicinity of the support domain [48]. As such the weight
function is defined in terms of the normalised distance between the point of interest and
the supporting nodes.
w(x− xI) = w(rI); rI = ‖ x− xI ‖
dm
(3.20)
where, dm is the size of the support domain. Several weight functions have been used in
this work and are as follows Cubic spline weight function
w(rI) =

2
3 − 4r2I + 4r3I if 0 < rI ≤ 0.5
4
3 − 4rI + 4r2I − 43r3I if 0.5 < rI ≤ 1
0 if rI > 1
(3.21)
The derivative of the weight function are required in the calculation of shape function
derivatives (Equation 3.19). The derivative of the cubic spline function is given as
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∂w(rI)
∂x
=
∂w
∂r
∂r
∂x
=

(−8rI + 12r2I ) sign(rI) if 0 < rI ≤ 0.5
(−4 + 8rI − 4r2I ) sign(rI) if 0.5 < rI ≤ 1
0 if rI > 1
(3.22)
Quartic spline weight function is given as
w(rI) =

1− 6r2I + 8r3I − 3r4I if 0 < rI ≤ 1
0 if rI > 1
(3.23)
and its derivative as
∂w(rI)
∂x
=
∂w
∂r
∂r
∂x
=

(−12rI + 24r2I − 12r3I ) sign(rI) if 0 < rI ≤ 1
0 if rI > 1
(3.24)
An exponential weight function is also used
w(rI) =

e
−
(
rI
ζ
)2
if 0 < rI ≤ 1
0 if rI > 1
(3.25)
where, ζ is a constant. The derivative of the above function is given as
∂w(rI)
∂x
=

−2 rI
ζ2
e−(
rI
ζ )
2
sign(rI) if 0 < rI ≤ 1
0 if rI > 1
(3.26)
3.3.2 Domain of Influence
The domain of influence (DoI) or support domain is one of the key aspects in constructing
meshfree shape functions. It refers to the area around a field node where it exerts influence,
i.e. where it will be used in interpolation of field variable values. In traditional FEM,
the domain of influence of nodes span over the elements they are part of. In EFG, as
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there are no elements, the size and shape of the DoI can be changed to suit each model
requirements. Figure 3.2 shows an example of different types of DoI. The domain is said
to be local as only nodes in the vicinity of the point of interest are used in the interpolation.
2.  Overview of meshfree methods 43
Step 2: Function interpolation/approximation
Since there is no mesh of elements in an MFree method, the field variable
(e.g., a component of the displacement) u at any point at x=(x, y, z) within
the problem domain is interpolated using function values at field nodes 
within a small local support domain of the point at x, i.e.,
ȉ
1
( )  ( )( )
n
i i s
i
u I
 
¦ U (2.1)
where n is the number of the nodes that are included in the local support
domain of the point at x, ui is the nodal field variable at the ith node, Us is
the vector that collects all the field variables at these n nodes, and ( )iI is
the shape function of the ith node determined using these nodes included in 
the support domain of x.  As the shape functions will not be used regarded as
zero outside the local support domain in an MFree method, we often say that
the shape functions is locally support.
A local support domain of a point x determines the number of nodes to be
used to support or approximate the function value at x.  The support domain
can have different shapes and its dimension and shape can be different for
different points of interest x, as shown in Figure 2.3; they are usually circular
or rectangular. 
In the finite element method, the shape functions are constructed using
pre-defined elements.  In fact, if the so-called natural coordinate systems are 
used, the shape function  in the natural coordi ates are the same for all the
elements of the same type.  These shape functions are usually pre-
determined for different types of elements before the finite element analysis
starts.
Figure 2.3. Local support domains used in the MFree method to construct shape
functions.
Local support 
domain
u
u
u
u: point of interest R: field node
Figure 3.2: DoI representation [4]
The DoI is calculated using a scaling parameter β and a geometrical quantity dI de-
scribing the nodal distribution near the point of interest. For uniform nodal distribution,
dI is usually the nodal spacing. The scaling parameter is set to β ≥ 1 in order to ensure the
invertibility of the moment matrix as shown in Equation 3.16. The DoI size is calculated
as follows
dm = β dI (3.27)
3.4 Constraints Imposition on the Weak Form
In many situations, the solution of Equations 3.7 and 3.9 should satisfy certain condi-
tions in addition to the boundary and initial conditions. As such, the model has to be
constrained. In the context of the EFG, displacement boundary conditions should be im-
posed using constraints when the shape function lacks Kronecker-delta property. For ex-
ample, when using regularised weight function described in section 2.5.2, the resulting
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MLS shape function approximately fulfils the Kronecker-delta and therefore, displace-
ment boundary conditions can be imposed by direct substitution. Several methods could
be used to impose constraints on the model. Two common methods will be presented
and used, namely, Lagrange multiplier and penalty. These methods were originated in
the context of optimisation theory to change the constrained optimisation problem into an
unconstrained one. Let’s consider a generic set of constraints that the solution field cannot
fulfil
C(u) =
{
C1(u) C2(u) · · · Ck(u)
}T
(3.28)
In the context of this work, the fore-mentioned constraints include displacement bound-
ary conditions and contact conditions. Generally, these constraints are fulfilled by adding
the integral form of the constrained terms to the corresponding weak form of the problem.
3.4.1 Lagrange Multiplier
Lagrange multiplier method can be used to enforce constraints 3.28 as follows
Λ =
∫
Ω
λT C(u)dΩ (3.29)
where, the vector of the unknown Lagrange multipliers is given as
λT =
{
λ1 λ2 · · · λk
}
(3.30)
The unknown multipliers could be thought of as smart forces used to enforce the con-
straints. This is achieved when Λ is differentiated with respect to the field variable, and
the resulting terms added to the unconstrained weak form. This result in increasing the
number of unknowns and loss of bandedness of the system matrices. On the other hand,
the constraint is enforced exactly.
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3.4.2 Penalty Method
Penalty is another commonly used constraint enforcement method. It penalises the terms
in the solution field that violate the constraint. It is built as follow
P =
∫
Ω
CTαCdΩ (3.31)
where, α is a diagonal matrix of penalty parameters, usually large positive numbers. As
in Lagrange multipliers, δP is added to the unconstrained weak form. Unlike Lagrange
multiplier, using penalty method does not increase the number of unknowns in the sys-
tem. Furthermore, if the unmodified system matrix is positive definite 4, it will remain as
such after modification by the penalty functional P . On the other hand, enforcement of
the constraint is only approximate and the choice of penalty parameter is not trivial but
requires some numerical experiments.
3.5 The Element Free Galerkin for Elasto-statics
The MLS shape function generally does not posses the Kronecker-delta property, as such,
in this section the discrete equations will be developed from the weak form with a penalty
and Lagrange multiplier methods to enforce displacement boundary conditions. If the
material behaviour is assumed to be linear elastic, further simplification for the weak form
given in Equation 3.9 becomes possible. The constitutive equation for isotropic, linear-
elastic body in plane stress is given as

σx
σy
σxy

=
E
1− ν2

1 ν 0
ν 1 0
0 0 1−ν2


εx
εy
εxy

(3.32)
4Positive definite matrix is a symmetric matrix with all positive eigenvalues.
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This can be put in a matrix notation as follows
σ = D ε (3.33)
Substituting Equations 3.33 and 3.8 into Equation 3.9, the following is obtained
∫
Ω
(L δu)T (L D u) dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ = 0 (3.34)
The displacement boundary conditions mentioned in Equation 3.4 can be rewritten as
a constraint as
c(u) = u− u¯ = 0 on Γu (3.35)
Substituting Equation 3.35 into Equation 3.31 and applying the virtual displacement field,
the following is obtained
δPu(u) =
∫
Γu
δ(u− u¯)Tαu (u− u¯) dΓ (3.36)
This term is added to Equation 3.34 to yield the final form of the EFG using penalty
method.
∫
Ω
(L δu)T (L D u) dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ−
∫
Γu
δ(u−u¯)Tαu (u−u¯) dΓ = 0 (3.37)
If Lagrange multiplier is used, the constraint terms become
δΛ =
∫
Γu
δλT (u− u¯)dΓ +
∫
Γu
δuTλdΓ (3.38)
Similarly to penalty, terms of Equation 3.38 are added to Equation 3.34 to yield the final
56
form of the EFG using Lagrange multiplier
∫
Ω
(L δu)T (L D u) dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ−
∫
Γu
δλT (u− u¯)dΓ−
∫
Γu
δuTλdΓ = 0
(3.39)
3.5.1 Discrete Equations
Using the MLS approximation in constructing the shape functions and their derivatives,
the weak form in Equation 3.37 can be discretised. First, the displacement and strain are
approximated and then substituted into the each term in the weak form to obtain the
algebraic system equations.
The 2D displacement field uT = [ux uy] can be approximated at a point of interest
using MLS shape functions as follows
u =
n∑
I
ΦI uI (3.40)
where Φ is the MLS shape function, n the number of nodes in the support domain of the
point of interest. This leads to
δu =
n∑
I
ΦIδuI (3.41)
The strain can be discretised as follows
ε =
n∑
I
L ΦI uI =
n∑
I
BI uI (3.42)
where, BI is called the strain matrix at the point I .
BI =

∂Φ1
∂x 0 . . .
∂Φn
∂x 0
0 ∂Φ1∂y . . . 0
∂Φn
∂y
∂Φ1
∂y
∂Φ1
∂x . . .
∂Φn
∂y
∂Φn
∂x
 (3.43)
The first Term in Equation 3.34 is changed as follows
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∫
Ω
(L δu)T (L D u) dΩ =
∫
Ω
(
n∑
I
BIδuI
)T ( n∑
J
D BJ uJ
)
dΩ
=
∫
Ω
n∑
I
n∑
J
δuTI (B
T
I D BJ)uJ dΩ
(3.44)
The summation in the above equation is written in terms of local nodes (varies from 1 →
n). The numbering can be changed to the global nodal numbering, whereby each node
in the domain is uniquely numbered (1 → N ). This can be performed due to the local
support property of the shape function, which ensures that the node I only contributes to
the calculations of points that have it in their support domain [4]. Now, Equation 3.44 can
be re-written as follows
∫
Ω
(L δu)T (L D u) dΩ =
∫
Ω
N∑
I
N∑
J
δuTI (B
T
I D BJ)uJ dΩ
=
N∑
I
N∑
J
δuTI
∫
Ω
(BTI D BJ dΩ)︸ ︷︷ ︸
KIJ
uJ
(3.45)
where, KIJ is called the nodal stiffness matrix. Now the above formulation can be gener-
alised for the entire domain by applying the summation over all the nodes in the domain
and collecting the contributions in global matrices as follows
δUT =
N∑
I
δuTI (3.46)
K =
N∑
I
N∑
J
KIJ (3.47)
The second and third terms in Equation 3.37 are discretised in a similar way as follows
∫
Ω
δuTbdΩ +
∫
Γt
δuT t¯dΓ =
∫
Ω
N∑
I
ΦTI δu
T
I bdΩ +
∫
Γt
N∑
I
ΦTI δu
T
I t¯ dΓ
=
N∑
I
δuTI
[∫
Ω
ΦTI bdΩ +
∫
Γt
ΦTI t¯ dΓ
]
︸ ︷︷ ︸
FextI
= δUTFext
(3.48)
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where Fext is a vector representing the contribution of the body forces and prescribed trac-
tion on the solid, both of which are viewed as external forces. The final term in Equation
3.37 is discretised as follows
δPu =
∫
Γu
δ
(
N∑
I
ΦIuI − u¯
)T
αu
(
N∑
J
ΦJuJ − u¯
)
dΓ
=
∫
Γu
N∑
I
N∑
J
ΦTI δu
T
I αuΦJuJdΓ−
∫
Γu
N∑
I
ΦTI δu
T
I αu u¯ dΓ
=
N∑
I
N∑
J
δuTI
∫
Γu
ΦTI αuΦJdΓ︸ ︷︷ ︸
KuIJ
uJ −
N∑
I
δuTI
∫
Γu
ΦTI αuu¯dΓ︸ ︷︷ ︸
FuI
= δU[KuU− Fu]
(3.49)
By combining the resulting terms from Equations 3.46, 3.48 and 3.49 the following is ob-
tained
δUT
[
(K + K
u
)U− Fext − Fu] = 0 (3.50)
Since δU is arbitrary, it follows that
(K + K
u
)U = Fext + Fu (3.51)
Equation 3.51 is the discretised equation using the penalty method, which now can be
solved using a numerical solver to obtain a solution.
In case of using Lagrange multiplier, the discretisation is more involved due to the
fact that the multipliers are unknowns in coordinates and need to be interpolated at the
displacement boundaries
λ(x) =
nλ∑
I
NIλI x ∈ Γu (3.52)
where, nλ is the number of nodes on the essential boundary.
The last two terms in Equation 3.39 are discretised to give in final form5
∫
Γu
δλT (u− u¯)dΓ = −δλTGTU + δλ q (3.53)
5The lengthy details of the discretisation can be found in reference works such as [123].
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∫
Γu
δuTλdΓ = δUTG λ (3.54)
where,
G =
n∑
I
nλ∑
J
ΦTI NJdΓ (3.55)
q =
nλ∑
I
NTI u¯dΓ (3.56)
The terms are added together to give
δUT [KU + Gλ− F] + δλT [GTU− q] = 0 (3.57)
since δU and δλ are arbitrary, the final discrete equation in compact matrix notation is
obtained  K G
GT 0

U
λ
 =
F
q
 (3.58)
3.5.2 Numerical Implementation
The terms in Equations 3.51 and 3.58 are integrated over the domain and boundaries. Nu-
merical integration is carried out by Gauss quadrature method. This is done by dividing
the domain into cells and then distributing gauss points in the cells. The construction of
the cells can be dependent or independent of the field nodes. This method is found to be
accurate and easy to implement [48]. As an example, given a generic integrand Z over
domain Ω divided into nΩ integration cells, Z can be evaluated as follows
∫
Ω
ZdΩ =
nc∑
k
∫
Ωk
ZdΩ =
nc∑
k
ng∑
k
wˆiZ(xQi)|Jik| (3.59)
where, ng is the number of Gauss points in each cell, wˆi is the Gaussian weighting factor
at point xQi and |JDik| is the Jacobian matrix for the area integration of the cell k.
The algorithmic implementation of the MATLAB code of elasto-statics is presented in
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Algorithm 3.1. It is noted that the elasto-static algorithm does not differ significantly from
that of FEM with exception of boundary conditions enforcement step and retrieval of the
nodal displacement values. This is mainly since both EFG and FEM are based on the weak
forms. The shape function calculations are presented in Algorithm 3.2. The assembly of
the shape function and derivatives follows the procedure of Belytschko et al. [124], which
improves the efficiency of the algorithm.
Algorithm 3.1: Elasto-statics EFG model
• Input parameters and program controls
• Calculate material properties matrix
• Generate geometry of domain
• Distribute nodes in domain and on boundaries
• Generate background mesh and distribute Gauss points (domain and bound-
ary)
• Calculate and store MLS shape function and its derivatives (Algorithm 3.2)
• Assemble the global stiffness matrix, Equation 3.46.
• Distribute integration points along the traction boundary.
• Calculate the shape function of the traction integration points.
• Integrate the external forces along the traction boundary, Equation 3.48.
• Distribute integration points along the displacement boundary.
• Calculate the shape function of the displacement integration points.
• Apply Penalty (Eqn. 3.49) or Lagrange multiplier (Eqns. 3.53 and 3.54) to en-
force boundary conditions.
• Solve the system equations, Equations 3.51 or 3.58.
• Interpolate the solution to obtain the real nodal displacements.
• Calculate the stresses, Equation 3.33.
• Outputs: plot displacements and stresses.
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Algorithm 3.2: MLS shape function calculations
• Loop over Gauss integration points.
• Determine the nodes within the DoI of the integration point.
• Calculate the normalised radius of rI , Equation 3.20.
• Calculate the weight function and its derivatives.
• Calculate the moment matrix A.
• Calculate the B matrix.
• Assemble the shape function and its derivatives using LU decomposition.
3.5.3 Non-convex Boundaries
Construction of the shape function in non-convex domain is handled by the visibility cri-
teria. It was proposed by Belytschko et al. [48] to deal with internal cracks and other
irregularities in the geometry. In constructing the shape function, if the integration point
is near a non-convex boundary area, the nodes that are not visible (e.g. on the other side of
the crack) from that point and lie within the DoI are excluded from the calculations.
The numerical implementation of the visibility criteria involves a lot of geometrical
calculations that can be burdensome. In order to improve the efficiency of the simulations,
a proposed procedure (shown in Algorithm 3.3) is applied locally near the non-convex
boundaries. This assumes that the approximate location of the geometrical irregularities
is known a priori; however, it is not essential requirement for the calculations. It was
applied in such manner since arbitrary crack propagation problems are not in the scope of
this work. Where the approximate location of the cracks is not known, more search could
be applied to locate the nodes that need to be excluded from the DoI.
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Algorithm 3.3: Implementation of visibility criteria
• Input location of non-convex boundaries d.
• Find integration points gpd near d.
• Find boundary segments Ld near d.
• Loop over gpd
– Create line segments between the point and its support nodes Lc =
[gpdi x(gpd(i))]
– Check intersection between every item of Lc with Ld.
– Remove the nodes m from DoI (gpd(i)) where Lc(m) ∩ Ld 6= ∅.
3.5.4 Numerical Example: Timoshenko Beam
The aim of this example is to verify some essential aspects of the EFG implementation in
MATLAB. Most importantly of which are the shape function calculations, stress calcula-
tions and imposition of boundary conditions. The problem has an analytical solution and
was proposed by Timoshenko [125]. A schematic is shown in Figure 3.3.
W
L
Q
x
y
Figure 3.3: Timoshenko beam geometry and loading
The applied external load follows parabolic distribution and the beam is considered in
plane stress condition with depth equals to unity. The traction at the free end is given as
T = − Q
2Im
(
W 2
4
− y2) (3.60)
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where, Im = W
3
12 is the moment of inertia of the beam. The displacement field is given
follows
ux = − Q
6EIm
[
(6L− 3x)x+ (2 + ν)
(
y2 − W
2
4
)]
(3.61)
uy =
Q
6EIm
[
3νy2(L− x) + (4 + 5ν)W
2x
4
+ (3L− x)x2
]
(3.62)
Figure 3.4 shows the normal and shear stress fields imposed on the deformed geome-
try. The deformation was scaled for easy identification.
Figure 3.4: Normal and shear stress fields with scaled deformation
Figure 3.5 shows the comparison in deflection at the centre of the beam. Both Lagrange
and penalty used Quartic spline weight function,DoI = 1.3 andN = 147. Penalty method
was calculated with αu = 3× 107. A very good agreement is found between the analytical
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solution and both methods. However, the approximate imposition of the boundary condi-
tion in the case of penalty is clear since the deflection does not start at exactly 0. Lagrange
multiplier results are almost identical with the analytical solution. Figure ?? shows the
stress distribution across the width of the beam. Good accuracy is achieved using penalty
and Lagrange multiplier. The smoothness of the stress field is evident, especially near the
free edges. This is achieved without any stress post-processing techniques usually needed
in FEM.
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Figure 3.5: Comparison of beam deflection at y = 0 between analytical, Lagrange multi-
plier and penalty method
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Figure 3.6: Comparison of shear stress at x = L/2 between analytical, Lagrange multiplier
and penalty method
3.5.5 Numerical Example: Cracked Specimen
The aim of this example is to verify the implementation of the code in terms of dealing
with complex geometry and especially the visibility criteria.
The chosen computational domain is part of an infinite plate with a centred crack with
length a0 .The material is considered in plane strain condition. Due to the symmetry of the
problem, only square part of the problem around the right edge of the crack is modelled.
The analytical solution is given in polar coordinates as follows [52]
ux(r,Θ) =
2Kf (1 + ν)
E
√
r
2pi
cos
(
Θ
2
)(
2− 2ν − cos2
(
Θ
2
))
(3.63)
uy(r,Θ) =
2Kf (1 + ν)
E
√
r
2pi
sin
(
Θ
2
)(
2− 2ν − cos2
(
Θ
2
))
(3.64)
where, Kf = σ
√
pia is the stress concentration factor. The origin of the polar coordinates is
chosen the edge of the crack and the positive angle is measured in (CCW) direction. The
model set up is shown in Figure 3.7
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σ
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Figure 3.7: Cracked Specimen Model Set up
The numerical values used in obtaining the results are as follows:
σ = 10000N/mm2, L = 10mm, a0 = 5mm, E = 10
7 N/mm2, ν = 0.3, β = 2.5, N = 676.
The displacement boundary condition is enforced using Lagrange multiplier along the
top, right and bottom. Figure 3.8 shows the specimen after deformation and as compared
with the analytical solution. Figure 3.9 shows the normal stresses field. A good agreement
is obtained by comparison with the analytical solution in both displacement and stress.
By applying the visibility criteria, good level of accuracy solution is obtained. Further im-
provements can be reached using intrinsic or extrinsic enrichments. However, numerical
implementation becomes more complicated and the gain in accuracy is relatively small,
as described by Nguyen et al. [52].
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EFG Solution Analytical Solution
Figure 3.8: Deformed Specimen (scaled)
Figure 3.9: σy comparison between EFG and Analytical Solutions
3.6 EFG for Elasto-dynamics with Material Non-linearities
In cases where inertial effects cannot be neglected, the dynamic weak form is used instead
of the static weak form. In order to make the formulation applicable to situations with
geometrical non-linearity, the small-displacement elasticity assumption is dropped. This
means that Hooke’s Law is not substituted in the weak form. The penalty functional in
Equation 3.36 is added to the dynamic weak form in Equation 3.7 to enforce the displace-
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ment boundary conditions.
∫
Ω
(L δu)
T
σ dΩ−
∫
Ω
δuTb dΩ−
∫
Γt
δuT t¯ dΓ +
∫
Ω
ρδuT u¨ dΩ
−
∫
Γu
δ(u− u¯)Tαu (u− u¯) dΓ = 0
(3.65)
3.6.1 Discrete Equations
The second, third and fifth terms of Equation 3.65 are discretised in a similar way to the
static case in Section 3.5.1. The first term is discretised as follows
∫
Ω
(L δu)
T
σ dΩ =
∫
Ω
N∑
I
(LΦIδuI)
T
σI dΩ =
N∑
I
δuTI
∫
Ω
BTI σI dΩ︸ ︷︷ ︸
FintI
= δUT Fint
(3.66)
where the stiffness matrix is not used and replaced with an internal force vector, which is
a function of the displacement unlike the stiffness matrix in linear analysis. The forth term
in Equation 3.65 is discretised in a similar manner
∫
Ω
δuT ρu¨ dΩ =
∫
Ω
N∑
I
(ΦIδuI)
T
ρ
N∑
J
(ΦJ u¨J) dΩ
=
N∑
I
N∑
J
δuTI
∫
Ω
ΦTI ρΦJ dΩ︸ ︷︷ ︸
MIJ
u¨J = δU
TMU¨
(3.67)
where M is the mass matrix. After combining all the discrete terms and invoking the
arbitrariness of δU
MU¨ = Fext + Fu − Fint −KuU (3.68)
Equation 3.68 is called the semi-discrete equation because it is discrete in space but not
in time. The central difference method is used to discretise in time. It is commonly used
method in nonlinear solid mechanics. The temporal quantities, i.e. velocity and acceler-
ation are calculated based on the central differencing formulae. The equations and pro-
cedure presented by Belytschko et al. [121] are adopted in this work. Time increments
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are divided into half steps. This is done in order to be able to perform energy balance
calculations. Hence, the time increment quantities are
∆tn+
1/2 = tn+1 = tn , tn+
1/2 = 0.5(tn+1 + tn) , ∆tn = tn+
1/2 − tn−1/2 (3.69)
The displacement at time n+ 1 can be calculated from the velocity at n+1 /2 as follows
un+1 = un + ∆tn+
1/2vn+
1/2 (3.70)
Acceleration can be expressed in terms of displacements for equal time step
u¨n =
un+1 − 2un + un−1
(∆tn)2
(3.71)
3.6.2 Numerical Implementation
Time integration is the major difference between the static and dynamic algorithms. Algo-
rithm 3.4 shows the detailed implementation of the CDM in MATLAB. It is noted that the
CDM requires the mass matrix to be diagonal. This avoids solving the system equations
and makes the algorithm efficient. The integration of the mass according to Equation 3.67
produces a sparse and banded matrix, similar in structure to that of the stiffness matrix in
elasto-statics. This mass matrix is called the consistent mass matrix MC . Changing it into
diagonal (lumped) matrix MD is achieved using the row-sum lumping technique
MDII =
∑
J
MCIJ (3.72)
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Algorithm 3.4: Dynamic EFG model using central difference time integration
Inputs
• Initialise
• Input parameters and program controls
• Boundary and initial conditions
Pre-processing
• Generate geometry of domain.
• Distribute nodes in domain and on boundaries.
• Calculate material properties matrix.
• Distribute Gauss points in cells (domain and boundary).
• Calculate and store MLS shape function and its derivatives.
• Integrate the external force along the traction boundary (if applicable).
• Calculate the lumped mass matrix.
• Calculate initial nodal forces F0 = F0ext − F0int.
Processing
• Loop over time steps.
• First velocity half step update
• Update nodal positions/displacements.
• Apply boundary conditions.
• Calculate the nodal internal forces.
• Enforce other constraints (if applicable).
• Update the total nodal forces Ft = Ftext − Ftint.
• Calculate the new acceleration u¨ = M−1Ft.
• Second velocity half step update.
• Check conservation of energy.
• Save interim variables.
• End time loop.
Post-processing
• Display and visualise stresses and displacements.
3.6.3 Numerical Example: Stress Wave in Solid
A numerical example is solved to verify the implementation of the dynamic EFG model
presented above. The computational domain is a rectangular of length L and width W in
plane strain condition. The block is not supported but subjected to a stress shock at the
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top edge by applying constant acceleration of 108 msec2 for 0.1 µs as shown in Figure 3.10.
L
a
W
Figure 3.10: Set up for the Stress Wave Example
The results of this example are compared with the FEM results presented by deBorst
et al. [126]. The parameters used in this case are as follows: L = W = 1 mm,N = 441, β =
2.5. Number of nodes, time step and material constants were set similar to [126] to allow
for comparison. The calculated dilatational wave speed is approximately 1950 m/sec,
which is close to the theoretical value of 2090 m/sec. This is slightly slower than FEM
solution as shown in the Figure 3.11. The magnitude of the normal stress at the first wave
is oscillating around 25MPa for both EFG and FEM. The stress field for the EFG solutions
is smooth and does not require post processing. The progression of the wave is shown in
Figure 3.12.
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Figure 3.11: Normal stress comparison between EFG and FEM at different times
Figure 3.12: Normal stress wave in Pascals at 0.5 µsec, 1 µsec and 2 µsec
3.7 Numerical Modelling of Contact-Impact
Modelling of the machining process entails modelling the workpiece and cutting tool.
Cutting forces result from contact between the tool and workpiece, which is one of the
fundamental outcomes of the proposed model. Contact is considered to be one of the most
challenging aspects in computational mechanics since it leads to boundary non-linearity.
This means that the contacting nodes (where forces should be calculated) are not known a
priori (they are part of the solution) [127, 128]. From computational point of view, contact
can be seen as a constraint on the model, where the displacement field (solution), has to
fulfil the contact constraints as well as the boundary and initial conditions. As such, in
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theory, any method to impose constraints on the model could work in finding out the
contact forces. In this study, the penalty method is chosen for the following reasons:
1. Using penalty does not increase the number of unknowns in the system.
2. The system matrices retain the positive definite properties, which makes them easier
to solve.
3. The penalty method is easy to incorporate in both static and dynamic analysis.
While the Lagrange multiplier is more accurate, it introduces new unknowns, makes the
system equations non-positive definite, and it is difficult to incorporate in the dynamic
analysis. This is because in CDM, system equations are not solved. This is due to the util-
isation of the lumped mass matrix as mentioned in Section 3.6.2. If Lagrange multipliers
were to be introduced to the system, the mass matrix will no longer by diagonal and there-
fore, there will be a need to solve the system equations at each time step. This would make
the CDM prohibitively time consuming. In this section, a frictionless penalty formulation
for contact between an elastic body and a rigid one is developed. Chapters 4 and 5 will
detail more advanced methods for capturing contact forces.
3.7.1 Penalty Formulation for Frictionless Contact
Contact between two solids can be formalised in two main conditions: the mechanical
and kinematic contact conditions. The former states that in the absence of boundaries
adhesion, tensile tractions are not allowed at the contacting boundaries
T1 ≤ 0 (3.73)
The kinematic contact condition states that two material points (usually belonging to the
contacting bodies) cannot occupy the same spatial position at the same time. This can be
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described using the normal gap function
gn(X, t) ≤ 0 (3.74)
This condition is sometimes called the interpenetration condition. A graphical description
is shown in Figure 3.13.
Figure 3.13: Interpenetration of two bodies, [8]
The normal gap can be expressed as follows
gn =‖ x¯A − xP ‖= minxA∈ΓA ‖ xA − xP ‖ (3.75)
where, x¯A is the minimiser of the distance from point P to ΓA. A popular approach in
handling contact constraints is called the master-slave approach, whereby the master is
considered rigid and the kinematic condition is enforced on the slave body. This can be
expressed in terms of displacements and in local coordinates as follows
gn = (u
S − uM ).n ≤ 0 (3.76)
where, n is the unit normal constructed on one contacting surface. The superscripts M
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and S refer to Master and Slave bodies. Using penalty method, a functional is constructed
as follows
Pc(u) =
∫
Γc
gTnαcgndΓ (3.77)
where, αc is a penalty parameter. Assuming that the motion of the master body is known,
the unknowns are reduced to the displacement of the slave body. The functional in Equa-
tion 3.77 is differentiated with respect to displacement and then MLS approximate field is
used for the slave body as follows
δPc =
∫
Γc
δgTnαcgndΓ =
∫
Γc
δ(uM .n−
nc∑
I
ΦIuI .n)
Tαc(u
M .n−
nc∑
J
ΦJuJ .n)dΓ
=
∫
Γc
nc∑
I
nc∑
J
δuTI (ΦI .n)
Tαc(ΦJ .n)uJdΓ−
∫
Γc
nc∑
I
δuTI (ΦI .n)
Tαc(u
M .n)dΓ
=
nc∑
I
nc∑
J
δuTI
∫
Γc
(ΦI .n)
Tαc(ΦJ .n)dΓ︸ ︷︷ ︸
KcIJ
uJ −
nc∑
I
δuTI
∫
Γc
(ΦI .n)
Tαc(u
M .n)dΓ︸ ︷︷ ︸
FcI
(3.78)
where, nc is the number of contacting nodes. Subsequently, the stiffness and force contri-
butions of contact are added to the global discrete equations 3.51 and 3.68.
3.7.2 Numerical Implementation
The contact boundaries are part of the solution and therefore, the contacting nodes are
not known prior to the solution. Contact detection is an important part of any compu-
tational contact implementation. In this work, contact detection is performed based on
the built-in functions of MATLAB, which makes the implementation more efficient. The
procedure entails defining the master body as a closed polygon and then searching for the
nodes of the slave body within the master polygon. This is achieved using the MATLAB
function inpolygon, and then identifying the contacting nodes within the global nodal
matrix. This is equivalent to updating the position of the contacting bodies as if they were
not contact and then searching for the contacting nodes and correcting the displacement
field according to the updated force and stiffness matrices. Following the detection of
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the contacting nodes, the contact force calculations and the stiffness are then performed.
Algorithm 3.5 shows the implementation of this formulation. Geometric calculations are
performed using the natural coordinates since a local coordinate system at each master
segment is constructed to calculate the normal gap function. This makes the calculations
more efficient and robust.
Algorithm 3.5: Frictionless contact using penalty procedure
• Loop over contact points
• Distribute integration points along contacting boundary
• Calculate shape functions at integration points
- Compute the master segment length
- Compute the unit normal and tangent at the master segment
- Compute the normal gap gn
- Apply the interpenetration condition
- Compute the contact point in natural coordinates
- If contact point is out of segment; return
- Integrate the normal contact force and stiffness (Equation 3.78)
• End loop of contact points
3.7.3 Numerical Example: Elastic Bar Impacting Rigid Wall
An elastic bar of length L = 0.2 m and width W = 0.01 m travelling at v0 = 5 m/sec
impacts a rigid wall as shown in Figure 3.14. No prescribed pressure is applied. The bar
impacts the rigid wall for a period of time and then bounces back. The analytical solution
is obtained from the work of Zhong [127]. The material is assumed to be in plane strain
condition with E = 2× 1011 Pa, ν = 0, ρ = 7800 kg/m3 and the initial gap is zero.
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L
Figure 3.14: Set up of elastic bar impact example
The problem is solved with 40 nodes, 76 integration points, and penalty parameter
αc = 5 × 1010. The MLS shape function was constructed using cubic spline weight func-
tion. The CDM algorithm proposed in Section 3.6.2 with a constant ∆t = 1×10−8 sec was
used. Figure 3.15 shows the comparison between the analytical and EFG solutions. The
average contact force is in good agreement with the analytical solution. However, some
numerical noise is present in the solution. This is a characteristic of the penalty method
and is dependent on the selected penalty parameter. Higher penalty parameter tend to
give noisier solutions. However, low values of penalty parameters allow for too much
penetration and suffers from response delay (compare the slope of analytical and EFG so-
lution at the end of the contact time). Numerical experiments are needed to determine the
best value of the penalty parameter.
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Figure 3.15: Contact force comparison
Figure 3.16 shows the change in components of system energy throughout the simu-
lation. It is clear that the total energy is conserved in the system, which indicate that the
algorithm is not generating spurious energy modes. At the end of the contact, energy of
the system returns to being totally kinematic as all other forms vanish.
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Figure 3.16: Conservation of Energy of the solution
3.8 Composite Materials Failure
The last major component of the orthogonal cutting model to be verified independently is
the failure of composites. This is a crucial aspect of the model and links to many other as-
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pects, such as stress calculations, non-linear formulation and method of time integration.
The scope is limited in this research to unidirectional composites. In this section, three
composites failure theories will be presented first, then their failure envelopes compared
against published experimental data.
3.8.1 Failure Theories of Composites Laminates
For calculating failure, material strength parameters are required. Given the non-isotropic
nature of composites, they have different strength values in the three principle directions.
Furthermore, strength in tension is usually different than strength in compression. For
the case of unidirectional laminate in-plane stress conditions, five strength parameters
are required: Xt strength in the local x direction in tension; Xc strength in the local x
direction in compression; Y t and Y c strength in tension and compression in the local y
direction and the in-plane shear strength Sl. The failure index FIj is a useful quantity, it
is the normalised value that quantifies the level and type of failure, where j signifies the
mode of failure (fibre, matrix or interface). 0 ≤ FIj ≤ 1, indicating no failure to complete
failure.
From computational point of view, full description of failure requires two essential
components, failure onset and failure progression. The first is governed by failure theory
or criteria. The second one is a numerical procedure that determines how failure prop-
agates within the computational domain while reflecting the physical behaviour of the
material. Failure onset is presented in this chapter. Progressive failure will be discussed
in Chapter 4.
As mentioned in Section 2.3.4, failure theories can be grouped into: (i) non-interactive,
(ii) interactive and (iii) failure mode-based. In this study, three failure theories have been
utilised, Maximum stress from the first group, and Hashin and LaRC02 from the third.
The mathematical relations are presented below:
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Maximum Stress
It is given as
FIf =
( σ1
Xk
)2
≤ 1 ; k = [t, c] (3.79a)
FIm =
( σ2
Y k
)2
≤ 1 ; k = [t, c] (3.79b)
FIi =
(τ12
Sl
)2
≤ 1 (3.79c)
Fibre and matrix criteria include two equations each, one for compression and one for
tension, giving a total of 5 equations. As for shear, the sign of the shear stress does not
affect the shear strength [22, 23].
Hashin
It is a very important failure theory, which was developed in 1973 and then a variation of
it proposed in 1980. The model equations are given below
FIf,t =
( σ1
Xt
)2
+ ζ
(τ12
Sl
)2
≤ 1 (3.80a)
FIf,c =
( σ1
Xc
)2
≤ 1 (3.80b)
FIm,t =
( σ2
Y t
)2
+
(τ12
Sl
)2
≤ 1 (3.80c)
FIm,c =
( σ2
2Sl
)2
+
[(
Y c
2St
)2
− 1
]
σ2
Y c
+
(τ12
Sl
)2
≤ 1 (3.80d)
where, ζ is an interaction factor.
LaRC02
LaRC02 was developed by Davila et al. [129] of NASA and named after Langley Research
Centre. It is based on Puck’s action plane concept [130] combined with concepts proposed
81
by Hashin [131]. The aim was to develop failure criteria that does not rely on experimental
parameters but based on physical understanding of the composite lamina failure. LaRC02
was chosen in this work for the following reasons:
• It can account for the positive effect of transverse compression on the shear strength
of unidirectional lamina.
• It corresponds well with the experimental evidence of the World Wide Failure Exer-
cise.
• It does not contain empirical parameters/tuning parameters.
• While newer versions of LaRC02 were later developed (LaRC03 and LaRC04), they
require additional material testing and are more complicated to implement.
Summary of the equations are given below
For matrix tension
FIm,t =
(σ22
Y t
)2
+
(τ12
Sl
)2
≤ 1 (3.81)
For matrix compression when σ22 < 0 and σ11 < Y c
FIm,c =
(
τmTeff
ST
)2
+
(
τmLeff
S l
)2
≤ 1 (3.82)
For matrix compression when σ22 < 0 and σ11 ≤ Y c
FIm,c =
(
τ Teff
ST
)2
+
(
τ Leff
S l
)2
≤ 1 (3.83)
For fibre tension σ11 ≤ 0
FIf,t =
ε11
εt1
≤ 1 (3.84)
For fibre compression when σ11 < 0 and σm22 < 0
FIf,c =
〈 |τm12 |+ ηLσm22
Sl
〉
≤ 1 (3.85)
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where 〈x〉 = x if x ≥ 0; otherwise 〈x〉 = 0. For fibre compression when σ11 < 0 and
σm22 ≤ 0
FIf,c =
(
σm22
Y t
)2
+
(
τm12
S l
)2
≤ 1 (3.86)
The effective stress are calculated as follows
τ Teff =
〈−σ22 cosΥ (sinΥ − ηT cosΥ )〉 (3.87)
τ Leff =
〈
cosΥ (|τ12|+ ηLσ22 cosΥ )
〉
(3.88)
where, Υ is fracture plane angle and Υ0 is fracture plane angle in pure transverse com-
pressive loading. The transverse shear strength is
ST = Y c cosΥ0
(
sinΥ0 +
cosΥ0
tan 2Υ0
)
(3.89)
The coefficients of transverse and longitudinal influence are given as
ηT =
−1
tan 2Υ0
(3.90)
ηL ≈ − S
l cos 2Υ0
Y c cos2 Υ0
(3.91)
The stresses in the misalignment frame are
σm11 = cos
2 ψ σ11 + sin
2 ψ σ22 + 2 sinψ cosψ τ12 (3.92)
σm22 = sin
2 ψ σ11 + cos
2 ψ σ22 − 2 sinψ cosψ τ12 (3.93)
τm12 = − sinψ cosψ σ11 + sinψ cosψ σ22 + (cos2 ψ − sin2 ψ) τ12 (3.94)
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where,
ψ =
τ12 + (G12 −Xc) ψc
G12 + σ11 − σ22 (3.95)
ψc = tan−1

1−
√
1− 4
(
Sl
Xc
+ ηL
)(
Sl
Xc
)
2
(
SL
Xc
+ ηL
)
 (3.96)
The effective stresses τmTeff and τmLeff are calculated by substituting the stresses in the mis-
aligned frame in the effective stress Equations. All three theories use the local coordinates
in evaluation of failure, therefore, local stresses have to be retrieved from global stresses
before checking for the failure of the composite. Failure envelopes for UD-GFRP based
on the three theories are presented in Figures 3.18 and 3.17. This allows verification of
the MATLAB code and to show the differences between the presented theories. The cal-
culated values are compared with experimental data provided in the World Wide Failure
Exercise [10, 11]. The beneficial effect of compression stress on the shear is captured by
LaRC02 as it is clear from the second quadrant of Figure 3.18.
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Figure 3.17: Comparison of failure envelopes with experimental data for Eglass/MY750
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Figure 3.18: Comparison of failure envelopes with experimental data for Eglass/LY556
3.9 Concluding Remarks
This chapter presented a detailed derivation and development of the meshfree model com-
ponents required in the orthogonal cutting of composites model. Step-by-step process is
followed in developing the computer code accompanied by verification examples in or-
der to ensure that each part of model is working as expected. This chapter summarised
the results of laborious and iterative process that spanned over one and half years of this
project’s duration and is considered by the author to be the major learning experience of
the PhD project. Some key findings/achievements can be summarised as follows:
• The system equations for static and dynamic models were derived from the weak
form of momentum conservation, discretised using the EFG procedure and imple-
mented in a MATLAB code.
• Penalty method and Lagrange multiplier were implemented to impose displacement
boundary conditions for static models and penalty for dynamic ones.
• The accuracy of displacement and stress calculations were demonstrated by solving
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Timoshenko beam example. Both penalty and Lagrange multiplier were in close
agreement with the analytical solution with marginally better accuracy for Lagrange
multiplier.
• The centre-cracked specimen example showed the capability of the code to model
non-convex boundary using the visibility criteria and achieved good agreement with
analytical solution.
• Characteristic of the hyperbolic PDE is studied using the stress wave propagation
example. The model showed good agreement with FEM results and the calculated
dilatational wave speed was also in good agreement with the theoretical value.
• Multi-body capability was added to the model by means of frictionless contact for-
mulation and demonstrated with example of elastic bar impacting a rigid wall.
• Three different failure theories were added to the code and their envelopes were
generated and compared with experimental evidence from the world wide failure
exercise.
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Chapter 4
Steady State EFG Model for
Orthogonal Cutting of Composites
4.1 Introduction
Following the development of the main components of the meshfree model in the previous
chapter, the author is now in position to present the first orthogonal cutting model of
UD composites. The model will include some novel features that were not presented in
Chapter 3, such as frictional contact formulation and progressive failure procedure.
Referring to the framework of machining model presented in Section 2.6, the features
of the proposed model are summarised in Table 4.1. The dynamic effects are not included
in this model as the objective at this stage of development is to simulate cutting at low
speeds in which the steady state assumption is acceptable. Similar trend was noticed in
FEM literature, where earlier models adopted steady-state approach and then developed
dynamic models (e.g. the work of the same research group started with steady-state [5, 6]
and then developed to dynamic [34, 116]). The material is assumed to be linear elastic
up to failure, which is acceptable given the lack of plastic deformation during composites
machining. Dual failure criteria is used to accurately predict the onset and completion
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Table 4.1: Features of the proposed model
Features of machining model The proposed model
Numerical method Meshfree: EFG
Type of mesh Lagrangian
Number of Dimensions 2
Dynamic effects No
Constitutive model Single phase: Orthotropic linear-elastic up to failure
Failure model Dual failure criteria with selective stiffness degradation
Tool-workpiece contact Frictional contact using penalty method
Main outputs Cutting forces
of chip formation. Friction is added to the contact forces due to its high importance in
machining simulations. The focus of this model is to accurately capture the cutting forces
as a fundamental output of the cutting process. Analysis of the chip formation is better
handled by dynamic models and will be discussed in Chapter 5. The fibre orientations is
limited to the range 0 ≤ θo ≤ 90 due to the limits of applicability of the used failure model.
System equations are solved using Implicit, Newton-Raphson non-linear solver with dis-
placement control. Validation of the proposed model is carried out against experimental
evidence found in literature as well as comparison against other FEM models found in
literature that used the same validation data.
This chapter is organised as follows: the weak form is first presented followed by
the frictional contact formulation. Spatial approximation followed by the discrete system
equations are presented. Progressive failure modelling is discussed and then numerical
procedure and model set-up are shown. Cutting forces results at different rake angles
are compared against numerical and experimental data. Finally convergence studies are
conducted and the effect of some meshfree parameters are discussed.
4.2 Governing Equations
The computational domain Ω in 2D is bounded by Γ. The penalty method is adopted to
enforce boundary conditions. Since the material is linear elastic, it is possible to start with
the weak from as shown in Equation 3.37. This mathematical model should be constrained
to by contact conditions.
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4.2.1 Frictional Contact Formulation using Penalty Method
Figure 4.1 shows a generic case for two discretised bodies in contact. A common way to
approach contact calculations is by assuming one body as master and the other as slave.
When the slave body moves from configuration Ω0 to configuration Ω, then the slave node
S penetrates the master body in the segment M1M2 and contact is assumed to have taken
place. The local coordinates are defined at the first point of the master segment with
outward unit normal n and in plane unit tangent t.
1
2
Figure 4.1: Basic Contact Terminology
As a result of the penetration, normal and tangential gap functions are defined as fol-
lows
gn =
(
uS − uM1) · n (4.1a)
gt =
(
uS − uM1) · t (4.1b)
where uS , uM1 are the displacement of the slave node and the first master node respec-
tively, t = xM2 − xM1‖ xM2 − xM1 ‖ and n = t3 × t, t3 is the out-of-plane unit tangent.
At the contact boundary, the interpenetration condition should be enforced, which
states that the two bodies cannot occupy the same space at the same time. When the
normal gap gn is negative, the impenetrability condition is violated and contact occurs. A
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contact traction proportional to the normal gap magnitude is used to enforce the condition
again. Details of the contact implementation are presented in Section 4.3. The tangential
slip expression in Equation 4.1b represents the sliding movement of the slave node on
the boundary of the master body. The tangential contact component is calculated using
Coulomb friction law
‖ Tt ‖ − |µTn| ≤ 0 (4.2)
where, µ is the friction coefficient and T is the traction at the contact boundary. The in-
equality of the law implies two states. The first is when ‖ Tt ‖ − |µTn| < 0, and is called
the stick condition. In this case, tangential traction cannot overcome the frictional one and
hence there will be no relative motion between the contact bodies (on the macro scale).
When the two terms in the equations are equalised, a relative motion occurs and this con-
dition is called the slip condition. The role of the friction coefficient is clear in changing
the threshold of sliding.
In order to include the contact constraints into Equation 3.37, a penalty functional in-
cluding both terms of contact is constructed [128, 132]
P ≡
∫
Γc
αn
g2n
2
dΓ +
∫
Γc
αt
g2t
2
dΓ (4.3)
where, αn, αt are penalty parameters. Differentiating with respect to u gives
δPc ≡
∫
Γc
δgn(u)
T αn gn(u)dΓ +
∫
Γc
δgt(u)
T αt gt(u)dΓ = 0 (4.4)
Using penalty method in imposing constraints has several advantages. The number of
unknowns does not increase. The system equations maintain the positive definite prop-
erty. However, the accuracy of the constraint imposition relies on the choice of a suitable
penalty parameter and convergence might slow down. Theoretically, higher penalty pa-
rameter improves the accuracy; however, in practice, choosing very large penalty param-
eter could cause ill-conditioning of the system equations.
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The constrained Galerkin weak form is obtained by adding Equation 4.4 to Equation
3.37
∫
Ω
(L δu)T (L D u)dΩ−
∫
Ω
δuTbdΩ−
∫
Γt
δuT t¯dΓ−
∫
Γu
δ (u− u¯)T αu (u− u¯) dΓ
−
∫
Γc
δgn(u)
T αn gn(u)dΓ−
∫
Γc
δgt(u)
T αt gt(u)dΓ = 0
(4.5)
4.2.2 Discretised Equations
Using the MLS shape functions and their derivatives (Equations 3.18, 3.19) along with the
strain-displacement relation (Equation 3.8), Equation 4.5 can be discretised to give
(K + Ku + Kc) U = F + Fu + Fc (4.6)
where,
KIJ =
∫
Ω
BTI DBJdΩ (4.7a)
FI =
∫
Ω
ΦTI b dΩ +
∫
Γ
ΦTI t¯ dΓ (4.7b)
KuIJ =
∫
Γu
ΦTI αuΦJdΓ (4.7c)
FuI =
∫
Γ
ΦTI αu u¯ dΓ (4.7d)
BI = L ΦI (4.7e)
Using collocation integration, the contact components are given for stick condition
KcIJ = αn
(
nI · nTJ
)
+ αt
(
tI · tTJ
)
(4.8a)
FcI = − (αngn · nI + αt · tI) (4.8b)
91
and for slip condition
KcIJ = αn
(
nI · nTJ
)
+ µαn sign(gt)
(
tI · nTJ
)
(4.9a)
FcI = −αngn · nI + (1 + µ sign (gt)) (4.9b)
Collocation integration (integration at nodes) was chosen instead of Gaussian quadrature
as it offers significant simplification in the final equations and avoids distributing guass
points at the contacting boundary each iteration. This however, necessitates using fine
discretisation along the contact boundary to prevent excessive penetration of slave nodes
into the master segments. As can be seen in Figure 4.7, the nodes are distributed so as the
maximum nodal density is located at the contacting boundary.
4.2.3 Material Failure Model
Composite failure modelling is essential component of the machining model. Onset, pro-
gression and completion of chip formation are mainly governed by this component. In
this study, a dual failure criteria is used: primary failure criterion that controls the onset
of chip formation and a secondary that controls the progression and completion of chip
formation. As mentioned before, the scope of this model is cutting at positive fibre angles;
in this range, the chip formation undergoes primary and secondary failure (refer to Sec-
tion 2.4.2). Earlier studies have utilised this observation and adopted this double failure
criteria approach in modelling chip formation [5, 6, 96].
When the tool engages with the workpiece, the primary failure criterion is checked
every iteration. The material ahead of the cutting tool is deemed failed if
FI ≡
√(
σn
Sσ
)2
+
(
τ
Sτ
)2
≥ 1 (4.10)
where, σn is the stress normal to the cutting plane in global coordinates, τ is the in-plane
shear stress, Sσ is the interface strength in the normal direction and Sτ is the shear interface
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Table 4.2: Normal and Shear strength values [5]
θo 0 15 30 45 60 75 90
Sσ (N/mm
2) 59 87.13 127.75 379.5 598.25 998.55 1200
Sτ (N/mm
2) 25 39.82 59.89 96.96 150 180.62 250
Table 4.3: Stiffness degradation parameters
Failure Mode E1 E2 G12
Longitudinal Failure 0.01 0.01 0.01
Transverse Failure 1 0.01 0.2
In-plane shear failure 1 0.01 0.01
strength. The values of Sσ and Sτ are dependent on fibre orientation and are given in
Table 4.2. Maximum stress criteria is used as secondary (progressive) failure criteria. The
equations are given in Section 3.8.1.
Progressive failure of materials can be described mathematically by the stiffness degra-
dation concept. Once a material point has failed (usually evaluated at the integration
points), the stiffness of that point is degraded by multiplying the original values with a
small constant number. This loss of stiffness is applied suddenly. Gradual stiffness degra-
dation could be used but it proved to be highly mesh-sensitive and required additional
material data. Due to the high directionality in stiffness of the unidirectional composite,
some modes of failure do not mean complete loss of load bearing in the composite, such
as failure in transverse direction. As such selective stiffness degradation of unidirectional
composites has been used in studying composites failure including machining of compos-
ites [99, 101, 112]. In this study, the stiffness degradation values were adopted from the
work of Zhao et al. [133] and are shown in Table (4.3).
It is generally agreed that fibre failure means a total loss of load carrying capacity,
which is why all variables are degraded when longitudinal failure happens. Degradation
values of 0.05 were used in the study of Lasri et al. [112], the author conducted simulations
using 0.01 and 0.05 and found that the effect on force was less significant.
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4.3 Numerical Procedure
Due to the presence of nonlinearities in the model, a direct solution cannot be obtained
and an iterative procedure should be utilised. The nonlinearities in the problem are: ma-
terial non-linearty due to the presence of failure (despite using linear elastic constitutive
model) and boundary non-linearity due to the contact between the workpiece and tool.
In this work, full Newton-Raphson algorithm is employed to solve the discretised system
equations. Since the motion of the cutting tool is prescribed, a displacement-controlled
algorithm is adopted instead of load-controlled. In order to improve the robustness of the
algorithm, step bisection is utilised in case of divergence1. If the maximum number of
iterations or maximum allowed residual are reached, last converged solution is retrieved,
then the displacement increment is halved and calculations restarted [128].
A condensed flowchart of the numerical procedure is shown in Figure 4.2. Failure and
contact calculations are at the heart of the algorithm. The analysis is set to terminate at the
completion of the first chip. This is assumed to have happened when the failure has prop-
agated from the cutting point until the free surface of the workpiece. Failure is calculated
from local stresses, which are retrieved from global stresses by applying appropriate rota-
tion rules presented in Section 2.3.3. Primary failure (Fp) is evaluated after each converged
iteration according to Equation 4.10. If the onset of chip formation is not yet reached, the
tool is displaced and another iteration loop starts. Once the chip formation has started,
secondary failure is used to calculate progressive failure. Failed points are degraded ac-
cording to the mode of failure and the degradation values shown in Table 4.3. This process
is repeated until the failure has propagated till the free surface of the workpiece.
Contact searching is performed according to Section 3.7.2, after which, contact force
and stiffness calculations are performed according to Algorithm 4.1. It is worth noting
that setting µ = 0 is equivalent to performing frictionless contact calculations but using
the same procedure.
1Divergence usually happens when the system matrix become positive indefinite. This means that rounding
off and other errors amplify and blow up the solution
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Algorithm 4.1: Frictional contact calculations using penalty method
Loop over contact points
• Compute the master segment length
• Compute the unit normal and tangent at the master segment
• Compute the normal gap gn
• Apply the interpenetration condition
• Compute the contact point in natural coordinates
• If contact point is out of segment; return
• Calculate the normal contact force and stiffness
• if µ > 0
– Calculate the tangential gap gt
– If stick condition = true, use Equations 4.8.
– If slip condition = true, use Equations 4.9.
• Add normal and tangential components to the global force and stiffness matri-
ces.
End loop over contact points
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Pre-processing (geometry, nodes, 
integration points, shape functions) 
Initialise global variables 
Terminate 
Terminate 
Degrade material 
yes 
no 
yes 
no 
no 
no 
yes 
Terminate yes 
yes 
no 
Figure 4.2: Flowchart of the steady state orthogonal cutting model
96
 Figure 4.3: Numerical Model Set up
Table 4.4: Model geometrical parameters
Workpiece dimensions (mm) 10× 5
Depth of cut (mm) 0.2
rake angle γo 0, 5, 10
clearance angle (o) 6
Fibre orientation (θo) 0,15, 30, 45, 60, 75, 90
4.3.1 Model Set up
The model set up is given in Figure 4.3. The geometrical parameters used to construct the
model are given in Table 4.4.The mechanical properties of the workpiece material is given
in Table 4.5. The simulation results will be compared against the experimental evidence
presented in Bhatnagar et al. [5]. As such the model geometry, cutting conditions and
material properties are taken from the same work. 3 rake angles and 7 orientations were
simulated giving a total of 21 simulation.
In this study, the tool is considered rigid body and thermal effects are not considered
as the cutting speed is chosen to be very low (0.5 m/min) in order to reduce the thermal
effects to the extent possible. The friction coefficient is taken as µ = 0.5 after Lasri et al.
Table 4.5: Mechanical properties for UD-GFRP [5]
E1 E2 ν12 G12 X
t Xc Y t Y c Sl
GPa GPa - GPa MPa MPa MPa MPa MPa
48 12 0.19 6 1200 800 59 128 25
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[112]. The effect of the friction coefficient was found minimal in the proposed model. This
is supported by the work of Nayak et al. [6], where they determined the friction coefficient
as a function of fibre orientation using pin on disk experiments, then ran simulations with
and without friction and found that only thrust force magnitude was marginally affected
by friction.
4.3.2 Meshfree Set up and Preprocessing
Accurate numerical integration of the weak form is critical in obtaining meaningful re-
sults. Numerical integration of meshfree methods takes two main approaches: (i) mesh
based and (ii) nodes based. In this study, cell structure mesh with 2× 2 integration points
were used, which was found to be accurate and easy to implement, although in nonlinear
analysis it can be computationally intensive [71]. Nodal density was increased near the
cutting edge to improve the accuracy of the calculations. A total of 9, 288 nodes were used
in discretisation.
Constructing the domain of influence (DoI) is an important step in calculating the MLS
shape functions. The procedure presented in Chapter 3 was mainly for uniform nodal
spacing. Since the nodal spacing is non-uniform, in this case a more general procedure is
required. The proposed procedure was adopted from Liu and Tu [93] and modified and
can be summarised as follows:
1. Construct quadrilateral cells and distribute integration points.
2. Calculate cell areas.
3. Find cells surrounding each node.
4. Find nodes around each integration point with radial distance rI ≤ βa¯q .
where, β ≥ 1 is the scaling parameter which controls the size of the domain and a¯q is
the mean area of the cells surrounding point. This method provides a robust approach in
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calculating the domain of influence at any kind of distribution. Where quadrilateral cells
are not suitable, triangular cells could be used in the same manner.
4.4 Results and Discussion
4.4.1 Cutting Forces
Figure 4.4 shows the cutting forces comparison between the proposed model, FEM sim-
ulations [101] and experimental evidence for three fibre orientations found in [31]. The
general trend of forces between the proposed model and the other sources were in agree-
ment. The minimum force was obtained at θ = 15o , while the maximum was obtained at
θ = 90o. The values ranged from 21 to 95N/mm. For θ = 30o → 60o , comparison with the
experimental data showed that the difference between EFG model and experiments was
within ±15% or (less than 5 N/mm), which is comparable to the FEM results shown. By
comparing with FEM model, the EFG model under-estimated the forces at lower angles
and overestimated them at higher angles. This could be the case since failure model used
in this study is Maximum stress, whereas Soldani et al. [101] used Hashin failure model.
Furthermore, at lower θ, shear failure according to the primary failure criteria (Equation
4.10 ) has relatively small values, refer to Table 4.2. This indicates that the onset of damage
starts fairly quickly triggering the secondary failure criteria. Due to the selective stiffness
degradation, failure propagates along fibre direction. Matrix and interface failure quickly
reach the free surface of the workpiece and thereby chip formation is complete. On the
other hand, at higher angles, the onset of damage is delayed due to the higher values of
primary failure, which leads to a delay in chip completion process and thereby overesti-
mating the force. It is noted that there is a scarcity in data in literature for simulated thrust
force at γ = 0o.
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Figure 4.4: Cutting force at γ = 0o
Figure 4.5 shows the cutting and thrust forces at γ = 5o for the EFG model, experi-
mental values given by Bhatnagar et al. [5] and FEM results given in the work of Lasri et
al. [112]. Regarding the cutting force, (Figure 4.5a), the minimum value of 16 N/mm was
observed at θ = 15o and maximum of 64 N/mm was observed at θ = 90o. Generally, the
trend for cutting forces (as a function of fibre orientation) matched well between EFG and
FEM models with experiments. However, the EFG model results seem to be consistently
lower than that of experiments and FEM. This could be attributed to the assumption of
sharp tool nose in the proposed EFG model as opposed to 0.05 mm nose radius in ex-
periments and FEM model. Nose radius increases the force due to reduction of effective
rake angle at the nose tip. Soldani et al. [101] studied the effect of nose radius numerically
and found that nose edge radius increased the cutting force ( 10 N/mm increase between
0.05 − 0.15 mm). Adding nose radius to the EFG model caused convergence difficulties
for the Newton-Raphson solver, therefore it was excluded from this investigation.
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Figure 4.5: Comparison of (a) cutting and (b) thrust force at γ = 5o
Figure 4.5b shows similar comparison but for thrust forces. It is clear that the models
considerably underestimated the force magnitude. Lasri at al. [112] argued that the thrust
force relies on the bouncing back effect of the machined surface, which creates an upward
force on the clearance face [134]. The nature of the quasi-static model and the termination
of the calculation after the completion of the first chip suggest that this kind of models
have limited capabilities in capturing the bouncing back effect and subsequently the bulk
of the thrust force magnitude. This is further compounded by starting the machining
process within the workpiece and not at the free edge, which is used to avoid numerical
difficulties [5].
Figure 4.6a shows cutting force comparison between the proposed EFG model, exper-
iments of Nayak et al. [6] and FEM results reported by Soldani et al. [101] for γ = 10o. As
before, the overall trend is similar although the meshfree model tended to underestimate
the force value. This could be attributed to the exclusion of tool nose in the meshfree model
as explained earlier. A minimum of 14 N/mm was observed at θ = 15o and maximum of
66 N/mm was observed at θ = 90o compared with minimum of 20 N/mm and maximum
of 67 N/mm for the experiments. Figure 4.6b shows the thrust force comparison, it can be
seen that the EFG model predictions is significantly lower than that of the experiments,
101
the same logic applies as in the case of γ = 5o . However, by comparison with FEM results,
FEM showed better agreement with the trend of the experimental values. This could be at-
tributed to the fact that Soldani et al. [101] have used explicit procedure, which allows for
simulation of consecutive chip formation. The convergence problems of the quasi-static
solver are not found in the explicit algorithm. In the case of γ = 5o , by comparing the
results with [112], where similar solver was used, EFG and FEM results in agreement. This
indicates that this is not a drawback in meshfree methods but rather in the chosen solv-
ing scheme. This could be addressed by using explicit solver like the central difference
method.
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Figure 4.6: Comparison of (a) cutting and (b) thrust forces at γ = 10o
4.5 Convergence Studies
In the following section, the effect of discretisation on the forces is studied by changing the
nodal density. Then, the effect of the meshfree parameters on the results is examined. Two
important parameters are selected, namely, the size of the domain of influence (β ) and
the weight function used in constructing the MLS approximation. Full factorial design is
employed with β ∈ [1, 1.5, 2] and weight function is either cubic or quartic spline.
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Figure 4.7: Discretised domain using (a) 3385, (b) 9288 and (c) 21621 nodes
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Figure 4.8: Discretisation sensitivity
4.5.1 The Effect of Nodal Distribution on Cutting Forces
Using uniform mesh with the current set up proved infeasible, because of the need for fine
mesh at the cutting zone to accurately capture the contact forces. This necessitated using
very fine mesh throughout the domain creating out-of-memory errors in the MATLAB
code. Instead, non-uniform nodal density distribution is used with highest density near
the tool-workpiece interface as shown in Figure 4.7.
Figure 4.8 shows the cutting force results of 5 meshes with increased nodal density
for γ = 5o . The results are in close agreement although they do not follow the expected
convergence behaviour, i.e. approaching the accurate solution from one side. This could
be attributed to the following inaccuracies: Using collocation integration of the contact
interface meant that small variations in the effective contact length exist among different
meshes. This in turn leads to small variations in contact forces. Another possible source
of inaccuracy is the triggering of the primary failure criterion. Changes in mesh size leads
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to change in the energy needed to trigger the primary failure criteria (the damaged area
ahead of the cutting tool that would trigger the primary failure decreases with increased
nodal density). This can have significant effect at θ = 0o and θ = 90o since the primary
failure is triggered early in the case of 0o and late in the case of 90o (refer to Table 4.2)
leading to underestimating the force in the former and overestimating it in the latter as the
nodal density increases. As such, the mesh with N = 9288 nodes is used throughout the
study as it provides the best compromise between accuracy (agreement with experimental
evidence) and computational time.
4.5.2 The Effect of DoI Size on Cutting Forces
Figure 4.9 shows the effect of β on cutting force at different rake angles. Generally, higher
β values yielded lower forces across the different rake angles. This could be explained
by the fact that larger domain tends to defuse/smooth high stress gradients. Since the
cutting zone is at high stress, the reduced stresses lead to reduced forces. This is further
explained by the partition of unity property of the MLS shape function i.e. more nodes in
the domain tend to flatten the shape function. β has little effect on the trend of the cutting
forces.
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Figure 4.9: Effect of DoI size on cutting force at γo = (a) 0, (b) 5 and (c) 10
The effect of β on the thrust force is shown in Figure 4.10 As with the cutting force,
the thrust force decreased with increased β. Across the range β = 1 − 2 , average thrust
force was reduced by 10.8% ( 5.3 N/mm) for γ = 0o , by 7.9% ( 2.9 N/mm) for γ = 5o and
by 17% ( 5.7 N/mm) for γ = 10o . The fluctuations in Figure 10-a are likely to be due to
104
numerical noise combined with the small magnitude of force which amplified the noise
contribution.
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Figure 4.10: Effect of DoI size on thrust force for γo = (a) 0, (b) 5 and (c) 10
4.5.3 The Effect of Weight Function on Cutting Forces
The weight functions used in this study had a negligible effect on the cutting forces for all
rake angles, with marginally higher values for cubic weight function at γ = 10o as shown
in Figure 4.11.
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Figure 4.11: Effect of weight function on cutting force for γo = (a) 0, (b) 5 and (c) 10
The effect of the weight function on thrust force is more pronounced, this might be
attributed to the very small values of force. Generally, cubic spline yielded higher values:
11.6% for γ = 0o , 1.4% for γ = 5o and 4.9% for γ = 10o . Figure 4.12-a showed similar
fluctuations to Figure 4.10-a and for similar reasons. Since higher values of thrust force
are more accurate, cubic spline is a better choice for this class of problems.
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Figure 4.12: Effect of Weight function on thrust force for γo = (a) 0, (b) 5 and (c) 10
4.6 Conclusions
In this chapter, the application of the Element-Free Galerkin Method (EFG) was extended
to modelling machining of composites. Moving least squares approximation was used to
construct the shape functions with cubic or quartic spline weight functions. Full Newton-
Raphson solver with bisection capabilities was utilised to solve the system equations. The
composites were modelled as Equivalent-homogeneous material in plane stress and with
linear elastic behaviour up to failure. Two stress-based failure criteria were used to simu-
late the onset and progression of chip formation. The cutting forces were calculated using
penalty method and regularised Coulomb friction law. The model was validated against
experiments and FEM simulations available in literature.
The model was able to capture the strong dependency of the forces on fibre orientations
and also the dependency on rake angle. Among the meshfree parameters, the size of DoI
was found more significant than the weight function. A good rule of thumb for choosing
DoI is to use the minimum value that maintains the invertibility of the moment matrix.
An added advantage of smaller DoI is the reduction of the computational cost as fewer
nodes are used in stress calculations at each integration point.
The present model has demonstrated the viability of the EFG model for simulating
composites cutting. The pre-processing phase was simple since the nodal connectivity
was not required for domain discretisation. This facilitates easy changes in the model (e.g.
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changing the depth of cut, rake angle, workpiece dimensions) and allows the analyst to
concentrate more on analysing the results rather than building the model. One drawback
in the model was the need for some trials to choose a suitable penalty parameter. This is
not inherent to the meshfree methods but to the penalty method. Other constraint meth-
ods could be employed to alleviate this issue, such as Lagrange multiplier and augmented
Lagrangian. Future research effort can include: incorporating dynamic effects (explicit
time integration), coding more accurate failure models and utilising more sophisticated
approach to chip formation modelling.
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Chapter 5
Dynamic EFG Model for
Orthogonal Cutting of Composites
5.1 Introduction
In this chapter, a dynamic EFG model for orthogonal cutting of composites is developed.
Building on the steady-state model, several advanced features are added to improve the
predictive capability and efficiency of the dynamic model. This include: a regularised
weight function that approximately possess interpolating properties, novel constitutive
model, advanced failure criteria, and a contact algorithm based on central differencing.
Referring back to Section 2.6, the features of the dynamic model are summarised in
Table 5.1: Features of the proposed dynamic model
Features of machining model The proposed model
Numerical method Meshfree: EFG
Type of mesh Lagrangian
Number of Dimensions 2
Dynamic effects Yes
Constitutive model Single phase: Orthotropic nonlinear-elastic up to failure
Failure model Three failure criteria with selective stiffness degradation
Tool-workpiece contact Frictional contact using central differencing
Main outputs Cutting forces and Chip formation
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Table 5.1. Inclusion of the dynamic effects makes the model suitable to simulate cutting at
higher speeds. Inertial terms are integrated using explicit time integration of the central
difference method. The discrete equations are developed using the Updated Lagrangrian
formulation of nonlinear solid mechanics. A novel constitutive model is developed based
on Saint Venant-Kirchhoff formulation of nonlienar elasticity and adapted for orthotropic
materials. This model utilises finite-deformation stress and strain measures instead of
the small deformation ones. Three different failure theories are coded into the dynamic
model; namely, max stress, Hashin and LaRC02. This allows for comparison between the
different failures within the context of the machining model (beyond just comparison of
failure envelopes). Frictional contact forces are calculated using an algorithm that utilises
the central differencing combined with collocation integration at the contact boundary.
The formulation is similar to the penalty method with one major difference, that is, the
proposed method does not require setting of the penalty parameter as it is calculated from
the mass of the contacting node and the timestep. Simulation results are focused on two
fundamental outputs; namely, cutting forces and chip formation. The cutting forces are
validated against experimental evidence given in Section 6.5.3 for fibre orientations in the
range 0 < θo < 90.
The chapter is organised as follows: The discrete equations are developed from the vir-
tual work principle following updated Lagrangian formulation. Constitutive and failure
models are then presented followed by numerical implementation aspects. The cutting
forces calculated using different failure criteria are compared against experiments. Chip
formation mechanisms using different failure criteria are compared and finally, some nu-
merical investigations are presented and discussed.
5.2 Governing Equations
Consider the solid body shown in Figure 5.1. At time t = 0 the body is occupying a refer-
ence configuration Ω0 and is bounded by Γ0. The body is then subjected to forces, which
109
xux0
xty
Ω
0
Ωt
Γ0
Γt
Figure 5.1: Initial and current configuration of solid
create a displacement u. At time t, the current configuration is Ωt and the boundaries are
Γt. In order to determine the state of the body at time t, we apply the strong form given in
Equation 3.2 along with boundary and initial conditions. The corresponding weak form
at time t is given as
∫
Ωt
δεTσ dΩ−
∫
Ωt
δuTb dΩ−
∫
Γt
δuT t¯ dΓ−
∫
Ωt
ρ δuT u¨ dΩ = 0 (5.1)
Equation 5.1 cannot be evaluated as it refers to the current (unknown) configuration
of the body Ωt. Integration domain can be changed from Ωt to a known configuration
using appropriate stress and strain measures [126]. To achieve this, two main approaches
are used, namely, total Lagrangian formulation or updated Lagrangian formulation. In
the former, the integration domain is changed to Ω0, while in the latter, the integration
domain is changed to the last known configuration Ωt−1.
In the proposed model, the Updated Lagrangian formulation is adopted. This is due to
the presence of contact forces, which should be calculated with reference to the deformed
configuration rather than the un-deformed [121]. As mentioned before, appropriate stress
and strain measures should be used to refer back to a known configuration. Here, Second
Piola-Kirchhoff stress (S) and Green-Lagrange strain (E) are utilised. These measures are
suitable for describing geometrical non-linearity and are widely used in nonlinear solid
mechanics problems that involve large deformations. Second Piola-Kirchhoff stress is re-
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lated to Cauchy (nominal) stress by
S = det(H)H−1 · σ ·H−T (5.2)
where, H is the deformation gradient. The Green-Lagrange strain vectors is defined as
follows
E =
1
2
(HT ·H− I) (5.3)
where, I is the identity matrix. Now we can rewrite Equation 5.1 as follows
∫
Ωr
δET S dΩ︸ ︷︷ ︸
δWint
−
∫
Ωr
δuTb dΩ−
∫
Γr
δuT t¯ dΓ︸ ︷︷ ︸
δWext
+
∫
Ωr
ρ δuT u¨ dΩ︸ ︷︷ ︸
δWkin
= 0 (5.4)
where, Ωr ≡ Ω0 for total Lagrangian formulation and Ωr ≡ Ωt−1 for updated Lagrangian
formulation. Equation 5.4 can be viewed as the principle of virtual work and each of
the terms can be given a physical interpretation as follows: δW int is the virtual internal
work, δW ext is the virtual external work and δW kin is the virtual kinetic work. In case of
linear analysis1, Equation 5.4 becomes equivalent to the Galerkin weak form presented in
Equation 3.7.
5.3 MLS approximation
Discretisation of the virtual work terms is carried out using MLS procedure proposed in
Section 3.3. In constructing the shape functions, a regularised weight function proposed
by Most et al. [135] is used instead of the ones given in Section 3.3.1. It approximately
possesses the Kronecker-delta property, which is then inherited by the shape function.
This makes imposing of displacement boundary conditions possible without the need for
using constraints methods such as penalty or Lagrange multiplier. The regularised weight
1In linear analysis Ω0 ≈ Ωt, therefore the current configuration can assumed to be known
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function is given as
wR(rI) =
w˜R(rI)∑m
j=1 w˜R(rI)
(5.5)
w˜R(r) =
((
r
Dm
)2
+ ι
)−2
− (1 + ι)−2
ι−2 − (1 + ι)−2 ; ι 1 (5.6)
The derivative of the weight function is
∂w
∂r
= −
4rI
((
rI
Dm
)2
+ ι
)−3
D2mι
−2 − (1 + ι)−2 (5.7)
5.4 Discretisation of the Virtual Work Terms
Spatial discretisation of the virtual work terms is similar to that presented in Section 3.6.
The discrete displacement and strain are substituted into each term of the virtual work.
The discrete strain matrix BI for 2D finite deformation is:
BI =

H11
∂φ1
∂x H21
∂φ1
∂x . . .
H12
∂φ1
∂y H22
∂φ1
∂y . . .
H11
∂φ1
∂y +H12
∂φ1
∂x H21
∂φ1
∂y +H22
∂φ1
∂x . . .
 (5.8)
In case of small displacement, H ≈ I and BI becomes equivalent to the strain matrix for
small displacements shown in Equation 3.43.
The semi discrete system equation is given as
δUT
(
MU¨− Fext + Fint
)
= 0 (5.9)
Since δU is arbitrary, it follows that
MU¨ = Fext − Fint (5.10)
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where,
M =
N∑
I
N∑
J
∫
Ω
ΦTI ρΦJdΩ (5.11a)
Fext =
N∑
I
(∫
Ω
ΦTI b dΩ +
∫
Γ
ΦTI t¯ dΓ
)
(5.11b)
Fint =
N∑
I
∫
Ω
BTI SI dΩ (5.11c)
By comparing Equations 5.4 with Equation 3.68, the simplification of the former equa-
tion is evident by the absence of the displacement penalty terms. This is made possible by
utilising the regularised weight function, making the shape function almost-interpolating.
Time discretisation is performed using the central difference method as per Equations
3.70 and 3.71. Mass matrix is lumped using row-sum lumping technique and variable
time step is used to improve the robustness of the algorithm. Calculation of the critical
time step is shown in Section 5.7.1.
5.5 Contact/Impact Formulation for Explicit Algorithms
In this section, contact/impact formulation suitable for explicit algorithms is developed.
The starting point of the formulation is similar to that in Section 4.2.1 by utilising the
master-slave approach and interpenetration condition. However, penalty method is not
used in calculating the contact contributions. Alternatively, the central difference method
is used to add the contact contributions to the virtual work principle.
Starting with the definition of the gap function for finite deformation of two discrete
bodies
gi = (x
S − xM ) · i ; i = [n, t] (5.12)
The nodal contact forces are calculated as follows [136,137] The normal force acting on
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the slave nodes due to penetration of a master segment (frictionless contact) is given as
f conn,j =
2Ms(j)gn,j
(∆t)2
· n (5.13)
where, Ms(j) is mass of the penetrating slave node and ∆t is the time step. By utilising
Coulomb friction law, tangential contact force can be calculated in terms of relative contact
velocity vr or in terms of the tangential gap. For stick conditions
f cont,j =
Ms(j)vr(j)
∆t
· t =
Ms(j)gt,j
(∆t)2
(5.14)
For slip condition
f cont,j = µf
con
n,j (5.15)
Thus the contact force acting on each slave node j can be summed for stick and slip
conditions respectively
f conj =
Ms(j)
(∆t)2
(2gj · n + gj · t) (5.16a)
=
2Ms(j)
(∆t)2
gj · n (1 + µ) (5.16b)
The contact nodal forces calculated in Equations 5.16 should be added to the virtual
work in order to obtain the final spatially discretised form of the virtual work equation.
δW con =
∫
Γc
f δuTdΓ =
∫
Γc
m∑
j
fjδu
TdΓ =
m∑
j
fj
P∑
I
(ΦIδuI)
T (5.17a)
=
P∑
I
ΦTI m∑
j
fj
 δuTI = P∑
I
f¯j δu
T
I = F
con δUT (5.17b)
where, m is the total number of contacting nodes and P is the total number of field nodes
in the neighbourhood of the contacting nodes that are within the DoI of the contacting
nodes. The last term can be added to Equation 5.9 and the contact contribution is then
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added to global system Equation 5.10.
Practically, distributing the local contact forces into the global contact force vector us-
ing the shape function is not required in this case. This is a consequence of the almost-
interpolating property of the shape function combined with the force calculations at the
nodes (not at quadrature points). However, it is kept to maintain the generality of the
algorithm and in the case of using weight functions that do not have interpolating prop-
erties.
It is worth noting that the above nodal force calculations given in Equations 5.16, are
equivalent to penalty method with variable penalty parameter. The “penalty parameter”is
calculated from mass of the node and timestep of the algorithm. This has an advantage
from numerical implementation point-of-view, as the same contact algorithm can be used
with implicit and explicit solvers and only the “penalty parameter”value would change.
In implicit algorithms, mass and time steps are usually not calculated, a constant penalty
parameter can be used. Choosing penalty parameter usually requires numerical experi-
ments [42]. However, in the case of explicit algorithm such as the proposed model, choos-
ing the penalty parameter is avoided without adding extra unknowns to the system (e.g.
as in Lagrange multiplier).
5.6 Material Modelling
The material behaviour before failure is modelled using Saint Venant-Kirchhoff model
[121], which is an extension of linear elastic behaviour while taking into account the non-
linear components of stress and strain (using Green-Lagrange strain and PK2 stress). The
material model is written as follows
Sij = Dk−ijmlEml or S = Dk E (5.18)
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This material model can describe fully anisotropic material [121], so it is capable of deal-
ing with orthotropic materials. Standard rotation matrices apply when calculating local
stresses from global ones.
Regarding failure modelling, primary failure is modelled using the same criteria pre-
sented in Equation 4.10. For progressive failure, three different failure theories were coded
into the model. These are, maximum stress, Hashin and LaRC02. The details of these the-
ories/criteria are provided in Section 3.8.1. It is worth noting that maximum stress and
Hashin have been used before in machining simulations while LaRC02 has not been used
before and it has the potential to capture some behaviour of composites failure, which the
other two cannot. Progression of failure is modelled using stiffness degradation similarly
to Section 4.2.3 and using the same degradation values presented in Table 4.3.
5.7 Numerical Implementation
This section describes some aspects of the code implementation including model parame-
ters and settings, critical time step calculations and the general algorithm.
5.7.1 Critical Time Step
The central difference method is only conditionally stable [121, 126, 127]. This means that
a robust algorithm should have an automatic time step calculation. The critical time step
is related to the stress wave propagation speed. This is a function of the material density
and mechanical properties as well as the distance between discretisation nodes. Unlike
isotropic material, a composite laminate has several phase velocities. The maximum ve-
locity is used in critical time step calculations [120]
cmax =
√
D11/ρ ; where D11 =
E11
1− ν12 ν21 (5.19)
∆tcr <
min(d)
cmax
(5.20)
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where, d is the distance between nodes. In the code, the time step is calcualted from the
critical time step as follows
∆t = κ∆tcr; κ ∈ [0.95 0.99] (5.21)
This acts as a safety factor to ensure that rounding off errors does not bring the calculation
beyond the stability region.
5.7.2 Material Parameters
Material inputs required for the model are shown in Table 5.2. These are the same of
the UD-GFRP samples used in the experiments shown in Section 6.5. As such, model
validation becomes possible.
Table 5.2: Mechanical properties for UD-GFRP samples
E1 E2 ν12 G12 X
t Xc Y t Y c Sl
GPa GPa - GPa MPa MPa MPa MPa MPa
34.28 11.57 0.24244 2.05 697.8 443.76 89.72 148.33 33.1
Inputs for the primary failure criteria are estimated based on the Merchant model and
the experimental data of Section 6.5.3. Using principle force components, shear and nor-
mal stress components acting on the shear plane can be calculated as per the following
well-known relations
Fs = Fccos(ϕ)− Ftsin(ϕ) (5.22)
Fns = Fcsin(ϕ) + Ftcos(ϕ) (5.23)
where, ϕ is the shear plane angle, which is given as follows
ϕ = tan−1
rc cos γ
1− rc sin γ (5.24)
where,γ is the rake angle of the cutting tool and rc is the cutting ratio, i.e. the ratio of
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the chip thickness to the depth of cut. Since composites display brittle behaviour, it is
reasonable to assume that rc ≈ 1 [138]. Using the above equations and knowing the area
of the shear plane, we obtain the normal and shear strength values used to evaluate failure
in the cutting zone as shown in Table 5.3.
Table 5.3: Interfacial Normal and shear strength values for E-glass FRP
θo 0 15 30 45 60 75 90
Sσ (N/mm
2) 146.3 103.5 102.9 119.2 143 158.9 183.5
Sτ (N/mm
2) 49.3 26.8 35.2 50.2 71 85.1 113
Generating failure envelopes for the workpiece material helps in better understanding
the chip formation and their relation to the different loading modes. Figures 5.2a and 5.2b
show the σ11 − σ22 and σ22 − τ12 envelopes respectively for the three failure criteria used
in this chapter. The normal stresses envelope for Max stress and Hashin is identical since
τ12 = 0.
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Figure 5.2: Failure Envelopes for the GFRP samples used in Experiments
5.7.3 Model Setup and Settings
Model setup is shown in Figure 4.3. Cutting tool is modelled with 50 µm nose radius con-
sistent with the cutting tools used in validation experiments. Friction coefficient is made
function of fibre orientation as proposed by Mkaddem et al. [139]. However, the effect of
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friction coefficient was found to be minimal due to the termination of the simulation at
the completion of the first chip. Cutting conditions are set as follows (consistent with ex-
periments): speed Vc = 3800 mm/min, rake angle γ = 0o, depth of cut ac = 0.25 mm. The
only process variable is fibre orientation with 5 levels, θo = [15, 30, 45, 60, 75]. Meshfree
model set up is similar to that presented in Section 4.3.2 in terms of numerical integration,
DoI construction and nodal distribution. Visibility criteria is used to modify the shape
functions near the cutting edge. The analysis is terminated at the completion of the first
chip, which is determined according to Section 5.8.4.
5.7.4 Main Algorithm
The MATLAB implementation followed Algorithm 5.1. Time integration procedure is sim-
ilar to that proposed in Section 3.6.2 with addition of critical timestep calculations as per
Section 5.7.1. Mass matrix is calculated only once at the beginning of the simulation given
that the discretisation is Lagrangian. Updating the shape function is carried out at every
i ≥ 1 timestep. Strictly speaking, in Updated Lagrangian i = 1, however, given the very
small timestep, this could be increased without compromising accuracy. Numerical exper-
iments were carried out and found that using i = 10 does not affect accuracy but greatly
improves runtime.
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Algorithm 5.1: Dynamic EFG orthogonal cutting model
• Inputs
• Generate geometry, nodes and gauss points.
• Calculate and store shape function and derivatives.
• Calculate lumped mass matrix.
• Initialise global variables.
• Calculate critical time step.
• For every time step
– First velocity update at half time step.
– Update displacement for workpiece and cutting tool.
– Update integration points and shape functions.
– Calculate contact force.
– Calculate trial stress in global and local coordinates.
– Calculate primary failure criteria.
– If primary failure = true, update damage variables.
– Calculate internal nodal forces.
– Calculate acceleration.
– Second velocity update at time step.
– Calculate critical time step and check chip formation completion.
– Write interim outputs.
• Return
5.8 Results and Discussion
5.8.1 Effect of Failure Criteria on Cutting Forces
Figure 5.3 shows the comparison of the normalised mean cutting force between the EFG
model with different failure criteria and the experiments for the range 15o ≤ θ ≤ 75o. The
experimental values had a minimum of 32.6 ± 1.6 N/mm at θ = 15o and maximum of
61 ± 1.5 N/mm at θ = 75o. Forces using Maximum stress failure ranged from minimum
of 27.5 N/mm at θ = 30o to maximum of 56.8 N/mm at θ = 75o. Force using Hashin
failure ranged from minimum of 36.3 N/mm at θ = 30o to maximum of 50.1 N/mm at
θ = 75o. Force using LaRC02 failure ranged from minimum of 30.3 N/mm at θ = 30o to
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maximum of 58.5 N/mm at θ = 75o. Maximum deviation from experimental force range
was 3.2N/mm using LaRC02 at θ = 15o, while for Hashin it was 9.6N/mm at θ = 75o and
for Maximum stress, it was 5.1 N/mm at θ = 30o. This indicates that LaRC02 generated
results closest to experimental data within the studied range.
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Figure 5.3: Cutting force comparison between model and experiments with different fail-
ure criteria
Figure 5.4 shows thrust force comparison. It is clear that the model significantly under-
estimated the thrust force throughout the studied range. The force values tended to in-
crease with increased orientation angle. This might be due to the combined effect of
increasing friction coefficient and cutting force magnitude at higher orientations. The
experimental values showed little variation in the thrust force across the studied range
(when taking the error bounds into account). The experimental values ranged between
17 to 19.2N/mm. Force calculated with maximum stress ranged between 0.9 to 5.6N/mm.
Force calculated using Hashin were between 1.6 to 4.1 N/mm and using LaRC02 ranged
between 2.1 to 5.5 N/mm. This significant under-estimation of the thrust force is seen
throughout modelling of machining composite literature, across different numerical meth-
ods e.g. [99, 101, 108, 112].
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Figure 5.4: Thrust force comparison between model and experiments with different failure
criteria
This indicates that it is not related to the choice of meshfree methods, rather it is more
related to the difficulties in accurately modelling the composites behaviour under ma-
chining conditions. In the current study, two reasons may have contributed to the low
thrust force values. Firstly, starting the machining process within the workpiece rather
than the free edge. This set up was chosen for numerical stability reasons. Secondly, ter-
minating the simulation after the completion of the first chip. This reduced the bouncing
back effect (bouncing back of the machined surface and exerting vertical reaction force on
the clearance face of the cutting tool), which was identified as important contributor to
the thrust force magnitude in composites machining [99, 112, 138]. Clearly this is an area
where significant improvement is required by implementing better constitutive models
and material separation criteria.
5.8.2 Mechanisms of Chip formation
The study of chip formation is essential in shedding light on the mechanisms of cutting.
Machining models provide a valuable tool in analysing the chip formation process that
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is difficult to conduct experimentally such as obtaining the failure stresses and failure
modes. Figures 5.5 - 5.7 and Figures 5.6 - 5.8 show the progression of the fibre and matrix
failure at θ = 30o and 75o respectively. The figures show beginning of cutting (left figures),
halfway (middle figures) and near the end of the chip formation (right figures). Top row
shows simulations using maximum stress, the middle row using Hashin and bottom using
LaRC02. It is worth noting that the chip formation was complete at slightly different
intervals among the different failure criteria but time was normalised for each individual
case for ease of comparison.
Fibre failure at θ = 30o is shown in Figure 5.5. It is noted that the maximum stress did
not predict any significant fibre damage. This is due to the uncoupling of the shear effects,
which plays an important role in reducing the failure stress of the material. Hashin failure
predicts moderate fibre failure along a narrow band of the chip boundaries. This due to
the effect of shear stress on the failure stress as the location of fibre failure coincides with
high shear stresses. This means that the completion of chip formation in Hashin is due
to fibre failure since matrix failure has already been completed (refer to Figure 5.6f). As
for LaRC02, a substantial fibre damage is predicted in the chip. This is mainly due to the
different way of calculating fibre failure under compression. LaRC02 predicts fibre fails
under compression due to formation of kink bands resulting from shear deformation. The
kink generates misalignment in the fibres and leads to damage in the fibre and the nearby
supporting matrix. This is expected to be dominant failure at lower fibre orientations and
0o rake angle as the rake face directly engages with the workpiece causing severe com-
pressive load on the fibres. Naturally, this loading will propagate along the fibre direction
and will cause the observed severe damage.
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Figure 5.5: Fibre damage progression at θ = 30o using maximum stress (a, b, c), Hashin
(d, e, f) and LaRC02 (g, h, i)
Figure 5.6 shows the progression of matrix failure at θ = 30o. The matrix failure starts
early near the end of the tool nose and quickly propagates along the fibre directions to-
wards the free surface. A wide band of failure emanating from the rake face towards the
free surface is observed due to the high compressive stresses exerted by the 0o rake tool.
The completion of the chip formation is characterised by almost complete damage in the
chipped area. Furthermore, the damage is extended in the machined surface along the
fibre direction to a small depth. This is consistent with experimental evidence that cutting
at small angles produces good finished surface of the uni-directional composites [30]. The
chip formation is qualitatively similar for all the failure criteria. However, LaRC02 pre-
dicted less matrix damage in the chip. This is due to the increased shear strength at high
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compressive load in the matrix direction. (Compare the failure envelopes at the second
quadrant in Figure 5.2b).
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 5.6: Matrix Damage at θ = 30o for different failure criteria
Figure 5.7 shows the fibre failure at θ = 75o. Similarly to Figure 5.5, maximum stress
failure criteria predicted negligible failure at the chip root. Hashin and LaRC02 predicted
limited failure of the fibre perpendicular to the fibre orientation. This is confirmed exper-
imentally in the work of Arola et al. [35].
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Figure 5.7: Fibre Damage at θ = 75o for different failure criteria
The matrix damage is shown in Figure 5.8. The chip is smaller than in the case of
θ = 30o. This is noted experimentally by Nayak et al. [31] and explained by the change in
the main failure mechanisms from bending of the fibres to brittle crushing. The damage
extends to the entire chip in this case due to the non-positive rake angle. Ahead of the
complete chip, a large area of damaged workpiece is observed. Damage to the machined
surface is also larger than in the case of θ = 30o. It is noted that the damaged area is similar
using the different failure criteria. This can be explained with the help of Figure 5.2b by
noting that at high fibre orientations, the ratio
−σ22
τ12
increases. This will cause the stress
evolution to follow a path closer to the negative σ22 axis. At this region the three failure
envelopes are close to each other.
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Figure 5.8: Matrix Damage at θ = 75o for different failure criteria
5.8.3 Effect of Nodal Density on Cutting Forces
A study of the nodal density effect on the cutting forces is carried out in order to determine
the minimum number of nodes that would give a satisfactory results. Figure 5.9 shows
the trend of the cutting force convergence against the number of nodes.
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Figure 5.9: Cutting force convergence against the number of nodes
As it is clear from the figure, the convergence approaches the accurate force value
from the top since the model is usually stiffer when it contains lesser number of nodes.
N = 13, 648 nodes is chosen for the simulations throughout the study.
5.8.4 Termination Criteria
Completion of the chip formation in orthogonal cutting is usually characterised by mate-
rial damage propagating from the cutting point (in 2D) to the free surface. Detection of
completion of chip formation is somewhat complicated and requires intensive geometri-
cal calculations that add to the computational cost of the code. In this study, a numerical
approach utilising the critical time step is devised to predict the completion of the chip
without resorting to burdensome geometrical calculations. It was noted that the comple-
tion of the chip is detectable from a sudden drop in the critical time step. This is due to
the loss of stiffness in the chip as it becomes completely damaged. This in turn will induce
sudden large displacement causing the nodes along the chipping plane to get closer and
thereby causing significant drop in the time step (refer to Eqn 5.20). This effect is shown in
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Figure 5.10, where the timestep remains nearly constant until the chip completion where
the force diverges due to high displacements of the contact surface between the tool and
workpiece. In the algorithm 5.1, the gradient of the critical time step is calculated at every
time step, when the sudden drop is detected, the code terminates.
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Figure 5.10: Detection of chip formation completion from gradient of critical time step
5.9 Conclusions
This chapter presented a novel explicit Element-Free Galerkin Model to simulate the dy-
namic orthogonal cutting of unidirectional composites. The discrete system equations
were derived from the virtual work principle and non-linear analysis was handled using
Updated Lagrangian formulation. An orthotropic Kirchhoff material model combined
with option of three different failure criteria were used to model the material behaviour.
LaRC02 failure criteria, which has not been used before in composite machining simula-
tions, was found to give a better accuracy in cutting force prediction as well as to capture
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important fibre failure modes that were not predicted by Hashin or Maximum stress cri-
teria. Frictional contact calculations were handled by a novel algorithm using central dif-
ferencing at the contact nodes. The proposed method avoided the selection of numerical
parameters as in the penalty method while not increasing the unknowns as in Lagrange
multiplier. Another advantage is that the same algorithm reduces to penalty formulation
that can be used in implicit numerical analysis.
The model results were compared with experimental evidence of orthogonal cutting
at 0o rake angle and fibre orientations 15o ≤ θ ≤ 75o. It was found that the cutting force
was predicted with good accuracy for all the failure models; however, thrust force was
significantly under-estimated by the model. This maybe due to the inability to capture
the bouncing back effect and terminating the analysis at the completion of the first chip.
Chip formation analysis confirmed that the chip separation occurred along the direction
of fibres. This means that the cutting plane coincides with fibre directions in the studied
range. The model can be extended to study other operating and material parameters such
as rake angles, fibre orientations, cutting speeds. The range of study was limited here by
the availability of reliable experimental data for validation.
Comparison between the steady-state machining model of Chapter 4 and the current
dynamic model highlights several differences: The dynamic model is capable of modelling
high speed machining by taking the inertial effects into account. This extends the appli-
cability of the model to realistic speeds while maintaining accuracy. Furthermore, chip
formation is better studied with the dynamic model rather than the steady-state model.
The dynamic model is equipped with more advanced material modelling and more ef-
ficient meshfree algorithm with direct imposition of boundary conditions. On the other
hand, the steady-state model is less computationally intensive. This can be attributed
to the very small time step required to maintain the numerical stability of the dynamic
model. The advantages of using meshfree methods is clear in both models, such as easy
and automatic pre-processing and high quality approximation of field variables.
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Chapter 6
Experimental Work: Orthogonal
Cutting of Composite Materials
6.1 Introduction
This chapter presents the experimental work conducted as part of this research. The aim
of these experiments is threefold: Firstly, to gain a better understanding of the funda-
mental cutting process and the effect of different material and machining parameters on
fundamental outputs of the process. Secondly, to investigate the effect of fibre content
on the cutting process, something which has been rarely looked at systematically in lit-
erature. Thirdly, to generate necessary cutting and thrust forces values for validating the
developed orthogonal cutting model in Chapter 5. Three phases of orthogonal cutting
experiments on UD-GFRP were carried out to fulfil each aim of this chapter.
This chapter starts by describing the measurements of the mechanical properties of
UD-GFRP samples that will be used in cutting experiments. A description of experimen-
tal set-up, results and discussions for each phase is then presented sequentially. Finally,
overall conclusions and gained insights are presented.
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6.2 Workpiece Material Characterisation
Material characterisation was carried out on the UD-GFRP laminates used in the cutting
experiments of Phases I and III. Without the necessary mechanical properties of the work-
piece, the validation of the meshfree model would not be possible. To this end, a series
of mechanical tests were carried out to determine stiffness and strength properties of the
composite laminate. The testing was conducted by Applied Polymer Development Ltd.
(APD). Two unidirectional sheets and one cross-ply sheet were supplied by Heathcoates
Co. of dimensions 300 × 300 × 2 mm. Test samples were prepared by APD from these
sheets. Where necessary, tabs were bonded on samples using cold cure epoxy adhesive.
The specimens were machined using a wet diamond saw to ensure clean cuts. The lami-
nates were tested using the following standards: Tensile Strength and modulus following
ISO 527-4. Compression strength and modulus following ISO 14126. In-plane shear fol-
lowing ISO 14129. The mechanical testing was performed using an Instron 5982, 100kN
load frame and analysed using Instron Bluehill 3 (v3.33) software. In order to ensure ac-
curacy, 5-7 repetitions of each test were carried out.
In tensile testing, clip-on extensometers were used for strain measurement at 0o to
obtain the modulus and at 90o to obtain the Poisson Ratio. The compression testing was
conducted using the ASTM modified 695 test fixture. Tabbed specimens were used for the
strength tests and untabbed specimens were used for the modulus tests. An extensometer
was used to obtain the strain at 0o in the compressive modulus tests. Micro cracking was
determined by attaching a transducer onto the specimen and noting the strain at which
the micro cracking started. A summary of the mechanical properties is given in Table 6.1.
The complete sets of test results are shown in Appendix A.
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Table 6.1: Mechanical properties of UD-GFRP samples
Property Unit Mean std.
E1(tension) GPa 34.28 2.257
Xt MPa 697.8 36.576
ν12 - 0.24244 0.037
ε1−max % 2.15 0.164
E2 GPa 11.57 0.496
Y t MPa 89.7216 7.251
ν21 - 0.0932 0.007
ε2−max % 1.817 0.121
E1 (compression) GPa 34.91 0.75
E2 (compression) GPa 12.53 0.91
Xc MPa 443.76 66.09
Y c MPa 148.33 4.13
G12 GPa 2.05 0.207
Sl MPa 33.1 2.238
6.3 Phase I Experiments
6.3.1 Introduction
As mentioned in Chapter 2, the orthogonal cutting process lends itself well to research
in cutting, since it is a 2D process with minimum geometrical complexity. Furthermore,
using unidirectional composites as workpiece material has an advantage of isolating the
effect of the composites’ anisotropy on the cutting process. This is despite the fact that
most commercially used composites are multi-directional.
The first phase of experiments is conducted with the aim of improving the author’s
understanding of the process of cutting UD composites. Therefore, a wide range of process
variables and levels are studied with a total of 54 cutting experiments. Cutting speed,
rake angle, fibre orientation and depth of cut are selected as process variables. Cutting
forces, chip formation and surface integrity are selected as process outputs. Furthermore,
advanced statistical treatment of the results is presented. This include main effects and
statistical significance calculation.
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6.3.2 Experimental Work of Phase I
Orthogonal cutting experiments were performed on Royal 10” shaping machine. Single-
point, high speed steel (HSS) cutting tools with dimensions of 6 × 6 × 63 mm were used.
The width of the cutting tools was chosen to be larger than the panel thickness in order
to better-approximate the orthogonal cutting conditions as shown schematically in Figure
6.1. The tools were ground with 0o, 5o and 10o rake angles and 15o clearance angle.
Figure 6.1: Orthogonal Cutting Schematic
Workpiece material was chosen to be unidirectional GFRP panels supplied by Heath-
cotes Co. Ltd. Fibres were E-glass and matrix was epoxy with ≈ 70% fibre volume. Each
panel was made up of 5 lamina of≈ 0.42mm thickness each. The workpiece material was
cut into 80 × 80 × 2.1 mm. Small fraction (6%) of the fibres were laid in the transverse
direction in order to hold the fibre bundles in place and improve the uniformity of fibre
distribution. The workpiece was mounted using bespoke jig that was designed for these
experiments. The workpiece was held in a vertical position in order to investigate the
effect of fibre orientation. The jig is shown in Figure 6.2.
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Figure 6.2: Bespoke jig design
The jig was mounted on Kistler 9257B tri-axial dynamometer, which was used to mea-
sure cutting forces. The cutting force measurement system comprised of the dynamome-
ter, a channel amplifier, a data acquisition card and a PC. The cutting forces were displayed
on the PC using Dynoware software version 2.6.4.15. In-situ chip formation was analysed
with the help of Hotshot CC1024 High speed camera connected to PC with Hotshot link
software to operate and process the captured videos. The camera was equipped with
Sigma Macro 105mm F2.8 EX-DG lens that has high optical performance up to 1:1 magni-
fication, which enabled detailed view of the action at the cutting edge. Videos were taken
at 700 and 1000 frames per second (fps). Four sources of LED lights were used to provide
proper illumination. A schematic of the experimental set up is shown in Figure 6.3.
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Figure 6.3: Experimental setup for Phase I
3D surface topography assessment was carried out using an Alicona Infinite Focus G4
optical scanner, having a resolution down to 10 nm. The scanning area was 3.9 mm ×
2.1 mm in the X and Y directions respectively. Scanning directions are shown in Figure
6.4. Scans were obtained using 2.4 µm and 7.8 µm vertical (Z direction) and lateral (X and
Y) resolutions respectively. Average surface roughness was then measured from the 3D
scans in the cutting direction (along the x axis) in accordance in with Figure 6.4.
Figure 6.4: Location of surface roughness measurements
All measurements conformed to ISO4287 using 0.8 mm cut-off and 4 mm evaluation
length. The roughness measurements were taken at three locations on the machined sur-
face, one at the centre and two at 0.5 mm from the edges and an average was then com-
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puted. Chip morphology was also assessed using a stereoscope (Leica EZ4D) in conjunc-
tion with Leica LAS EZ software. Data processing was performed on MATLAB R2015-A.
The experiments followed full factorial design. The process variables were chosen to be
fibre orientation (θ), rake angle (γ), cutting speed (Vc) and depth of cut (ac). Their levels
are shown in Table 6.2. The total number of experiments conducted was 54. The cutting
speed levels were dictated by the available speeds on the shaping machine.
Table 6.2: Process control variables and their levels
Control Variables Units Levels
Speed m/sec 14 19 -
Fibre Orientation Deg 0 90 135
Rake Angle Deg 0 5 10
Depth of Cut mm 0.5 1 2
6.3.3 Results and Discussion of Phase I
Cutting Forces
Average cutting and thrust forces collected from the dynamometer are shown in Table 6.3.
The cutting force ranged between 90 N and 637 N and with an overall average of 381 N .
The thrust force ranged between −8 N and 69 N with an overall average of 30 N . Figure
6.5 shows sample cutting force measurement for three different fibre orientations. The
largest fluctuation in force signal was observed when cutting samples having 90o fibre
orientation. This agrees with the observations by Wang et al. [3] and is likely caused by
the tool cutting through layers of fibres and matrix in sequence across the depth of cut.
However, in this study the ratio of cutting to thrust force was higher than that presented
in [3]. This might be due to the large values of depth of cut used in this study. In Wang et
al. [3], maximum depth of cut was 0.381 mm whereas in this study the maximum depth
was 2 mm.
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Figure 6.5: Sample cutting and thrust forces with Vc = 19m/min, ac = 1mm and γ = 5o
Table 6.3: Mean cutting and thrust forces of Phase I
Test no. γo Vc m/min θo ac mm Fc N Ft N
1 0 19 0 0.5 140.1 55.5
2 0 19 0 1 278.1 64.9
3 0 19 0 2 305.5 51.2
4 0 19 90 0.5 420.9 36.2
5 0 19 90 1 374.9 32.3
6 0 19 90 2 534.5 35.9
7 0 19 135 0.5 289.4 42.4
8 0 19 135 1 390.2 40.6
9 0 19 135 2 589.7 43.7
10 0 14 0 0.5 93.2 44.2
11 0 14 0 1 268.2 66.6
12 0 14 0 2 442.9 67.4
13 0 14 90 0.5 265.1 36.7
14 0 14 90 1 348.3 37.9
15 0 14 90 2 573.8 40.7
16 0 14 135 0.5 348.5 39.8
17 0 14 135 1 386.5 40.8
18 0 14 135 2 407.9 39.9
19 5 19 0 0.5 89.4 34.7
20 5 19 0 1 318.5 54.3
21 5 19 0 2 390.2 36.2
22 5 19 90 0.5 337.4 21.3
23 5 19 90 1 435.3 19.5
24 5 19 90 2 517.6 12.9
25 5 19 135 0.5 348.5 23.8
26 5 19 135 1 439.9 25.3
27 5 19 135 2 636.9 21.2
28 5 14 0 0.5 147.2 30.2
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Table 6.3 – continued
Test no. γo Vc m/min θo ac mm Fc N Ft N
29 5 14 0 1 182.6 35.8
30 5 14 0 2 483.8 49.7
31 5 14 90 0.5 254.7 24.0
32 5 14 90 1 410.9 24.1
33 5 14 90 2 527.7 13.7
34 5 14 135 0.5 293.8 23.2
35 5 14 135 1 382.8 26.4
36 5 14 135 2 551.3 26.2
37 10 19 0 0.5 187.2 42.4
38 10 19 0 1 301.8 29.4
39 10 19 0 2 556.7 33.3
40 10 19 90 0.5 313.2 12.4
41 10 19 90 1 548.5 -8.4
42 10 19 90 2 568.0 14.1
43 10 19 135 0.5 450.1 7.0
44 10 19 135 1 481.3 11.1
45 10 19 135 2 591.9 13.0
46 10 14 0 0.5 193.4 33.1
47 10 14 0 1 249.4 31.5
48 10 14 0 2 344.7 32.6
49 10 14 90 0.5 395.5 7.0
50 10 14 90 1 454.2 -0.2
51 10 14 90 2 524.8 -6.3
52 10 14 135 0.5 325.3 12.6
53 10 14 135 1 453.0 12.1
54 10 14 135 2 427.0 11.1
Figure 6.6 shows the main effects plot for the cutting force. Average cutting force mea-
sured when cutting workpieces had 135o and 90o fibre orientations differed significantly
from 0o fibre orientation. Lower cutting forces were obtained when cutting using 0o rake
angle, lower cutting speed, 0o fibre orientation and low depth of cut. Clearly, fibre orienta-
tion and depth of cut were found to have substantial influence on cutting force. Contrary
to previous literature [29, 31], average cutting force was found to increase with the rake
angle. This may be attributed to the differences in cutting conditions and laminate prop-
erties. Rake angle and cutting speed had lower contribution on the cutting force results.
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Figure 6.6: Main effects plot for cutting force
Analysis of Variance (ANOVA) for the main cutting force is performed and shown in
Table 6.4. All factors were found statistically significant at the 5% level but the depth of
cut had the highest Percentage Contribution Ratio (PCR) of 48% followed by fibre orien-
tation with 30% PCR. The error associated with the main cutting force evaluation was
marginally higher than the accepted level (15%) which could be ascribed to possible un-
considered interactions between some of the control factors.
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Table 6.4: ANOVA results for the cutting force
Source DF SS MSS SSe F P PCR (%)
γo 2 29203 14601 25731 4.21 0.021* 2.63
Vc m/min 1 19331 19331 15859 5.57 0.023* 1.62
θo 2 296835 148418 293363 42.75 0* 29.95
ac mm 2 474517 237259 471045 68.34 0* 48.09
Error 46 159689 3472 - - - 17.72
Total 53 979575
DF = Degrees of Freedom
SS = Sum of Squares
MSS = Mean Sum of Squares
SSe = Expected Sum of Squares
F = F-test value
P = probablity
PCR = Precent Contribution Ratio
*Significant at the 5% level
The average thrust force for the tests performed was 30N , which is 11% of the average
main cutting force. It can be seen from the main effects plot in Figure 6.7 that the rake angle
and the fibre orientation are the most significant factors affecting the thrust force. Thrust
force decreased with increased rake angle. This is in agreement with the findings reported
in the work of Caprino et al. [29] but differs from the conclusions drawn by Wang et al. [3].
Cutting speed and depth of cut had negligible effect. Lower thrust force has been obtained
with increased rake angle and when cutting at 90o fibre orientation samples.
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Figure 6.7: Main effects plot for thrust force
ANOVA was also performed for thrust force results and is shown in Table 6.5. Rake
angle and fibre orientation were found to be statistically significant at the 5% level with a
relatively higher PCR of 48 and 38% respectively. The small error level (13%) associated
with the thrust force evaluation was within the acceptable levels (up to 15%), suggesting
that all important variables had been considered and measurements accurately performed
[140].
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Table 6.5: ANOVA results for thrust force
Source DF SS MSS SSe F P PCR (%)
γo 2 7619.7 3809.85 7576.893 89 0* 48.26
Vc m/min 1 2.9 2.9 0 0.07 0.794 0.00
θo 2 6085.4 3042.7 6042.593 71.08 0* 38.48
ac mm 2 24.2 12.1 0 0.28 0.755 0.00
Error 46 1969.1 42.80652 - - - 13.26
Total 53 15701.2
Chip Formation
High speed videos showed strong dependency of the chip formation on the fibre orien-
tation. This is evident in Figure 6.8, which shows distinct chip formations at 0o, 90o and
135oangles. At 0o fibre orientation, long and continuous chips were observed with crushed
area ahead of the cutting tool. Cutting 135o samples resulted in fragmented chips flow-
ing on the rake face. Sustainable cutting took place mainly in the centre of the workpiece
while workpiece sides (fibre/matrix) deflected under the tool cutting edge and bounced
back once the tool has advanced. This is evident by the recorded high speed videos which
clearly showed that the side fibres/matrix were subjected to bending, buckling and out of
plane forces. In other words, the fibres along the unsupported edges (sides) were deflected
outwards under the tool nose and bounced back after tool progression, which resulted in
valley-shaped cuts across the width of the workpiece. Cutting samples with 90o orien-
tation resulted in small and dust-like chips ejected at high speeds. Material failure was
governed by shear due to bending exerted by the tool on the workpiece. Fibre bouncing
and pull out along the unsupported edges was also observed leading to high subsurface
damage and edge delamination although to less extent than the 135o cuts. Depth of cut
affected the chip formation in all three cases. In 90o and 135o, a substantial subsurface
damage was observed accompanied with uncut material on the unsupported edges. The
extent of the damage correlated to the depth of cut, i.e. higher damage with increased
depth of cut. Rake angle had little effect on chip formation, which agrees with the find-
ings in literature (Refer to Section 2.4.2). Also cutting speed had a minimum effect on the
chip formation. This might be due to the relatively small range of cutting speed levels.
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Figure 6.8: Chip formation at (a) 0o, (b) 90o and (c) 135o
Surface Roughness
Table 6.6 shows the average roughness and waviness values for all conducted tests (aver-
age of three readings per workpiece).
Table 6.6: Average Surface roughness and waviness results
Test no. γo Vc m/min θo ac mm Ra µm Rt µm Wa µm Wt µm
1 0 19 0 0.5 3.2 25.0 3.2 19.6
2 0 19 0 1 4.2 38.0 6.6 40.3
3 0 19 0 2 4.7 43.4 12.1 55.8
4 0 19 90 0.5 6.2 95.0 22.6 158.5
5 0 19 90 1 4.1 39.8 13.2 65.2
6 0 19 90 2 9.3 104.9 30.1 167.0
7 0 19 135 0.5 17.2 184.0 49.2 165.7
8 0 19 135 1 16.2 109.9 60.9 271.7
9 0 19 135 2 53.3 514.7 79.2 410.1
10 0 14 0 0.5 2.3 22.2 3.8 20.3
11 0 14 0 1 6.1 56.7 10.4 57.0
12 0 14 0 2 5.6 48.8 7.9 40.8
13 0 14 90 0.5 3.5 29.2 5.0 26.5
14 0 14 90 1 4.0 36.6 7.2 45.5
15 0 14 90 2 10.7 94.8 25.2 137.4
16 0 14 135 0.5 14.6 196.9 47.3 258.9
17 0 14 135 1 18.1 163.6 49.5 220.4
18 0 14 135 2 18.0 136.2 43.7 233.6
19 5 19 0 0.5 2.6 37.8 3.2 16.9
20 5 19 0 1 4.1 45.8 7.9 48.2
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Table 6.6 – continued
Test no. γo Vc m/min θo ac mm Ra µm Rt µm Wa µm Wt µm
21 5 19 0 2 2.6 27.9 4.3 21.1
22 5 19 90 0.5 4.0 45.8 10.6 70.8
23 5 19 90 1 4.6 40.6 12.7 63.0
24 5 19 90 2 15.6 288.3 36.2 327.0
25 5 19 135 0.5 13.0 173.0 57.4 288.6
26 5 19 135 1 19.7 156.0 52.4 263.1
27 5 19 135 2 26.4 290.5 96.6 455.0
28 5 14 0 0.5 2.7 42.0 4.4 39.0
29 5 14 0 1 3.5 32.0 4.1 27.1
30 5 14 0 2 5.8 53.9 10.6 51.5
31 5 14 90 0.5 3.4 31.0 5.9 32.4
32 5 14 90 1 4.8 47.6 11.4 55.1
33 5 14 90 2 4.7 48.2 22.8 116.7
34 5 14 135 0.5 11.0 136.1 23.3 109.1
35 5 14 135 1 12.8 112.5 37.3 200.8
36 5 14 135 2 31.2 392.1 113.6 593.2
37 10 19 0 0.5 4.4 41.2 6.3 37.7
38 10 19 0 1 5.0 62.7 8.5 59.8
39 10 19 0 2 3.6 31.3 7.6 50.8
40 10 19 90 0.5 3.1 27.0 4.8 25.6
41 10 19 90 1 4.1 43.5 13.6 66.7
42 10 19 90 2 5.7 55.9 21.6 104.6
43 10 19 135 0.5 19.9 210.3 67.1 310.0
44 10 19 135 1 14.8 154.5 45.0 264.6
45 10 19 135 2 56.9 943.3 183.9 708.0
46 10 14 0 0.5 3.3 31.0 5.5 28.2
47 10 14 0 1 3.4 41.0 7.1 38.5
48 10 14 0 2 3.7 28.8 5.1 29.8
49 10 14 90 0.5 3.3 30.9 6.4 30.5
50 10 14 90 1 3.9 31.0 9.5 44.0
51 10 14 90 2 4.2 36.8 13.9 66.8
52 10 14 135 0.5 21.4 237.1 33.6 174.2
53 10 14 135 1 16.7 181.9 66.2 271.4
54 10 14 135 2 13.4 161.2 41.5 212.7
The longitudinal roughness calculations were taken at the centre of the workpiece be-
cause of the severe damage at the edges caused by out-of-plane deformation of the fibres
in 90o and 135o samples as shown in Figure 6.9. Generally, 0o cuts generated the best
transverse profile and the cleanest surfaces with overall average of 3.9 µm as compared
with 5.5 µm and 21.9 µm for 90o and 135o respectively. In Figure 6.9(c) fibre pullout is
evident on the unsupported sides with a v-shaped transverse profile. Figure 6.9(b) shows
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uncut fibres as well but with U transverse shape.
(a) (b)
(c)
Figure 6.9: Sample surface profiles at θ = (a) 0o, (b) 90o and (c) 135o
Table 6.7 shows a summary of results for the average surface roughness (Ra) as a func-
tion of the fibre orientation. The 0o results are comparable to previous literature e.g. aver-
age Ra = 2 µm to 3 µm was reported by Wang et al. [3] whereas roughness measurements
beyond 60o were not reported due to the severe surface damage. Palanikumar [141] in-
vestigated the surface roughness while turning GFRP, although 0o orientation was not
investigated, it was noted that increased fibre orientation caused increase in roughness.
While their findings cannot be mapped directly to this study, it shows that the general
trend in both studies were similar.
Table 6.7: Ra statistics as a function of fibre orientation
θo Mean Min Max
0 3.9 2.3 6.1
90 5.5 3.1 15.6
135 21.9 11 56.9
Figure 6.10 and Table 6.8 show the main effects plot and ANOVA results for Ra. Fibre
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orientation and depth of cut were the statistically significant factors at the 5% level. The fi-
bre orientation contribution was found to be dominant with 4 times increase in roughness
at 135o as compared to 0o and 90o fibre orientations. Increased depth of cut also resulted
in rise in the average roughness. Cutting speed and rake angle had lower effects on Ra.
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Figure 6.10: Main effects plot for Ra
ANOVA results showed that fibre orientation and depth of cut were found statistically
significant affecting the average surface roughness with a corresponding PCR of 53% and
9% respectively. For fibre orientation, these results were in agreement with the visual
observations where poor surface quality was produced from cutting 135o fibre orientation
laminates.
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Table 6.8: ANOVA results for Ra
Source DF SS MSS SSe F P PCR (%)
γo 2 23.78 11.89 0 0.24 0.787 0.00
Vc m/min 1 158.48 158.48 109.06 3.21 0.08 1.64
θo 2 3577.41 1788.7 3527.99 36.19 0* 52.90
ac mm 2 636.07 318.03 586.65 6.43 0.003* 8.80
Error 46 2273.51 49.42 - - - 36.67
Total 53 6669.25
The average waviness of the surface (Wa) showed similar trends to Ra (shown in Fig-
ure 6.11), with the fibre orientation as the dominant factor followed by the depth of cut
while rake angle and cutting speed were found to have limited impact on surface wavi-
ness. The overall average of the waviness was 28.5 µm and it varied from 3.2 µm to
183.9 µm.
0 5 10
0
20
40
60
W
a
(µ
m
)
γo
14 19
Vc (m/min)
0 90 135
0
20
40
60
W
a
(µ
m
)
θo
0.5 1 2
ac (mm)
Figure 6.11: Main effects plot for Wa
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6.3.4 Concluding Remarks on Phase I
This section summarised the experimental work carried out in Phase I. Cutting forces,
chip formation and surface integrity showed a strong dependency on fibre orientation.
The main cutting force was mainly dependent on fibre orientation and depth of cut and
averaged 381.3 N , whereas thrust force was mainly affected by the fibre orientation and
the rake angle and had a mean of 30 N . Three distinct chip modes were observed at
the three levels of fibre orientation. Long continuous chips resulted at the 0o, dust like
particles at the 90o and segmented chips at 135o. These different sizes reflect different
cutting mechanisms. Average roughness (Ra = 10.5 µm) and waviness (Wa = 28.5 µm) of
the machined surface were affected mainly by the fibre orientation and depth of cut. Out-
of-plane deformation of unsupported fibres at the edges caused large damaged surface at
90o and 135o orientations with substantially higher roughness at 135o. By choosing wide
range of depth of cut up to 2 mm, it was found that it is statistically more significant than
fibre orientation, which was thought of previously as the most influential factor affecting
the main cutting force. To summarise, cutting at 0o and small depth of cut resulted in
better surface quality and lower cutting forces. Rake angle and cutting speed were found
to be less significant factors. Cutting at 135o with single point tools should be avoided
in practical applications and cutting of unsupported edges is also undesirable since it
generates out-of-plane fibre deformation and subsequently lower surface quality.
6.4 Phase II Experiments
6.4.1 Introduction
The content of fibres in composites is usually quantified by the volume ratio of the fibres
to the cured composite and is called fibre volume fraction Vf . The fibres have high stiff-
ness and strength while the matrix has low stiffness and strength; the resulting lamina
properties fall in between these two extremes [22]. The extent to which the lamina prop-
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erties approach those of fibres or matrix primarily depends on the Vf . The effect of fibre
volume fraction was rarely studied in the literature of composites machining and should
be investigated more in depth [28]. The Vf is expected to have an effect on cutting forces
and machinability in general due to its effect on the mechanical properties of the compos-
ite. Phase II experiments aim at exploring the combined effect of fibre volume fraction
as well as fibre orientation on cutting forces when orthogonal cutting of UD-GFRP. The
effect shall be formulated as an empirical model to predict cutting force as a function of
fibre orientation and fibre volume fraction. Phase II experiments build on phase I in many
aspects. The experimental set up is similar. In addition, some of the factors which were
found less significant were not included as process variables (e.g. rake angle and cutting
speed). Finally, the outputs of interests were narrowed down to cutting forces as chip
formation mechanisms are expected to be qualitatively similar with variation of Vf .
6.4.2 Experimental Work of Phase II
The test rig and cutting tools were the same as Phase I. The tools were ground with 0o
rake angles and 15o clearance angle. The effect of tool wear was eliminated from the
experiments by using new tool at the beginning of each test. A sample cutting tool is
shown in Figure 6.12. Each tool has two cutting sides
Figure 6.12: Sample cutting tool used in experiments
The workpiece material was unidirectional GFRP plates produced by hand layup from
E-glass fibres and Impreg 22 epoxy resin. The plates were manufactured to request by
PE Composites Co. with varying fibre content. The samples were cut at different fibre
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orientations into 80 × 80 × 2 mm plates. The fibre content of the samples was verified
using images obtained with Scanning Electron Microscope MIRA3 TESCAN available at
Northumbria University labs. The imaging samples were cut into 8×8×2mm and ground
on the sides perpendicular to the fibre direction. The samples were then coated with 5nm
coating of platinum using sputter coater. Three images at different locations were taken
for each sample. Image analysis was carried out using ImageJ software Version 1.50b.
Force calculations were collected similarly to Phase I experiments. Dynamometer signal
measurement frequency was set at 1000 Hz. Phase I of the experiments established the
limited effect of rake angle and cutting speed on cutting forces, as such they were fixed
at γ = 0o and Vc = 14 m/min. A depth of cut of 0.5 mm and dry cutting were used in
all tests. The chosen process variables are fibre orientation θ and fibre volume fraction
Vf . Five levels for θ and three for Vf were chosen, giving a total of 15 experiments. The
process variables and their levels are shown in Table 6.9. The three levels of the Vf were
chosen to cover the range of most of the practical applications from 45% to 65%. The five
different fibre orientations were chosen due to the considerable influence on the cutting
forces which would enable to capture detailed variations on cutting forces. Furthermore,
the range of orientations were chosen to complement the range of orientations in Phase I.
Table 6.9: Experimental factors and their levels
process variables levels
Vf (%) 45 55 65
θ(o) 0 30 60 90 120
6.4.3 Results and Discussion of Phase II
The variation between the nominal and average measured fibre content is shown in Table
6.10. The variation ranged between 1.8% and 2.6%. This is acceptable given that the
samples were custom-made by hand layup.
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Table 6.10: Variation of nominal and measured fibre content
Vf level Nominal (%) Measured (%) Variation (%)
1 45 43.2 1.8
2 55 57.1 2.1
3 65 62.4 2.6
Sample images are shown in Figure 6.13. Some defects in the surface are visible but
were excluded during the image analysis. The distribution of the fibres is not uniform on
a microscopic level.
(a) (b)
(c)
Figure 6.13: Sample SEM images at 357 magnification for (a) Vf = 45%, (b) Vf = 55% and
(c) Vf = 65%
Figure 6.14 and Table 6.11 detail the average cutting and thrust forces as function of
θo and Vf . The minimum cutting force was recorded at 30o whereas the maximum at
90o and generally ranged between 150 N to 550 N . This was in line with force trends
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reported by Caprino and Langella [28] and could be explained by different cutting mech-
anisms. Low forces at low orientations corresponded with compression-induced shear
crack propagating along the fibre direction to form the chip, whereas at higher orienta-
tions, fibre failure under bending becomes more dominant with damage extending below
cutting surface [3, 28].
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Figure 6.14: Cutting (a) and thrust force (b) as function of fibre orientation
Similar force trend was observed regardless of the Vf of the material. Vf did not cause
considerable variation in the cutting force whereas a maximum variation of ≈ 90 N was
observed at 30o fibre orientation angle. The maximum thrust force of 115 N was observed
at 60o while the minimum of 38 N was recorded at 120o, with values ranging from 115 N
to 40 N ; these trends were in agreement with the findings of Ramulu [36].
Table 6.11: Mean cutting and thrust force results for Phase II experiments
Vf (%) θ(
o) Fc (N) Ft (N)
45 0 171.30 51.60
45 30 141.60 44.97
45 60 323 87.90
45 90 478.10 41.90
45 120 451.50 36.90
55 0 148.90 65.81
55 30 138.40 56.20
55 60 385 114
55 90 534.60 59.10
55 120 528 37
65 0 234.30 103.80
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Table 6.11 – continued
Vf (%) θ(
o) Fc (N) Ft (N)
65 30 206.90 85.60
65 60 403.60 104.20
65 90 513.30 55.10
65 120 494.90 40.80
Figures 6.15 and 6.16 show the main effects plots for cutting and thrust forces. Average
cutting force values increased by 29 N/mm between 45% and 65% of Vf whereas thrust
force increased by 13 N/mm in the same range. Both force components showed clear
linear dependency on Vf , probably as a result of increased strength of the workpiece with
increased fibre content. Larger effect of Vf was seen on the thrust force, which could
be attributed to the smaller magnitude of thrust force. The effect of fibre orientation on
cutting force was characterised by a local minimum at 30o and local maximum at 90o. The
effect of fibre orientation on thrust force was maximum at 60o and minimum at 120o.
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Figure 6.15: Main effects plots for cutting force of Phase II
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Figure 6.16: Main effects plots for thrust force of Phase II
Table 6.12 and 6.13 show ANOVA results for cutting and thrust forces respectively.
Relatively high PCR for the fibre orientation (95.31%) was observed as compared to 2.22%
for Vf , though both factors were statistically significant on the cutting force. Larger effect
of Vf was seen on the thrust force with PCR =14.59%, however, fibre orientation was still
found to be the most significant factor with PCR = 69.46%.
Table 6.12: ANOVA results for cutting force of Phase II
Source DF SS MSS SSe F P PCR (%)
θo 2 323740 80935 322903.6 96.77 0* 95.31
Vf % 2 8353 4176.5 7516.625 4.99 0.039* 2.22
Error 8 6691 836.375 - - - 2.47
Total 14 338785
DF = Degrees of Freedom
SS = Sum of Squares
MSS = Mean Sum of Squares
SSe = Expected Sum of Squares
F = F-test value
P = probablity
PCR = Precent Contribution Ratio
*Significant at the 5% level
Table 6.13: ANOVA results for thrust force of Phase II
Source DF SS MSS SSe F P PCR (%)
θo 2 7013 1753.3 6855.838 11.14 0.002* 69.46
Vf % 2 1597.8 798.9 1440.38 5.08 0.038* 14.59
Error 8 1258.9 157.36 - - - 15.94
Total 14 9869.9
Figure 6.17 shows the ratio between the cutting and thrust force (Fc/Ft) as a function
of the fibre orientation for different Vf . The ratio increased with fibre orientation from 2 at
θ = 0o to 14 at θ = 120o. This increase was gradual between θ = 0o and θ = 60o whereas a
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sharp rise could be seen between θ = 60o and θ = 120o. This ratio was significantly higher
than what was reported in some literature, e.g. the results reported by Wang et al. [32]
who indicated that this ratio was always less than 1. This could be ascribed to the different
cutting conditions between the two studies. In the work of Wang et al. [32], depth of cut
was 0.01 mm and speed 1 m/min; as compared to 0.5 mm depth and 14 m/min speed for
this work. This indicates that this ratio depends on depth of cut and cutting speed which
can be investigated in further investigations.
0 30 60 90 120
5
10
15
θo
F
c
/F
t
Vf = 45%
Vf = 55%
Vf = 65%
Figure 6.17: Force ratio for different Vf
The experimental results were formulated into an empirical model, which predicted
the magnitude of the cutting force as a function of fibre orientation and fibre volume frac-
tion. A multivariate regression technique was deployed using polynomial fitting. Guid-
ance about required polynomial order that achieved the best fit could be found in the main
effects plots (Figure 6.15) which showed that first order is suitable for the linear Vf effect;
as for θ, due to the existence of local maxima and minima, a third order polynomial is
preferred. The resulting model is shown in Equation 6.1 and force surface is shown in
Figure 6.18. Black dots are experimental values and the surface represents the predicted
values. The goodness of fit indicators were SSE = 8446;R2 = 0.9751; adjustedR2 =
0.9564;RMSE = 32.49. As for thrust force, similar model was not feasible as goodness of
fit was not adequate.
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Fc(θ, Vf ) = 352.1 + 300.6 θ + 27.25 Vf − 9.1 θ2 − 4.28 θVf − 1000.9 θ3 − 3.16 θ2 Vf (6.1)
Figure 6.18: Cutting force fit surface
6.4.4 Concluding Remarks on Phase II
This section presented the experimental investigations of the effect of fibre volume fraction
and fibre orientation on cutting and thrust forces when orthogonal cutting of UD-GFRP.
The fibre volume fraction had nearly linear effect on both force components within the
studied range (45% to 65%). The variation with Vf was around 25% for the main cutting
force and 45% for thrust force, which may indicate that increasing fibre content (within
the studied levels) did not change the fundamental cutting mechanisms. It merely am-
plified the stiffness of the plates and increased the forces required to perform the cutting.
The fibre orientation had significant effect on the cutting forces with relatively high PCR
(95.31% and 69.46%). Cutting with low positive fibre orientation angles was found to give
the best results in terms of reducing cutting forces due to favourable cutting mechanisms.
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6.5 Phase III Experiments
6.5.1 Introduction
Producing validation force data for the meshfree model is the aim of Phase III. The main
effort was directed towards obtaining high accuracy data and ensuring the cutting condi-
tions are reproducible in the meshfree model. To this end, the test rig was changed from
the shaping machine used in Phases I and II to a vertical milling CNC centre that was set
up to carry out orthogonal cutting tests. This ensured higher control over the cutting con-
ditions. Having previously established the high significance of the depth of cut on cutting
forces, special measures were carried out to ensure accurate and consistent depth of cut
across the workpiece. Furthermore, each test was repeated three times to reduce uncer-
tainty related to the variability in material properties. The experiments were conducted on
the same composite that was characterised in Section 6.2. Finally, supplementary in-situ
chip formation analysis was carried out. Benefiting from the improved cutting conditions
(especially lower cutting speed), high resolution images were obtained and discussed.
6.5.2 Experimental Work of Phase III
Orthogonal cutting experiments were conducted using 3 axis DENFORD vertical CNC
machine (VMC 1300 PRO). It has variable feed rate up to 5000 mm/min. The spindle was
locked to prevent rotational movement during cutting. The cutting speed was controlled
by the table feed speed. Single point HSS cutting tools with 0o rake angle and 15o clearance
angle were used. The dimensions of the tool were 6× 6× 63 mm. The squared-profile tool
was fixed inside the circular tool holder using a specially designed and fabricated fitting,
which is shown in Figure 6.19.
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Figure 6.19: Tool holder for squared section cutting tool
Workpiece materials was UD-GFRP, similar to that used in Phase I experiments. The
workpiece was fixed in vertical position in order to investigate the effect of fibre orien-
tation. This was achieved using bespoke clamp. The clamp was fixed on top of a triax-
ial force piezo-electric dynamo-meter (Kistler 9257B). The dynamometer was connected
through charge amplifier to a data acquisition device and a PC to collect and analyse the
force signals. The experimental set up is shown in Figure 6.20. The only process variable
was fibre orientation. Seven levels were tested between 0o and 90o with 15o increments.
Cutting speed was set at 3.8 m/min and depth of cut was set at 0.25 mm.
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Figure 6.20: Experimental set up of Phase III
Accurate depth of cut throughout the cut was ensured as follows: A magnetic base,
metric dial gauge was used to ensure the cut surface is flat within acceptable range of
tolerance (±20 µm). The dial gauge was fixed on the ceiling of the machine, then made
contact with the top of the workpiece, zeroed and then the workpiece moved slowly while
taking readings of the dial. Adjustments to the workpiece position were made iteratively
until the workpiece was appropriately levelled within the acceptable tolerance range. A
snapshot of this process is shown in Figure 6.21.
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Figure 6.21: Dial gauge set up
The supplementary high speed videos were obtained with Hotshot CC1024 High speed
camera connected to PC with Hotshot link software to operate and process the captured
videos. The camera was equipped with Sigma Macro 105 mm, F2.8 EX-DG lens that has
high optical performance up to 1:1 magnification. LED lighting sources were used to illu-
minate the scene. When recording, cutting was carried out at low speed (0.5m/min). This
allowed using lower fps than that used in Phase I (300-500) and resulted in images with
higher resolution. Four fibre orientations were filmed, namely [0o, 30o, 60o, 90o]. Depth
of cut was fixed at 0.25 mm.
6.5.3 Results and Discussion of Phase III
Table 6.14 shows cutting and thrust forces results of the experiments and Figures 6.22
and 6.23 show a plot with average values and standard error for each studied level. The
standard error formula is as follows err = std√
n
, where std is the standard deviation and n
is the number of test repetitions. The normalised cutting forces were obtained by dividing
the raw force values (shown in Table 6.14) by the width of the sample.
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Table 6.14: Mean cutting and thrust forces of phase III
θo Test 1 Test 2 Test 3
Fc
0 100.5 86 100.7
15 73.92 62.27 70.81
30 70.48 73 82.02
45 76.91 87.9 106.5
60 110.7 147.2 91.18
75 124.1 134.1 129.8
90 130.1 158.7 147
Ft
0 46.3 42.27 53.97
15 43.43 39.02 39.32
30 35.97 35.31 39.38
45 31.5 35.83 43.29
60 37.4 43.9 35.96
75 35.67 29.83 51.85
90 27.3 31.41 45.14
In order to improve accuracy in normalising data, the width of each sample was mea-
sured before the test. The average cutting force ranged between at minimum 32.6 N/mm
at θ = 15o and a maximum 74.1 N/mm at θ = 90o. The trend of forces show steady in-
crease of force magnitude with fibre orientations (except at 0o ). This can be explained
by the progressive reduction in compression-induced shear failure mode and increase in
bending-dominated fibre failure mode. Thrust force values showed less variation in mag-
nitude (if the error bounds are included). Maximum thrust force was at θ = 0o. This could
be attributed to the distinct failure mechanism that dominate at this fibre orientation in
which mode II failure is the main material removal mechanism.
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Figure 6.22: Mean cutting force of Phase III
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Figure 6.23: Mean thrust force of Phase III
6.5.4 Supplementary Chip Formation Observations
Figure 6.24 shows 4 images taken from high speed videos at each of the studied fibre
orientations. At θ = 0o (Figure 6.24a), the chips were formed by compression ahead of
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the cutting tool. Separation happened at the fibre-matrix interface and then delamination
occurred. This caused multiple strands of long chips to flow on the rake face of the tool
and then move out-of-plane.
(a) (b)
(c) (d)
Figure 6.24: Chip formation at θ (a) 0o, (b) 30o, (c) 60o and (d) 90o
Figures 6.24b and 6.24c show the chip forming at 30o and 60o respectively. It is clear
that the chips were formed by initial separation due to compression at the cutting edge,
then subsequent separation happened at the matrix-fibre interface. In these orientations,
the “shear angle”seems to be coinciding with fibre orientation. This is supported by earlier
experimental studies [3, 31].
Chip formation at 90o is shown in Figure 6.24d. Small, discontinuous chips were
formed from bending of fibres ahead of the rake face and then ejected at high speed from
the workpiece. With the advancement of the tool, an area of subsurface damage is formed
ahead of the tool for about 0.5 mm. Unsupported edges were bent and bounced back rub-
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bing against the clearance face. This effect however, was noticed to be less pronounced
than that observed in Phase I, which could be attributed to the high dependency of this
phenomenon on the depth of cut.
6.5.5 Concluding Remarks on Phase III
Phase III of the experiments was concerned with generating the validation data for the
dynamic meshfree model. Reliable cutting and thrust force values were obtained by util-
ising more accurate experimental set up/procedure than the previous phases. Cutting
force showed steady increase between a minimum of 32.6 N/mm at θ = 15o to a max-
imum of 74.1 N/mm at θ = 90o. Thrust forces were roughly constant ranging between
17− 19 N/mm with exception of 0o which showed higher forces. These force values were
used in Chapter 5 to validate the dynamic meshfree model. Supplementary chip forma-
tion analysis was also carried out. Most interesting observation was at 30o and 60o where
the “shear plane”was observed at the fibre-matrix interface. The chips were separated
from the workpiece by fracture emanating near the cutting edge towards the free surface
following the fibre orientation.
6.6 Conclusions
This chapter presented the experimental work of this research project. Three phases of or-
thogonal cutting experiments of UD-GFRP were carried out. The first phase was a broad
study that included four process variables and three outputs. The second phase was fo-
cused on the effect of material parameters such as fibre volume fraction and fibre orienta-
tion on cutting and thrust force. An empirical model to predict cutting force as a function
of orientation and fibre volume fraction was proposed. The third phase was concerned
with generating data to validate the meshfree model.
Experiments of Phase I were not replicated, which was mainly due to its exploratory
nature. The main objective was to establish which process parameters were significant on
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three important outputs. The findings of Phase I guided the selection of process parame-
ters and studied responses in Phases II and III. Furthermore, the main findings were gen-
erally in agreement with literature, thus there was little incentive to replicate. Regarding
Phase II, resource constraint was the main factor of not replicating the experiments. The
GFRP panels were hand-laid by composite supplier, which requires a lot of man-hours.
Furthermore, the need to use new tool for every experiment added to the cost. In Phase
III, in which high fidelity data was required, experiments were replicated three times.
As a result, insights about composites cutting were gained and can be summarised as
follow:
• Depth of cut, fibre orientation, rake angle and cutting speed have statistically signif-
icant effects on cutting force.
• Fibre orientation and rake angle have statistically significant effects on thrust force.
• Fibre orientation and depth of cut have statistically significant effects on mean sur-
face roughness and waviness.
• Nearly linear correlation was found between fibre volume fraction and cutting forces.
It is also found to be statistically significant factor.
• High fidelity cutting and thrust force data were generated to validate the dynamic
meshfree model.
• Chip formation was studied using high speed camera. Different chipping mecha-
nisms are dominant at different fibre orientations.
• Chip separation in the range 0o < θ < 90o occurs parallel to fibre orientations, giving
an impression of having a “shear plane”similar to that noted in metal cutting.
• Favourable cutting conditions were found to be at low fibre orientations (less than
60o), low depth of cut and positive rake angle.
166
Chapter 7
Conclusion
7.1 Introduction
Cutting of FRPs poses a challenge due to their inhomogeneous and abrasive nature. In-
sufficiently clean cuts could result in performance degradation and parts rejection. Given
the relatively high cost of these materials, optimising cutting parameters using trial and
error approach could significantly increase the product development cost. Using numeri-
cal modelling can be an attractive tool to reduce the reliance on trial and error and speed
up product development cycles. However, modelling of cutting composites is challenging
due to the existence of material, geometrical and boundary nonlinearities. In fact, to the
author’s best knowledge, direct prediction of the most relevant outputs to industry, such
as tool life and surface roughness is not yet attainable directly from continuum-based nu-
merical modelling. Instead, fundamental outputs such as cutting forces, chip geometry
and temperatures can be predicted using these numerical models. Subsequently, these
fundamental outputs can be used to predict industry-relevant outputs using other tech-
niques (mainly through empirical models). Improving the predictive capabilities of nu-
merical models can be improved by (i) improving the numerical solution technique (e.g.
using novel numerical methods) and (ii) improving the approximation of the process (e.g.
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advanced material models, chip/tool contact). This research project presented an effort in
both directions. Addressing the first point was done by using meshfree methods (EFG) as
a numerical solution technique, while addressing the second point was done by develop-
ing/integrating several algorithms in material, failure and contact modelling.
7.2 Summary
Chapter 2 presented the necessary background for the research undertaken in subsequent
chapters. The chapter began by detailing background of the disciplines related to this
research; namely, machining processes and composite materials. State of the art in or-
thogonal cutting of composites was presented with emphasis on cutting forces and chip
formation. Finally, numerical modelling and meshfree methods were presented followed
by modelling of machining composites. A comprehensive comparison of cutting forces
predictions was compiled and presented graphically.
Chapter 3 presented the development of the EFG model components. Initially, the
mathematical formulation of the problem was presented followed by the EFG approxi-
mation procedure and constraint enforcement methods. An iterative and progressive ap-
proach in developing model components was adopted. Elasto-statics models were used
to verify accurate shape function and stress calculations. Timoshenko beam example was
used to verify the EFG solution. Non-convex boundaries were handled using the visibility
criterion. Cracked specimen example was used to verify the accuracy of the MATLAB im-
plementation of the visibility. Elasto-dynamic model was then presented and verified with
an example of a solid subjected to shock loading. Stress wave propagation was compared
with FEM solution available in literature. Frictionless contact formulation using penalty
method was then presented and verified with an example of bar impacting a rigid wall.
Penalty method was found to give good accuracy provided a suitable penalty parame-
ter was chosen. Finally, three composite failure theories/criteria were presented; namely,
Maximum stress, Hashin, and LaRC02. Failure envelopes were calculated for UD-GFRP
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found in literature. This ensured accurate failure calculations across different loading sce-
narios.
Chapter 4 presented the development and validation of steady-state orthogonal cut-
ting model of unidirectional composites: The variational principle was used to derive
the system equations. A novel frictional contact calculations based on penalty method
was presented. Workpiece material was modelled using single-phase, orthotropic linear
elastic model and failure was calculated based on dual stress-based criteria. Progressive
failure was modelled using selective stiffness degradation. The resulting nonlinear system
equations were solved using Full Newton-Raphson algorithm with displacement control
and step bisection. The model was set to compare against experimental work of Bhat-
nagar et al. [5] and other FEM simulations found in literature. Cutting and thrust forces
were compared for fibre orientations 0 ≤ θo ≤ 90 and for three rake anglesγo = [0, 5, 10].
Finally, numerical investigations were carried out to check the convergence of the model
and effect of DoI size and weight functions on the results.
In Chapter 5, a dynamic model for orthogonal cutting was developed. Several en-
hancements over the steady-state model were incorporated. The mathematical model was
developed from the virtual work principle and Updated Lagrangian formulation. MLS
shape functions were constructed using a regularised weight function that approximately
possesses interpolation property. This was inherited by the shape function and there-
fore direct imposition of the displacement boundary conditions was possible. Composites
were modelled using a novel Saint Venant-Kirchhoff model. It is a finite strain formula-
tion of nonlinear elasticity and therefore presents a more general approach to composite
response under machining. Furthermore, composite failure was calculated using three
failure theories that were described in Chapter 3. A novel frictional contact algorithm
was presented. It was based on central differencing of contacting nodes. The discrete
force components were similar to that of penalty formulation but avoided the need for
choosing penalty parameter. Temporal integration was performed using explicit, CDM al-
gorithm combined with diagonal mass matrix to avoid coefficients matrix inversion. The
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model was set-up to compare against experiments shown in Chapter 6 for orientations
0 < θo < 90 and γ = 0o.
In Chapter 6, orthogonal cutting experiments on UD-GFRP were carried out over three
phases. In Phase I, orthogonal cutting experiments were carried out using shaping ma-
chine to study cutting forces, surface integrity and chip formation. Process variables were
fibre orientation angle, rake angle, depth of cut and cutting speed. In Phase II, the ef-
fect of fibre volume fraction on cutting forces was investigated and empirical model was
proposed using multivariate polynomial regression . Phase III aimed at generating vali-
dation data for the dynamic model. Test was carried out on vertical milling CNC centre.
Seven orientations in the range 0 ≤ θo ≤ 90 were investigated and each test was repeated
three times to ensure accuracy of the results. Furthermore, high speed videos of the chip
formation were obtained and analysed.
7.3 Conclusions
Some conclusions that can be drawn from this research are summarised below:
Modelling
• The viability of the EFG to simulate orthogonal cutting of unidirectional composites
was established in steady state and dynamic cases as shown in Chapters 4 and 5
respectively. The effectiveness of the model resided in the simple and automated
pre-processing. The method was not susceptible to approximation errors in locations
of large deformations when shape functions were updated during time integration.
• The predictive capability of the dynamic model was better than steady-state model;
however, runtime of the dynamic model was an order of magnitude higher than
steady-state model. This was mainly due to the very small time step required to
maintain stability of the CDM algorithm.
• The steady-state and dynamic models were capable of predicting the cutting forces
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accurately. The strong dependency of the force on fibre orientation was predicted
and validated in the range 0 ≤ θo ≤ 90.
• Thrust force was significantly underestimated in both steady state and dynamic
models; however, this was also observed in FEM literature, which indicate that this
limitation is not related to the EFG. The inability to capture the bouncing-back effect
in continuum-based models is probably a significant factor contributing to this issue.
• Chip formation in the studied range mainly consisted of two modes of failure: com-
pression failure ahead of the cutting edge extending along the cutting plane and
shear-dominated failure propagating towards the free edge along the direction of
the fibres. LaRC02 failure theory was found to predict compression-induced failure
that Maximum stress and Hashin theories did not predict.
• Size of DoI was the most influential meshfree parameter on cutting forces. It should
be chosen as small as possible while maintaining the invertibility of the moment
matrix during shape functions construction. Weight function was less influential
parameter.
Experiments
• Fibre orientation and depth of cut were generally the most significant factors affect-
ing cutting forces and surface integrity in orthogonal cutting experiments of UD-
FRPs.
• Fibre volume fraction was found to be statistically significant material parameter
affecting cutting forces. Nearly linear increase of cutting forces was observed with
increased fibre content in the studied range 45% ≤ Vf ≤ 65%.
• Obtaining an acceptable quality of machined surface using single point, orthogonal
cutting process seems limited to a narrow range of fibre orientations 0 ≤ θo ≤ 60 in
the studied range of parameters. Using tools with positive rake angles and reducing
depth of cut can improve the quality of the machined surface.
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• Ensuring accurate force data requires test repetition due to the large variability of
material properties.
7.4 Contribution, Achievements and Impact
The major accomplishments of this research work can be divided into two components:
contribution in numerical modelling and in experimental work
• Numerically: Extension of the EFG to modelling of machining composites. To the
author’s best knowledge, EFG has not been used in modelling of machining of any
material. It proved to be a viable tool for modelling of machining composites. Sim-
ulations were carried out using steady-state and dynamic models with several ad-
vanced and novel features, especially in material and contact modelling.
• Experimentally: Generating sizeable amount of orthogonal cutting data that could be
used for model validation and to guide parameters selection in other experiments.
Furthermore, the dependency of cutting forces on fibre volume fraction was estab-
lished and put into an empirical model.
Contributions in modelling were possible due to the extensive development of the in-
house MATLAB code. Great improvements in efficiency were possible since the code was
specifically built and optimised for cutting composites. Furthermore, the code was built
in a modular way, which allows for easy addition of new features/functions. The major
achievements in coding can be summarised as follows:
• Building a computational template for orthogonal cutting process. This greatly im-
proved the flexibility of the code. Changing of cutting conditions and the geometry
of the tool and workpiece was achieved by changing entries in the input file without
resorting to case-specific coding.
• The nonlinear solver was developed to be compatible with Updated and Total La-
grangian formulations, allowing for greater flexibility in choosing the suitable for-
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mulation. Furthermore, updating the shape functions during time integration can
be done at arbitrary intervals. This reduced the computational burden of updating
the shape functions every time step in the dynamic model.
• The distribution of nodes in the domain, construction of background cells and Gauss
quadrature points was coded for uniform and non-uniform distributions.
• Coding a robust procedure to construct the DoI. This procedure is suitable for uni-
form and arbitrary nodal distribution alike and guarantees that the minimum num-
ber of support nodes exist for each integration point in the domain. Furthermore,
this procedure is readily usable in h-adaptive codes.
• Utilising vectorisation techniques and assembling the system equations using sparse
matrices. These features greatly improved the computational efficiency of the code.
• Using of variable time step, this meant that the maximum stable time step is used
throughout the simulations.
• Development of visibility criteria algorithm suitable for the cutting problem, where
the approximate location of discontinuities is known a priori. This avoided brute
force procedure and greatly improved the efficiency of the algorithm.
• Development of two displacement-based contact algorithms. The first is based on
penalty formulation and is suitable for steady state modelling and the second is
based on finite differencing at the contact interface and is suitable for dynamic mod-
els. It was noted that the finite difference formulation reduces to penalty with a
calculated penalty parameter. This circumnavigated the need for choosing a penalty
parameter as in the steady state model without increasing the unknowns in the sys-
tem. The contact calculations code was re-written so as to reflect this equivalence
and now the same function can be used in explicit or implicit solvers.
• The development of a novel nonlinear elastic material model based on Kirchhoff
model suitable for orthotropic materials. This model enhanced the accuracy and
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stability of the calculations in the dynamic case.
• Although this study was focused on GFRP panels, the code is readily capable of
modelling other brittle or quasi-brittle orthotropic materials such as other FRPs, ma-
sonry and some kinds of rocks.
• Significant effort was devoted to modelling progressive failure of composites. Three
failure criteria were coded, including LaRC02, which was not used before in study-
ing machining of composites and proved to have better predictive capabilities in
chip formation than Hashin or Maximum stress criteria. Computationally, all three
models were integrated into a progressive failure algorithm that permits adding new
failure criteria in the future.
The impact of this research can be categorised into scholarly and practical impact. In
the former, the results and insights gained from this research were disseminated through
several scholarly publications that are listed in Page (iv). Practically, the potential impact
of developing this meshfree model is to bring the ability of modelling of machining to
the shop-floor. Constructing the mesh for machining simulations usually requires signif-
icant experience and man-hours, which limits the utility of such models. The proposed
model (with some enhancements discussed in the future work section) could be utilised
to investigate cutting parameters by engineers that have limited experience in numerical
modelling. Generally, EFG is more computationally expensive than FEM. However, the
engineer’s time is more important than machine time, which give a good justification for
the adoption of EFG despite the need for more computational resources.
7.5 Critical Appraisal and Future Work
Finally, some limitations of this research are discussed along with recommendations for
future work based on addressing these limitations.
The model was limited to 2D analysis. This is advantageous in research work; how-
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ever, given that machining processes are mostly 3D, extending the model in the third
dimension is essential to gain practical utility. This requires adding capabilities for con-
structing DoI and calculating shape functions in 3D, modelling of multidirectional FRPs
and addition of 3D failure theories to predict out-of-plane damage modes such as delam-
ination.
Thermal effects were not included in the model. This is justified since the composite
chips are discontinuous and therefore temperature rise would not be severe as in cutting
of ductile materials with continuous chips. However, reaching glass transition temper-
ature of matrix material could cause damage in the machined surface. Glass transition
temperature for epoxy resin is 180 Co. Santiuste et al. reported [142] that machined sur-
face suffered from mechanical and thermal damage. In addition, in certain cases, depth
of thermal damage could exceed mechanical damage, which indicate the importance of
including thermal effects.
Single-phase material models were used throughout this work. As discussed in Chap-
ter 2, multi-phase material models have advantage in revealing more failure mechanisms
than is possible with single-phase models. However, multi-phase modelling requires sig-
nificantly more pre-processing time, input data and computational resources. Even using
hybrid models addresses only the computational cost aspect. As such, the choice of single
vs multiphase models should be guided by the required outputs and available resources.
For example, as was demonstrated in Chapters 4 and 5, acceptable prediction of cutting
forces can be obtained using single phase models. The pre-processing of these models was
simple and automated, which might be advantageous in practical applications.
Finally, some considerations relating to numerical implementation are presented:
• The code was developed for serial processing. Re-writing the code for parallel pro-
cessing is a priority future work for the author, especially the dynamic model. How-
ever, parallelisation of meshfree domains is more challenging due to the diffuse na-
ture of approximation.
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• The integration was performed using Gaussian background cells. This is simple to
implement but expensive and requires a construction of background mesh. Alterna-
tively, other integration methods could be used in future work such as stress point
integration, nodal integration or stabilised conforming nodal integration.
• Accuracy of calculations and simplification of nodal distribution could be achieved
using adaptive procedure. This requires implementing error estimation and nodal
refinement strategies. EFG is suitable for adaptivity since remeshing is not required
after adding or deleting nodes from the domain.
• Improvement in computational runtime could be achieved by utilising the Total La-
grangian (TL) formulation. This minimises shape function update during time in-
tegration. However, contact calculations should be performed using Updated La-
grangian procedure. One possibility to resolve this might be using UL formulation
near the contacting boundaries and TL for the rest of the domain.
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Appendix A
Mechanical Tests Results for
GFRP Samples
Instron Applications Laboratory
ISO 527-4 Plastics/Composites - Determination of tensile properties - Test conditions for isotropic & 
orthotropic fibre-reinforced plastic composites (Poisson's Ratio Method)
ISO reference ISO 527-4
Dumbell Type/Rate A
Sample size 10
Machine accuracy Class 1
Extensometer Type Clip-on
Grip type 100kN wedge grips
Rate 1 2.00000 mm/min
Last test date 17 October 2016
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Thickness
[mm]
Maximum Tensile stress
[MPa]
Modulus (Young's
Tensile stress 0.05 % -
0.25 %)
[GPa]
Tensile strain (Strain 1)
at Maximum Tensile
stress
[%]
Poisson's Ratio
(Least Squares Fit)
1 24.10 2.46 651.96899 33.97 2.04 0.25006
2 24.16 2.17 748.92688 33.91 2.33 0.27242
3 24.03 2.15 699.52148 34.36 2.08 0.22215
4 24.01 2.21 699.36145 33.20 2.17 0.26313
5 23.98 2.19 726.83862 30.86 2.40 0.16731
6 23.99 2.19 649.36298 35.33 1.96 0.24886
7 24.07 2.19 708.64844 38.33 2.06 0.27315
Mean 24.05 2.22 697.80412 34.28 2.15 0.24244
S.D. 0.065 0.106 36.576 2.257 0.164 0.037
18 October 2016
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Figure A.1: Tensile test results at θ = 0o
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Instron Applications Laboratory
ISO 527-4 Plastics/Composites - Determination of tensile properties - Test conditions for isotropic & 
orthotropic fibre-reinforced plastic composites (Poisson's Ratio Method)
ISO reference ISO 527-4
Dumbell Type/Rate A
Sample size 10
Machine accuracy Class 1
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5 26.6 2.14 94.54475 11.29 0.08981 1.95722
Mean 26.5 2.14 89.72165 11.57 0.09328 1.81663
S.D. 0.212 0.025 7.251 0.496 0.007 0.121
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Figure A.2: Tensile test re ults at θ = 90o
Applied Polymer Developments  Test Laboratory
Sample description
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4 13.88 2.18 13.42
5 13.90 2.23 13.50
Mean 13.87 2.19 12.53
Standard deviation 0.04 0.04 0.91
Coefficient of variation 0.27 1.60 7.29
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Figure A.3: Compressive Modulus at θ = 90o
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Figure A.4: Compressive Modulus at θ = 0o
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Pa
]
Extension [mm]
Specimen 1 to 5
Specimen #
1
2
3
4
5
Maximum Load
[kN]
Width
[mm]
Thickness
[mm]
Compressive stress at
Maximum Load
[MPa]
Strain at failure % User calculation[Pa]
1 9.74 13.05 2.22 336.13266 0.00 0.78298
2 13.25 12.95 2.19 467.26886 0.00 1.08844
3 12.16 12.99 2.16 433.38647 0.00 1.00952
4 14.69 13.02 2.21 510.52621 0.00 1.18921
5 13.41 13.05 2.18 471.48135 0.00 1.09826
Mean 12.65 13.01 2.19 443.75911 0.00 1.03368
Standard deviation 1.86 0.04 0.02 66.09 0.00 0.15
Coefficient of variation 14.70 0.33 1.09 14.89 0.00 14.89
19 October 2016
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Figure A.5: Compressive Strength at θ = 0o
Applied Polymer Developments  Test Laboratory
Sample description
Fadi Kahwash Panel 1 0°90° Compressive Strength
General: Method description ISO14126 Compression
Test: Rate 1 1.00000 mm/min
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Specimen 1 to 5
Specimen #
1
2
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5
Maximum Load
[kN]
Width
[mm]
Thickness
[mm]
Compressive stress at
Maximum Load
[MPa]
Strain at failure % User calculation[Pa]
1 4.20 13.02 2.16 149.48221 0.00 0.34820
2 4.10 12.95 2.12 149.18568 0.00 0.34751
3 4.25 13.06 2.15 151.18228 0.00 0.35216
4 4.35 13.06 2.21 150.69789 0.00 0.35103
5 3.97 13.03 2.16 141.09161 0.00 0.32866
Mean 4.17 13.02 2.16 148.32794 0.00 0.34551
Standard deviation 0.14 0.05 0.03 4.13 0.00 0.01
Coefficient of variation 3.47 0.35 1.50 2.78 0.00 2.78
19 October 2016
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Figure A.6: Compressive Strength at θ = 90o
Instron Applications Laboratory
EN ISO 14129:1998 Fibre-reinforced plastic composites, Determination of the in-plane shear 
stess/shear strain response, including the in-plane shear modulus and strength by the 45 degree 
tension test method.
ID of material tested Fadi Kahwash ISO 14129 ± 45 Shear strength 
& modulus
Accuracy grade of test machine  ISO 5893
Method of preparing test specimens
Test conditions and conditioning
Sample size 6
Operations not in standard / incidents
Last test date 24 October 2016
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N]
Tensile strain (in-plane shear strain (y12)) [mm/mm]
Specimen 1 to 6
Specimen #
1
2
3
4
5
6
Specimen
 label
Width
[mm]
Thickness
[mm]
G12 (Modulus
0.001 - 0.005
mm/mm)
[GPa]
In-plane
shear
strength at
Break (t12M)
[MPa]
in-plane shear
stress at
Maximum Load
(t12M)
[MPa]
Type of failure Comments (inc reason for rejection)
1 24.72 2.21 2.28 35.5 35.5
2 24.68 2.26 1.79 30.4 30.4
3 24.70 2.22 2.31 36.1 36.1
4 24.65 2.21 1.90 31.7 31.7
5 24.67 2.25 2.05 32.7 32.7
6 24.67 2.24 1.96 32.0 32.0
Me
an 24.68 2.23 2.05 33.1 33.1
S.D
. 0.025 0.021 0.207 2.238 2.238
24 October 2016
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Figure A.7: In-plane shear strength and modulus
195
Appendix B
EFG Techniques and Applications
196
B.1 Element Free Galerkin Method Techniques
B.2 Element Free Galerkin Method Applications
