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Abstract 
Researchreport IR, What do people want, mining query logs  2 
1. Introduction 
 
This chapter will give a short introduction in analyzing a query log. It will set the scope of this project, 
the goal of the research and the research questions. It will explain the methods used for analysis and 
describe the corresponding tasks. The research boundaries will also be set. These items were all set at 
the start of the project. 
1.1 Scope 
Compared to traditional information retrieval by means of other search methods than the Internet, 
users nowadays are being tempted to fulfill their information needs by making use of different search 
engines producing several varying resulting documents. Millions of people are using the Internet 
worldwide and are submitting millions of queries a day. The search engines that are used are making 
use of various algorithms and techniques which makes them less or more effective, efficient and 
attractive to a lot of researchers to study web use.  
 
Silverstein et al. (published year unknown) conducted an analysis of the query log obtained by the 
AltaVista search engine in which earlier original findings of web search use, such as the predominance 
of short, less than three terms, queries were confirmed.  Jansen (2000) experimented with adjusting 
queries submitted on different search engines, with advanced operators such as Boolean operators, 
phrase operators etc. A lot of researchers are studying or have studied the what users are searching for 
and  how their information-seeking process works, according to Rose and Levinson (2004) a few 
researchers are studying the why users are searching.  
 
1.2 Research goal and research questions 
Search engines are used by almost everyone who has access to the World Wide Web. This is why 
researchers are particularly interested in the efficiency of these search engines and the way users use 
them. For this research, we primarily use a MetaCrawler dataset of ten million search queries. We 
have formulated a goal on which we will be focusing in reaching, as follows:  
 
 
 
 
“The goal of this research is to identify the information need of web-users 
by analyzing search engine query logs” 
 
To reach this goal, we have formulated several sub goals, these sub goals can be divided into three 
categories:  
 
1.  What do web users search 
To get a better insight of this category, the queries will be analysed by type (is the query a 
question, or is the user trying to get information about a certain topic, etc.) by term (which 
terms are dominant) and by category (is the user interested in sports or travelling, etc.)   
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2.  How do web users search 
To find out how people search, we will analyse the web log to determine sessions (a series of 
queries by a single user made within a small range of time) and we will analyse the queries on 
structure (for example does the user use Boolean operators or not) 
 
3.  Why do web users search 
This sub goal is probably the most difficult one, because there are so many users, therefore it 
is impossible to make a blueprint of average user behaviour. To understand the user’s 
motivations better, we will use one or more small samples of the data to try and categorize the 
user’s motivation. For this we will base our research on the framework of Rose and Levinson. 
 
In the following chapters we will describe these questions more detailed and assign tasks to them. 
 
1.2.1 How to identify what users are searching for 
There are several ways to look at the way users are searching. We will look at the type of query, the 
terms in these queries and we will cluster and categorize queries. 
 
One way to answer the question what users are searching for is by looking at the type of query. We 
identify the following types: 
 
•  Questions (type of question, number of question types) 
•  Queries with operators 
•  Category determination by type of query 
•  Length 
 
Another way to find out what users search is by looking at the terms used in a query. We identify: 
•  How many terms does the average query have 
•  Which terms are popular 
•  Are terms being influenced by the hour on which the search takes place 
•  Is there a link between terms and the time they are most frequently submitted (morning 
afternoon differences, October – December differences, etc.) 
 
We will use several techniques to sort the data: 
•  Clustering 
•  Categorising (we use the categories from Wordnet) 
•  Counting statistics 
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1.2.2 How to identify how users search 
From our log we can also identify the way users search. To do this we can determine sessions. We can 
also look at use of Boolean operators and modifications made to a search query during a session. 
 
How can we identify sessions 
•  can we identify sessions based on timestamps  
•  can we identify sessions by looking at the query structure and how the structure changes 
 
How does the user modify the query, to get a better result? 
•  Is the user using Booleans  
•  Is the user changing  words  
•  What is the percentage of users that search with boolean operators  
•  When a user modifies a query, why does he do this  
•  Do the proceedings of a session tell us something about the results being generated  
•  When a query is changed during a session, does the user add, delete or modify the query to get 
either more or less result? 
 
1.2.3 How to identify why users search 
Rose and Levinson developed a framework containing three categories of search reasons:  
•  Informational  
•  Navigational 
•  Resource  
 
They found that these were the categories of reasons why users search. The only reliable way to 
categorize queries from our data is by hand. With a sample of the data we will categorize queries like 
Rose and Levinson have done to answer this question. 
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1.3 Research methodology 
This research will consist for a large part of practical research supported by theoretical research. In 
order to accomplish our sub goals and eventually our main goal, we have divided the sub goals in 
tasks (see table 1). 
 
Sub goals  Related tasks 
How to identify what users are 
searching for 
 
Perl scripts to filter the data, count words etc. 
Clustering using Weka 
Categorizing using Wordnet 
How do users search  Session analysis with Perl scripts (filtering, counting) 
Query structure analysis with Perl scripts 
Why do users search  Categorize a sample of the data by hand, Weka 
table 1 
 
We use the following methods: 
 
•  Perl scripts 
Using Perl as a language for our scripts we have ourselves a language that can generate the 
results needed for our tasks, and one that is easy to learn and use for any project member with 
script experience. Using machines at home and at school these scripts will be used for general 
tasks like filtering the data on the use of Booleans, certain terms etc. We will also use a little 
Perl script to convert the log file to the ARFF format, which is necessary for Weka. 
 
•  Weka 
This data mining tool can be used to cluster the queries in our log file. We can also use this 
tool with a file where the queries are categorized. There are more tasks that can be done using 
Weka, see 2.2 for details. Because we don’t have much experience with Weka we will use 
several ways and algorithms for these tasks. 
 
•  Wordnet 
Wordnet will be used to categorize words in our log file. Wordnet can be used for translation, 
categorization and interpretation. By running a query through a Wordnet database we can 
determine the distance to a category name. 
 
•  Gnu plot 
A tool like Gnu plot will be used to visualize the results of the analysis of the log file. By 
visualizing our results they will become easier to understand. We will only use Gnu plot if 
Excel can’t visualize the results. 
 
•  Online Platform 
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An online platform will be setup with our tools for analyzing a log file. In the ideal situation 
this platform will contain a php script that can call on a log file. A web user can choose his 
type of analysis which will by done by a Perl script. Building a platform this way enables us to 
make our way of analyzing a log file available to any other web user. 
 
1.4 Research boundaries 
In order to perform research on query logs, to identify information needs of users of website search 
engines we have to question whether the query log presented to us is of relevance in representing a 
realistic view on the number of queries submitted by varies users on varies search engines. We have 
obtained a log file consisting of 10 million submitted queries assembled during a period of three and a 
half month (22/9/04 – 9/1/05). 
 
The total number of queries submitted per day on the eight largest search engines is 625 million*. 
MetaCrawler is part of Infospace who’s share of the total market is 1,3%, which is a relative small 
part. The sample, on which we will base our research on, is around 0.01% of the total amount of 
queries submitted during the three and a half month. MetaCrawler gets about 10 million queries 
submitted per day. Thus the dataset presented for this research is about 1% of the total amount of 
queries submitted at Infospace during the period. The numbers presented here imply that our log is a 
very small fraction of the total number of queries submitted in the same period assembled by various 
search engines, however for the purpose of this research this log should be sufficient under the 
following assumptions and boundaries: 
 
Boundary 1: The log file doesn’t consist of IP-addresses of the users who submitted the query. 
This boundary impacts the determination of sessions. Therefore we have to consider identifying 
sessions on grounds of time fragments, modification of terms, modification of queries and the 
proceedings of totally different queries. 
Assumption 1: What we account for a session and conclude on grounds of these sessions is always less 
than what is valid and true if we would also have had the IP-addresses. This restricts the generality of 
our conclusions. 
 
Boundary 2: The log file doesn’t consist of results on queries. 
This boundary impacts the determination of clusters in the query log, because we can only identify 
clusters on a content-based method in stead of result-based methods. 
Assumption 2: What we account for a cluster and conclude on grounds of these clusters is always less 
than what is valid and true if we would also have had the results of the submitted queries. This 
restricts the generality of our conclusions.  
 
Furthermore, considering other researches in this research area informs us that experiments are always 
conducted on a fraction smaller than the total amount of available queries. The time period in which 
our query log was obtained could be beneficial for the detection of trends. And because we are 
primarily interested in what the user searches, how the user searches and why the user searches we 
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have obtained enough queries to perform an analysis. As long as assumptions are made, the results can 
turn out to be useful to encourage further research.  
* source: http://searchenginewatch.com/reports/article.php/2156461
1.5 Research paper structure 
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2.  Background information 
In this chapter we will be providing background information on the search engine MetaCrawler of 
whom we have obtained the query log. Furthermore we will be describing queries, sessions and 
clustering from the perspective of several other authors engaged in the same research area. We will 
provide descriptions on experimental setup, research method and findings in order to compare our 
research findings with the various other findings found in earlier studies. Besides comparing findings 
we will also try to provide for some remarks on the proceedings of the studies. 
 
2.1 The MetaCrawler search engine 
We have obtained actual queries submitted to MetaCrawler.com. The MetaCrawler search engine is a 
search engine which returns the best results form leading search engines, such as Google, Yahoo, Ask 
Jeeves About, LookSmart, Overture and FindWhat. The searches are based on exact terms a user 
enters in a query. Capitalization is discarded in searching, and search response is in result pages, 
listing URL’s and short descriptions of sites that match the query ranked by a probability of relevance 
to the query. 
 
When a users prefers using Booleans in the search query the words and, or, andnot can be used to 
search for the submitted keywords in an advanced manner. Various other advanced search features 
such as + (plus) or – (minus) signs in front of a term indicates that the term must or must not appear in 
the result. Quote marks around two or more terms indicate a search for a phrase. The queries examined 
for this study were submitted to MetaCrawler.com from 22/09/2004 till 09/01/2005, each spanning a 
24-h period. The queries were recorded in transaction logs and represent a portion of the searches 
executed on the Web search engine in the same period. Each record within the query log contains two 
fields; time of day: measured in hours, minutes and seconds from midnight of each day as logged by 
the web server and query terms: terms exactly as entered by the given user.  
 
With these fields we cannot be certain about the user’s submitted original query and the chronological 
series of actions performed by each user in each session. We analyzed the following: 
 
2.1.1.1 Term: a sequence of alphanumerical characters, terms are words, abbreviations, numbers and 
logical operators, such as and, or, and not. URL’s and e-mail addresses are treated as single terms. 
And terms are divides by single spaces. 
2.1.1.2 Query: a set of one or more terms. Every search query may contain terms as words or terms as 
logical operators. Unique queries are differing queries which are originally entered within the total 
log file. Repeat queries or duplicate queries are all multiple occurrences of the same unique query. 
2.1.1.3 Session: the set of queries containing a unique query and modification on that query within a 
certain time frame. 
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Our MetaCrawler query log (MetaCrawler.log) consists of 10 million queries, before experimenting 
with this log we have performed the following modifications to the log (see also figure 1). 
1)  All the queries were structured into one line. The resulting query log is Clean.log. 
2)  All the ASCII signs in the log file were analyzed: + signs were transformed in single white 
space,  iso8559 characters were transformed in ASCII, %ascii% were set to normal characters,  
\,  “” and double spaces were removed. Not all signs were removed out of the log file, such as 
@ and ^@ (which can be described as nul). The resulting query log is CleanASCII.log. 
3)  All operators were deleted from the log file. The resulting query log is 
CleanOperatorQueries.log. 
4)  Convert log to ARFF in order to do WEKA-analysis. Resulting query log is MetaCrawler.arff. 
5)  Optional all double queries are deleted out of the log file. Resulting query log is 
CleanDoubleQueries.log. 
 
 
 
Figuur 1: Performed modification to original MetaCrawler log file 
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The original query log appeared to be insufficient for our research, therefore after performing 
modifications (1 t/m 5, described above) we were able to perform the following operations: With the 
CleanASCII..log we abstracted operators and Booleans. With the CleanOperatorsQueries.log with 
stop words we abstracted question type queries, word counting with stop words and word counting 
without stop words, abstracted terms and were able to categorize. With the MetaCrawler.arff we 
abstracted statistics per week and statistics per day part. Optional we counted words without duplicate 
queries on the CleanDouble Queries.log.  
2.2 Sessions 
In understanding and identifying user’s information needs, adaptive information retrieval systems 
should be built by incremental learning approaches based on user search activities. To develop a more 
effective user-oriented learning technique, we need to be able to identify sessions in which one single 
user’s activities are grouped. 
 
2.3.1 Literature  on  sessions 
Göker and He (2000) describe in their study session boundaries by means of time intervals and use 
human judgments to evaluate these boundaries. As boundaries they only examine time information to 
see if this information is sufficient enough to form groups of activities.  Activities can be defined as 
queries, judgments and navigation and they refer to sessions as a resulting unit consisting of grouped 
activities. When users are interested in a specific topic they tend to act in a particular role and it can be 
assumed that activities in the same session are likely to be related to that role. Ideally, a session should 
contain only those activities from one role. In order to identify sessions Göker and He define sessions 
based on a time span called session interval which can be used as a certain threshold. Two adjacent 
activities are assigned to two different sessions, when the time between them exceeds this threshold. In 
order to avoid grouping activities from different roles or to decrease the information available on the 
role, an optimal session interval should be set which is not too large or too narrow. In experimenting 
with time intervals and the affect on the number of activities contained in the session (which is called 
iteration), it can be concluded that a session interval of less than 10 minutes affects the iteration per 
session as follows; increase of 1 iteration/session, decrease of 3-6 iterations/session. After 15 minutes 
the number of iterations/session are stabilized, so the optimal session interval is within 10-15 minutes. 
In validating their automatic optimal session interval of 10-15 minutes the second part of the Göker 
and He research is focused on human judgment. They define type A errors as  the allocation of two 
adjacent activities for related search statements into different sessions and type B errors as the 
allocation of  unrelated activities into the same session. After comparing the human judgment with the 
findings stated earlier it can be concluded that the optimal session interval should be within a range of 
11-15 minutes. 
 
He et al. (2002) present an approach to automatically group user’s consecutive search activities on the 
same search topic into one session. The importance of this approach is that researchers are trying to 
obtain contextual information about a user. Finding contextual information is a difficult task 
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considering that less information is available about users and their information needs, queries are 
shorter and search statements contain less terms than in traditional information retrieval would be the 
case. In the He et al. research not only consecutive search activities are identified through information 
need by search patterns but also through time information, in which they refer to the study of Göker 
and He in 2000. He et al. call the time gap between two consecutive activities the GBA and in their 
research they calculate the probability of a particular GBA containing a session shift given its time 
interval. And they conclude that within a time interval of 10-12 minutes the probability of a shift in a 
session is the highest. Aside from defining shift sessions based on time intervals He et al. also define 
shift sessions based on some search patterns that users could have used in their searches in which 
consecutive activities are defined as ai and ai+1, such as: 
 
•  Browsing: the second activity ai+1 requests for another set of results on the same query; 
•  Generalization: the second activity ai+1 is on the same topic as ai, but now seeking more 
general information; 
•  Specialization: the second activity ai+1 is on the same topic as ai, but now seeking more 
specific information; 
•  Reformulation: the second activity ai+1, is on the same topic as ai, but at least part of both 
queries in the two activities are different; 
•  Repetition: the second activity ai+1, is the same as the first one, but the pattern is not browsing; 
•  New: the second activity ai+1, is on different topics; 
•  Relevance feedback: the second activity ai+1, is generated by the system when the user selects 
the choice of  “related pages”; 
•  Others: activity ai doesn’t contain a query so cannot be allocated to any of the search patterns 
above. 
Stated above only GBA’s marked with new should be related to a session shift, all the other search 
patterns relate to two activities from the same session. Although both methods to identify session 
shifts may be sufficient, a combined use of both methods delivers better results. This new approach 
identifies three instances, such as IP-switch, session shift and session continuation. By session shifts 
they refer to a session change happening between two consecutive activities from the same user. By 
session continuation, they refer to no session change between two consecutive activities. For every 
GBA an algorithm is executed which identifies the session. The new approach performs in comparison 
with just the time interval approach very well on the precision and recall tests. 
 
 
2.3.2  Relevance to research 
In this section we will be focusing on the applicability of the reviewed literature on our research. 
Considering research boundary one formulated in part 1.4, our query log doesn’t contain IP-addresses 
which could make our search for sessions difficult, since we can only base our results of session 
identification on time information and for a limited part on search patterns. The results of the Göker 
and He (2000) study, stating that after automatic session interval and human judgment the most 
optimal session interval should be within a range of 11-15 minutes. For our research this implies that 
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sessions can be identified within  11 minutes (0-11 min.), 12 minutes (0-12 min.), 13 minutes (0-13 
min.), 14 minutes (0-14 min.) and 15 minutes (0-15 min.). These implications combined with the 
findings of He et al. (2002), without losing the fact that we are not in the possession of IP-addresses, 
can also be applied to our research. Identifying search patterns in our query log based on consecutive 
activities ai  and ai+1, could in our research be performed within a interval varying from 11 till 15 
minutes. However, based on search patterns we can only identify two instances for the GBA, namely 
session shift and session continuation.  Whenever the GBA is marked with new within the interval, we 
can identify a session shift, in any other case (except from a GBA marked with other) we can identify 
session continuations. 
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2.3 Clustering 
The explosive growth of the Internet together with the huge amount of queries serviced by the search 
engines, requires some kind of automatic method in order to keep the data organized. One strategy for 
bringing structure to an unstructured dataset is to look for similar queries and to group these queries. 
In the research literature we can find a lot research done in this area which concerns in finding clusters 
of related queries and related selected results (URL’s). 
 
2.4.1 Literature on clustering 
Beeferman and Berger (2000) describe in their study a strategy for grouping similar queries on 
grounds of a content-ignorant algorithm. Their strategy focuses on two related observations, which 
concerns fulfilling a certain information need by submitting queries to the search engine in the hope to 
receive relevant results. First, users with the same information need tend to phrase their query 
differently to the search engine, but select the same URL from the results received by them. And 
secondly users who submit the same query tend to select different URL’s. Prior studies focused on 
content-aware algorithms, which calculates the distance between documents based on tokens they 
have in common. These algorithms cannot be applied to text-free pages, restricted-access pages and 
pages with a dynamic content. Besides that content-ignorant algorithms can be used for these pages 
the method can also be implemented more efficiently. The method can be performed on a sequence of 
characters comprising the query submitted by the user and the URL selected by that user out of the 
results offered to him. Clusters that are found by means of their method can be used to enhance web 
searches. Search engines can provide their users when they submitted their queries with a number of 
suggestions which relies on search refinement behavior of previous users obtained by the cluster 
method. 
 
Wen et al. (2002) conducted a study which resembles the research of Beeferman and Berger. They 
state that cluster methods based on keywords within documents is not suitable, because of the 
dominance of relatively short queries users submit to fulfill their information need it’s likely that 
results are received that don’t satisfy the information need. In this study Wen et al. describe a cluster 
method which is required to discover frequently asked questions (FAQ), most popular topics and new 
(new in 2002) generation question-answering systems. In order to resolve the problem of short queries 
they propose an approach in which cross-reference between users’ queries and the documents they 
select is being used. The query clustering approach is based on the assumption that if users select 
documents for different queries, then these queries are similar and if a set of documents is often 
selected for the same queries, then the terms in these documents are related to the terms of the queries.  
From these assumptions two clustering principles can be derived, which are content-based and result-
based. The first principle uses query contents stating that if two queries contain the same or similar 
terms, they denote the same or similar information needs. The longer the queries, the more reliable 
this principle is. The second principle uses document clicks and states that two queries are similar if 
they lead to the selection of the same or similar document. When a query log contains a lot of short 
queries both principles should be used. This research mostly resembles the Beeferman and Berger 
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study in the hypotheses they both set for document and query clustering. However, Beeferman and 
Berger consider keyword similarity totally unreliable, whereas Wen et al. consider the content-based 
approach a complementary to cross-references. 
  
Fu et al. (2004) review in their study a variety of cluster methods and discuss the results each of them 
produces. They describe content-based and result-based methods and evaluate their similarity 
measures. Content-based approaches do not seem to be suitable because a study on AltaVista query 
log has shown that 85% of a billion queries contain less than three terms, thus these query terms do not 
reveal much information on the semantic meaning behind the term, however different terms might 
refer to the same semantic meaning. Another method they evaluate is the feedback-based approach, 
which is based on the assumption that two queries are similar if they lead to the selection of a similar 
document. This method is considered reliable, however if users select different documents for 
identical or similar queries this method will not generate effective clusters. The last query clustering 
method they evaluate is the result-based approach. Within this domain some researches have focused 
on calculating the overlap in documents returned by the queries others have used the overlap of URL’s 
returned as the similarity measure in stead of focusing on document content. Their findings differ from 
earlier findings stated above. In this research the experiments show that there is no single best 
similarity measure for clustering queries, both approaches have their advantages and disadvantages, 
but may complement each other when using both approaches. 
 
2.4.2 Relevance to research 
In this section we will be examining the relevance of the reviewed literature for our research based on 
the boundaries we have set as a consequence of the obtained query log. According to the articles the 
most suitable clustering method is content-based combined with a result-based method. However, in 
our research we can use some algorithms and methods described above. Algorithms to calculate the 
similarity between keywords in documents and terms in queries, can be used in our research for 
calculating the similarity between submitted queries in order to obtain clusters. We should keep in 
mind that neither of the above methods outperforms each other. The precision (# similar queries/ total 
# queries) of the content-based approach is low due to the short length of queries and the lack of 
information about the context in which queries are used. The performance, however, is better because 
users tend to express their information needs using similar terms. The use of thesaurus or 
morphological transformation and word relationships such as hyponyms and synonyms can be used to 
replace query terms before computing the similarity between the queries, unfortunately these 
functionalities are not being described in the articles. 
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2.5 Trend detection 
2.5.1 Literature on trend detection 
Exploring independent Trends in a topic-based search engine 
(Perkiő, Buntine and Perttu) 
 
The temporal behavior of topics in a topic-based search engine can be used for trend analysis. In this 
research topic modeling is applied to an online financial newspaper database to show trends. They 
state that topic based models are supposed to work better that word index searches as they are 
supposed to represent the semantics of a document better that single word frequencies. They apply 
unsupervised tracking because the interest lies in the temporal behavior of the topic variables the 
system automatically creates. They use multinomial principal component analysis (MPCA) to create 
the topics and analyze the trends. The topics acquired by the model are able to reflect changes in the 
prevailing trends and they are consistent with the common understanding about events. 
 
2.5.2 Relevance to research 
Trend detection is one of the subtasks of our research. This is why the preceding paper is interesting; 
In other articles trend detection is based on some sort of user identification (cookies, IP-address), 
which we don’t have. This article proposes a method to detect and analyze trends without user 
identification. We can apply their ideas to our research in two ways: 
We can use the cluster capabilities of Weka to identify categories (topics). This clustering method is 
also unsupervised. When the categories are found, we can analyze the dataset by week to detect how a 
specific topic (or more) behaves over a period of time, in other words try to detect trends in our data. 
We can show this by looking at how many times a certain topic is being looked for and put this in a 
graph. Doing this for the whole dataset (14 weeks) we can hopefully make some conclusions. 
Another way of using the topic based method is the classification of the data. By developing some perl 
scripts which use either WordNet or Lyns to calculate the distance to a certain topic to classify the 
data. When the data is classified, we again can look through the whole dataset (separating it in 14 
weeks) and plot a diagram on how certain categories behave over the selected time. 
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2.4 Experimental setup 
 
2.4.1 Tasks 
In the first week when the assignment was clear, tasks were divided among the team members. Taking 
into account the skills of each team member and the tasks we had to perform we came to the following 
setup:    
 
Scripting:  
For filtering and cleaning the log we needed members that could program a script to perform these 
tasks. The language Perl was recommended in the description of the assignment. Problem was that no 
project member had any experience with this language. We selected the members with the most 
programming experience and interest in Perl. These members will clean the log and create filtering 
functions. Their first priority was to clean the log en make a script that converts it to the ARFF format. 
 
Performed by: Erik and Bart 
 
 
Datamining:  
Another way to look at the data was to load it all and search for structures. We had experience with the 
program Weka, and clustering was one of the options. Weka is a good tool for clustering. It’s also a 
good tool for calculating the average query length, and to compare weeks, or evening and night. For 
the use with Weka the log has to be cleaned and transformed to the ARFF format 
 
Performed by: Jos and Sebastiaan 
 
 
Literature: 
A lot of research has already been done on the subject of internet searches. There is not enough time 
for every project member to read al about the several subjects we analyze. Therefore we assigned two 
project members to look at previous research on our subject, and to filter and describe the parts, 
methods and outcomes that we could use. These two also had the task to write the projectplan and 
final report as far as possible. 
 
Performed by: Nathalie and Michel 
 
 
Teamleader: 
Someone had to be assigned to this task. Someone who had some knowledge of all the kind of tasks 
that had to be performed. The task of the team leader is to prepare meetings, keep the planning up to 
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date and to make sure everyone performs their task as described in the projectplan. Making major 
decisions were not made by the teamleader, but were made with the whole group. 
 
 
Changes: 
In the first few weeks the tasks were performed as described before. A few changes had to be made to 
keep the project going: 
 
Erik became ill, and without our first programmer not much scripting would be done. Erik was at 
home more than half of week 2. We were behind with scripting at the end of week 2. The log still 
wasn’t clean then and we still didn’t have an ARFF. 
To speed things up Sebastiaan started scripting. He made a script for the task of categorization. There 
was no ARFF so he couldn’t work on Weka with more than a hand made test set. By using Wordnet 
and various resources he made a script to categorize the queries in the log. 
 
We had some problems with the results of clustering of some sample data. There were no real clusters 
found. We had expected something like clusters of question, or certain words of a time of the day. 
After experimenting with the preprocess and other ways of clustering Jos found some interesting 
clusters. 
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3.  Analysis 
 
3.1  Analysis of queries 
3.2  Analysis of sessions 
3.3  Analysis of clusters 
3.4  Analysis of trend detection 
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4.  Results 
Results from the log file, without comment or visualization (incomplete) 
 
Overall table: 
Question Result 
Number of queries  10.400.000 
Number of unique queries  9. 
Number of unique words    1.416.781 
Number of unique words (>1)  641.919 
Number of stopwords used  153 
Number of queries with operators / booleans  1.282.406 (12.3%) 
Min terms in query  0 
Max terms in query  150 
Average query length  2.78 
Average number of operators / booleans  1.06 
Total queries on Monday  (%)   
Total queries on Tuesday   
Total queries on Wednesday   
Total queries on Thursday   
Total queries on Friday   
Total queries on Saturday   
Total queries on Sunday    
 
 
Piechart with distribution of question types (overall) 
 
Question types
49%
26%
9%
5% 4% 4% 3% how
what
other
where
why
who
when
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question Occurences
  
how 46535
what 25614
other 8773
where 4965
why 4245
who 4213
when 2461
Total  94345
 
 
 
Statistics on every week: 
 
Boundary logdata: 
The chosen time period where all statistical data is based on: Monday morning 0.00, the 27th of 
September till Sunday night 24.00, the 2nd of January. We removed a couple of days in the beginning 
and the end of the querylog to get exactly 13 weeks for statistical purposes. This means for example 
that each day in the logfile has the same frequency (Monday, Tuesday, Wednesday etc.).  
 
  Week 1  Week 2  Week 3  Week 4  Week44  Week 45 
Startdatum  27-9 4-10 11-10  18-10  24-10  1-11 
Number of queries  731.006 738.761 733.763 747.390 751.466 751.145 
Unique queries  272.409 
(37%) 
284.271 
(38%) 
279.687 
(38%) 
288.395 
(39%) 
292.766 
(39%) 
293.538 
(39%) 
Most popular term  1.  food  
2.  free 
3.  pictures 
4.  nude 
5.  download 
6.  girls 
7.  sex 
8.  pics 
9.  new 
10.  old 
1.  food 
2.  free 
3.  pictures 
4.  download 
5.  sex 
6.  new 
7.  nude 
8.  girls 
9.  pics 
10.  online 
1.  food 
2.  free 
3.  pictures 
4.  download 
5.  girls 
6.  sex 
7.  old 
8.  new 
9.  nude 
10.  pics 
1.  food 
2.  free 
3.  pictures 
4.  download 
5.  girls 
6.  new 
7.  sex 
8.  nude 
9.  sale 
10.  pics 
1.  food 
2.  free 
3.  sale 
4.  pictures 
5.  download 
6.  Texas 
7.  girls 
8.  sex 
9.  new 
10.  video 
1.  food 
2.  free 
3.  girls 
4.  Canada 
5.  old 
6.  pictures 
7.  year 
8.  download 
9.  homeless 
10.  new 
Average query 
length 
2.77 2.77 2.77 2.79 2.78 2.81 
StdDev  1.67 1.67 1.71 1.70 1.68 1.70 
Most popular 
category 
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  Week 46  Week 47  Week 48  Week 49  Week 50  Week 51 
Startdatum 8-11  15-11  22-11  29-11  6-12  13-12 
Number of 
queries 
734.594 459.818 684.783 747.963 652.280 760.000 
Unique queries  284.188 
(39%) 
199.560 
(43%) 
253.167 
(37%) 
289.240 (39%)  256.430 (39%)  261.330 (34%) 
Most popular 
term 
1.  food 
2.  free 
3.  loans 
4.  download 
5.  pictures 
6.  girls 
7.  new 
8.  old 
9.  year 
10.  real 
1.  food 
2.  free 
3.  loans 
4.  download 
5.  new 
6.  pictures 
7.  online 
8.  home 
9.  sale 
10.  video 
1.  food 
2.  loans 
3.  free 
4.  real 
5.  estate 
6.  sale 
7.  Texas 
8.  download 
9.  girls 
10.  old 
1.  food 
2.  loans 
3.  free 
4.  girls 
5.  old 
6.  Christmas 
7.  year 
8.  download 
9.  pictures 
10.  new 
1.  food 
2.  loans 
3.  free 
4.  Christmas 
5.  home 
6.  real 
7.  online 
8.  estate 
9.  download 
10.  new 
1.  food 
2.  loans 
3.  free 
4.  Christmas 
5.  home 
6.  download 
7.  online 
8.  new 
9.  real 
10.  software 
Average query 
length 
2.80 2.78 2.74 2.79 2.76 2.68 
StdDev 1.69 1.69 1.72 1.71 1.67 1.62 
Most popular 
category 
      
 
 
  Week 52  Week 1 
Startdatum 20-12  27-12 
Number of queries  763.796  663.505 
Unique queries  317.003 
(42%) 
287.610 
(43%) 
Most popular term  1.  food 
2.  loans 
3.  free 
4.  sale 
5.  Texas 
6.  new 
7.  home 
8.  real 
9.  estate 
10.  online 
1.  food 
2.  free 
3.  home 
4.  real 
5.  estate 
6.  new 
7.  online 
8.  tsunami 
9.  download 
10.  sale 
Average query length  2.46  2.67 
StdDev 1.60  1.55 
 
In week 8 the Saturday and Sunday are missing. In week 14 a part of Sunday is missing.
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Top 25 of overall search words 
 
Word Frequency  Percentage 
1. food  424.469  4.08 
2. free  187.581  1.08 
3. loans  89.174  0.86 
4. pictures  75.443  0.73 
5. download  73.948  0.71 
6. new  65.324  0.63 
7. girls  60.681  0.58 
8. sale  57.013  0.55 
9. online  56.654  0.54 
10. home  56.306  0.54 
11. real  55.509  0.53 
12. estate  50.983  0.49 
13. old  48.614  0.47 
14. texas  44.584  0.43 
15. year  43.977  0.42 
16. video  43.451  0.42 
17. software  41.680  0.40 
18. pics  41.222  0.40 
19. car  35.439  0.34 
20. music  34.249  0.33 
21. uk  34.115  0.33 
22. county  34.023  0.33 
23. web  34.012  0.33 
24. school  33.418  0.32 
25. lyrics  32.921  0.32 
 
Statistics on part of day overall 
Dagdeel Morning  Afternoon  Evening  Night 
Number of 
queries 
2.632.634 2.595.738 2.576.370 2.595.258 
Top 3 most 
popular terms 
1.  food 
2.  free 
3.  loans 
4.  download 
5.  pictures 
1.  food 
2.  free 
3.  loans 
4.  download 
5.  new 
1.  food 
2.  free 
3.  pictures 
4.  new 
5.  download
1.  food 
2.  free 
3.  pictures 
4.  loans 
5.  download
Average query 
length 
2.66 2.68 2.81  
Top 3 
categories 
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Use of operators overall (with dirty log boundary):  
 
  Number of queries 
with operators 
% of total 
queries 
 1.282.406  12.3 
 
Operator  Number of queries  % 
AND 181.358  14.1 
OR 10.571  0.8 
ANDNOT 3.275  0.3 
+ 336.172  26.2 
- 278.825  21.7 
& 35.968  2.8 
: 36.527  2.8 
; 4.529  0.4 
. 452.745  35.3 
“ 13.535  1.1 
( )  14.851  1.2 
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5.  Conclusions and Further Research 
 
 
 
 
 
 
 
 
 
 
 
 
  
Researchreport IR, What do people want, mining query logs  25 
6.  References 
Beeferman, D. and Berger, A. , “Agglomerative clustering of a search engine query log”, Proceedings 
of the sixth ACM international conference on knowledge and data mining, pp. 407-416, 2000. 
 
Fu, L., Goh, D. H.-L. and Foo, S. S.-B., “The effect of similarity measures on the quality of query 
clusters”, Journal of Information Science, vol. 30, no. 5, pp. 396-407, 2004 
 
Wen, J.-R., Nie, J.-Y. and Zhang H.-J., “Query clustering using user logs”, ACM Transactions on 
Information Systems, vol. 20, no. 1, pp. 59-81, 2002.  
Researchreport IR, What do people want, mining query logs  26