Abstract. We provide a comprehensive analysis of sharp bilinear estimates of Ozawa-Tsutsumi type for solutions u of the free Schrödinger equation, which give sharp control on |u| 2 in classical Sobolev spaces. In particular, we provide a generalisation of their estimates in such a way that provides a unification with some sharp bilinear estimates proved by Carneiro and Planchon-Vega, via entirely different methods, by seeing them all as special cases of a oneparameter family of sharp estimates. We show that the extremal functions are solutions of the Maxwell-Boltzmann functional equation and provide a new proof that this equation admits only gaussian solutions. We also make a connection to certain sharp estimates on u 2 involving certain dispersive Sobolev norms.
Introduction
For d ≥ 2, consider the free Schrödinger equation i∂ t u + ∆u = 0, u(0) = u 0 (1.1) on R 1+d with initial data u 0 ∈ L 2 (R d ). In [16] , Ozawa and Tsutsumi showed that any two solutions u and v of (1.1) with initial data u 0 and v 0 , respectively, satisfy the global space-time bilinear estimate (1.2) (−∆)
.
They also showed that the constant OT(d) is optimal by observing that if u 0 (x) = v 0 (x) = exp(−|x| 2 ) then (1.2) is an equality; i.e. (u 0 , v 0 ) is an extremising pair of initial data.
The case of one spatial dimension is rather special and in this case (1.2) is true as an identity (−∆)
for any (u 0 , v 0 ) ∈ L 2 (R)× L 2 (R). This identity was established in [16] , gives control on the so-called null gauge form ∂(uv) for the Schrödinger equation in one spatial Date: April 10, 2014. dimension, and was used as a tool in the proof of local well-posedness of some nonlinear Schrödinger equations with nonlinearities involving ∂(|u| 2 )u.
In the case where u 0 is equal to v 0 , one may view the estimate (1.2) as a replacement, in the case where the initial data is in L 2 (R d ), for the Sobolev-Strichartz estimate
which requires rather more regularity on the initial data as the dimension gets large. Here,Ḣ s denotes the homogeneous Sobolev space with norm
This "trade-off" of derivatives on the initial data on the right-hand side for derivatives on the square of the solution on the left-hand side was studied by Klainerman and Machedon [14] for solutions of the homogeneous wave equation; see [10] for a systematic study of such phenomena in the context of the wave equation, allowing also so-called hyperbolic derivatives on the left-hand side corresponding to the space-time Fourier multiplier ||τ | − |ξ||.
Recently there has been considerable interest in obtaining optimal constants and the existence/shape of extremising initial data associated with space-time estimates for solutions of (1.1) and dispersive equations more widely. For example, it is known that if u solves (1.1) in one spatial dimension then
u 0 L 2 and in two spatial dimensions
In each case (1.3) and (1.4), the constant is optimal since there is equality when u 0 (x) = exp(−|x| 2 ). These sharp estimates were proved by Foschi [9] and also Hundertmark and Zharnitsky [11] ; we also note that (1.4) follows from (1.2) in the case d = 2 by choosing u 0 = v 0 , which means we have a number of proofs of this sharp estimate (see also the proofs in [2] and [3] , where the emphasis is on underlying heat-flow monotonicity phenomena).
If u 0 is an extremiser for either (1.3) or (1.4) then, up to the action of certain transformations, u 0 must be an isotropic centred gaussian. This complete characterisation of the set of extremising initial data (which can be found in [9] or [11] ; see also [13] for an alternative proof for d = 2) was used in [8] to establish some impressive results on sharp Strichartz norms for solutions of the mass-critical nonlinear Schrödinger equation in spatial dimensions one and two.
Based on the approach in [11] , Carneiro proved in [5] that any two solutions u and v of (1.1) satisfy .
It was shown in [5] that the constant in (1.5) is optimal and (u 0 , v 0 ) is an extremising pair if and only if u 0 (x) = v 0 (x) = exp(−|x| 2 ), up to certain transformations. Since we are dealing with explicit constants, we should clarify that we take the following Fourier transform
A very closely related bilinear estimate
for solutions u and v of (1.1) and d ≥ 2 is a particular case of some far-reaching identities proved by Planchon and Vega in [18] using an innovative and radically different approach to those in [5] , [9] , [11] and [16] . Here, the constant PV(d) is given by
) and can be shown to be optimal. The emphasis in [18] is not on establishing optimal constants and identifying extremisers; in fact, the explicit constant in (1.6) and its optimality, and a characterisation of the set of extremising initial data were not discussed.
In this paper we show how to unify (1.2), (1.5) and (1.6) by seeing these sharp estimates as special cases of a one-parameter family of sharp estimates. Varying this parameter represents to a trade-off of lowering the exponent on the kernel |ζ −η| on the right-hand side, which may be viewed as lowering the "derivatives" on the right-hand side, with a lowering of the order of derivatives on |u| 2 on the left-hand side (very much in the spirit of [14] ).
We also further complete the picture by providing a full characterisation of the set of extremising initial data for each value of the parameter in a certain range (which includes the cases (1.2), (1.5) and (1.6)). Interestingly, we show that the extremising initial data must satisfy the so-called Maxwell-Boltzmann functional equation. This functional equation arises in the proof of Boltzmann's H-theorem in connection with the derivation of hydrodynamic equations from Boltzmann's equation. We provide a new proof that the Maxwell-Boltzmann functional equation admits only gaussian solutions which we believe is interesting in its own right. Also, our approach only requires the local integrability of u 0 and v 0 , rather than stronger integrability assumptions in previous approaches which are not natural in our context.
To state our first main result, we introduce the space
where
for solutions u and v of (1.1) with initial data (u 0 , v 0 ) ∈ Υ σ , respectively. Here,
is the optimal constant. Furthermore, if σ ∈ (
forms an extremising pair for (1.7) if and only if
We have
4 . To verify this for σ = 0 one should use the duplication formula,
for the Gamma function. Hence, when σ = 2−d 4 , estimate (1.7) obviously coincides with (1.2) after an application of Plancherel's theorem on the right-hand side. When σ = 0, (1.7) coincides with (1.5) since once the operator (−∆) σ disappears, the complex conjugate on v has no effect (we will soon see that for σ = 0, the complex conjugate plays an important role). Thus (1.7) unifies the sharp estimates (1.2), (1.5) and (1.6) of Ozawa-Tsutsumi [16] , Carneiro [5] and Planchon-Vega [18] , respectively.
In addition to the special cases discussed above, the case σ = 4−d 4 is also distinguished since it leads to the kernel |ζ − η| 2 on the right-hand side of (1.7) and an additional trick (which we learnt from [5] ) permits the sharp space-time estimates given in the forthcoming Corollary 1.2.
A new proof of the Ozawa-Tsutsumi estimate (1.2) was given in [3] . An advantage of this new proof was that it exposed an underlying heat-flow monotonicity phenomenon. Here, we prove (1.7) following the argument in [3] with little extra work. Our main contribution in Theorem 1.1 then is to unify estimates (1.2), (1.5) and (1.6) in a natural way, highlight a startling connection to Boltzmann's Htheorem, and to provide a full characterisation of extremising initial data for every σ ∈ (
, it was observed in [16] that equality holds with u 0 (x) = v 0 (x) = exp(a|x| 2 ) for any a < 0. We should point out that when σ = 0, a full characterisation of extremisers was provided in [5] using substantially different arguments to our own. The lower bound σ > 1−d 4 is necessary; in particular, the optimal constant blows up at this threshold. The restriction on the upper bound for σ for the characterisation arises since we require locally integrability of u 0 and v 0 for our argument to solve the aforementioned Maxwell-Boltzmann functional equation. Our range contains all cases of particular interest σ ∈ {0,
it is quite possible that this restriction can be relaxed by a refined, or alternative, analysis of these functional equations.
4 ) (so that, in particular, the exponent 4σ + d − 2 on the kernel in (1.7) is negative) and p, q ∈ (2, ∞) such that
, it follows from the (forward) Hardy-Littlewood-Sobolev inequality that
where FL p denotes the Fourier-Lebesgue space of measurable functions whose Fourier transform belongs to L p ; such spaces also capture smoothness by the correspondence between decay of the Fourier transform and smoothness. This gives control (albeit, no longer necessarily with optimal constants) on (−∆)
, with σ, p and q as above.
We also remark that for such σ, via the Parseval identity, the quantity I σ (u 0 , v 0 ) is given by
, we can use the trivial upper bound
along with the reverse Hardy-Littlewood-Sobolev inequality to obtain
whenever p, q ∈ (0, 2) are such that
. As usual, H s denotes the inhomogeneous Sobolev space L 2 ∩Ḣ s .
for solutions u of (1.1) with initial data u 0 ∈ H 1 , and the constant is optimal. Furthermore, the initial data u 0 is an extremiser if and only if
for some a, c ∈ C, b ∈ R d and Re(a) < 0.
Note that the extremising initial data u 0 in Corollary 1.2 are such that | u 0 | is radially symmetric, which means the class of extremisers is smaller than in Theorem 1.1. In the case d = 4, Corollary 1.2 was proved by Carneiro [5] and our result generalises this to d ≥ 2. We remark that the case d = 2 involves only classical derivatives, with the estimate (1.8) simplifying to
, where the constant is optimal and attained precisely when u 0 satisfies (1.9).
We also consider some related estimates to those in Theorem 1.1 and Corollary 1.2 in terms of certain dispersive Sobolev norms. We prove the following sharp estimates and in Section 4 describe connections with Theorem 1.1.
for solutions u and v of (1.1) with initial data (u 0 , v 0 ) ∈ Υ β , respectively. Here,
is the optimal constant and for β ∈ ( 
for solutions u of (1.1) with initial data u 0 ∈ H 1 . The constant is optimal and the initial data u 0 is an extremiser if and only if
For appropriate functions F on R 1+d , we are using the notation F for the space-time Fourier transform of F given by
The relationship between Theorems 1.1 and 1.3 can be seen most easily by considering the case of one spatial dimension. In fact, when d = 1 the natural analogues of the estimates (1.7) and (1.10) are identities, explaining why this case is not included in the statements of these theorems; we expound this point in Section 4.
It is possible to prove (1.7) by modifying to the approach of Ozawa-Tsutsumi in [16] , and similarly, one can prove (1.10) by appropriately modifying the approach of Foschi in [9] ; these approaches are rather different. Here, our proofs of (1.7) and (1.10) are based on the alternative perspective in [3] , which has the main advantage of being simultaneously applicable to (1.7) and (1.10), thus permitting a streamlined presentation. A consequence of this is that the characterisation of extremisers in both Theorems 1.1 and 1.3 may be reduced immediately to finding the solution of the same functional equation. Furthermore, by using the approach based on [3] we are able to expose underlying heat-flow monotonicity phenomena in the general context of (1.7) and (1.10), extending some of the results in [3] . In particular, we shall prove the following.
is nonincreasing on (0, ∞). Similarly, for any β >
1−d 2
and
is nonincreasing on (0, ∞).
Organisation. In the next section we prove the sharp estimates appearing in Theorems 1.1 and 1. Proof of (1.7). Since the argument for σ = 2−d 4 may be found in [3] and we only need make straightforward modifications to handle general σ, we shall be brief in certain parts of the argument.
An application of Plancherel's theorem in space-time gives
Relabelling the variables (
Lemma 2.1. For each ζ ∈ R 2d we have
Proof. We have
via the change of variables (ξ 1 , ξ 2 ) = (η 1 + ζ 2 , η 2 + ζ 1 ) and subsequently polar coordinates ξ 2 = rω. By applying a rotation, we may replace ζ 1 +ζ 2 with |ζ 1 +ζ 2 |e 1 , and thus (via, for example, the Funk-Hecke formula; see [1] )
To obtain the claimed expression for the constant we change variables once more
where B is the beta function. An application of the identity B(x, y) =
completes the proof.
Lemma 2.1 and the symmetry relation dΣ η (ζ)dη = dΣ ζ (η)dζ imply that
Since the left-hand side of (2.1) is nonnegative, we may take the real part of both sides and apply the arithmetic-geometric mean inequality
and where we have used the fact that whenever
Remark. Notice that the function U 0 and the measure dΣ ζ in the current proof of (1.10) are slightly different to the U 0 and dΣ ζ used in the previous proof of (1.7).
We have decided to use the same notation in order to highlight that the two proofs are structurally the same.
Lemma 2.2. For each ζ ∈ R 2d we have
Proof. Using the change of variables (ξ 1 , ξ 2 ) = (
) and a subsequent polar coordinate change of variables in ξ 2 , we have
In the last step, we used the well-known formula
for the measure of the unit sphere in R d .
As in the proof of (1.7), we now use the symmetry relation dΣ η (ζ)dη = dΣ ζ (η)dζ, Lemma 2.2 and the arithmetic-geometric mean inequality to obtain
as desired.
Proof of (1.8) and (1.11). Expanding |ζ − η| 2 and using Plancherel's theorem we obtain
and therefore (2.4)
for any u 0 ∈ H 1 . The estimates (1.8) and (1.11) now follow at once from (1.7) and (1.10).
Proof of Theorem 1.5. The above proof of (1.7) in fact shows that
and the measure dΣ ζ (η) is given by (2.2). Replacing (u 0 , v 0 ) with (e ρ∆ u 0 , e ρ∆ v 0 ) for fixed ρ > 0, commuting the Schrödinger and heat flows, and using the support of dΣ ζ , we obtain
which is manifestly nonincreasing for ρ ∈ (0, ∞).
A similar argument based on the previous proof of (1.10) shows that
where, now, It was shown in Section 2 that (1.7) and (1.10) follow from a single application of the arithmetic-geometric mean inequality
for each ζ ∈ R 2d and each η in the support of dΣ ζ , which is obviously an equality if and only if U 0 (ζ) and U 0 (η) coincide. For each estimate, U 0 and dΣ ζ are slightly different.
For (1.10), U 0 = u 0 ⊗ v 0 and dΣ ζ is given by (2.3), which means (u 0 , v 0 ) is an extremising pair of initial data if and only if
for almost every ζ ∈ R 2d , and where Λ is a scalar function.
For (1.7), U 0 = u 0 ⊗ v 0 (− ·) and dΣ ζ is given by (2.2). Since U 0 (ζ) = u 0 (ζ 1 ) v 0 (−ζ 2 ) and for η in the support of dΣ ζ we have
is an extremising pair of initial data for (1.7) if and only if (3.2) holds.
and Re(a) < 0, then it is trivial to see that (3.2) holds. Showing that extremising initial data (u 0 , v 0 ) necessarily have gaussian form is a non-trivial task. Foschi [9] solved (3.2) in the case d = 2 under the assumption that the initial data are locally integrable, and here we show how to solve (3.2) for all d ≥ 2. The obvious extension of Foschi's argument for d = 2 appears only to go through to arbitrary even dimensions, with the Hairy Ball theorem providing the obstacle in odd dimensions; our argument works in all dimensions.
Extremisers characterisation for (1.7) and (1.10). First note that the right-hand side of (3.2) is symmetric in ζ 1 and ζ 2 and so it must be true that u 0 and v 0 are linearly dependent. Next, we show that whenever β ∈ (−∞, To extend this range, we may also use the reverse Hardy-Littlewood-Sobolev inequality to obtain
and with p = 4d 4β+3d−2 . We may conclude that u 0 is locally integrable as long as p ≥ 1 and this gives the constraint β ≤ Hence it suffices to find all locally integrable solutions f :
Remark. The functional equation is known as the Maxwell-Boltzmann functional equation. The system of equations
express the conservation of momentum and kinetic energy, respectively, during a binary collision, where (ζ, η) are the velocities of a pair of particles before collision, and (ζ ′ , η ′ ) are the velocities of the same pair after collision. Arguments which show that (3.3) has only gaussian solutions can be found, for example, in lecture notes of Villani [21] (see also Lions [15] and Perthame [17] ). In these arguments, f is assumed to be integrable which is not natural in our context. We also remark that the argument presented in [21] is very closely related to the argument used by Carneiro in [5] to characterise the extremisers to (1.5).
Following the overall strategy used by Foschi [9] , we proceed with Steps (I)-(III) as follows:
(I) Locally integrable solutions f of (3.3) must be continuous.
(II) Continuous and nonzero solutions of (3.3) never vanish.
(III) Continuous and never vanishing solutions of (3.3) must be gaussian.
The above strategy is familiar in the literature on solving functional equations and, as is often the case, the most difficult is the first.
For x, y ∈ R d we introduce the notation S(x, y) for the sphere in R d with centre 1 2 (x + y) and radius 1 2 |x − y|. It is also helpful to introduce the notation Π(x, y) for the bisector plane of the points x, y ∈ R d ; that is
Notice that x and y are antipodal points on S(x, y), and we have the following simple lemma.
Lemma 3.1. Let x, y ∈ R d . If P, Q ∈ S(x, y) are such that P + Q = x + y then
If, in addition, P, Q ∈ Π(x, y) then
and using a similar identity for Q, we obtain
Using the parallelogram law and the assumption that P + Q = x + y, we obtain |P | 2 + |Q| 2 = |x| 2 + |y| 2 as desired.
If we also assume that P, Q ∈ Π(x, y) then
and therefore, using Pythagoras' Theorem and P, Q ∈ S(x, y), we obtain |P − y|
For
Step (I), the fundamental result on which our argument is based is Proposition 7.5 from [9] , whose statement we now recall.
for (x, y) ∈ Ω, then any locally integrable solution f :
almost everywhere on Ω, must be continuous.
where H = H 0 : R 2 → R 2 is the map given by H 0 (x 1 , x 2 ) = (−x 2 , x 1 ). The nice properties of H are that it is smooth, isometric and H(x) is orthogonal to x for every x ∈ R 2 . Lemma 3.1 implies that solutions of (3.3) satisfy f (x)f (y) = f (P (x, y))f (Q(x, y)) and such functions are automatically continuous using Proposition 3.2. This argument almost immediately extends to R d when d is even, by taking P and Q exactly as in (3.5) and (3.6) , where
so that H is the block diagonal matrix with d 2 copies of H 0 on the diagonal; clearly, such a map H is smooth, isometric and H(x) is orthogonal to x for every x ∈ R d . However, it seems we cannot proceed like this when d is odd because of the Hairy Ball theorem from algebraic topology. In particular, it follows (see, for example, [19] ) from the Hairy Ball theorem that any continuous map H from an even dimensional sphere to itself cannot have the property that H(x) is orthogonal to x for every x (because there must exist some point on the sphere which is fixed, or some point on the sphere which is sent to its antipode). So, we cannot find an isometric map H : R d → R d which is continuous and is such that H(x) is orthogonal to x for every x when d is odd.
Our argument below applies to all dimensions d ≥ 2 independently of its parity. It is motivated to some extent by the proof of Lemma 7.20 from [9] , which concerns the functional equation f (x)f (y) = Λ(|x| + |y|, x + y) on R 3 × R 3 (in connection with sharp Strichartz estimates for the wave equation), and where the analogous geometric object to S(x, y) is the ellipsoid E(x, y) = {u ∈ R 3 : |u| + |x + y − u| = |x| + |y|} .
Foschi selects P (x, y) to be the unique point lying on E(x, y) ∩ y \ {y}. Here, we are using the notation y for the span of y ∈ R d . We cannot proceed in this way because if P (x, y) is the unique point lying on S(x, y)∩ y \{y} then P (x, y) = x·y |y| 2 y. Hence, for fixed x, we have P (x, λy) = P (x, y) and this means the invertibility of y → P (x, y) fails rather strongly.
Define smooth mappings
Geometrically, P (x, y) and Q(x, y) are the two intersection points of S(x, y) with the straight line passing through the origin and the point 1 2 (x + y), with P (x, y) the closest of these intersection points with the origin. It is also clear that P (x, y) and Q(x, y) are antipodal points on S(x, y) with P (x, y) + Q(x, y) = x + y.
We also have that
and this follows immediately from Lemma 3.1.
Define Ω = {(x, y) ∈ Ω : (x − P (x, y)) · P (x, y) = 0 and (x − Q(x, y)) · Q(x, y) = 0}.
For each nonzero x ∈ R d , the section Ω x = {y ∈ R d : (x, y) ∈ Ω} is dense in R d . This is a straightforward consequence of the following.
Proof. Clearly
and therefore
Obviously, |x − y| = |x + y| if and only if y ∈ x ⊥ . Also, (x − y) · (x + y) = −|x − y||x + y| implies that y = λx for some λ ∈ R with |λ| ≥ 1.
and (x − y) · (x + y) = |x − y||x + y| implies that y = λx for some λ ∈ R with |λ| ≤ 1. The lemma now follows.
For fixed x ∈ R d , our goal now is to show that the mappings y → P (x, y) and y → Q(x, y) are locally invertible on Ω x . For this, we argue by construction that a smooth inverse exists, and to ease notation, we may write P x (y) = P (x, y) and Q x (y) = Q(x, y).
If P · (x − P ) = 0 then we define the point C(x, P ) ∈ P by
Proof. We have that λP ∈ Π(x, P ) if and only if |λP − x| 2 = (λ − 1) 2 |P | 2 . This is clearly equivalent to 2λP · (x − P ) = |x| 2 − |P | 2 and the claim now follows.
We shall show that the mapping I x given by
is a smooth inverse for P x . Observe that (3.7) C(x, P ) = x + I x (P ) 2 so, geometrically, C(x, P ) is the centre of a sphere containing x and P , and I x (P ) is the antipodal point to x on this sphere.
Observe that if y ∈ Ω x then I x (P x (y)) is well-defined. Since y / ∈ x ⊥ we have
that is,
2 (x + y) ∈ Π(x, P x (y)). Lemma 3.4 implies that C(x, P x (y)) = 1 2 (x + y) and therefore, by (3.7) we get y = I x (P x (y)).
We remark that whenever x ∈ R d is nonzero and y ∈ R d , we have |P x (y)| < |x| and |Q x (y)| > |x|. These inequalities without strictness may be seen using the triangle inequality, and the strictness comes from the fact that y / ∈ x for y ∈ Ω x . So the image of Ω x under P x is contained in the open ball of radius |x| centred at the origin, and image of Ω x under Q x is contained in the complement of the closed ball of radius |x| centred at the origin. The same argument given above to establish that y = I x (P x (y)) also shows that y = I x (Q x (y)) for each y ∈ Ω x .
It now follows from Proposition 3.2 that all locally integrable solutions of (3.3) must be continuous and this completes Step (I).
For
Step (II), we must show that if f : R d → C is a continuous and nonzero solution of (3.3), then f never vanishes. To prove this, suppose f vanishes at some x 0 ∈ R d and take an arbitrary point y ∈ R d . It obviously suffices to prove that f (y) = 0. To see this, choose any two points P , Q ∈ S(x 0 , y) ∩ Π(x 0 , y) satisfying P + Q = x + y. Such P and Q are easily seen to exist; they are essentially unique when d = 2 and there is some choice for d ≥ 3. Then Lemma 3.1 implies
Using (3.3) it follows that either f ( P ) = 0 or f ( Q) = 0. So, we may conclude that there exists
|x 0 − y|. By repeating this procedure, we obtain a sequence (x n ) n≥0 such that |x n − y| = 1 √ 2 |x n−1 − y| for each n ≥ 1 and f (x n ) = 0 for each n ≥ 0. Thus, x n is a convergent sequence to y, and the continuity of f implies that f (y) = 0, as desired.
Remark. The above proof for
Step (II) is a simple extension of the proof of Lemma 7.13 in [9] to higher dimensions. For this argument, we do not need to consider the invertibility properties of the mappings P and Q (thus side-stepping the obstacle from the Hairy Ball Theorem alluded to earlier) and the important consideration here is the distance of P and Q to y.
For the final
Step (III), we must show that whenever f : R d → C is continuous, never vanishes and satisfies (3.3), then
for some a, c ∈ C and b ∈ C d . By replacing f with f (0) −1 f , we may now assume that f (0) = 1. Therefore, whenever x ⊥ y we have
so that f satisfies an orthogonal Cauchy functional equation.
Let g be given by g(x) = f (x)f (−x); then g is continuous, g is even, g(0) = 1 and whenever x ⊥ y we have
Similarly, let h be given by h(
f (−x) ; since f never vanishes, h is well-defined and continuous. Also, h(0) = 1, h(x)h(−x) = 1 and whenever x ⊥ y we have
Since f = gh, we use the following classical result.
Proposition 3.5. Suppose k : R d → C is continuous, k never vanishes, k(0) = 1 and
This completes our proof that locally integrable solutions f :
for some a, c ∈ C and b ∈ C d , and the characterisation of extremisers in Theorems 1.1 and 1.3 follow.
We may regard (3.3) as a Cauchy functional equation restricted to the paraboloid {(x, |x| 2 ) : x ∈ R d } and an impressive recent result of Charalambides [6] , on the solution of Cauchy functional equations restricted to a rather general class of submanifolds, implies that (3.3) has solution f (x) = exp(a|x| 2 + b · x + c) under the assumption that f −1 (0) is null. Our argument above, of course, means that f is continuous and consequently never vanishes (for non-trivial f ) so that this pre-image set is empty. From this point, we may slightly shorten our argument by invoking [6] ; however, the main purpose of including our solution of (3.3) is that it is self-contained and it is hoped the geometric construction leading to the continuity of f may be useful in other related contexts.
Extremisers characterisation for (1.8) and (1.11). We saw in Section 2 that the estimates (1.8) and (1.11) follow from (1.7) and (1.10), respectively, followed by (2.4). When u 0 = v 0 , extremisers of (1.7) and (1.10) are of the form u 0 (η) = exp(a|η|
and Re(a) < 0, and since (3.9)
vanishes when | u 0 | is radial, it is clear that we have equality in (1.8) and (1.11) whenever u 0 (η) = exp(a|η|
for some a, c ∈ C, b ∈ C d , Re(a) < 0 and Re(b) = 0. In order to show that there are no further extremisers, it suffices to show that the quantity in (3.9) is nonzero whenever Re(b) is nonzero. For such b ∈ C d we may perform a change of variables (ζ, η) → (Rζ, Rη) in (3.9), for a suitably chosen rotation R, so that it suffices to consider b ∈ C d such that Re(b) = b 1 e 1 , where b 1 is a strictly positive real number. Now
and for such u 0 we have
where C is some strictly positive constant depending on a and c. Since b 1 > 0 it follows that the quantity in (3.9) is nonzero, as desired.
Further results

4.1.
One spatial dimension and the role of the conjugate. In the case of one spatial dimension, there are identities which are the analogues of the sharp estimates in Theorems 1.1 and 1.3. We present these identities briefly here, for completeness and to elucidate the role of the complex conjugation. The role of the complex conjugate on one of the solutions in Theorem 1.1 appears to be crucial at the level of optimal constants and extremisers; see the forthcoming Theorem 4.1.
For the analogue of (1.7), we have
by the well-known approach of writing
, using Plancherel's Theorem, and then undoing the previous change of variables. The jacobian from the change of variables is 2|ζ − η| and it is clear from (4.1) that this interacts precisely on taking (−∂ x ) σ -derivatives of (uv)(t, x).
On the other hand, for the analogue of (1.10), we have
and therefore, if u 0 and v 0 have separated supports,
This follows in a similar way by writing
and conjugating use of Plancherel's Theorem with the change of variables (ζ, η) → (ζ + η, −ζ 2 − η 2 ) on the half-plane H = {(ζ, η) ∈ R 2 : ζ < η}. The jacobian from the change of variables is again 2|ζ − η|, so it no longer interacts precisely with (−∂ x ) σ -derivatives. The derivative with multiplier |
Despite the above observations concerning the delicate role of the complex conjugate on one of the solutions, we know, for example, that for the Ozawa-Tsutsumi exponent, the estimate
holds for some finite constant
. This can easily be seen using Sobolev embedding, Hölder's inequality, and the mixed-norm linear Strichartz estimate
for the solution of (1.1). Although we do not know the optimal constant in (4.2) we can at least determine when d = 3 that isotropic centred gaussians are not extremisers, highlighting the importance of the complex conjugate in Theorem 1.1. is not a critical point for the functional
Proof. If Φ is the functional given by Φ(u 0 , v 0 ) = (−∆) for almost every x ∈ R 3 . Here, we are using ∨ to denote the inverse (space-time) Fourier transform, and C is some constant (depending on (u 0 , v 0 ) ). Throughout this proof, we shall use C for constants, which may depend on (u 0 , v 0 ) and are not necessarily the same in each instance.
We are interested in the case where u 0 = v 0 , and using that M ∨ (t, x) is a constant multiple of δ(t)|x| −2 we obtain that exp(it∆) v(t, ·)(M ∨ * uv)(t, ·) (x) = C which means u(t, ·)u 2 (t, · − y) is a certain gaussian whose exact Schrödinger evolution we can calculate explicitly. After some straightforward calculations and simplifications, and by multiplying both sides of (4.4) by exp( By twice interchanging summation and integration, which may be justified by routine considerations using the above expression for α k (r, t), (4.5) is equivalent to To see that this is false, split the integral as I 1 − I 2 by splitting the term in square brackets in the obvious way. Then one can calculate that
