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1. INTRODUCTION 
The theorem of Bernstein says that if f is periodic with period 21r and 
satisfies a Lipschitz condition with exponent exceeding 4, then the Fourier 
series off converges absolutely [8, pp. 240-2411. The analogous theorem for 
Fourier transforms also holds with an integral smoothness condition [6, 
pp. 115-1171. The theorem generalizes to several dimensions, but we first 
need to define the Lipschitz classes: If 0 < (Y < 1, and f is a complex valued 
function on R” (n = 1,2,...), then we say f is in Lipschitz class OL (f E Lip CY) 
if for some constant K 
If (4 - f WI G K I x - Y Ia* 
For other positive 01, let [m] denote the greatest integer not exceeding 01 and 
[[a]] the greatest integer smaller than 01. Then f E Lip 01 if f has all derivatives 
of order [[a]] and if all these derivatives are contained in Lip(cw - [[a]]). 
The multiple Fourier series analogue of Bernstein’s theorem [4, pp. 39-401 
has as its hypotheses that f be periodic in n variables and that f E Lip 01 for 
some 01 exceeding n/2; under these conditions the Fourier series off converges 
absolutely. 
This theorem also has an analog for multiple Fourier transforms: 
THEOREM 1. Suppose f is integrable on Rn and has k = [n/2] deriwatives 
with respect to each variable. Suppose further that for j = l,..., n and 
Y  = 0, l,..., k - 1 
D/f(x) + 0 as I xj I - a, 
* The research in this paper was supported by a grant from the Assistant Professor 
Research Fund at the University of Missouri, St. Louis, Missouri. 
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where x = (xl ,..., xn). Then if for some u > n/2 and each j(j = l,..., n) 
JR,, [ D,“f(x + h) - D,“f(x)l” dx = O(l h j2a-2k) it foZZows that 
where 
r If(Y)I dY --c *9 
- R” 
j(y) = j,,f(x) t+.u dx. 
(dir = dx, dx, -a* dx, is Lebesgue measure on R”, and Djk = ak/axjk.) 
The theorem can be proved along the lines of [4, pp. 39-401 and [6, p. 115- 
1171. 
Our aim in this paper is to prove a theorem for Hankel transforms ana- 
logous to Theorem 1. 
2. DEFINITIONS AND NOTATIONS 
Let v be a real number greater than - 4 and let 1 <<p < CO. Let A,P 
consist of all measurable functions f on [0, co) such that 
where 
dm,(x) = [P~(v + 1)1-l x2V+1 dx. 
Let A, = /IV1 and J/f 11 = VI] f j]r , and let A” consist of the essentially bounded 
functions on [0, co) with the usual norm. 
The index v will be supressed when there is no danger of ambiguity. 
For f E A, , the Hankel transform off is defined by 
-@NY) = s A(xr)f(x) dm&), 
where 
2x4 = PT(v + 1) x-‘Jv(x), 
and where Jy is the Bessel function of the first kind of order v. 
We define a convolution by setting 
@“(x y z) = 23”-1r(v + II2 qx> Ys darl 
9 , 
uv + 4) w bY42’ ’ 
* The integral without limits will always denote the integral over all of [O, CO). 
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where d(x, y, z) is the area of a triangle with sides X, y, and z if such a one 
exists and @J.z”, y, z) = 0 otherwise. 
@, has the following properties: 
@“(X, y, 4 = 0 unless 1 y - z 1 < x < y + z, (2.2) 
and of course, @“(x, y, z) is symmetric in all three variables. We set 
f *v &> = /Jf(Y) &> @“(% Y, 4 d%(Y) d%M 
and as in the case of convolution of integrable functions on the line we have 
the following inequalities. 
(see [31). 
Ilf*“gIl Gllfll -llgll ( f, g E 4. (2.3) 
llf*“~Ilm~llfll’IIgllUl (fEA,,gEAm). (2.4) 
If f and g are in A, , we also have 
(2.5) 
We will make use of the A,2 theory, Ref. [2, pp. 144-1451: 
LEMMA. I f  f  and g are in A V2, then XV f  exists as a limit in AV2 of 
f  A f  (x) $Y(xy) dmb) 0 
as A+ 03, andwe have 
and 
II $f II2 = llf II2 9 s&f =f be.>, (2.6) 
jf(xJg(xl dm,(x) = J’ Kf(y) K&y) dmJy)- (2.7) 
Finally, we will also need the notion of a function f in A, convoluted with 
a unit point mass situated at h > 0. We define 
fh(x) = f  b9 h; x) = j @,(h, x, y)f (y) dm,(y). 
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If f is contained in A, P then it is easy to show that fh E A,“. Moreover, , 
KfhW = Kf (Y) Avd (f E 4 orf E 43 W-Y 
because of (2.1) and the Lemma. 
We remark now on a fact that will be used later. If n = 2~ + 2 is an integer, 
then the space A, is as a Banach algebra isometrically isomorphic to the space 
L,(P) of radial integrable functions defined on Rn and the Fourier trans- 
forms of such functions restricted to a half-axis are, in fact, the Hankel 
transforms of functions of A, [ 1, pp. 69-791. 
3. The first theorem that we prove is a direct translation of Theorem 1 
into the language of Hankel transforms. There are two crucial points of 
change. The first is that translation is not a useful notion for working with the 
space A,; however, translation of a function defined on Rn can also be thought 
of as convolution with an appropriate unit point mass. The second is that the 
proof of Theorem 1 is based on the fact that repeated integration by parts with 
respect to xj of 
f(y) = s,. f (x) I?--i=y dx 
yields 
f(Y) = (W” mmf)A (Y) 
if f has m derivatives with respect to xi and if 
Dj’f(y) -+ 0 as lYjl-+W (T = 0, I,..., m - 1). 
The corresponding relationship for Hankel transforms is 
where 
Zf w = (- I>” X+m~f w, (3.1) 
9f (x) = x-‘Of (x). 
Equation (3.1) holds under the assumption that the derivatives exist and 
that 
Dif(X) = 0(x-V-1/2) as A--+ a3 (j = 0, l,..., m - 1). (3.2) 
THEOREM A. Suppose ar > v  + 1, K = [V + I], and suppose f  E A, has k 
derivatives satisfying (3.2) for 0 <j < k - 1, and 
I 1 SFf(v + k, h; x) - LPf(x)12 dm,+,(x) = O(h20-2”). (3.3) 
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s I W(Y>l N(Y) < oa* (3.4) 
For a proof of this theorem we use a method adapted from [4] and [6]. By 
application of Eq. (2.6) and then Eq. (2.8) to the left side of Eq. (3.3), we 
have 
Let x0 be the smallest positive zero of fv+k and let p be a positive integer. 
Then if we set h = 2-%, we have that [ 1 - $v+k(hy)]2 is bounded below by a 
positive constant C for 2p-1 < y < 2p. 
Hence, 
s 
2y 1 x”+@y(y)l” dm,+,(y) = 0(22’k-9 
p-1 
since the integral above is bounded by l/C times the left side of (3.5). 
Finally, by the Schwarz inequality and (3.1) 
Thus, 
Now, 
I 2’ 1 &f(y)1 &n,(y) = 0(2”“+1-“‘). p-1 
so, if 01 > v + 1, then the sum converges by (3.6), and (3.4) must hold. 
(3.6) 
4. Theorem A is not entirely satisfactory since the result depends on the 
behavior of Qkf(v + k, h; x) rather than only on f and its derivatives. The 
main theorem of this paper, Theorem B, strengthens the necessary conditions 
contained in the following theorem which is proved in [5]. 
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THEOREM 2. Let p = [v + $1 and suppose f  is in A, , then XV f  has p 
continuous derivatives on (0, 0~) satisfying 
and 
DQZ"f(Y) = o(y-Q) as y+ 03 (q = 0, I,...,p) 
I DPKf(W - ~*-%f(r)l ,< h(h, r) y-* I X - 1 Iv+t-P, 
where 
h(h,y)+O as h-1. 
To get hypotheses for the main theorem we will strengthen the conclusions 
of Theorem 2 by developing integral conditions and requiring good behavior 
near the origin. If f  has K-bounded derivatives on (0, co), let 
Wj(h, x) = sup 1 f(i)(x) - f’j’( y)j” (j = 0, I)..., h), 
where the supremum is over ally satisfying 1 N - y I < h. Define 
w,(h) = j- W,(h, x) k(x) (j = 0, I,..., h). 
We now state the main result in terms of these notions: 
THEOREM B. Suppose f  E A,, cx > v + 1 and, K = [v + 11. Assume 
further that 
f  E Lip a, 
w,(h) = O(h2=-2”) (j = 0, l,..., K), 
and 
f(j)(x) = 0(x-Y-1/2) (j = 0, I,..., h - 1). (4.1) 
Then 
zvf GA,. 
Proof. It will suffice to show thatf satisfies (3.3) and hence the hypotheses 
of Theorem A. 
We may make a number of assumptions without loss of generality. 
First, let g be an infinitely differentiable function with compact support 
such that 
g(j)(O) = f(j)(O) (j = 0, l,...) K). 
Repeated integrations by parts shows that zg E A,, whence HV f  E A, if 
and only if XV(f - g) E A, . Thus we may assume 
f(j)(O) = 0 (j = 0, I,..., K), (4.2) 
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whence by repeated integrations 
f(j)(x) = 0(&j) (j = 0, l)..., k). (4.3) 
Secondly, we may assume the theorem proved in the case where 2v is an 
integer; for in this case if n = 2~ + 2, and F is the isometry from A, to 
L,.(P) we see that if f satisfies (4.2) and the hypotheses of this theorem, then 
.7f satisfies the hypotheses of Theorem 1, whence (9-f)” is in L(F). Since 
tiV f is the restriction of (Ff)^ to a half-axis we have that XV f E A, . 
The use of this assumption is that we always have 
v+1--K>o. 
Thirdly, we can dispose of the cases v < 0 in a straightforward manner: 
If v < 0, then k = 0 and it suffices to show that 
ss I f w - f WI” @“vh x3 r> d%(X) hb) = W2”) 
for some 01 > v + 1. But the integral above is actually 
Thus by combining the foregoing with the assumption that 2v is not an 
integer we may assume in the rest of the proof that 
k > 0. 
Let I(h) denote the left side of (3.3). It is easy to show that .Wj(x) is a 
linear combination of terms of the form 
+zkf(j)(x) (j = I,..., k). 
Thus we must investigate integrals of the form 
I,(h) = J/ 1 &-2*f (j)(x) - yi-2y (j)(y)\* 
x ~Y+k(~~ x9 Y) %+?A4 d%+Jc(Y), (j = l,..., k). 
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By the Schwarz inequality, we have 
where 
(lj(h))“” 6 (Kj(h))“” + (Lj(h))“‘, 
G(h) = jj x2j-4k I f’j’(4 - f’j’(Y)l” @“+k(k x, Y) ~%+,(“4 &M(Y) 
and 
L,(h) = j j  1 f’j’(y)~2 1 X’-2k - yj-2k I2 @,+,(h, X, y) dm,+k(x> dmy+k(y). 
In this proof we will estimate a number of integrals and show that each one 
is O(P) for some j? (depending on the integral) exceeding 2(v + 1 - K). This 
will suffice to show that f satisfies the hypotheses of Theorem A for some 01 
exceeding v + 1. We will frequently make use of Fubini’s theorem without 
explicit reference. We have 
To estimate &(h), note that since @Y+k(h) X, y) = 0, unless 
y < x + h 6 2h, we have that 
1 f(j)(,) -f ‘j’(y)1 = O(xk-j) + O(yk-j) = o(hk-q 
by (4.3), whence 
&l(h) = o(h2k-21) j’” j” X2i-4k@y+k(h, x, y) do,+, thy+&) 
= ()(h2k-2’) ($2’:2v-2k+2) 
= O(jp”) 
by (2.4). Finally, 2~ + 2 > 2(v + 1 - K) since we are assuming that K > 0. 
Now to estimate Kj,,(h) we use the fact that f  E Lip a: for some 01 > v + 1, 
whence 
(f ‘j’(x) -f “‘(y)l < I x -y Isj 
where&=lifO<j<<and/?,>v+l-k.Thus 
%,2(4 = O(h2”‘) js’ X2i-4k@v+k(h, X9 Y) dm,+k(x) dm~+k(Y) 
h 
= O(h2@) 
409/34/I-14 
210 SCHWARTZ 
by (2.4) since 2j - 4k + 2v + 2/z + 1 > - 1. Finally, 
Since 2j - 4k < 0, we have 
To estimate L,(h) assume h < 1 and choose E > 0 so small that 
and write 
v - 2rk 3 0 
+ j; j: d%+,(Y) d%+&> + j," j: d%+dY) d%+kw 
+ j:sp dmYfkb9 dm,+, (4 + jm jm h+&) dmv+dx) 11 
We will make use of the following relations 
v-1 
1 x-9 -y-P ) = 1 x - y 1 (xy)-p c x--1yr 
7=0 
s-1 
= 1 x -y 1 z. x-+1y- (4.5) 
9-l 
BhC Y .--T-l T-P 
9-O 
if 1 x - h 1 < y < x + h and p = 0, 1, 2 ,..., and we also note that 
d(h, x, y) < hx. 
We will frequently use (2.4)-(2.7), and Fubini’s theorem in the following 
estimates without explicitly referring to them. 
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Because of (2.2), the integrand in Lj,l(h) is zero unless 
After applications of Eqs. (4.3) and (4.5), it follows that L,,r(h) is bounded 
by a sum of terms of the form 
h+h’+E h’+E 
h2 
s I 
y2k-2iX-2r-2 y2’-4”+2j@v+,(h, x, Y) %+,(x) dmv+k(y) h-h +( 
1 
o 
(r = 0, I,..., 2rk -,j - 1). 
The expression above is equal to 
h20(h2r-2k) fT’ x-27-2 dm,+,(r) 
since 0 < r < 2k - j and by application of (4.4). 
As above, Lj,,(h) is bounded by a sum of terms of the form 
h2 2 X-2’-2y2r+2j-S~~y+~(h, X, y) dm,+,(x) &z,+~( y) , 
(r = 0, l,..., 2K - j - l), 
and as before, the integral does not exceed 
jj2h-(l+c)(2rt2) 2h 
s 
1 f"'(y)/" y2'+2i-4k d,&+k(y) o 
= h2-(1+d(2r+2) O(h2v+2+2r) 
= h2 O(h242rf2)) 
= O(h2) 
by (4.4) and the fact that r does not exceed 2K - 1. 
To estimate Lj,3 , first note that the range of integration is contained in 
y < x + h < 2x; thus if p is a nonnegative integer, we have from (4.5) that 
( x-z’ - y-p 1 ,< h z; (+)-r-l y-p = h O&p-l). 
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Thus Lj,,(h) is bounded by a sum of terms of the form 
.l .rfh 
h2 
J! h r-h I P’(r)l” O(Y~~-‘“-~) @v+dh, x, Y> dmv+dy) dw+&) 
=h2 ~~hO(y2k-2j)()(yZj-4k-2)y2r'ZL+l~y 
=hZO(jyh ) y2”-l dy = O(h2), (Y = 0, l,..., 2k - j - l), 
since we are assuming v > 0. 
We estimate Lj,*(h) assuming only that j(j) is bounded. This will also 
provide an estimate for Lj,5(h) since that integral-except for the factor 
f’ j)(y)-is obtained from Lisa by interchanging x and y. 
We assume h < &; then by (2.2), @“+Jh, X, y) is zero unless 
x-h<y or x<y+h. 
Since x exceeds 1 and y is no greater than 1, we have 
L&h) =.laj’j’ I f”‘(y)l’ I rp - Y+ I2 @v+k(h, x, Y) dmv+rc(y) dmv+&). 
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Now by Eq. (4.5), 
9-l 
1 f(j)(y)1 1 x-p -y-p 1 = O(h) c x-‘-lyr-p 
9kO 
= O(h) 
on the range of integration, whence 
Li,,(h) = j;‘” j;,, PW12 @v+dh ~1 Y) d7ny+dY) dmv+&) 
whence 
= O(h)2; 
hih) = W2) 
as well. 
Using Eqs. (4.1) and (4.5) we have that L,,#) is bounded by a sum of 
terms of the form 
O(h2) j; o( Y-~~-‘) y2r-4k+25 j’+ rZr-%%+k(h, x, Y) dw+&) dm,+,(y) 
t/-h 
(I = 0, l)...) 2k - j). 
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Now, assuming h < 4, we have 
x>y-h>$. 
So the integral above is bounded by 
O(h2) ,; O(y-2v-1+2r-4k+2j) (-$)-“‘-” s:I: @,+,(h, x, y) dm,+,(x) dn~~+~(y) 
= O(h2) 1; y-2v-4k+2i-3 ~wz,+~( y) 
= O(h2). 
Q.E.D. 
&FRRRNCES 
1. S. BOCHNER AND K. CHANDRASEKHARAN, “Fourier Transforms,” Princeton Univ. 
Press, Princeton, N. J., 1949. 
2. D. L. GUY, Hankel multiplier transforms and weighted p-norms, Trans. Am. 
Math. Sot. 95 (1960), 137-189. 
3. I. I. HIRSCHMAN, JR., Variation diminishing Hankel transforms, J. Anal. Math. 8 
(1960/61), 307-336. 
4. S. IGARI, Lectures on Fourier series of several variables (mimeographed notes), 
Mathematics Department, University of Wisconsin, Madison, Wisconsin, 1968. 
5. A. L. SCHWARTZ, The smoothness of Hankel transforms, 1. Math. Anal. Appl. 28 
(1969), 500-507. 
6. E. C. TITCHMARSH, “Introduction to the Theory of Fourier Integrals,” Oxford 
Univ. Press, London/New York, 1959. 
7. G. N. WATSON, “A Treatise on the Theory of Bessel Functions,” Cambridge 
Univ. Press, London/New York, 1966. 
8. A. ZYGMUND, “Trigonometric Series,” Vol. I, Cambridge Univ. Press, London/ 
New York, 1959. 
