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minimize $\frac{x^{T}Ax}{x^{T_{X}}}$ , (2.1)














minimize $x^{T}Ax$ , (2.4)
subject to $x^{T}x=1$ , (2.5)
$x\in \mathbb{R}^{n}$ . (2.6)
$\mathbb{R}^{n}$
135
$x^{T}x=1$ , $\Vert x\Vert=1$
1 $(n-1)$ - $S^{n-1}:=\{x\in \mathbb{R}^{n}|\Vert x\Vert=1\}$
2.2
2.3.
minimize $x^{T}Ax$ , (2.7)




2.3 $St(p, n)$ $:=\{Y\in \mathbb{R}^{n\cross p}|Y^{T}Y=I_{p}\}(p\leq n)$
:
2.4.
minimize tr$(Y^{T}AYN)$ , (2.9)
subject to $Y\in$ St $(p, n)$ . (2.10)






$tr$ $((YQ)^{T}A(YQ))=$ $tr$ $(Q^{T}Y^{T}AYQ)=$ $tr$ $(Y^{T}AY)$ . (2.11)





minimize tr $(Y^{T}AY)$ , (2.12)
subject to $[Y]\in$ Grass $(p, n)$ $:=O(n)/$ St $(p, n)$ . (2.13)
$[Y]\in$ Grass $(p, n)$ $Y\in$ St $(p, n)$ $[Y_{*}]$
$A$
$p$
Grass$(p, n)=O(n)/$ St $(p, n)$
2 $S^{n-1}$ St $(p, n)$
$\mathbb{R}^{n}$ $\mathbb{R}^{n\cross p}$
Grass $(p, n)$ $p$ $\mathbb{R}^{n\cross n}$
[5,6].
Grass $(p, n)\simeq\{X\in \mathbb{R}^{n\cross n}|X^{T}=X,$ $X^{2}=X$ , rank$(X)=p\}$ (2.14)
$=\{X=YY^{T}|Y\in St(p, n)\}$ . (2.15)
$X=YY^{T}$
$tr$ $(Y^{T}AY)=$ $tr$ $(AYY^{T})=$ $tr$ $(AX)$ (2.16)
2.5 :
2.6.
minimize tr$(AX)$ , (2.17)
subject to $X\in$ Grass $(p, n)$ $:=\{X\in \mathbb{R}^{n\cross n}|X^{T}=X,$ $X^{2}=X$ , rank(X) $=p\}.$
(2.18)
2
St $(p, m)\cross$ St $(p, n)$
2.7.
maximize tr $(U^{T}AVN)$ , (2.19)










maximize $\sum_{l=1}^{K}\Vert$diag $(Y^{T}A_{l}Y)\Vert_{F}^{2}$ , (2.21)







subject to $x\in \mathbb{R}^{N}.$
Algorithm 1 $\mathbb{R}^{N}$
1: $x_{0}\in \mathbb{R}^{N}$
























Algorithm 2 $-$ $M$ $= ^{}-$
$x_{0}\in M$








maximize $f(Y)= \sum_{l=1}^{K}\Vert$diag $(Y^{T}A_{l}Y)\Vert_{F}^{2}$ , (3.1)
subject to $Y\in O(n)$ . (3.2)
$QR$
$R_{Y}(\xi)=$ qf $(Y+\xi)$ , $Y\in St(p, n)$ , $\xi\in T_{Y}St(p, n)$ (3.3)
qf$(\cdot)$ $QR$ $Q$
$f$
$gradf(Y)=-4\sum_{l=1}^{N}Y$ skew $(Y^{T}A_{l}Y$ diag $(Y^{T}A_{l}Y))$ , (3.4)
$Hessf(Y)[\xi]$
$=P_{Y}(D(grad\overline{f})(Y)[\xi]-\xi$ sym$(Y^{T}gradf(Y)))$
$=-4 \sum_{l=1}P_{Y}N$ ( $A_{l}\xi$ diag$(Y^{T}A_{l}Y)+2A_{l}Y$ diag $(Y^{T}A\iota\xi)-\xi$ sym$(Y^{T}A_{l}Y$ diag$(Y^{T}A_{l}Y))$ ).
(3.5)
$P$
$P_{Y}(W)=Yskew(Y^{T}W) , Y\in O(n), W\in \mathbb{R}^{n\cross n}$ (3.6)
$Hessf(Y)[\xi]=-gradf(Y)$ (3.7)
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$-4 \sum_{l=1}^{N}P_{Y}(A_{l}\xi$ diag$(Y^{T}A_{l}Y)+2A_{l}Y$ diag $(Y^{T}A_{l}\xi)-\xi$ sym$(Y^{T}A_{l}Y$ diag $(Y^{T}A_{l}Y)))$
$=4 \sum_{l=1}^{N}$ ($A_{l}Y$ diag$(Y^{T}A_{l}Y)-Y$ sym $(Y^{T}A_{l}Y$ diag $(Y^{T}A_{l}Y))$ ).
(3.8)
$\xi\in T_{Y}O(n)$ $\xi=YB,$ $B\in Skew(n)$ $Hessf(Y)[\xi|$
$Y^{T}Hessf(Y)[\xi]\in$ Skew$(n)$ $T_{Y}O(n)\simeq$ Skew$(n)$
$Hessf(Y)[\xi]$ Skew$(n)$ $H$ :
$H(B):=Y^{T}Hessf(Y)[YB]$ (3.9)
$=-4 \sum_{k=1}^{K}$ skew ($Z_{k}B$ diag$(Z_{k})-BZ_{k}$ diag$(Z_{k})+2Z_{k}$ diag $(Z_{k}B)$ ). (3.10)
$\dim$ (Skew $(n)$ ) $=n(n-1)/2$ $B$ ( )
$A=(a_{1}, \ldots, a_{n})$ vec $(A)=(\begin{array}{l}a_{1}a_{2}\vdotsa_{n}\end{array})$
$n$ $A=(a_{ij})$ veck $(A)=(a_{n,n-1}a_{32}a_{n2}a_{n1}a_{21}]$
$A\in$ Skew $(n)$ $n$ duplication matrix $D$
$D$ veck $(A)=$ vec $(A)$ (3.11)
$D^{T}D=2I$




$=-2D^{T} \sum_{k=1}^{K}\frac{1}{2}(I-U)$ vec ( $Z_{k}B$ diag$(Z_{k})-BZ_{k}$ diag$(Z_{k})+2Z_{k}$ diag$(Z_{k}B)$ ) (3.14)
$=-D^{T}(I-U) \sum_{k=1}^{K}($diag$(Z_{k})\otimes Z_{k}-Z_{k}$ diag $(Z_{k})\otimes I+2(I\otimes Z_{k})E(I\otimes Z_{k}))D$ veck$(B)$ .
(3.15)
$H(B)$
veck$(H(B))=F_{H}$ veck$(B)$ , (3.16)




$\xi\in T_{Y}O(n)$ $\xi=YB,$ $B\in$ Skew$(n)$ $B$






$\Leftrightarrow$ veck$(H(B))=-$ veck$(Y^{T}gradf(Y))$ (3.22)
$\Leftrightarrow F_{H}$ veck$(B)=-$ veck$(Y^{T}gradf(Y))$ . (3.23)
$F_{H}$ veck$(B)=-$ veck$(Y^{T}gradf(Y))$ (3.24)
veck$(B)=-F_{H}^{-1}$ veck$(Y^{T}gradf(Y))$ (3.25)
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