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Validation of Queries to a Relational Data Base
Douglas Ray Hainline
This thesis addresses the problem of preventing users of a 
data base system from interrogating it with query 
language expressions which are syntactically and 
semantically valid but which do not match the user's 
intentions. A method of assisting users of a relational data 
base to formulate query language expressions which are valid 
representations of the abstract query which the user wishes 
to put is developed.
The central focus of the thesis is a method of 
communicating the critical aspects of the semantics of 
the relation which would be generated in response to a 
user's proposed operations on the data base. Certain classes 
of user error which can arise when using a relational 
algebra query system are identified, and a method of 
demonstrating their invalidity is demonstrated. This is 
achieved by representing via a graph the consequences of 
operations on relations. Also developed are techniques 
allowing the generation of pseudo-natural language text 
describing the relations which would be created as the 
result of the user's proposed query language operations.
A method of allowing the creators of data base relations to 
incorporate informative semantic data about their relations 
is developed. A method of permitting this data to be 
modified by query language operations is specified. 
Pragmatic linguistic considerations which arise when this 
data is used to generate pseudo-natural language statements 
are addressed, and examples of the system's use are given.
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This thesis describes an approach to providing a 
significant measure of semantic validation for user queries 
to a relational database. The problem addressed is the 
question of how to provide assurance to the casual user of 
a formal query language that a particular query expression 
constructed by him corresponds to his intentions. The query 
language chosen to illustrate the approach is relational 
algebra.
The method expounded in the thesis has been realised in a 
computer program. This program accepts relational algebra 
queries typed in by the user, and returns a pseudo-natural 
language "reverse translation" of the query. The following 
is an example of the system in operation:
Consider a database consisting of two two-column 
relations: PSL, associating Persons and the Languages 
spoken by them; and PRL, associating Persons and the 
Languages they read. The system described in this thesis 
can take as input the superficially-similar relational 
algebra query expressions (PSL % [Person]) - PRL % 
[Person]) and (PSL - PRL) % [Person] (a difference between 
two projected relations, and a projection of two 
differenced relations, respectively) and generate text 
which will allow the user to see the difference between
Summary
the semantics of the two queries. The first expression 
yields persons who speak a language but read none. The 
second expression returns the broader set (which includes 
the first group) of persons who speak a language which they 
do not read.
The methods developed in this thesis to accomplish 
the "reverse translation" are a novel approach to query 
validation and constitute an original contribution to 
knowledge. The layout of the thesis is as follows:
Chapter I places the problem of query validation 
within the context of validation in general, reviews 
research into the types of errors that database users make 
in placing queries, distinguishes among three levels of 
reference for the term 'query', analyzes queries in terms 
of their component features, and surveys related work.
Chapter II expounds the foundations of the approach 
developed in the remainder of the thesis by setting out 
precise definitions for the relational approach to data 
base design, and discussing the relevance of the 
Entity/Relationship approach to the present work. It then 
summarises the method used (translation of Relational 
Algebra expressions into information-bearing graphs), 
and discusses the kind of validating information conveyed 
to the user by the process.
Summary
Chapter III describes the abstract data structure (a 
directed graph) which is the underlying mechanism through 
which "reverse translation" is achieved.
Chapter IV continues the exposition of the techniques 
of reverse translation by describing the effect of each 
Relational Algebra operator on the graphs attached to the 
relations upon which these operators are applied. Example 
queries using each operator demonstrate the pseudo-natural 
language text generated from the graphs of the relations 
derived from Relational Algebra queries.
Chapter V takes up the methods needed to deal with 
"qualified entities" (those which have been affected 
directly or indirectly by a Relational selection 
operation).
Chapter VI deals with the methods needed to handle 
Relational set operations.
Chapter VII provides a set of example queries illustrating 
various possible user "traps", and demonstrates the 
application of the techniques developed in previous 
chapters to each of them.
Chapter VIII concludes with a discussion of the promise and 
limitations of the approach developed in the thesis, with 
particular reference to possibilities for further research.
Summary
A list of references is followed by appendices containing 
listings of the Pascal code used to implement the approach 
of the thesis, and examples of sessions creating domains 
and base relations.
Summary
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1.1 Introduction
The evolution of computer technology has steadily 
expanded both the scope of applications for which 
computers can be used, and the number of people brought 
into direct contact with computer-based systems. The 
development of direct-access mass storage technology 
allowed the modelling of complex systems in data bases, 
while visual display units allowed new layers of users 
casual access to this data, mediated by query languages.
The relationships and properties of the objects 
represented in a database can be modelled via several 
formalisms. One of the simplest of these, sustaining a 
large proportion of database-oriented research, is the 
relational approach, which provides the data model 
assumed in this thesis.
Each relation in a relational data base is normally 
intended to represent collections of real-world 
objects. Each relation also has an "intention" which can 
be expressed by a user who understands the application 
and the data base model of it. A user who understands 
both the semantics of a query language and the intention 
of the relations which are used as arguments to query 
language expressions will be able to describe the 
intention of the relation which is yielded by the query 
process.
The fact that human beings can "generate" descriptions of 
derived relations suggests that it would be useful to 
investigate the possibility that a machine can do the 
same thing. A machine-implementable method for generating 
descriptions of derived relations would be a powerful 
method of validating that the relation derived as the 
result of a complex query expression was indeed the 
relation desired by the user.
In pursuit of this goal, this thesis develops a method of 
constructing, for the base relations of a relational 
data base, graph structures which can be used to assist 
users of the data base in formulating query language 
expressions which are valid representations of the 
abstract query which the user wishes to make. The base 
relation graphs can be manipulated by expressions of the 
relational algebra to produce modified graph structures 
corresponding to the derived relations which would be 
produced by the relational algebra expression. These 
structures can in turn be used to generate pseudo-natural 
language text for understanding the meaning of the 
derived relations. This technique gives an end user the 
possibility of checking that his proposed query 
language expressions correspond to his intensions.
1   2 Background to Query Language Research 
1.2.1 Motivation for research into validation
One of the central trends which has characterised the 
evolution of computing systems is the expansion of the 
class of users who can interact directly with the system. 
Strong economic imperatives motivate this trend. The 
CODASYL End User Facilties Committee summarises this 
development in the following words:
Data processing hardware trends are well known. 
There continues to be steady and dramatic 
decreases in costs coupled with equally 
steady and dramatic improvement in raw 
performances. The non-hardware costs of data 
processing, however, are primarily people 
related costs which are rising due to both 
inflation and scarcity of trained Programming 
professionals.... To adapt to these trends, it 
is desirable to bring the end user into the act 
in partnership with data processing professionals 
to shorten the application development cycle. At 
the same time, it is necessary to develop 
facilities that enable the end users to do a 
great deal of their data processing, independent 
of data processing personnel. [CODASYL EUF 1979]
The Committee distinguished "end users" who "are 
generally not trained in programming or other data 
processing technologies*1 from "system users," and divides 
the former group into three broad classes.
(1) Indirect users, who deal with the system 
through other people.
(2) Intermediate end users, who specify the 
information requirements to be provided 
by data processing.
(3) Direct end users, who are 
"functional professionals and their 
personnel who directly interact with the 
computer in accomplishing their work. They 
include accountants, engineers. salesmen.
etc." [CODASYL. ibid.]
It "direct end users" in the CODASYL EUFC sense to 
whom the research results in this thesis are expected to 
be relevant.
A large proportion of direct end user/computer system 
interactions will involve integrated data base 
management systems, accessed in the ad hoc query mode 
(excluding modifications of the data base such as 
updates). In order to perform successful retrievals from 
a data base, a user must be familiar with the application 
being modelled, with the data model used to provide a 
logical organisation of the data, and with the query 
system used to manipulate the data model.
Familiarity with the application on the part of the user 
will be assumed in this study, although "familiarity" 
will not be taken to mean "perfect knowledge". Methods of 
teaching new users about the semantics of a particular 
data base model of a real world system are worthy of 
separate investigation. Some of the techniques developed 
here could be used to impart information about base 
relations and domains, but a detailed investigation of 
this possibility is beyond the scope of this thesis.
The core of the query system used to manipulate the data
model will be a relational algebra, similar to the
Information System Base Language (ISBL) developed at the
IBM UK Research Laboratories to interface with the 
Peterlee Relational Test Vehicle (PRTV), a working data 
base management system. [Todd. 1976]
1.2.2 Validation 
1.2.2.1 Overview
Data is a representation via symbols of some aspect of 
the world. In the typical data processing system data is 
transformed by programs. The input data and the 
transforming programs are valid when they represent the 
world according to our intentions. Human intentions are 
the ultimate measuring stick for every dimension of 
validity.
Validity is not necessarily an absolute concept. Data 
which is valid for one application may be invalid for 
another due to lack of precision. [Crowe and Jones, 1975] 
An error in occurences of one kind of data may of much 
greater consequence than an error in occurences of 
another kind. (For example, customer bank balance in 
comparison to customer date of birth). A program may 
work for normal sets of inputs, but not for unusual sets. 
A statement about the validity of a program must refer to 
the range of data for which the program is claimed to be 
valid. The choice of this range is a human decision.
1.2.2.2 Data Validation
Data validated by applying logically redundant 
techniques: it is recorded more than once, perhaps in 
different modes, and corresponding values matched. It is 
checked to see if it contravenes known constraints. 
[Hammer and McLeod, 1975; Hammer, 1976] Where data is 
processed repeatedly and output to a user community 
familiar with the application that the data is supposed 
to model, the user community itself can serve as a 
validation mechanism by calling attention to anomalous 
results.
1.2.2.3 Program Validation
The validation of programs in realistic applications 
environments is usually done by comparing the output 
from sets of test data with precomputed results. [Beizer, 
1983; Myers, 1979] Another approach is to apply 
techniques to create a formal proof that a program is 
correct. [Anderson, 1979] Closely related to the 
technique of program-proving is the approach which has 
concentrated on developing formal specification methods, 
which will permit designers to precisely delineate a 
proposed program's behaviour prior to its creation. 
[Hoare, 198U] However, neither program proving nor formal 
specification methods have, as yet, been widely 
applicable to programs and systems of programs of
realistic sire. For very large systems, even the more
pragmatic test data method may not be adequate to test
all realistic possibilities. This problem has stirred
research into programming language design, and
programming practice studies, whose aim is to facilitate
the writing of programs which are easy to understand and
thus, presumably, less prone to logical errors.
[Green, 1980] Current work in this whole area is
concentrated on large-scale software systems, whose very
size and complexity introduce problems which are not
present in small programs.
1.2.2.U Validation in the data base context
Those who employ a query language face the problem of 
the validation of their query language expressions Just 
as professional programmers face the problem of the 
validation of their programs. Query language users have 
both advantages and disadvantages as compared to 
programmers.
On the one hand, an ad hoc query expression will not 
be, in the nature of things, subject to the kind of 
testing and checking that can be applied to programs of 
professional programmers. It is unlikely to be run with 
sets of test data. Anomalous results from a 
wrongly-constructed query will not necessarily be 
recognised as such.
On the other hand. a query language is a simpler 
construct than a fully general programming language. The 
relational algebra, for instance, has no transfers of 
control and no recursion. It has only one data structure, 
the relation. In the query context,these are constructed 
entirely from pre-defined relations. Queries in the 
algebra can always be constructed as a series of single 
operations on singlets or pairs of relations. This 
simplicity makes possible a high degree of syntactic and 
semantic error detection, to trap queries which cannot be 
valid. Of greater difficulty is the task of validating 
queries which may or may not be valid, according to the 
user's intentions. As one researcher has commented.
Since syntactic errors will probably be caught 
by the system, semantic bugs are the main object 
of study...the main problem in database access 
debugging will be the determination that a 
semantic error has occurred: [since] 
syntactically correct functions will produce a 
reasonable event, how are users to know that 
there is a bug? [Shneiderman, 1978b]
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1.2.3 Query Validation Techniques
1.2.3.1 Syntax checking
A query language expression which does not conform to the 
structural constraints of the query language processor 
cannot be processed at all, and the invalidity of the 
query will be obvious.
1.2.3.2 Data base object existence and type checking
A query which makes reference to non-existent data base 
objects is certainly invalid if those objects are 
relation or attribute names, and may be invalid if those 
objects are values. Where a domain has a limited number 
of values a query which makes reference to that domain 
can be scanned before processing , and the non-existence 
of the value referred to (as a necessary and not a 
contingent fact) can be indicated to the user.
A system which has more than one data type can flag 
data-type errors. Where constraints such as minimum and 
maximum values exist on data, constraint-breaking queries 
can be signalled.
One approach of interest has been to design a 
"co-operative" query system which spots user 
misconceptions. For example, where a query would result 
in a necessarily null result, the system explains why
this is so. [Janas, 1979: Kaplan. 1982]
Previous query language studies uniformly report poor 
spelling by users as a major cause of errors, suggesting 
that the incorporation of spelling correctors will be 
standard in future systems which must deal with 
non-professional users. [Durham, Lamb and Saxe. 1983; 
Peterson, 1980] Related to simple misspelling errors are 
synonym errors. in which users give an alternate, 
synonymous, name to a data base function, relation, or 
attribute.
A query expression which conforms to the syntax of the 
query language and the semantic constraints of the data 
base will execute and produce results. This does not 
guarantee that the expression is the embodiment of the 
query the user wants to ask. Additional techniques can 
be marshalled to allow the user to check the conformity 
of the query language expression to the user's 
intentions.
1.2.3.3 Display of execution tree
Some queries can only be satisfied by a group of 
operations, whether formulated as a single complex 
expression or as a series of unary or binary operations 
with explicitly-named intermediate relations. It may be 
conjectured that the sub-set of such queries which
10
include some operations which can be carried out in 
parallel with each other will be more difficult to 
comprehend than those in which the chain of operations 
has a definite linear ordering. A graphical display of 
the actual tree of the order of execution could be useful 
in making the logic of the query explicit. 
Semantically-equivalent alternate execution trees (such 
as are generated by a query optimiser) might also prove 
of value in demonstrating to a user the semantics of a 
query expression.
1.2.3*4 Run time analysis of the executing query
As a query is executed, the cardinality of the 
intermediate relations may convey information to the 
user, who will possibly have some rough idea of the 
cardinality to be expected from them. Values which are 
orders of magnitude larger or smaller than expected would 
signal possible faulty logic in the formulation of the 
query. (An evaluation of the PRTV system reported that 
its users found the ability to see the cardinality of 
intermediate relations "particularly useful" [Storey, 
19793 ) 
1.3. User interfaces with data bases
1.3.1 Natural language communication with a data base
One approach to minimising incorrect queries is to bypass
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the necessity for the user to learn a conventional query 
language by giving the computer the ability to understand 
the user's language. Proponents of this approach argue 
that a typical user "has only ... [a] vague understanding 
of the actual structure of the data base" and that we 
cannot "expect him to express his queries in a langage 
that requires knowledge of how the data is actually 
structured" [Harris, 1977] The attempt to develop 
"natural language front ends" to data base systems was 
begun in the mid-1960s, and is currently the focus of 
renewed research and development [Blanning, 198/i; Bole, 
1980].
The ability of a computer to deal usefully with a 
realistic range of natural language input is closely 
related to its ability to store information about the 
world to which that input refers. This has meant that, so 
far, natural language systems have been able to accept 
input about very limited domains only. [Rich, 198U]. 
However, precisely because data base applications can 
indeed be about limited domains, there have been 
successful, albeit restricted, applications of natural 
language processing in this field. Most natural language 
research relevant to data base studies has centered on 
systems which include a deduction capability as a 
central feature. A deductive system allows the user to 
store information of the kind "Every X is a Y", "A is an 
X", and then ask "Is A a Y?" without having to store the
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fact that "A is a Y" explicitly. Davey surveys a number
of these systems and discusses their limitations. [Davey,
1978] Chang and Lee provide an introduction to the field
of mechanical theorem proving upon which "deductive"
query systems are built, and classify the kinds of
queries such systems are designed to answer. [Chang,
1973] Although we may expect future data base systems,
particularly those with natural language interfaces, to
include a deductive component, most current practical
systems leave deduction to the user. (The deduction may
be embedded in the process of query language expression
formulation.)
For casual users, whose access to the data base is 
infrequent and who have a low tolerance for difficulties 
in using a database interface, some form of natural 
language dialogue system is indicated. Pioneering work 
in this field was begun by E.F. Codd, who notes
To have any hope of being viable, a natural 
language query system must "talk back" to the user 
using the same natural language he uses, except 
that its style has to be much more precise than 
that of the average user. Accordingly, there must 
be a natural language generator as well as a 
natural language analyzer in a viable natural 
language query system....
Incidentally, very little work on the 
generation of natural language has been 
published...and none of this appears to treat the 
problem in the context of query formulation. [Codd, 
1978]
The question must be asked, if dialogue-based natural 
language systems are sucessfully developed, will they not 
render obsolete all other query language systems? That
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the answer Is no is suggested by two observations about 
such systems:
(1) the computer resources required by natural
language analyzers will confine their implementation to a
restricted set of systems for some time to come. Natural
language interpretation by computer requires
representation, storage and rapid access to real-world
knowledge by the interpreting program, in order to
supplement syntactical analysis with semantic analysis.
So far this has only been practical where the world to
which the natural language conversation refers is a very
limited one. Certain data base applications do fit this
requirement but the rather limited practical application
of such systems to date suggests that we are far from
seeing them replace formal query languages.
(2) the dialogue mode, necessary because of the 
inherent ambiguity of natural language, may be bothersome 
to a user who is capable of formulating queries in a 
formal query language. We include "direct end users," in 
the CODASYL EUFC sense, in this category. As M. Zloof has 
observed:
...there is no one language which satisfies 
the needs of the entire spectrum of potential 
users, but rather classes of languages suitable 
to classes of users. We start by dividing the 
potential user community into three fuzzy 
categories:
1. Casual users:
2. Non-programmer professionals;
3. Application programmers.
... A non-programmer professional...is a person 
motivated by the Job and familiar with the 
particular application. One can expect such a
user to learn an easy-to-use formal language and 
be familiar with the concepts normally required 
by a relational model. In this category one can 
include secretaries, clerks, engineers, 
analysts, etc. [Zloof. 1978)
This view is in contrast to the categorical exclusion of 
formal query languages as end-user interfaces expressed by 
Harris above.
1-3.2 Pseudo-natural language systems
Many query languages, including several designed for a 
relational data base, use English keywords to achieve a 
superficially English-like appearance. Whether this is an 
improvement over a purely symbolic language is an open 
question. As one researcher notes:
The pseudo-English used in query systems has 
often been more unnatural than computer languages 
themselves...[and] The actual effectiveness of 
pseudo-natural language systems has to be 
carefully evaluated, since the examples presented 
in the literature are generally chosen to convey 
the strength rather than the weakness of the 
given approach. [Wiederhold, 1977]
Another potential difficulty with pseudo-natural language 
systems was highlighted by a study made by three 
researchers investigating programming errors. [Green, 
1980] They reported the results of an experiment to test 
the design of conditional statements, comparing user' 
errors made with a language requiring ALGOL 60-like 
conditionals ( IF Bl T§EN BEGIN S1;S2 END ELSE BEGIN S3 
END) against those made with a language permitting a more 
"natural" structure (IF Bl THEN SI; ELSE S3 END). 
This experiment found what the experimenters expected to
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find with the first language: syntax errors and 
consequent debugging difficulty due to failure to match 
BEGINS and ENDs. However, to their surprise, the 
experimenters found that almost none of their subjects 
was able to use the second, "natural", language to 
program a solution that required the nesting of 
conditionals, even though the instructions had included 
worked examples of Just such problems. As they report of 
their subjects' problems
The clue to their strange inability seems to 
be given by their frequent complaint, when 
shown the solution, "But that's not English!" 
What seems to have happened is that subjects 
learning language 1 could see quite readily 
that the language was not English, so they 
were forced to read the instructions we gave 
them. Subjects learning language 2, however, 
decided that it was so like English that it 
was all quite obvious and natural, so they 
only needed to skim through the instructions, 
only to come to grief when they met a problem 
requiring the un-English construction, 
IF green THEN
IF Juicy THEN . . .
. . .we seem to have an interesting suggestion 
that making programming languages look like 
natural languages may actually make them 
harder...
The last few years have seen rapid growth in the use of 
microcomputers with sufficient power to sustain query 
interfaces with a degree of (claimed) natural language 
capacity. The market is now providing both the impetus 
for the development of natural language interfaces and a 
test of their perceived usefulness. Thus the debates 
cited above may relatively soon receive an empirical 
Judgement.
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1.3.3 Query validity* s relationship to data models 
and language choice
1.3.3.1 Query validity in the context of data models 
Considered from the viewpoint of their predisposition 
towards valid use, query languages whose expressions must 
be formulated in the context of a complex data structure 
would intuitively seem to be at a disadvantage when 
compared to query languages whose arguments are simpler 
data structures. This argument was often advanced by 
advocates of the relational approach, and the assertion 
subjected to several attempts to test it 
empirically. [Date and Codd, 1974; Greenblatt and Waxman, 
1978; Kuhn and Shneiderman, 1978; Lochovsky. 1978; 
Reisner, 1977]
Interest in, and theoretical elaboration of, the 
relational approach occurred just at the beginning of the 
era of, and was partially motivated by, the expansion of 
the number of end users of data base systems which has 
marked the last decade. There is an element of paradox in 
the fact that, although one of the main arguments for the 
relational system is its conceptual simplicity, Just this 
very simplicity can give rise to new difficulties in the 
field of query validation. As one researcher has 
commented:
Information obtained from traditional data 
processing systems regarding typical queries 
cannot be extrapolated to relational data base 
systems since the greater flexibility of the 
relational systems promotes more complex queries. 
No real experience of relational data base
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systems over a wide variety of applications has 
been obtained. [Hall, 1975]
1.3.3.2 Query validity and query language type
Relational data bases can sustain a variety of query 
langages, including the types previously discussed. 
These languages are usually elaborations of one of the 
two approaches first delineated by E.F. Codd, and 
called by him "relational algebra" and "relational 
calculus". The distinction between the two lies in their 
respective procedurality: the "algebra" defines the 
resultant relation by explicitly specifying the 
operations to be done on constituent relations to produce 
it, where the "calculus" is simply an expression 
specifying the resultant relation. Query languages have 
been designed which are more or less direct 
implementations of the algebra. Calculus-based systems 
are more usually embedded in a front end which 
shields the end user from the somewhat daunting 
predicate calculus-style expressions. The power of the 
two approaches is equivalent.
1.3.3.3 Suitability of Relational Algebra as a Query Language
It should not be assumed that professional 
non-programmers will be unable or unwilling to learn a 
simple, albeit mathematically-flavoured, query language. 
Here experience with the programming language APL may be
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relevant. Despite its lack of control structures, its 
cryptic error message* and its limitation to a single 
general data type. the ease of use and simple syntax of 
this language has allowed it to be taken up by a 
substantial group of users falling into the "professional 
non-programmer" class, including not only engineers but 
also managers. The relational algebra is qualitatively 
more simple than APL and is thus not an unrealistic 
choice as a language for end-user oriented research.
One experiment which tested user performance using an 
algebraic language, a keyword-oriented "mapping" language 
(SEQUEL) and the forms-oriented Query-By-Example found 
better performance with Query-By-Example, whose users got 
75X of their queries correct, as against 73* for the 
SEQUEL users and 67# for the algebra users. [Greenblatt 
and Waxman. 1978] However, as noted by another researcher 
in this field, the great variability among the groups of 
test subjects raises doubts about the applicability of 
the results claimed. [Shneiderman, 1978] (For instance, 
the algebra users were almost evenly divided between 
males and females, while the Query-By-Example users were 
three-quarters male.) Another criticism of this 
experiment is that the algebraic language used, SQUARE, 
has a rather opaque syntax: there are no distinct 
operators for each operation, but rather the location of 
the relation names and the type of brackets determines 
the kind of operation to be carried out. (In contrast,
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the ISBL relational algebra used to illustrate this 
thesis has a distinct operator for each operation.)
1.3.U A Review of User Performance Studies
In "The Use of Psychological Experimentation as an Aid to 
the Development of a Query Language" P. Reisner presents 
a number of conclusions and further hypotheses generated 
by an experiment testing the usability of two relational 
query languages, SQUARE and SEQUEL. [Reisner, 1977] Five 
types of "minor error" were identified:
(1) Ending Errors; users often employed "syntactic 
variants" of data base object names and keywords, such as 
"supplied" for "supplier", or "name" for "names".
(2) Straightforward spelling mistakes.
(3) Synonym errors; "AVR" for "AVG".
(4) Quotation Mark errors; the version of 
SEQUEL used in this experiment requires users to omit 
quotation marks from numeric data values, while requiring 
them around string values, a common programming language 
convention. However, users evidently found this "rule and 
exception" more difficult to apply than a simple 
requirement to enclose all data values of whatever type 
in quotation marks.
(5) Punctuation errors; omission of periods, 
commas, colons, etc. Reisner noted that "the high 
frequency of these came as a surprise," and recommended
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that future systems include a spelling corrector, a 
synonym dictionary and a stem-matching procedure, 
perhaps in the form of an interactive dialogue interface.
Major errors were classified as "format errors", which 
would prevent the query from compiling, and "substance 
errors" which would run but produce a wrong answer. The 
latter were Judged to be less serious than the former, 
since a format error showed that a user did not 
understand the syntax of the language at all. While this 
Judgement is understandable in a teaching situation, in 
actual use the more serious error, in terms of its 
consequences, would be a "substance error", since it can 
go undetected. (A "format error" signals its presence 
unmistakably.)
One of the more interesting results of this experiment, 
bearing directly on the work of this thesis, was the 
remarkable consistency with which users made "substance 
errors". The test population was divided into four 
groups: non-programmers using SQUARE, non-programmers 
using SEQUEL, programmers using SQUARE and programmers 
using SEQUEL. Great - variation was exhibited between 
programmers as a group and non-programmers (78* of 
programmers' queries were essentially correct, as against 
6OX of non-programmers). Choice of language, while of 
little importance for programmers, affected 
non-programmers performance significantly (using SQUARE,
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non-programmers got only U3X of their queries correct; 
with SEQUEL, the percentage correct increased to 56.)
Showing little variation, however, was the percentage of 
queries called by the experimenters "substance errors,*1 
which produced an answer, but the wrong one. About one 
out of ten queries put by each group fell into this 
category, with both programmers and non-programmers, 
SEQUEL users and SQUARE users, erring with the same 
frequency. (The range was from 11.5X to 1O.2X.)
If these results are indicative of what may be expected 
when casual users have access to a data base via a query 
language, the importance of developing methods to 
minimise the occurrence tf "subs 
ance errors" is clear.
User errors were also classified by the experimenters 
according to their probable causes. Using this scheme, 
the following six types of causes of error were 
identified:
(1) Intrusion errors; these were errors 
"directly traceable to the wording of the English 
question." An example was a question asking for the 
"names" of personnel, held in the data base under the 
column NAME. Many users formulated their query using 
the term NAMES, evidently carrying the English
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language phrase directly into the query.
(2) Omission errors; where the English 
sentence asked for information that required certain 
query language expressions, but contained no direct 
"clue" signalling that the particular expression was 
necessary. An example was the question "How many 7^7s 
are dispatched from LaGuardia Airport?" The SEQUEL 
expression required was
SELECT NUMBER-DISPATCHED 
FROM DISPATCH
WHERE AIRPORT - "LAGUARDIA" 
AND PLANE = 7^7
The experimeters conjectured that leaving out the word 
"plane" from the English expression caused some 
subjects to miss out the last clause in the formal 
query.
(3) Prior-knowledge errors; evidently, some 
subjects already "knew" certain 
computer-communication conventions which happened not 
to be the conventions being used by the query system. 
An example was using alternative abbreviations for 
common system functions, such as AVR for AVG.
Domain incompatibility errors; where two 
columns appeared to hold values from the same 
underlying domain, but did not, subjects sometimes 
formed queries as if they did, being misled by 
similarity of attribute names. An example would be 
the attempt to intersect airport names with person 
names, each (incompatible) set being represented by a
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column labeled NAME.
(5) Consistency errors: these were described 
as those arising from the assumption by subjects that 
the query language used was strictly consistent. An 
example would be the expectation that quote marks 
must be applied to all constants, regardless of their 
data type. The experimenters conjectured that this 
was "simply a preference for one rule over two."
(6) Overgeneralisation errors; Some errors 
seemed to be caused when "subjects appeared to 
develop rules for query writing (not necessarily 
consciously), and then used these rules in 
inappropriate places." An example would be using the 
table DISPATCH successfully to answer a query about 
"planes dispatched", and (falsely) assuming that 
"dispatched" in English is always rendered as 
"dispatch" in the query language, when in fact the 
system Includes such column titles as 
NUMBER-DISPATCHED.
In this paper Reisner proposed a preliminary measure of 
query complexity, based on the number of 
"transformations" necessary to turn a natural language 
expression into a formal query language expression. This 
approach assumes that a "query" is identical to a 
particular natural language expression embodying it. It 
thus would be reasonable to assume that the more complex 
and difficult to comprehend the natural language
expression is, the more errors are likely to be made by a 
user attempting to translate the natural language 
expression into a formal language. For example, if the 
user's query is "how many dumbo Jets fly from Heathrow 
daily?" and the existing data base records information on 
"7&7s" instead of dumbo Jets, then a transformation is 
needed at this point from "74?" to "jumbo Jet".
The above assumption may be criticised on the following 
grounds: many users do not begin with someone else"s 
natural language formulation of a query, but with an 
abstract query. which can take more than one natural 
language form. In the next section we discuss the concept 
of the abstract query.
1. Classification of Queries
1.4.1 The Abstract Query and its notations
The term "query" can have at least three distinct, 
although related, meanings when used to refer to 
manipulation of a data base. Although the meaning of the 
term in this thesis will usually be clear in context, a 
systematic exposition of its meanings and their 
implications is a necessary preface to further 
discussion.
In The Logic of Questions and Answers Belnap 
and Steel develop an approach which they name an
"eroteric logic" to capture the grammar and semantics of 
questions and answers. [Belnap and Steel, 1976] Although 
their work was "guided by the potential applicability of 
eroteric logic to current problems in data processing" it 
is at too high a level of abstraction to be directly 
applicable to current data base query studies. 
Nevertheless, a number of their insights and 
characterisations of questions illuminate the process of 
query specification. Particularly useful is their 
insistence that
The meaning of a question addressed to a query 
system is not to be identified with how the system 
processes the query (and is not to be Identified 
with a program at any level), but rather it is to 
be identified with the range of answers that the 
question permits. That is, for a query system and a 
user to agree on the meaning of a question is for 
there to be agreement as to what counts as an 
answer to the question, regardless of how, or if. 
any answer is produced. This conceptual feature is 
Important because only if one has an analysis of 
questions that is independent of computers and 
programs can he sensibly ask such questions as 
these: What sorts of questions would I really like 
to ask? For various sorts of questions is my query 
system able to answer them? (Is it "complete" in 
these respects?)
We shall make use of their distinction between a question 
as an abstract object, and the notation which may be 
employed to represent that object (called by them an 
"interrogative"). We distinguish between the abstract 
query. and two forms of notation for it: its 
expression(s) in natural language. and its 
expression(s) in a query language. In general, 
there may be many equivalent forms of each of these two
notations.
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AB an example, a particular abstract query may be 
expressed in the following equivalent natural language 
notations:
Find all salesmen who earn more than £10,OOO/year.
List every salesman with an annual salary greater 
than £1O,OOO.
Find each employee who makes better than £10K and 
who is a salesman.
Of course these notations are only equivalent if certain 
assumptions are true. (For instance, that annual earnings 
are the same as annual salary. ) Such assumptions are not 
marginal to the process of query formulation, but involve 
the way in which the data base view of the world being 
modelled has been organised. Allowing the user to 
comprehend this view -- to know the data base 
definitions, categories, business rules, relationships, 
constraints -- is critical to allowing him to formulate 
queries correctly.
The same abstract query, some of whose natural 
language representations are illustrated above will also, 
in general, have multiple possible correct query language 
notations. In fact, it will have "families" of notations. 
one family for each alternate schema of the data base 
affecting the objects referred to in the query. Thus if 
the categorisation of employees into employee-types 
(salesmen, clerks, production workers) is carried out by 
having a separate relation for each type, the following
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queries would be equivalent in the Relational
Algebra:
LIST SALESMEN:[SALARY > 10OOO] [E-NAME]
LIST SALESMEN* [E-NAME, SALARY] : [NOT ( SALARYO10OOO ) ] )X [E-NAME]
A schema which grouped together all employees into a
single relation, representing their type by an attribute
value, would support the following equivalent queries:
LIST EMPLOYEES:[TYPE="SALESMAN" AND SALARY>10000] [E-NAME]
LIST (EMPLOYEES:[TYPE="SALESMAN"]X[E-NAME]) 
(EMPLOYEES:[SALARY > 10000 ]X[E-NAME])
In this thesis we shall, therefore, distinguish between
(1) the abstract query, for which there is no 
single representation,
(2) the abstract query expressed in a 
natural language notation. noting that there will 
in general be many possible equivalent natural language 
notations for a given abstract query, and
(3) the abstract query expressed as a 
query language expression, with the latter having 
many possible equivalent forms.
1. Meaningful and Meaningless Queries
Our concern is to assist the user in mapping an abstract 
query to a valid query language expression. Before we 
are able to engage this question, it is necessary to 
delineate the boundaries around the class of possible 
abstract queries which can in fact be considered. 
Clarification is again available from the work of Belnap
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and Steel.
In the terminology of Belnap and Steel, data base queries
are elementary which questions. These are
questions to which there corresponds a set of statements
which are directly responsive to the question asked. What
counts as an answer to this sort of question must be
well-defined. (They contrast such questions to
"problem-solving situations" and "please relieve my vague
puzzlement situations". An example of the latter would be
"Who is that man living next door?", since it is not
clear what kind of answer would satisfy the questioner: a
proper name, some sort of description, or what?)
Which-questions implicitly present a set of
alternatives, one or more of which is the answer to the
question.
In the context of this thesis, a meaningful abstract 
query is one that can be cast into at least one 
semantically and syntactically valid query language 
notation (in the sense of section 1.2.3-2 in this 
chapter) such that the response to that query can in 
principle be judged true or false. A query language 
expression which elicits a false response from a data 
base may still be a valid expression of a meaningful 
query, since the software which implements the query 
language may have faults, or incorrect data may be 
present in the data base. We have asserted that it is
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wrong to identify an abstract query with any string of 
symbols. Statements about the "meaning" of an abstract 
query are statements about the truth or falsity of the 
response to that query were it to be cast in the form of 
a query language expression and put to a data base. (For 
an analogous approach to the question of natural language 
semantics, see [Sampson, 19753.) From this it follows 
that assertions about the meaningfulness of an abstract 
query can only be made in the context of a particular 
query language system and a particular data base schema.
Given a relational database whose domains are 
entity-identifiers for persons and entity-identifiers for 
languages, and for which the query language is a pure 
relational algebra, queries about aircraft schedules are 
meaningless (because the relevant entities are not 
represented in the data base), and queries about number 
of persons represented in the data base are meaningless 
(because the only quantifiers sustained by the pure 
algebra are those of first-order predicate calculus: 
"some", "all" or "none"). An abstract query which 
specifies the retrieval of data, any part of which refers 
to non-existent data base objects, or which requires a 
non-existent query language function, is meaningless. 
(Note that an abstract query may be meaningful, but its 
query language expression be invalid, due to user 
misspellings, misconception of the data base schema, and 
so forth. This is not the same thing.) This thesis deals
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with ensuring valid query language expressions for 
meaningful abstract queries.
1. U. 3 Other Approaches to Query Classification
James Martin defined a simple query as one that may 
be made on a single file (or relation), considered to 
hold information on occurences of entities (E) in the 
form of values (V) formatted as attributes (A). [Martin, 
1977] Letting A(E)=V symbolise the statement that 
attribute A of entity E has value(s) V. Six permutations 
of query types that result from replacing one, and then 
two, of the known values with query-indicators are shown 
in Figure 1.1 for the relation shown in Table 1.1.
3Num Mon Income
SALESMEN ] [MONTHS ] [MONEY ]
23
256
271
23
256
 
Jan ! 850
Jan
Jan
Feb
Feb
*
455
970
*
*
670
480
 
Table 1.1 From Martin [1977).
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1. A(E)=? What is the value of attribute A of entity E? 
How much did salesman 271 earn in January?
( [SNum=27l] ) : [Mon = "Jan fl ] )X[Income]
2. A(?)=V What entity E as a value of attribute A equal 
to V? 
What salesmen earned more than £100O in January?
((S: [Income>lOOO]): [Mon="Jan"3)X[Snum]
3. ?(E)=V Which attribute or attributes of entity E have 
value V?
In which months did salesman 271 earn more than 
£1000?
( [Income>1000]): [Snum=271])X[Mon]
?(E)=? What are the values of all attributes of entity 
E? 
What are salesman 271's earnings for each month?
S: [Snum=271]XCMon, Income]
5- A(?)=? What are the values of attribute A for all 
entities? 
What did all salesmen earn in January?
S:[Mon="Jan"]X[SNum, Income]
6. ?(?)=V What are the attributes of all entities having 
value V?
List the salesmen who earned more than fiooo 
in any month, and the month itself.
S:[Income>lOOO]X[SNum, Won]
Figure 1.1: J. Martin's Classification of Query Types
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Lacroix and Pirotte defined a query with respect to the 
"objects" and "properties" of the data retrieved as a 
result of the query:
Very generally, a query requests one or 
several sets of objects which satisfy certain 
properties; these properties are in turn 
expressed with the help of other objects and 
properties.... In general, properties make 
reference to data base relations and objects of 
other domains. [Lacroix and Pirotte, 1977]
Sundgren distinguished between queries about the world 
being modelled in the data base, and queries about the 
data base itself. while noting that there need be no 
structural difference between these two types of query if 
their respective data bases are modeled on identical 
principles. [Sundgren, 1975] (In relational terms, this 
would require that the data dictionary be itself a set of 
relations.) He categorised queries along a second axis, 
dividing them into yes-no type queries, retrieval 
queries, and process queries. By the latter he meant 
queries in which
The operator or the parameter part will contain 
a processing request, meaning that not only 
should a specified set of messages be retrieved, 
they would also be processed in a certain way 
before presentation. For instance, the processing 
request could imply aggregation and statistical 
analysis.
He noted that retrieval queries are the most fundamental 
type of query, inasmuch as most process queries will 
require an initial retrieval and yes-no queries may be 
considered a special case of retrieval queries. He 
observed that
Many retrieval queries conform to the pattern, 
For objects having the property P, retrieve the
33
values of the attributes Al,...,Am...
Sundgren drew a distinction between attributes involved 
in specifying the property P, so-called "alpha" 
attributes, and attributes to be displayed, the "beta" 
attributes. An example of both sorts of attributes would 
be the request to "PRINT the SNum [a beta attribute] of 
each salesman with Income > 850 [an alpha attribute].
A similar definition of a query is made by Ghosh , who 
described a query as having two parts,
One is called the qualification part and 
the other the target part. The qualification 
part specifies the properties that have to be 
satisfied by an individual of the universe in 
order that it may be a relevant piece of 
information for the query. The target part of the 
query specifies what information about the 
Individuals, who are relevant to a query, are 
[sic] needed for the answer. [Ghosh, 1977]
It is interesting to note that almost all of the above 
authors approach the defining of queries by assuming that 
the target of a valid query is a set of nameable objects/ 
entities/individuals which is to be retrieved. (The 
exception is James Martin, whose queries 5 and 6 call 
for the retrieval of tuples.) The general assumption is 
that it is a single column that will remain, a 
relation of degree one. But we often want to retrieve 
more complex tuples: for instance, persons, and the 
languages they speak. Not two relations, one holding 
persons and the other languages, but the person-language 
pairs. Outside of the data processing context, there is 
no word for such associations. [Kent, 1978] (Within 
data processing context. we might call associations
"records" or "tuples".) This lack of vocabulary for many
kinds of associations implies that there is no "natural"
mental concept for them. This in turn suggests that
perhaps it would be easy to formulate queries where the
objects used in associations were either single entity
sets, or tuples which were intuitively one entity and a
group of attributes -- and hard to formulate queries
where genuine relationships among entities needed to be
retrieved. This possible problem is relevant to one of
the design choices made in designing the system described
in this thesis, where the problem of articulating complex
relationships among the objects described by a tuple is
central.
Using the terminology of the authors Just cited, we 
shall assume that it Is in the specification of the 
properties or "alpha attributes" or 
qualification parts that the greatest difficulty lies 
for end users.
1. 5 Review_____of____work_____related____to____Reverse 
Translation
1.5-1 Natural Language Generation; Background 
The algorithmic generation of grammatical sentences in 
natural language -- in contrast to its inverse, the 
algorithmic classification of any candidate natural 
language word-string as grammatical or not -- is a 
trivial matter, provided that two conditions are met:
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First, that a sub-set of all possible grammatical
 entence-forms Is acceptable (since a complete grammar of
a natural language involves thousands of rules).
Second, that the definition of "grammar" is restricted to
syntax rules only (permitting, for instance, the
generation of sentences such as "colourless green ideas
sleep furiously"). Given these limitations, a simple
phrase-structure grammar implemented as a set of
production rules and drawing on stocks of words as its
terminal strings can generate natural language sentences.
(There are also numerous other grammatical formalisms
available for language generation, although most of these
have been developed as part of research into natural
language understanding.)
Of interest in the database query context are those 
natural language generation systems which have as their 
purpose the conveying of information about some 
computationally-tractabledomain of information held in 
machine-accessible form.
In such applications, the theoretically challenging 
aspect of natural language generation consists in 
defining the method of mapping between the domain about 
which one wishes to convey information, on the one hand, 
and a set of natural language sentences conveying the 
desired information, on the other.
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Natural Language Generation; Non-Database Examples
Davey developed a computer program that produced English 
discourse, using a systemic grammar. [Davey, 1978] The 
program was described as "capable of describing in a 
sequence of English sentences any game of noughts and 
crosses (tic-tac-toe), whether given or actually played 
with the program." It was written in POP-2, and took 
between thirty seconds and three minutes to produce each 
sentence. The intension of the author was to model the 
way a human speaker chooses to present information in 
sentences, taking into account what has already been said 
and what the hearer can be expected to know.
As part of a user-friendly command interface, the UNCLE 
system generates natural language explanations of 
exception conditions which can occur when users make 
errors in operating system commands. [Efe, Hopper and 
Miller, 1983] The system analyzes operating system 
messages and maps them onto a meaning-representation 
system. This system consists -of five "paradigms", which 
are supposed to be used by human beings when they speak, 
each one of which represents a different sort of entity 
relation. When one of these paradigms can be filled in by 
the message analyzer, and combined with a particular case 
structure, it corresponds to a particular
37
phrase-structure grammar production rule. This rule can 
then be invoked to generate a sentence which is 
eemantlcally equivalent to the operating system message, 
but which uses the terminology, concepts, and assumptions 
of the particular user for whom the system is tailored.
The UC natural language help facility for the UNIX 
operating system includes a language generator, although 
at the time of the most recent report on the system its 
designers reported that it was "quite sketchy, largely 
because most of our effort has gone into request 
understanding rather than answer generation." [Arens, 
Chin and Wilensky, 1984]
1.5-3 Natural Language Generation; a Database Example
James Longstaff and colleagues produced a query system 
which generated natural language sentences 
corresponding to partial queries put in a relational 
calculus. [Longstaff. Poole and Roper, 1978] In response 
to an incomplete query calling for the retrieval of some 
of the attributes of a particular entity, the system 
would offer the user the chance to select either a 
universal or existential quantifier for each of the other 
entities to which the target entity was related.
Given a database with a schema consisting of three
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"entity relations" (SUPPLIER, with attributes SNO. SLOG, 
SNAME; PROJECT, with attributes JNO, JNAME, and JLOC; and 
PART, with attributes PNO and PTYPE) and one 
"relationship relation" (SUPPLY. with attributes SNO, 
JNO, PNO, and DR), a partial query put by a user might be
SELECT SUPPLIER [SNAME, SLOC]
WHERE PART [PTYPE] = A AND PROJECT [JLOC] = SJ
The system would respond.
Select names and locations of suppliers where 
each supplier has supplied (all/a) part(s) of 
Type A to (all/a) prodect(s) located in 
(The quantifiers enclosed in parentheses represent 
choices to be made by the user.)
It is not clear from the cited paper how the system as 
described would cope with negations, or with schemas 
where the same set of entity sets were related in more 
than one way (for instance, with an additional three-part 
relation, PROMIS.ED, having the same attributes as 
SUPPLY).
The method utilised to generate natural language 
sentences depends critically on the fact that the 
so-called "relational calculus" query expression is a
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description of the final relation desired by the user, as
opposed to a specification of the procedures (relations
and operations upon them) which should generate that
relation. This work thus has no directly-transferable
techniques which could be applied to a natural language
generation system for a "relational algebra" query
processor, where a query is put by the user explicitly
specifying the relations and operations upon them which
should yield the desired result. However, although the
system described here was not developed further, it must
be acknowledged as the first developed "Reverse
Translation" approach to query validation.
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2.1 Introduction
This chapter introduces and defines the terms which will 
be used in the remainder of the thesis, and illustrates 
the relational algebra which will be employed in 
demonstrating reverse translation.
2.2 Data Models
2.2.1 The Relational Model
2.2.1.1 Definitions
Given the domains, not necessarily distinct, Dl, 
D2, . . . ,Dn, a relation on these domains is a set of 
tuples where for each tuple its first element is a 
member of Dl, its second a member of D2 ... and its Nth a 
member of Dn. The value of "n" is in relational 
terminology the degree of the relation. (For reasons 
to be made clear, we shall henceforth use the term 
"Rdegree" for "degree" in the sense Just defined.) The 
number of distinct tuples is the relation's 
cardinality. The i-th element of each tuple 
constitutes an attribute - of the relation: attribute 
names must be distinct within a relation. Relation names 
must be distinct within a data base. A set of attributes 
which uniquely defines a tuple is a key of the 
relation.
As an example, consider the many:many relation PSL 
(Table 2.1) which records persons and the languages 
spoken by each person. (This example also displays the 
conventions which will be followed henceforth in 
displaying examples of relations, their names, domains, 
attributes and tuple values. Relation names will be 
displayed in upper-case type, attribute names will be 
underlined, and domain names will be in upper case, 
appearing beneath attribute names and enclosed in square 
brackets.)
Relation
it cunt: __   ___^.
Attribute
Names ----->
Key ---  >
Domain
Names ----->
! 
i
!
»
t
;
i
t
t
p.k
[PERSONS]
Adam 
Adam
Gunther
Jean
Uli
Uli
Uli
Zahld
L
[LANGUAGES]
! English 
! French
! German
! French
! English
! French
! German
? English
!
t 
t
t
r
t
I
t
t
t
Table 2.1able 2.1. The relation PSL.
2.2.1.2 The Relational Algebra
A set of relational algebra operators can be 
defined which when combined with relations in expressions
yield relations as results. The following algebraic
operators constitute a formal Query language which has
the power of the first-order predicate calculus. (Actual
implementations which have used a relational algebra as a
query language have supplemented it with additional
functions. The following examples demonstrate the
syntax of each relational operation which has been given
a Reverse Translation extension. The syntax and
conventions of the query language thus defined are based
closely on, but not identical to, the Information System
Base Language (ISBL) of the Peterlee Relational Test
Vehicle. [Todd, 1976] They differ from ISBL in the
following ways:
(1) The DIVISION operator, used for formulating queries 
with universal quantification, is not included. DIVISION 
is in fact a redundant operator, if DAFFERENCE, 
PROJECTION and JOIN (Cartesian Product) are available. 
The problem of Reverse Translation of queries involving 
universal quantification is taken up in Chapter Eight.
(2) PERMUTATION of a relation is handled in ISBL via a 
PROJECTION operation in which no attributes are dropped. 
Here, for clarity, it has been given a special operator 
of its own.
(3) RENAME of attributes, necessary to permit the set 
operations and join, has also been given a special
operator, again for clarity. In ISBL its syntax was part 
of the definition of the PROJECTION operation.
(U) SELECTION in ISBL includes the possibility of complex 
expressions which include logical operators (AND, OR and 
NOT). Any relation yielded by such an expression 
can also be derived by an equivalent series of 
SELECTION, INTERSECTION. UNION and DIFFERENCE 
operations. In the interests of simplicity, the 
SELECTION demonstrated in this thesis will be defined for 
single comparisons of one attribute to a value from the 
domain of that attribute. (This also excludes the 
so-called RESTRICTION comparison between two attributes.)
(5) ISBL permits complex relational expressions, in which th 
result of one expression could be used as an argument to 
another. However, to facilitate discussion and 
illustration of the Reverse Translation method. all 
query examples in this thesis using more than one 
operator will be formed as multi-statement queries 
utilising explicit, named intermediate relations.
ftft
SELECTION Selection acts on a single relation
to produce a second relation which is a sub-set of the 
first, bavins only those tuples which are specified in a 
comparison operation between an attribute and a value 
from the domain of that attribute.
An example of selection:
PI <- PSL : [L « "French"]
Relation 
Name PI
Attribute 
Names ----->
Domain 
Names -----> [PERSONS] [LANGUAGES]
Adam 
Jean 
Uli
! French
! French
! French
Table 2.2. The relation PI
* PROJECTION PROJECTION acts on a single relation 
to produce a second relation having only those attributes 
which were named in the PROJECTION operation.
An example of projection
P2 <- PI X[P]
Relation
r f.
Set operations The next three operations take as 
operands two relations of identical degree whose 
respective attributes must be drawn from the same domain.
To illustrate the set operations assume a relation P3t 
formed by selecting all English-speakers from PI and 
then projecting on the P attribute.
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Figure 5-5 The effect of selection on an
Entity Node with a Complex Qualification Sub-graph
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The actual Reverse Translations which will be generated 
when the two RT graphs are processed likewise stand in 
sharp contrast to each other.
The Reverse Translation of SPJ:
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Reverse 
Z

Rl
Figure 7.8 The RT Graph of Rl
The Reverse Translation of this graph is
Now let
R2 <- Rl % [SNO]
R2
180
t 
of 
Figure 7.10 The RT Graph of R3
The Reverse Translation of this graph is:
The points to note here are:
(1) the second occurence of Part and Project do not 
refer back to the first occurences of these entities.
(2) the use of the phrase "any" when quantifying the 
projected-out entities of the right-hand graph. (The use 
of the phrase "at least one" instead of "any" would 
definitely convey the wrong impression. )
Two other Queries to find sometimes unreliable suppliers
183
are:
R6
R6
\ 
\
1
1 i
\
Figure 7.11 The RT Graph of R6
Reverse Translation generated by this graph is:
Another kind of defaulter would be found with the 
following expression.
56 <- P % [SNO, JNO]
57 <- D % [SNO, JNO)
R7 <- S6 - S7
185






1 \
I 



I\
_____ 
' \
\___________I \.
Rti
The Reverse Translation as illustrated is ambiguous. There
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Figure 8.5 The Graph of R6 -- polyglot readers
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