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2 A. BERENSTEIN and A. ZELEVINSKY
1. Introduction
This paper continues and to some extent concludes the project initiated twelve
years ago in [5]. The original goal of this project was to find explicit “polyhedral”
combinatorial expressions for multiplicities in the tensor product of two simple
finite-dimensional modules over a complex semisimple Lie algebra g. Here “poly-
hedral” means that the multiplicity in question is to be expressed as the number
of lattice points in some convex polytope, or in more down-to-earth terms, the
number of integer solutions of a system of linear equations and inequalities. The
tensor product multiplicities are often called generalized Littlewood-Richardson co-
efficients because for type Ar they are given by the classical Littlewood-Richardson
rule (a polyhedral version of the rule was given in [14], and a much more symmetric
version was given in [6]). Conjectural polyhedral expressions for these multiplici-
ties in the case of classical Lie algebras were given in [5]. A uniform combinatorial
description of these multiplicities (even in a more general context of Kac-Moody
algebras) has been obtained by P. Littelmann in [17]; his answer is in terms of the
so-called path model. It is however not an easy task to transform this description
into a polyhedral one; in particular, it is still not clear how to deduce the conjectural
expressions in [5] from Littelmann’s results.
In this paper, we explicitly construct a family of polyhedral expressions for tensor
product multiplicities for an arbitrary semisimple Lie algebra g. To be more precise,
we associate two such expressions to every reduced word of wo, the longest element
of the Weyl group, and also produce two “universal” expressions which we call
tropical Plu¨cker models. It can be shown that these expressions include as special
cases the conjectural expressions in [5]. As another application, we obtain a family
of polyhedral expressions for the multiplicities that occur when one restricts a simple
finite-dimensional g-module to the Levi subalgebra of some parabolic subalgebra
in g. Our answers use a new combinatorial concept of i-trails which resembles
Littelmann’s paths but seems to be more tractable.
From the beginning, another (and maybe more important) aim of our project
was to develop combinatorial understanding of “good” bases in finite-dimensional
representations of g. A preliminary concept of a “good” or “canonical” basis was
introduced in [13, 14] and independently in [1] but it was only given a firm mathe-
matical foundation in pioneering works of G. Lusztig andM. Kashiwara on canonical
bases in quantum groups. Thus the aim of our project can be more precisely for-
mulated as follows: understand the combinatorial structure of Lusztig’s canonical
bases or, equivalently of Kashiwara’s global bases. Although Lusztig’s and Kashi-
wara’s approaches were shown by Lusztig to be equivalent to each other, they lead
to different combinatorial parametrizations of the canonical bases. One of the main
results of the present paper is an explicit description of the relationship between
these parametrizations.
In Lusztig’s approach, every reduced word i for wo gives rise to a parametrization
(“of the PBW-type”) of the canonical basis B by the set Zm≥0 of all m-tuples of
nonnegative integers, wherem = ℓ(wo) is the number of positive roots. Kashiwara’s
approach is closely related to another family of parametrizations which we call string
parametrizations; they were introduced and studied in [7]. String parametrizations
are also associated to reduced words for wo; but this time every such reduced word
i gives rise to a bijection between B and the set of all lattice points of some rational
polyhedral convex cone Ci in R
m. In this paper we obtain an explicit description of
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these cones for an arbitrary semisimple Lie algebra g and any reduced word i. Such
a description was previously known in some special cases only: in [7], it was given
for a special reduced word (1, 2, 1, 3, 2, 1, . . . ) for type A; in [18] it was extended to
a special choice of a reduced word for any semisimple g, while in [15] it was given
for any reduced word for type A; a more general setting of Kac-Moody algebras
was discussed in [23] but the results there were inconclusive.
Our approach to the above problems is based on a remarkable observation by
G. Lusztig that combinatorics of the canonical basis is closely related to geometry of
the totally positive varieties. We formulate this relationship in terms of two mutu-
ally inverse transformations: “tropicalization” and “geometric lifting.” The starting
point for this is an observation that different parametrizations of the canonical ba-
sis are related to each other by piecewise-linear transformations that involve only
the operations of addition, subtraction, and taking the minimum of two integers.
As in [3], we shall represent such expressions as “tropical” subtraction-free rational
expressions. Recall from [3] that a semifield K is a set equipped with operations
of addition, multiplication and division (but no subtraction!) satisfying the usual
field axioms. Two main examples for us will be R>0, the set of positive real num-
bers with usual operations, and the tropical semifield Ztrop, the set of integers with
multiplication and addition given by
a ⊙ b = a+ b , a ⊕ b = min (a, b) .
We shall write [Q]trop if we need to emphasize that a subtraction-free rational
expression Q is understood in a tropical sense. We call Q a geometric lifting of a
piecewise-linear expression [Q]trop. Note that a geometric lifting is not unique; for
example, if Q is a Laurent polynomial with nonnegative integer coefficients then
[Q]trop only depends on the Newton polytope of Q (cf. [3, Proposition 4.1.1]).
In this terminology, Lusztig’s observation can be formulated as follows: for g of
simply-laced type, the transition map between any two Lusztig parametrizations
of B has a geometric lifting which describes the transition between two natural
parametrizations of the totally positive variety in the maximal unipotent subgroup
of the semisimple group G corresponding to g. In this paper we extend this result
to a non-simply-laced case; and we also find a similar geometric lifting for transition
maps between string parametrizations. This geometric lifting allows us to deduce
combinatorial properties of the canonical basis from geometric properties of totally
positive varieties. To do this, we rely on (and further develop) the “calculus of
generalized minors” and its applications to the study of totally positive varieties in
Schubert cells and double Bruhat cells developed in [3, 9, 11, 12]. An intriguing fea-
ture of our results is that combinatorial parametrizations of the canonical basis and
related expressions for tensor product multiplicities for a semisimple Lie algebra g
are expressed in terms of geometry of totally positive varieties in the Langlands dual
semisimple group LG. It would be very interesting to give a conceptual explanation
of this phenomenon.
The paper is organized as follows. Section 2 provides background on semisim-
ple Lie algebras and summarizes our main results on tensor product multiplicities
(with the exception of Plu¨cker models which are given in Theorems 5.15 and 5.16)
and reduction multiplicities. Section 3 provides background on quantum groups
and canonical bases, and summarizes our results on parametrizations of canonical
bases. In Section 4 we provide needed background, and present some new results
on generalized minors, double Bruhat cells, and totally positive varieties. Section
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5 presents our main results on geometric lifting and tropicalization; among other
things, we find geometric counterpart of Kashiwara’s crystal operators which play
an important part in our arguments. The remaining sections contain the proofs
of all the results in this paper. The proofs are not very difficult because most of
the needed geometric technique was developed in the preceding papers [3, 9, 11].
However we need a number of important modifications to the geometric setup de-
veloped in the previous papers: for example, we replace double Bruhat cells from
[11] by reduced double Bruhat cells introduced in Section 4 below.
2. Tensor product multiplicities
2.1. Background on semisimple Lie algebras. We start by fixing the terminol-
ogy and notation (mostly standard) related to semisimple Lie algebras. Throughout
the paper, g is a complex semisimple Lie algebra of rank r with Chevalley genera-
tors ei, α
∨
i , and fi for i = 1, . . . , r. The elements α
∨
i are simple coroots of g; they
form a basis of a Cartan subalgebra h of g. The simple roots α1, . . . , αr form a
basis in the dual space h∗ such that [h, ei] = αi(h)ei, and [h, fi] = −αi(h)fi for
any h ∈ h and i ∈ [1, r]. The structure of g is uniquely determined by the Cartan
matrix A = (aij) given by aij = αj(α
∨
i ).
The weight lattice P of g consists of all γ ∈ h∗ such that γ(α∨i ) ∈ Z for all i.
Thus P has a Z-basis ω1, . . . , ωr of fundamental weights given by ωj(α
∨
i ) = δi,j . A
weight λ ∈ P is dominant if λ(α∨i ) ≥ 0 for any i ∈ [1, r]; thus λ =
∑
i liωi with
all li nonnegative integers. Let Vλ denote the simple (finite-dimensional) g-module
with highest weight λ. We denote by cµλ,ν the multiplicity of the simple module Vµ
in the tensor product Vλ ⊗ Vν .
Every finite-dimensional g-module V is known to be h-diagonalizable, and we
denote by V = ⊕γ∈PV (γ) its weight decomposition. Let P (V ) denote the set of
weights of V , i.e., the set of all weights γ ∈ P such that V (γ) 6= 0.
The Langlands dual complex semisimple Lie algebra Lg corresponds to the trans-
pose Cartan matrix AT . Thus we can identify the Cartan subalgebra of Lg with
h∗, and simple roots (resp. coroots) of Lg with simple coroots (resp. roots) of g.
We denote the fundamental weights for Lg by ω∨1 , . . . , ω
∨
r ; they are elements of h
such that γ(ω∨i ) is the coefficient of αi in the expansion of γ ∈ h
∗ in the basis of
simple roots.
The Weyl groups of g and g∨ are naturally identified with each other, and we
denote both groups by the same symbol W . As an abstract group, W is a finite
Coxeter group generated by simple reflections s1, . . . , sr; it acts in h
∗ and h by
si(γ) = γ − γ(α
∨
i )αi, si(h) = h− αi(h)α
∨
i
for γ ∈ h∗ and h ∈ h.
A reduced word for w ∈ W is a sequence of indices (i1, . . . , il) that satisfies
w = si1 · · · sil and has the shortest possible length l = ℓ(w). The set of reduced
words for w will be denoted by R(w). As customary, wo denotes the unique element
of maximal length in W .
2.2. Polyhedral expressions for tensor product multiplicities. In this sec-
tion, we present our first main results: two families of combinatorial expressions for
the tensor product multiplicities.
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Definition 2.1. Let V be a finite-dimensional g-module, γ and δ two weights in
P (V ), and i = (i1, . . . , il) a sequence of indices from [1, r] := {1, . . . , r}. An i-trail
from γ to δ in V is a sequence of weights π = (γ = γ0, γ1, . . . , γl = δ) such that:
(1) for k = 1, . . . , l, we have γk−1 − γk = ckαik for some nonnegative integer ck;
(2) ec1i1 · · · e
cl
il
is a non-zero linear map from V (δ) to V (γ).
Note that the numbers ck in Definition 2.1 can be written as
ck = ck(π) =
γk−1 − γk
2
(α∨ik) .(2.1)
Our expressions for the tensor product multiplicity cµλ,ν for g will involve i-trails
in the fundamental modules Vω∨
i
of the Langlands dual Lie algebra Lg. We denote
by m the length of wo.
Theorem 2.2. Let λ, µ, ν be three dominant weights for g. For any reduced word
i = (i1, . . . , im) ∈ R(wo), the multiplicity c
µ
λ,ν is equal to the number of integer
m-tuples (t1, . . . , tm) satisfying the following conditions:
(1) tk ≥ 0 for any k = 1, . . . ,m;
(2)
∑
k tk · si1 · · · sik−1αik = λ+ ν − µ;
(3)
∑
k ck(π)tk ≥ (siλ+ ν − µ)(ω
∨
i ) for any i and any i-trail π from siω
∨
i to woω
∨
i
in Vω∨
i
;
(4)
∑
k ck(π)tk ≥ (λ+ siν − µ)(ω
∨
i ) for any i and any i-trail π from ω
∨
i to wosiω
∨
i
in Vω∨
i
.
To present our second family of polyhedral expressions, let us define, for every
i-trail π = (γ0, . . . , γl) in a g-module V , and every k = 1, . . . , l (cf. (2.1)):
dk = dk(π) =
γk−1 + γk
2
(α∨ik) .(2.2)
Theorem 2.3. Let λ, µ, ν be three dominant weights for g. For any reduced word
i = (i1, . . . , im) ∈ R(wo), the multiplicity c
µ
λ,ν is equal to the number of integer
m-tuples (t1, . . . , tm) satisfying the following conditions:
(1)
∑
k dk(π)tk ≥ 0 for any i and any i-trail π from ω
∨
i to wosiω
∨
i in Vω∨i ;
(2)
∑
k tkαik = λ+ ν − µ;
(3)
∑
k dk(π)tk ≥ −λ(α
∨
i ) for any i and any i-trail π from siω
∨
i to woω
∨
i in Vω∨i ;
(4) tk +
∑
l>k aik,iltl ≤ ν(α
∨
ik
) for any k = 1, . . . ,m.
Explicit bijections between the m-tuples in Theorems 2.2 and 2.3 will be given
in Theorem 3.7 below.
2.3. Tensor product multiplicities for classical groups. In this section we
present most concrete expressions for the multiplicity cµλ,ν in the case when g is one
of the classical simple Lie algebras of types B,C and D. We start with the types
Br (g = so2r+1) and Cr (g = sp2r). Choose a (non-standard) numeration of simple
roots of g by the index set [0, r− 1] so that the roots α1, . . . , αr−1 form a system of
type Ar−1 in the standard numeration, and a01 = −2, a10 = −1 for type Br, and
a01 = −1, a10 = −2 for type Cr. Let us denote a = |a10|, i.e., a = 1 for g = so2r+1,
and a = 2 for g = sp2r.
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Theorem 2.4. Let g be a simple Lie algebra of type Br or Cr, and let λ, µ, ν be
three dominant weights for g. Then the multiplicity cµλ,ν is equal to the number of
integer tuples (t
(j)
i : 0 ≤ |i| ≤ j < r) satisfying the following conditions:
(1) 2t
(j)
−j ≥ · · · ≥ 2t
(j)
−1 ≥ at
(j)
0 ≥ 2t
(j)
1 ≥ · · · ≥ 2t
(j)
j ≥ 0 for 0 ≤ j < r;
(2)
∑
0≤|i|≤j<r t
(j)
i α|i| = λ+ ν − µ;
(3) λ(α∨0 ) ≥ t
(0)
0 , and λ(α
∨
j ) ≥ max {t
(j)
j , at
(j)
0 − t
(j−1)
1 − t
(j)
−1, t
(j−1)
1 + t
(j)
−1 −
at
(j−1)
0 , ϕ
(j)
i (t) (1 ≤ i < j)} for 0 ≤ j < r, where ϕ
(j)
i (t) = max{t
(j)
i + t
(j)
−i −
t
(j−1)
i+1 − t
(j)
−i−1, t
(j−1)
i+1 + t
(j)
−i−1− t
(j−1)
−i − t
(j−1)
i , t
(j)
±i − t
(j−1)
±i } (with the convention that
t
(j)
i = 0 unless 0 ≤ |i| ≤ j < r);
(4) ν(α∨0 ) ≥ maxj≥0 (t
(j)
0 +
2
a
∑
k>j(at
(k)
0 − t
(k)
−1 − t
(k−1)
1 )),
ν(α∨1 ) ≥ max
j≥1
max(t
(j)
−1 +
∑
k>j
(2t
(k)
−1 + 2t
(k−1)
1 − at
(k−1)
0 − t
(k)
−2 − t
(k−1)
2 ),
t
(j)
1 +
∑
k>j
(2t
(k)
−1 + 2t
(k)
1 − at
(k)
0 − t
(k)
−2 − t
(k−1)
2 )) ,
ν(α∨i ) ≥ max
j≥i
max(t
(j)
−i +
∑
k>j
(2t
(k)
−i + 2t
(k−1)
i − t
(k−1)
−i+1 − t
(k−1)
i−1 − t
(k)
−i−1 − t
(k−1)
i+1 ),
t
(j)
i +
∑
k>j
(2t
(k)
−i + 2t
(k)
i − t
(k)
−i+1 − t
(k)
i−1 − t
(k)
−i−1 − t
(k−1)
i+1 ))
for 2 ≤ i < r.
Now consider the type Dr (g = so2r). Choose a (non-standard) numeration of
simple roots of g by the index set {−1} ∪ [1, r − 1] so that the roots α1, . . . , αr−1
form a system of type Ar−1 in the standard numeration, and a−1,2 = a2,−1 = −1.
Theorem 2.5. Let g be a simple Lie algebra of type Dr and let λ, µ, ν be three
dominant weights for g. Then the multiplicity cµλ,ν is equal to the number of integer
tuples (t
(j)
i : 1 ≤ |i| ≤ j < r) satisfying the following conditions:
(1) t
(j)
−j ≥ · · · ≥ t
(j)
−2 ≥ max (t
(j)
−1, t
(j)
1 ) ≥ min (t
(j)
−1, t
(j)
1 ) ≥ t
(j)
2 ≥ · · · ≥ t
(j)
j ≥ 0 for
1 ≤ j < r;
(2)
∑
j(t
(j)
−1α−1 + t
(j)
1 α1) +
∑
2≤|i|≤j<r t
(j)
i α|i| = λ+ ν − µ;
(3) λ(α∨±1) ≥ t
(1)
±1, and λ(α
∨
j ) ≥ max {t
(j)
j , t
(j)
±1−t
(j−1)
∓1 , t
(j)
1 +t
(j)
−1−t
(j)
−2−t
(j−1)
2 , t
(j)
−2+
t
(j−1)
2 − t
(j−1)
1 − t
(j−1)
−1 , ϕ
(j)
i (t) (2 ≤ i < j)} for 2 ≤ j < r, where ϕ
(j)
i (t) is the same
as in Theorem 2.4;
(4) ν(α∨±1) ≥ maxj≥1 (t
(j)
±1 +
∑
k>j(2t
(k)
±1 − t
(k)
−2 − t
(k−1)
2 )),
ν(α∨i ) ≥ max
j≥i
max(t
(j)
−i +
∑
k>j
(2t
(k)
−i + 2t
(k−1)
i − t
(k−1)
−i+1 − t
(k−1)
i−1 − t
(k)
−i−1 − t
(k−1)
i+1 ),
t
(j)
i +
∑
k>j
(2t
(k)
−i + 2t
(k)
i − t
(k)
−i+1 − t
(k)
i−1 − t
(k)
−i−1 − t
(k−1)
i+1 ))
for 2 ≤ i < r.
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Remark 2.6. We shall show that Theorems 2.4 and 2.5 can be obtained by special-
izing Theorem 2.3 for a specific reduced word i. One can also show that specializing
Theorem 2.2 for the same i leads to the expressions for cµλ,ν that were conjectured
in [5].
2.4. Reduction multiplicities. For a subset I ⊂ [1, r], let g(I) denote the corre-
sponding Levi subalgebra in g generated by the Cartan subalgebra h and by all ei
and fi for i ∈ I. A weight β ∈ P is dominant for g(I) if β(α∨i ) ≥ 0 for i ∈ I; for such
a weight, let V
(I)
β denote the simple (finite-dimensional) g(I)-module with highest
weight β. In this section, we compute the multiplicity of V
(I)
β in the reduction to
g(I) of a simple g-module Vν . This includes the weight multiplicities in Vν as a
special case when I = ∅.
Let wo(I) denote the longest element of the parabolic subgroup in W generated
by all si with i ∈ I.
Theorem 2.7. For any reduced word i = (i1, . . . , in) ∈ R(wo(I)−1wo), the mul-
tiplicity of V
(I)
β in the reduction of Vν to g(I) is equal to the number of integer
n-tuples (t1, . . . , tn) satisfying the following conditions:
(1) tk ≥ 0 for k = 1, . . . , n;
(2)
∑
k tk · si1 · · · sik−1αik = wo(I)(ν − β);
(3)
∑
k ck(π)tk ≥ (siν−β)(ω
∨
i ) for any i and any i-trail π from wo(I)ω
∨
i to wosiω
∨
i
in Vω∨
i
.
Theorem 2.8. For any reduced word i = (i1, . . . , in) ∈ R(wo(I)−1wo), the mul-
tiplicity of V
(I)
β in the reduction of Vν to g(I) is equal to the number of integer
n-tuples (t1, . . . , tn) satisfying the following conditions:
(1)
∑
k dk(π)tk ≥ 0 for any i and any i-trail π from wo(I)ω
∨
i to wosiω
∨
i in Vω∨i ;
(2)
∑
k tkαik = ν − β;
(3) tk +
∑
l>k aik,iltl ≤ ν(α
∨
ik
) for k = 1, . . . , n.
Explicit bijections between the n-tuples in Theorems 2.7 and 2.8 will be given
in Theorem 3.7 below. We illustrate these theorems with the following example.
Example 2.9. Let g = slr+1 be of type Ar (with the standard numeration of
simple roots). Let I = [1, r] \ {p} for some p ∈ [1, r]. Let q = r + 1 − p; then the
algebra g(I) is the intersection of slr+1 = slp+q with the block-diagonal subalgebra
glp×glp ⊂ glp+q. Denote byMp×q the set of all p×q matrices T = (tij) with integer
entries (we shall also use the convention that tij = 0 unless (i, j) ∈ [1, p]× [1, q]).
Theorems 2.7 and 2.8 specialize to the following two expressions for the reduction
multiplicity.
Corollary 2.10. The multiplicity of V
(I)
β in the reduction of Vν to g(I) is equal to
the number of all T ∈Mp×q satisfying the following conditions:
(1) tij ≥ 0 for all i and j;
(2)
∑
i≤l;j≤p+q−l tij = (ν − β)(ω
∨
l ) for any l ∈ [1, r];
(3) ν(α∨i ) ≥ maxj∈[1,q](
∑
k≥0(ti,j+k − ti+1,j+k+1)) for 1 ≤ i < p; ν(α
∨
p ) ≥ tpq;
ν(α∨p+q−j) ≥ maxi∈[1,p](
∑
k≥0(ti+k,j − ti+k+1,j+1)) for 1 ≤ j < q.
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Corollary 2.11. The multiplicity of V
(I)
β in the reduction of Vν to g(I) is equal to
the number of all T ∈Mp×q satisfying the following conditions:
(1) tij ≥ max(ti+1,j , ti,j+1) for all i and j (that is, T is a plane partition of shape
p× q);
(2)
∑
j−i=l−p tij = (ν − β)(ω
∨
l ) for any l ∈ [1, r];
(3) ν(α∨l ) ≥ maxj−i=l−p(tij +
∑
k>0(2ti+k,j+k − ti+k−1,j+k−−ti+k,j+k−1)) for any
l ∈ [1, r].
Remark 2.12. The polytope defined by conditions (1) - (3) in Corollary 2.10 (with
the additional assumption that ν(α∨p ) >> 0 so that the inequality ν(α
∨
p ) ≥ tpq in
(3) is skipped) appeared in a different context in [10]. Comparing Corollary 2.10
with [10, Theorem 1], we conclude the following. If ν(α∨p ) >> 0 then the reduction
multiplicity in Corollary 2.10 is equal to the inner product of two skew Schur func-
tions sν(1)/β(1) and sν(2)/β(2) , where for each dominant g(I)-weight µ we define the
partition µ(1) (resp. µ(2)) with ≤ p (resp. ≤ q) parts by setting µ
(1)
i = µ(ω
∨
i −ω
∨
i−1)
(resp. µ
(2)
j = µ(ω
∨
p+q−j − ω
∨
p+q−j+1)). Note that a polyhedral expression for the
inner product of any skew Schur functions was first obtained in [4]; the expression
given there is close to the one in Corollary 2.11. A bijective correspondence be-
tween the tuples in Corollaries 2.10 and 2.11 was constructed in an unpublished
work of one of the authors (A.B.) and Anatol Kirillov; they also observed that their
bijection can be interpreted as the Robinson-Schensted-Knuth correspondence.
3. Canonical bases and their parametrizations
3.1. Background on canonical bases and their Lusztig parametrizations.
Let us recall some basic facts about quantized universal enveloping algebras and
their canonical bases. Unless otherwise stated, all the results in this section are due
to G. Lusztig and can be found in [20]. The quantized universal enveloping algebra
U = Uq(g) associated to g is defined as follows. Fix positive integers d1, . . . , dr
such that diaij = djaji, where (aij) is the Cartan matrix of g. The algebra U is a
C(q)-algebra with unit generated by the elements Ei,K
±1
i , and Fi for i = 1, . . . , r
subject to the relations
KiKj = KjKi, KiEjK
−1
i = q
diaijEj , KiFjK
−1
i = q
−diaijEj ,
EiFj − FjEi = δij
Ki −K
−1
i
qdi − q−di
for all i and j, and the quantum Serre relations∑
k+l=1−aij
(−1)kE
(k)
i EjE
(l)
i =
∑
k+l=1−aij
(−1)kF
(k)
i FjF
(l)
i = 0
for i 6= j. Here E
(k)
i and F
(k)
i stand for the divided powers defined by
E
(k)
i =
1
[1]i[2]i · · · [k]i
Eki , F
(k)
i =
1
[1]i[2]i · · · [k]i
F ki ,
where [l]i =
qdil−q−dil
qdi−q−di
. The algebra U is graded by the root lattice of g via
deg(Ki) = 0, deg(Ei) = −deg(Fi) = αi .
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To each i = 1, . . . , r, Lusztig associates an algebra automorphism Ti of U
uniquely determined by:
Ti(Kj) = KjK
−aij
i (j = 1, . . . , r) ,
Ti(Ei) = −K
−1
i Fi, Ti(Fi) = −EiKi ,
and, for all j 6= i,
Ti(Ej) =
∑
k+l=−aij
(−1)kq−dikE
(k)
i EjE
(l)
i ,
Ti(Fj) =
∑
k+l=−aij
(−1)kqdikF
(l)
i FjF
(k)
i .
(This automorphism was denoted by T ′i,−1 in [20].) The Ti satisfy the braid relations
and so extend to an action of the braid group on U .
Let U+ denote the subalgebra of U generated by E1, . . . , Er. We now recall
Lusztig’s definitions of the PBW-type bases and the canonical basis in U+. For a
reduced word i = (i1, . . . , im) ∈ R(wo), and an m-tuple t = (t1, . . . , tm) ∈ Z
m
≥0,
denote
p
(t)
i
:= E
(t1)
i1
Ti1(E
(t2)
i2
) · · · (Ti1 · · ·Tim−1)(E
(tm)
im
) .
As shown in [20], all these elements belong to U+. For a given i, the set of all
p
(t)
i
with t ∈ Zm≥0 is called the PBW type basis corresponding to i and is denoted
by Bi. This terminology is justified by the following proposition proved in [20,
Corollary 40.2.2].
Proposition 3.1. For every i ∈ R(wo), the set Bi is a C(q)-basis of U+.
According to [21, Proposition 8.2], the canonical basis B of U+ can now be
defined as follows. Let u 7→ u denote the C-linear involutive algebra automorphism
of U+ such that q = q−1, Ei = Ei.
Proposition 3.2. For every i ∈ R(wo) and t ∈ Zm≥0, there is a unique element
b = bi(t) of U
+ such that b = b, and b− p
(t)
i
is a linear combination of the elements
of Bi with coefficients in q−1Z[q−1]. For any fixed i, the elements bi(t) for all
t ∈ Zm≥0 constitute the canonical basis B.
In view of Proposition 3.2, any i ∈ R(wo) gives rise to a bijection bi : Zm≥0 → B.
We refer to these bijections as Lusztig parametrizations of B. Let us summarize
some of their properties. To do this, we need some more notation. Let i 7→ i∗
denote the involution on [1, r] defined by wo(αi) = −αi∗ . For every sequence
i = (i1, . . . , im), we denote by i
∗ and iop the sequences
i∗ = (i∗1, . . . , i
∗
m), i
op = (im, . . . , i1) ;(3.1)
clearly, both operations i 7→ i∗ and i 7→ iop preserve the set of reduced words R(wo).
Proposition 3.3. (i) Any canonical basis vector bi(t) ∈ B is homogeneous of degree∑
k tk · si1 · · · sik−1αik .
(ii) Every subspace of the form Eni U
+ in U+ is spanned by a subset of B. Further-
more, let li(b) denote the maximal integer n such that b ∈ Eni U
+; then, for any
i ∈ R(wo) which begins with i1 = i, we have li(bi(t1, . . . , tm)) = t1.
(iii) The canonical basis B is stable under the involutive C(q)-linear algebra anti-
automorphism E → Eι of U+ such that Eιi = Ei for all i. Furthermore, we have
bi(t)
ι = bi∗op(t
op).
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This proposition allows us to interpret the tensor product multiplicity cµλ,ν in
terms of the canonical basis. Indeed it is well-known (see e.g., [8]) that cµλ,ν is
equal to the dimension of the homogeneous component of degree λ + ν − µ in
U+/
∑
i(E
λ(α∨i )+1
i U
+ + U+E
ν(α∨i )+1
i ). Thus Proposition 3.3 has the following
corollary.
Corollary 3.4. The multiplicity cµλ,ν is equal to the number of vectors b ∈ B of
degree λ+ν−µ satisfying the following property: if b = bi(t1, . . . , tm), and i ∈ R(wo)
begins with i and ends with j then t1 ≤ λ(α∨i ) and tm ≤ ν(α
∨
j∗).
3.2. Preliminaries on string parametrizations. We now describe another way
to parametrize B with certain strings of nonnegative integers, the so-called string
parametrizations introduced in [7, 16]. As a general setup, consider any U+-module
V such that each Ei acts on V as a locally nilpotent operator, i.e., for every non-
zero v ∈ V there exists some positive integer n such that Eni (v) = 0. Let ci(v)
denote the maximal integer n such that Eni (v) 6= 0. For any sequence of indices
i = (i1, . . . , im), the string of v in direction i is a sequence ci(v) = (t1, . . . , tm) of
nonnegative integers defined recursively as follows:
t1 = ci1(v), t2 = ci2(E
t1
i1
(v)), . . . , tm = cim(E
tm−1
im−1
· · ·Et1i1 (v)) .
We apply this construction to a U+-module A defined as follows. As a C(q)-
vector space, A is the restricted dual vector space of U+, i.e., the direct sum of dual
spaces of all homogeneous components of U+ (recall that U+ is graded by the root
lattice of g). The action (E, f) 7→ E(f) of U+ on A is given by E(f)(u) = f(Eιu)
for all u ∈ U+ (see Proposition 3.3 (iii)). Clearly, each Ei acts in A as a locally
nilpotent operator, so the corresponding strings are well defined.
Now we consider the dual canonical basis Bdual in A: its element bdual corre-
sponding to b ∈ B is a linear form on U+ such that bdual(b′) = δb,b′ for b
′ ∈ B. The
following proposition was essentially proved in [18] (our results below will provide
an independent proof).
Proposition 3.5. For any i ∈ R(wo), the string parametrization ci is a bijection
of Bdual onto the set of all lattice points Ci(Z) of some rational polyhedral convex
cone Ci in R
m.
We call the cone Ci in Proposition 3.5 the string cone associated to i ∈ R(wo)
(it was called the cone of adapted strings in [18]).
Comparing the definition of strings with the definition of li(b) in Proposition 3.3
(ii), we see that
li(b) = ci(b
dual)(3.2)
for any i ∈ [1, r] and b ∈ B. We shall also need some basic properties of B related to
Kashiwara’s crystal structure. The following proposition is a consequence of results
in [16] and [20] (see also [23]).
Proposition 3.6. (i) There exist embeddings f˜i : B → B for i = 1, . . . , r which
satisfy the following property: if b = bi(t1, . . . , tm) and ci(b
dual) = (t′1, . . . , t
′
m) for
some i = (i1, . . . , im) ∈ R(wo) with i1 = i then f˜i(b) = bi(t1 + 1, t2, . . . , tm), and
ci(f˜i(b)
dual) = (t′1 + 1, t
′
2, . . . , t
′
m).
(ii) Every b ∈ B has the form b = f˜i1 · · · f˜iN (1) for some sequence of indices
i1, . . . , iN from [1, r].
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3.3. New results on Lustzig and string parametrizations. We start with an
explicit formula for the relationship between Lusztig and string parametrizations.
Theorem 3.7. (i) Let i and i′ be two reduced words of wo, and let t = ci(bi′(t
′)dual)
be the string in direction i of the dual canonical basis vector with the Lusztig pa-
rameters t′ relative to i′. Then t and t′ are related as follows: for any k = 1, . . . ,m,
we have
tk = min
pi1
(
m∑
l=1
cl(π1) · t
′
l)−minpi2
(
m∑
l=1
cl(π2) · t
′
l) ,(3.3)
where π1 (resp. π2) runs over i-trails from si1 · · · sik−1ω
∨
ik
(resp. from si1 · · · sikω
∨
ik
)
to woω
∨
ik
in Vω∨
ik
.
(ii) For any three dominant weights λ, µ and ν, the correspondence (3.3) restricts
to a bijection between the set of tuples t in Theorem 2.3 and the set of tuples t′ in
Theorem 2.2 with i replaced by i′.
Using Theorem 3.7, we shall obtain the following explicit expression for the
functions li on B in terms of Lusztig parameters (see Proposition 3.3 (ii)).
Theorem 3.8. For every i ∈ [1, r] and i = (i1, . . . , im) ∈ R(wo), we have
li(bi(t1, . . . , tm)) = max
pi
∑
k
(si1 · · · sik−1αik(ω
∨
i )− ck(π))tk ,(3.4)
where π runs over all i-trails from siω
∨
i to woω
∨
i in Vω∨i .
The inverse of the map in (3.3) which expresses Lusztig parameters of b in
terms of strings of bdual can be also computed explicitly but this expression is
more involved. We shall only present the following two important special cases.
Theorem 3.9. Let t and t′ have the same meaning as in Theorem 3.7 (i). Then
t′1 = −minpi
∑
k
dk(π)tk ,(3.5)
where π runs over all i-trails from si′1ω
∨
i′1
to woω
∨
i′1
in Vω∨
i′1
; and also
t′m = max
k:i∗
k
=i′m
(tk +
∑
l>k
ai′m,i∗l tl) .(3.6)
We conclude this section by an explicit description of the string cones (see Propo-
sition 3.5).
Theorem 3.10. For any reduced word i ∈ R(wo), the string cone Ci is the cone in
R
m given by the inequalities (1) in Theorem 2.3, i.e., it consists of all real m-tuples
(t1, . . . , tm) such that
∑
k dk(π)tk ≥ 0 for any i and any i-trail π from ω
∨
i to wosiω
∨
i
in Vω∨
i
.
3.4. More on string cones. In this section we describe some specializations of
Theorem 3.10. Our first result shows that, under some conditions on a reduced
word i ∈ R(wo), the corresponding string cone Ci splits into the direct product of
smaller cones. To formulate the result, we need some more notation. First, for any
sequence i = (i1, . . . , il) of indices from [1, r], and any two elements u, v ∈ W , let
Ci(u, v) denote the cone of all real l-tuples (t1, . . . , tl) such that
∑
k dk(π)tk ≥ 0
for any i and any i-trail π from uω∨i to vsiω
∨
i in Vω∨i . (In particular, Theorem 3.10
claims that Ci = Ci(e, wo).) Second, as in Section 2.4, for any subset I ⊂ [1, r] let
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wo(I) denote the longest element of the parabolic subgroup in W generated by all
si with i ∈ I.
Theorem 3.11. Let ∅ = I0 ⊂ I1 ⊂ · · · ⊂ Ip = [1, r] be any flag of subsets
in [1, r]. Suppose i ∈ R(wo) is the concatenation (i(1), . . . , i(p)), where i(j) ∈
R(wo(Ij−1)
−1wo(Ij)) for j = 1, . . . , p. Then the string cone Ci is the direct product
of cones:
Ci = Ci(1)(e, wo(I1))× Ci(2)(wo(I1)), wo(I2))× · · · × Ci(p)(wo(Ip−1), wo(Ip)) .
(3.7)
Under some additional assumptions, it is possible to describe the factors in (3.7)
much more explicitly. Following [24], we call an element w ∈ W fully commutative
if any two reduced words for w can be obtained from each other by a series of
switches (ik, ik+1)→ (ik+1, ik) such that aik,ik+1 = 0.
Theorem 3.12. In the situation of Theorem 3.11, suppose that an index j ∈ [1, p]
is such that |Ij | = |Ij−1|+1, and the element wo(Ij−1)−1wo(Ij) is fully commutative
of length l. Then the corresponding cone Ci(j) (wo(Ij−1), wo(Ij)) ⊂ R
l is given by
the following inequalities:
(1) tl ≥ 0;
(2) tk(1) ≥ tk(2) for any pair of indices k(1) < k(2) in [1, l] such that αik(1) and
αik(2) generate a root system of type A2, and ik /∈ {ik(1), ik(2)} for k(1) < k < k(2);
(3) |aij |tk(1) ≥ tk(2) ≥ |aij |tk(3) for any indices k(1) < k(2) < k(3) in [1, l] such
that ik(1) = ik(3) = j 6= i = ik(2), αi and αj generate a root system of type B2, and
aik,j = 0 for all k 6= k(2) between k(1) and k(3);
(4) 2|aij |tk(1) ≥ 2tk(2) ≥ |aij |tk(3) ≥ 2tk(4) ≥ 2|aij |tk(5) for any indices k(1) < · · · <
k(5) in [1, l] such that ik(1) = ik(3) = ik(5) = j 6= i = ik(2) = ik(4), and αi and αj
generate a root system of type G2.
Combining Theorems 3.11 and 3.12, we obtain the following refinement of the
main result of [18].
Corollary 3.13. Suppose that ∅ = I0 ⊂ I1 ⊂ · · · ⊂ Ir = [1, r] is a flag of subsets
in [1, r] such that |Ij | = j, and wo(Ij−1)−1wo(Ij) is fully commutative for every
j ∈ [1, r]. Suppose i ∈ R(wo) is the concatenation (i(1), . . . , i(r)), where i(j) ∈
R(wo(Ij−1)
−1wo(Ij)). Then the string cone Ci is the direct product of cones given
by (3.7), with every factor in the product given by inequalities in Theorem 3.12.
Theorem 3.10 also implies a more explicit description of all string cones for
the type Ar (another description of these cones was found in [15]). We need the
following notation: for any i ∈ [1, r], let u(i) denote the minimal representative
of the coset Wîsiw0 in W , where Wî is the maximal parabolic subgroup in W
generated by all sj with j 6= i.
Theorem 3.14. Let i = (i1, . . . , im) ∈ R(wo). For any i ∈ [1, r] and any subword
(ik(1), . . . , ik(p)) of i which is a reduced word for u
(i), all the points (t1, . . . , tm) in
the string cone Ci satisfy the inequality
p∑
j=0
∑
k(j)<k<k(j+1)
(sik(1) · · · sik(j)αik)(ω
∨
i ) · tk ≥ 0(3.8)
(with the convention that k(0) = 0 and k(p+1) = m+1). Furthermore, if g = slr+1
then Ci is the set of all t ∈ R
m satisfying the inequalities (3.8).
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Example 3.15. Let us illustrate Theorem 3.14 by an example when g = sl4. We
shall use the standard numeration of simple roots and corresponding simple re-
flections for type A3, so that s1 and s3 commute with each other. In our case
m = ℓ(wo) = 6, and the elements u
(i) are given by:
u(1) = s1s2, u
(2) = s2s1s3 = s2s3s1, u
(3) = s3s2 .
Let us consider a reduced word i = (2, 1, 3, 2, 1, 3) of wo. Here is the list of
subwords of i which are reduced words for the elements u(i) (their entries are un-
derlined), and the corresponding inequalities of the form (3.8):
u(1) : (2, 1, 3, 2, 1, 3)→ t6 ≥ 0;
u(2) : (2, 1, 3, 2, 1, 3)→ t4 − t5 − t6 ≥ 0, (2, 1, 3, 2, 1, 3)→ t3 − t5 ≥ 0,
(2, 1, 3, 2, 1, 3)→ t2 − t6 ≥ 0, (2, 1, 3, 2, 1, 3)→ t2 + t3 − t4 ≥ 0,
(2, 1, 3, 2, 1, 3)→ t1 ≥ 0;
u(3) : (2, 1, 3, 2, 1, 3)→ t5 ≥ 0.
Therefore, Ci is a cone in R
6 given by:
t1 ≥ 0, t2 ≥ t6 ≥ 0, t3 ≥ t5 ≥ 0, t2 + t3 ≥ t4 ≥ t5 + t6 .
4. Reduced double Bruhat cells and totally positive varieties
4.1. Background on semisimple groups. Let G be a simply connected complex
semisimple Lie group with the Lie algebra g. For i ∈ [1, r], we denote by xi(t) and
yi(t) the one-parameter subgroups in G given by
xi(t) = exp (tei), yi(t) = exp (tfi)
(note that in [11] the notation xi(t) was used instead of yi(t)). Let N (resp. N−)
be the maximal unipotent subgroup of G generated by all xi(t) (resp. yi(t)). Let H
be the maximal torus in G with the Lie algebra h. Let B = HN and B− = HN−
be two opposite Borel subgroups, so that H = B− ∩ B. For every i ∈ [1, r], let
ϕi : SL2 → G denote the canonical embedding corresponding to the simple root αi ;
thus we have
xi(t) = ϕi
(
1 t
0 1
)
, yi(t) = ϕi
(
1 0
t 1
)
.
We also set
tα
∨
i = ϕi
(
t 0
0 t−1
)
∈ H
for any i and any t 6= 0.
The Weyl group W of g is naturally identified with NormG(H)/H ; this identi-
fication sends each simple reflection si to the coset siH , where the representative
si ∈ NormG(H) is defined by
si = ϕi
(
0 −1
1 0
)
.
The elements si satisfy the braid relations in W ; thus the representative w can
be unambiguously defined for any w ∈ W by requiring that uv = u · v whenever
ℓ(uv) = ℓ(u) + ℓ(v).
The weight lattice P is identified with the group of multiplicative characters ofH ,
here written in the exponential notation: a weight γ ∈ P acts by a 7→ aγ . Under
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this identification, the fundamental weights ω1, . . . , ωr act in H by (t
α∨j )ωi = tδij .
The action of W on P can be now written as aw(γ) = (w−1aw)γ for w ∈W , a ∈ H ,
γ ∈ P .
We denote by G0 = N−HN the open subset of elements x ∈ G that have Gauss-
ian decomposition; this (unique) decomposition will be written as x = [x]−[x]0[x]+ .
Following G. Lusztig, we define the variety G≥0 of totally nonnegative elements
in G as the multiplicative monoid with unit generated by the elements tα
∨
i , xi(t),
and yi(t) for all i and all t > 0.
4.2. Preliminaries on generalized minors. We now recall some basic properties
of generalized minors introduced in [11]. For u, v ∈W and i ∈ [1, r], the generalized
minor ∆uωi,vωi is the regular function on G whose restriction to the open set
uG0v
−1 is given by
∆uωi,vωi(x) = (
[
u −1xv
]
0
)ωi .(4.1)
As shown in [11], ∆uωi,vωi depends on the weights uωi and vωi alone, not on the
particular choice of u and v. In the special case G = SLn , the generalized minors
are nothing but the ordinary minors of a matrix.
Although we do not need it in this paper, we would like to mention the following
characterization of the totally nonnegative variety obtained in [12]: an element
x ∈ G is totally nonnegative if and only if all generalized minors take nonnegative
real values at x.
Generalized minors have the following properties: (see [11, (2.14), (2.25)]):
∆γ,δ(a1xa2) = a
γ
1a
δ
2∆δ,γ(x) (a1, a2 ∈ H ; x ∈ G), ∆γ,δ(x) = ∆δ,γ(x
T ) ,(4.2)
where x 7→ xT is the “transpose” involutive antiautomorphism of G given by
aT = a (a ∈ H) , xi(t)
T = yi(t) , yi(t)
T = xi(t) .(4.3)
Later we shall need the involutive antiautomorphism τwo of G introduced in [11,
(2.56)]; it is defined by
τwo(x) = wo(x
−1)ιTwo
−1 ,(4.4)
where x 7→ xι is the involutive antiautomorphism of G given by
aι = a−1 (a ∈ H) , xi(t)
ι = xi(t) , yi(t)
ι = yi(t) .(4.5)
By [11, (2.25) and Lemma 2.25], we have
∆γ,δ(x) = ∆−δ,−γ(x
ι) = ∆woδ,woγ(τwo(x))(4.6)
for any generalized minor ∆γ,δ, and any x ∈ G.
Now we present some less obvious identities for generalized minors. The following
identity was obtained in [11, Theorem 1.17].
Proposition 4.1. Suppose u, v ∈ W and i ∈ [1, r] are such that ℓ(usi) = ℓ(u) + 1
and ℓ(vsi) = ℓ(v) + 1. Then
∆uωi,vωi∆usiωi,vsiωi = ∆usiωi,vωi∆uωi,vsiωi +
∏
j 6=i∆
−aji
uωj ,vωj .(4.7)
The next proposition presents some generalized Plu¨cker relations; they follow
from [9, Corollary 6.6] (see also [11, Theorem 1.16]).
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Proposition 4.2. Let u, v ∈W and i, j ∈ [1, r].
1. If aij=aji=−1 and ℓ(vsisjsi) = ℓ(v) + 3, then
∆uωi,vsiωi∆uωj ,vsjωj = ∆uωi,vωi∆uωj ,vsisjωj +∆uωi,vsjsiωi∆uωj ,vωj .
2. If aij=−2, aji=−1, and ℓ(vsisjsisj) = ℓ(v) + 4, then
∆uωi,vsiωi∆uωi,vsjsiωi∆uωj ,vsjωj
= ∆2uωi,vsjsiωi∆uωj ,vωj
+∆uωi,vωi(∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsisjsiωi∆uωj ,vsjωj )
and
∆uωj ,vsisjωj∆
2
uωi,vsjsiωi∆uωj ,vsjωj
= ∆uωj ,vsjsisjωj∆
2
uωi,vsjsiωi∆uωj ,vωj
+(∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsisjsiωi∆uωj ,vsjωj )
2 .
3. If aij=−3, aji=−1, and l(vsisjsisjsisj) = l(v) + 6, then
∆uωi,vsiωi∆
2
uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjωj
= ∆3uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vωj∆uωj ,vsjsisjωj
+
(
∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsjsisjsiωi∆uωj ,vsjωj
)2
∆uωi,vωi∆uωi,vsjsisjsiωi
+
(
∆uωi,vsjsiωi∆uωj ,vsjsisjsisjωj +∆uωi,vsisjsisjsiωi∆uωj ,vsjsisjωj
)
·∆uωi,vωi∆
2
uωi,vsjsiωi∆uωj ,vsjωj ;
∆uωi,vsisjsiωi∆
3
uωi,vsjsiωi∆
2
uωi,vsjsisjsiωi∆uωj ,vsjωj∆
2
uωj ,vsjsisjωj
= ∆3uωi,vsjsiωi∆
3
uωi,vsjsisjsiωi∆uωj ,vωj∆
2
uωj ,vsjsisjωj
+
(
∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsjsisjsiωi∆uωj ,vsjωj
)3
∆3uωi,vsjsisjsiωi
+
(
∆uωi,vsjsiωi∆uωj ,vsjsisjsisjωj +∆uωi,vsisjsisjsiωi∆uωj ,vsjsisjωj
)2
·∆4uωi,vsjsiωi∆uωj ,vsjωj
+
(
3∆uωi,vωi∆uωi,vsjsiωi∆uωj ,vsjsisjωj∆uωj ,vsjsisjsisjωj
+2∆uωi,vωi∆uωi,vsisjsisjsiωi∆
2
uωj ,vsjsisjωj
+2∆uωi,vsjsisjsiωi∆uωi,vsisjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjωj
+2∆uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjsisjωj
)
·∆2uωi,vsjsiωi∆
2
uωi,vsjsisjsiωi∆uωj ,vsjωj ;
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∆uωj ,vsisjsisjωj∆
3
uωi,vsjsiωi∆
3
uωi,vsjsisjsiωi∆uωj ,vsjωj∆
2
uωj ,vsjsisjωj
= ∆3uωi,vsjsiωi∆
3
uωi,vsjsisjsiωi∆uωj ,vωj∆
2
uωj ,vsjsisjωj∆uωj ,vsjsisjsisjωj
+
(
∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsjsisjsiωi∆uωj ,vsjωj
)3
·∆3uωi,vsjsisjsiωi∆uωj ,vsjsisjsisjωj
+
(
∆uωi,vsjsiωi∆uωj ,vsjsisjsisjωj +∆uωi,vsisjsisjsiωi∆uωj ,vsjsisjωj
)3
·∆3uωi,vsjsiωi∆uωj ,vsjωj
+
(
3∆uωi,vωi∆uωi,vsjsiωi∆uωj ,vsjsisjωj∆uωj ,vsjsisjsisjωj
+3∆uωi,vωi∆uωi,vsisjsisjsiωi∆
2
uωj ,vsjsisjωj
+3∆uωi,vsjsisjsiωi∆uωi,vsisjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjωj
+2∆uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjsisjωj
)
·∆2uωi,vsjsiωi∆
2
uωi,vsjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjsisjωj ;
∆uωj ,vsisjωj∆
6
uωi,vsjsiωi∆
3
uωi,vsjsisjsiωi∆
2
uωj ,vsjωj∆
3
uωj ,vsjsisjωj
= ∆3uωi,vsjsiωi∆
2
uωi,vsjsisjsiωi∆uωj ,vωj∆
2
uωj ,vsjsisjωj
·
{
∆3uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vωj∆
2
uωj ,vsjsisjωj
+2
(
∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsjsisjsiωi∆uωj ,vsjωj
)3
∆uωi,vsjsisjsiωi
+
(
3∆uωi,vωi∆uωi,vsjsiωi∆uωj ,vsjsisjωj∆uωj ,vsjsisjsisjωj
+3∆uωi,vωi∆uωi,vsisjsisjsiωi∆
2
uωj ,vsjsisjωj
+3∆uωi,vsjsisjsiωi∆uωi,vsisjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjωj
+2∆uωi,vsjsiωi∆uωi,vsjsisjsiωi∆uωj ,vsjωj∆uωj ,vsjsisjsisjωj
)
·∆2uωi,vsjsiωi∆uωj ,vsjωj
}
+
{(
∆uωi,vωi∆uωj ,vsjsisjωj +∆uωi,vsjsisjsiωi∆uωj ,vsjωj
)2
∆uωi,vsjsisjsiωi
+
(
∆uωi,vsjsiωi∆uωj ,vsjsisjsisjωj +∆uωi,vsisjsisjsiωi∆uωj ,vsjsisjωj
)
·∆2uωi,vsjsiωi∆uωj ,vsjωj
}3
.
4.3. Reduced double Bruhat cells. The group G has two Bruhat decomposi-
tions, with respect to opposite Borel subgroups B and B− :
G =
⋃
u∈W
BuB =
⋃
v∈W
B−vB− .
The double Bruhat cells Gu,v are defined by Gu,v = BuB∩B−vB− . These varieties
were introduced and studied in [11].
In this paper we shall concentrate on the following subset Lu,v ⊂ Gu,v which we
call a reduced double Bruhat cell :
Lu,v = NuN ∩B−vB− .(4.8)
TENSOR PRODUCT MULTIPLICITIES ... 17
(In particular, if u is the identity element e ∈ W then Le,v = N ∩ B−vB− is the
variety Nv studied in [9].) We also set
Lu,v>0 := L
u,v ∩G≥0 ,
and call Lu,v>0 the totally positive part of L
u,v.
The equations defining Lu,v inside Gu,v look as follows.
Proposition 4.3. An element x ∈ Gu,v belongs to Lu,v if and only if [u −1x]0 = 1,
or equivalently if ∆uωi,ωi(x) = 1 for any i ∈ [1, r].
The maximal torus H acts freely on Gu,v by left (or right) translations, and Lu,v
is a section of this action. Thus Lu,v is naturally identified with Gu,v/H , and all
properties of Gu,v can be translated in a straightforward way into the corresponding
properties of Lu,v. In particular, Theorem 1.1 in [11] implies the following.
Proposition 4.4. The variety Lu,v is biregularly isomorphic to a Zariski open sub-
set of an affine space of dimension ℓ(u) + ℓ(v).
We now introduce a family of systems of local coordinates in Lu,v. For any
nonzero t ∈ C and any i ∈ [1, r], denote
x−i(t) = yi(t)t
−α∨i = ϕi
(
t−1 0
1 t
)
.(4.9)
A double reduced word for a pair u, v ∈ W is a reduced word for an element
(u, v) of the Coxeter group W ×W . To avoid confusion, we will use the indices
−1, . . . ,−r for the simple reflections in the first copy of W , and 1, . . . , r for the
second copy. A double reduced word for (u, v) is nothing but a shuffle of a reduced
word i for u written in the alphabet [−1,−r] ( we will denote such a word by −i)
and a reduced word i′ for v written in the alphabet [1, r]. We denote the set of
double reduced words for (u, v) by R(u, v).
For any sequence i = (i1, . . . , im) of indices from the alphabet [1, r] ∪ [−1,−r],
let us define the product map xi : C
m
6=0 → G by
xi(t1, . . . , tm) = xi1(t1) · · ·xim(tm) .(4.10)
The following proposition is a modification of [11, Theorems 1.2, 1.3].
Proposition 4.5. For any u, v ∈ W and i = (i1, . . . , im) ∈ R(u, v), the map xi
is a biregular isomorphism between Cm6=0 and a Zariski open subset of L
u,v, and it
restricts to a bijection between the set Rm>0 of m-tuples of positive real numbers and
the totally positive part Lu,v>0 of L
u,v.
4.4. Factorization problem for reduced double Bruhat cells. In this section,
we address the following factorization problem for Lu,v: for any double reduced
word i ∈ R(u, v), find explicit formulas for the inverse birational isomorphism x−1
i
between Lu,v and Cm6=0, thus expressing the factorization parameters tk in terms of
the product x = xi(t1, . . . , tm) ∈ Lu,v.
Recall from [11, Section 1.5] that there is a biregular “shift” isomorphism ζu,v :
Gu,v → Gu
−1,v−1 . This isomorphism does not however send Lu,v to Lu
−1,v−1 , so
we will use the following modification.
Definition 4.6. For any u, v ∈W , the twist map ψu,v is defined by (see (4.5))
ψu,v(x) = [(vxι)−1]+ v ([u
−1x]+)
ι .(4.11)
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Theorem 4.7. The twist map ψu,v is a biregular isomorphism between Lu,v and
Lv,u, and it restricts to a bijection between Lu,v>0 and L
v,u
>0 . The inverse isomorphism
is ψv,u.
Now let us fix a pair (u, v) ∈W×W and a double reduced word i = (i1, . . . , im) ∈
R(u, v). Recall that i is a shuffle of a reduced word for u written in the alphabet
[−1,−r] and a reduced word for v written in the alphabet [1, r]. In particular, the
length m of i is equal to ℓ(u) + ℓ(v). For k ∈ [1,m], we denote
k− = max{l : l < k, |il| = |ik|} , k
+ = min{l : l > k, |il| = |ik|} ,
so that k− (resp. k+) is the previous (resp. next) occurrence of an index ±ik in
i; if k is the first (resp. last) occurrence of ±ik in i then we set k− = 0 (resp.
k+ = m+ 1).
For k ∈ [1,m], denote
u≥k =
∏
l=m,... ,k
il<0
s−il , v<k =
∏
l=1,... ,k−1
il>0
sil .(4.12)
This notation means that in the first (resp. second) product in (4.12), the index l
is decreasing (resp. increasing); for example, if i = (−2, 1,−3, 3, 2,−1,−2, 1,−1),
then, say, u≥7 = s1s2 and v<7 = s1s3s2 . Let us define a regular function Mk =
Mk,i on L
u,v by
Mk(x) =Mk,i(x) = ∆v<kω|ik|,u≥kω|ik|(ψ
u,v(x)) ;(4.13)
by convention, we set Mm+1(x) = 1 (by Theorem 4.7, ψ
u,v(x) ∈ Lv,u for x ∈ Lu,v,
hence ∆vωi,ωi(ψ
u,v(x)) = 1 for all i (see Proposition 4.3)).
Now we are ready to state our solution to the factorization problem.
Theorem 4.8. Let i = (i1, . . . , im) be a double reduced word for (u, v), and sup-
pose an element x ∈ Lu,v can be factored as x = xi1 (t1) · · ·xim(tm), with all tk
nonzero complex numbers. Then the factorization parameters tk are determined by
the following formulas: if ik < 0 then
tk =Mk(x)/Mk+(x) ;(4.14)
if ik > 0 then
tk =
1
Mk(x)Mk+(x)
∏
l: l−<k<l
Ml(x)
−a|il|,ik .(4.15)
The following two special cases will be of particular importance for us: (u, v) =
(e, wo), and (u, v) = (wo, e). In these cases, Definition 4.6 and Theorem 4.7 can be
simplified as follows.
Corollary 4.9. The twist map ψwo,e is a biregular isomorphism between Lwo,e and
Le,wo (and also a bijection between Lwo,e>0 and L
e,wo
>0 ) given by
ψwo,e(x) = ([wo
−1x]+)
ι .(4.16)
The inverse biregular isomorphism ψe,wo is given by
ψe,wo(x) = ([xwo]− [xwo]0)
ι .(4.17)
The formulas (4.14) and (4.15) now take the following form.
Corollary 4.10. Let i = (i1, . . . , im) be a reduced word for wo, and t1, . . . , tm be
non-zero complex numbers.
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(i) If x = x−i1(t1) · · ·x−im(tm) then the factorization parameters tk are given by
tk =
∆ωik ,sim ···sikωik (ψ
wo,e(x))
∆ωik ,sim ···sik+1ωik (ψ
wo,e(x))
,
where ψwo,e(x) is given by (4.16).
(ii) If x = xi1(t1) · · ·xim (tm) then the factorization parameters tk are given by
tk =
1
∆si1 ···sik−1ωik ,ωik (ψ
e,wo(x))∆si1 ···sikωik ,ωik (ψ
e,wo (x))
×
∏
j 6=ik
∆si1 ···sik−1ωj ,ωj (ψ
e,wo(x))−aj,ik ,
where ψe,wo(x) is given by (4.17).
In general, Theorem 4.8 expresses the factorization parameters of an element x ∈
Lu,v as monomials in generalized minors of the twisted element ψu,v(x). However,
there are two important special cases when taking the twist is unnecessary.
Proposition 4.11. Let i = (i1, . . . , im) be a reduced word for wo.
(i) If x = x−i1 (t1) · · ·x−im(tm) then the first and the last factorization parameters
of x are given by
t1 =
1
∆si1woωi∗1 ,ωi∗1
(x)
, tm = ∆woωim ,simωim (x) ,(4.18)
where ωi∗ = −woωi.
(ii) If x = xi1(t1) · · ·xim(tm) then the first and the last factorization parameters
of x are given by
t1 =
∆ωi1 ,woωi1 (x)
∆si1ωi1 ,woωi1 (x)
, tm =
∆ωi∗m ,woωi∗m (x)
∆ωi∗m ,simwoωi∗m (x)
.(4.19)
5. Geometric lifting and tropicalization
5.1. Transition maps. Let i and i′ be two reduced words of wo. In view of
Proposition 3.2, there is a bijective transition map
Ri
′
i = (bi′)
−1 ◦ bi : Z
m
≥0 → Z
m
≥0
between the corresponding Lusztig parametrizations of the canonical basis B. Sim-
ilarly, by Proposition 3.5, there is a bijective transition map
R−i
′
−i = ci′ ◦ (ci)
−1 : Ci(Z)→ Ci′(Z)
between the two string parametrizations of the dual canonical basis (the reason for
the notation R−i
′
−i will become clear soon).
It turns out that each component of a tuple Ri
′
i
(t) or R−i
′
−i (t) can be expressed
through the components of t as a “tropical” subtraction-free rational expression
(see Introduction).
Example 5.1. Let g = sl3 be of type A2, and let i = (1, 2, 1) and i
′ = (2, 1, 2)
be the two reduced words for wo. The transition map R
i
′
i
between two Lusztig
parametrizations was computed in [20]: the components of t′ = Ri
′
i
(t) are given by
t′1 = t2 + t3 −min (t1, t3), t
′
2 = min (t1, t3), t
′
3 = t1 + t2 −min (t1, t3) ,
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which can also be written as
t′1 =
[
t2t3
t1 + t3
]
trop
, t′2 = [t1 + t3]trop, t
′
3 =
[
t1t2
t1 + t3
]
trop
.(5.1)
The transition map R−i
′
−i between two string parametrizations was computed in [8]:
the components of t′ = R−i
′
−i (t) are given by
t′1 = max (t3, t2 − t1), t
′
2 = t1 + t3, t
′
3 = min (t1, t2 − t3) ,
which can also be written as
t′1 =
[
t2t3
t1t3 + t2
]
trop
, t′2 = [t1t3]trop, t
′
3 =
[
t1t3 + t2
t3
]
trop
.(5.2)
We now generalize this example by giving a geometric lifting for each of the
transition maps Ri
′
i
and R−i
′
−i . To do this, we notice that by Proposition 4.5, for
any two reduced words i and i′ of a pair (u, v) of elements of W , there is a bijective
transition map
R˜i
′
i
= (xi′)
−1 ◦ xi : R
m
>0 → R
m
>0
that relates the corresponding parametrizations of the totally positive variety Lu,v>0 .
In particular, any two reduced words i and i′ for wo give rise to transition maps R˜
i
′
i
and R˜−i
′
−i (for the varieties L
e,wo
>0 and L
wo,e
>0 , respectively). We shall use the notation
(R˜i
′
i
)∨ for the transition maps defined in the same way but for the Langlands dual
group LG instead of G.
Theorem 5.2. (i) For any i, i′ ∈ R(u, v), each component of R˜i
′
i
(t) is a subtraction-
free rational expression in the components of t.
(ii) For any i, i′ ∈ R(wo), each component of (R˜
i
′
i
)∨(t) (resp. (R˜−i
′
−i )
∨(t)) is a
geometric lifting of the corresponding component of Ri
′
i
(t) (resp. of R−i
′
−i (t)).
As in [3] and [9, Section 4], Theorem 5.2(i) allows us to extend the definition of
the totally positive varieties Lu,v>0 from the “ground semifield” R>0 to an arbitrary
semifield K (see Introduction). To do this, we define Lu,v(K) as the set of all
tuples t = (ti)i∈R(u,v), where each t
i = (ti1, . . . , t
i
m) is a “vector” in K
m (with m =
ℓ(u)+ℓ(v)), and these vectors satisfy the relations ti
′
= R˜i
′
i
(ti) for all i, i′ ∈ R(u, v).
Example 5.3. By Proposition 4.5, the map Lu,v(R>0)→ G given by t 7→ xi(ti) is
well-defined, and it is a bijection between Lu,v(R>0) and L
u,v
>0 .
Example 5.4. By Proposition 3.2 and Theorem 5.2 (ii), the map that sends every
canonical basis vector b ∈ B to a tuple t with ti = b−1
i
(b) is a bijection between B
and the set of all t ∈ Le,wo(Ztrop)∨ such that ti ∈ Zm≥0 for all i ∈ R(wo) (as usual
in this paper, Le,wo(K)∨ stands for the set defined in the same way as Le,wo(K)
but for the Langlands dual group).
Example 5.5. By Proposition 3.5 and Theorem 5.2 (ii), the map that sends every
dual canonical basis vector b∗ ∈ Bdual to a tuple t with t−i = ci(b∗) is a bijection
between Bdual and the set of all t ∈ Lwo,e(Ztrop)∨ such that t−i ∈ Ci(Z) for all
i ∈ R(wo).
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Using Examples 5.4 and 5.5, we shall identify B (resp. Bdual) with a part of
Le,wo(Ztrop)∨ (resp. Lwo,e(Ztrop)∨). It is easy to see that the correspondence
b 7→ bdual extends to a piecewise-linear map Le,wo (Ztrop)∨ → Lwo,e(Ztrop)∨. Our
next goal is to find a geometric lifting for this map. To do this, we consider the
following modification of the twist maps ψwo,e and ψe,wo in Corollary 4.9. Let us
define the maps ηwo,e and ηe,wo by setting (see (4.4))
ηwo,e = τwo ◦ ψ
wo,e, ηe,wo = ψe,wo ◦ τwo ;(5.3)
an easy calculation shows that these maps are given by (see (4.3))
ηwo,e(x) = [(wox
T )−1]+, η
e,wo(x) = ([wo
−1xT ]0)
−1([wo
−1xT ]−)
−1 .(5.4)
Theorem 4.7 immediately implies the following.
Corollary 5.6. The map ηwo,e is a biregular isomorphism between Lwo,e and Le,wo ,
and it restricts to a bijection between Lwo,e>0 and L
e,wo
>0 . The inverse map is η
e,wo .
Now we are ready to state our geometric lifting result.
Theorem 5.7. The map ηwo,e : (Lwo,e>0 )
∨ → (Le,wo>0 )
∨ is a geometric lifting of
b 7→ bdual. In other words, for any i, i′ ∈ R(wo), we have
ci(bi′(t
′)dual) = [(x −1−i ◦ η
e,wo ◦ xi′)
∨(t′)]trop(5.5)
(as before, the superscript ∨ means that the corresponding varieties and maps are
related to the group LG).
Theorems 5.2 and 5.7 play crucial role in our proofs of the results in Sections 2
and 3; in fact, they allow us to deduce combinatorial properties of the canonical
basis from the properties of totally positive varieties. The appearance of i-trails is
explained by the following evaluation of generalized minors.
Theorem 5.8. Let γ and δ be two weights in the W -orbit of the same fundamental
weight ωi of g, and let i = (i1, . . . , im) be any sequence of indices from [1, r].
(i) ∆γ,δ(xi(t1, . . . , tm)) is a positive integer linear combination of the monomials
t
c1(pi)
1 · · · t
cm(pi)
m for all i-trails π from γ to δ in Vωi .
(ii) ∆γ,δ(x−i(t1, . . . , tm)) is a positive integer linear combination of the monomials
t
d1(pi)
1 · · · t
dm(pi)
m for all i-trails π from −γ to −δ in Vωi∗ .
Theorem 5.8 has an important “tropical” corollary.
Corollary 5.9. In the situation of Theorem 5.8, we have
[∆γ,δ(xi(t1, . . . , tm))]trop = min
pi
(
m∑
k=1
ck(π)tk) ,
[∆γ,δ(x−i(t1, . . . , tm))]trop = min
pi′
(
m∑
k=1
dk(π
′)tk) ,
where π (resp. π′) runs over all i-trails from γ to δ in Vωi (resp. from −γ to −δ
in Vωi∗ ).
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5.2. Geometric lifting of Kashiwara’s crystals. Let us recall the crystal op-
erators f˜i : B → B introduced in Proposition 3.6. In this section we compute a
geometric lifting of the twisted operators f˜ ιi : B → B defined by f˜
ι
i (b) = (f˜i(b
ι))ι. In
view of Proposition 3.3 (iii)), for every positive integer n, the operator (f˜ ιi )
n acts as
follows on Lusztig parameters corresponding to any reduced word i′ ∈ R(wo) with
i′m = i
∗:
(f˜ ιi )
n(bi′(t1, . . . , tm−1, tm)) = bi′(t1, . . . , tm−1, tm + n) .
We consider the following geometric counterpart of this operator: for any c > 0
define the bijection F
(c)
i : L
e,wo
>0 → L
e,wo
>0 by
F
(c)
i (xi′(t
′
1, . . . , t
′
m−1, t
′
m)) = xi′(t
′
1, . . . , t
′
m−1, ct
′
m) ,(5.6)
where i′ ∈ R(wo) ends with i′m = i
∗. If i′ ∈ R(wo) does not end with i∗ then we do
not have a nice formula for F
(c)
i (xi′ (t
′
1, . . . , t
′
m)). Our next result shows that such
a formula exists for the bijection Lwo,e>0 → L
wo,e
>0 obtained by transferring F
(c)
i with
the help of the bijection ηwo,e : Lwo,e>0 → L
e,wo
>0 (see Corollary 5.6).
Theorem 5.10. Let i be a reduced word for R(wo), and let Tk = t
−1
k
∏
l>k t
−ail,ik
l
for k = 1, . . . ,m. Then
(ηe,wo ◦ F
(c)
i ◦ η
wo,e)(x−i(t1, . . . , tm)) = x−i(t˜1, . . . , t˜m) ,
where t˜k = tk unless ik = i, and
t˜k = tk
∑
l<k:il=i
Tl + c
∑
l≥k:il=i
Tl∑
l≤k:il=i
Tl + c
∑
l>k:il=i
Tl
,(5.7)
whenever ik = i.
In view of Theorem 5.7, one obtains an explicit formula for the action of (f˜ ιi )
n
on B in terms of the string parameters by tropicalizing (5.7) (and passing from G
to LG as usual).
Corollary 5.11. For a reduced word i ∈ R(wo), define the linear forms T∨k : Z
m →
Z
m for k = 1, . . . ,m by T∨k (t) = −tk−
∑
l>k aik,iltl. If ci(b
dual) = (t1, . . . , tm) then
ci((f˜
ι
i )
n(b)dual) = (t˜1, . . . , t˜m), where t˜k = tk unless ik = i, and
t˜k = tk +min
(
min
l<k:il=i
T∨l (t), n+ min
l≥k:il=i
T∨l (t)
)
−min
(
min
l≤k:il=i
T∨l (t), n+ min
l>k:il=i
T∨l (t)
)
whenever ik = i (with the agreement that minimum over the empty set is +∞).
Remark 5.12. Theorem 5.10 is a starting point of a new concept of geometric
crystals introduced and developed by one of the authors (A.B.) in a joint work in
progress with D. Kazhdan.
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5.3. Plu¨cker models. Following [9, Section 4], we now consider the “variety”
Mwo(K) of all tuples (Mωi,γ) of elements of the ground semifield K (for all i ∈
[1, r], and γ ∈ Wωi) satisfying the relations in Proposition 4.2 (with u = e, and
each generalized minor ∆ωi,γ replaced with Mωi,γ). We shall show that each
of the varieties Le,wo(K) and Lwo,e(K) is in a natural bijection with a part of
Mwo(K). To define these bijections, we use Theorem 5.8, which assures that both
t 7→ ∆γ,δ(xi(t1, . . . , tm)) and t 7→ ∆γ,δ(x−i(t1, . . . , tm)) are well-defined mappings
Km → K ∪ {0} for any semifield K.
Theorem 5.13. (i) For every semifield K, the correspondence
p+ : t 7→ (Mωi,γ = ∆ωi,γ(xi(t
i)))
(where i ∈ R(wo)) is an embedding of Le,wo(K) into Mwo(K). The image of p+
consists of all tuples (Mωi,γ) ∈M
wo(K) such that Mωi,ωi = 1 for all i.
(ii) The map p− : t 7→ (Mωi,γ = ∆γ,ωi(x−i(t
i))) is an embedding of Lwo,e(K) into
Mwo(K). The image of p− consists of all tuples (Mωi,γ) ∈ M
wo(K) such that
Mωi,woωi = 1 for all i.
We will refer to the maps p+ and p− as Plu¨cker models of Le,wo(K) and Lwo,e(K).
Specializing Theorem 5.13 to the tropical semifield K = Ztrop, we obtain embed-
dings p+trop : B → M
wo(Ztrop)
∨ and p−trop : B
dual →Mwo(Ztrop)∨. (As before, the
variety Mwo(K)∨ corresponds to the Langlands dual group LG.) Our next task is
to describe the images of these embeddings. To do this, we notice that for every
γ ∈ Wωi \ {ωi}, there is a naturally defined function Msiωi,γ : M
wo(K) → K;
it can be obtained as a subtraction-free expression in the components Mωj,δ by
iterating the identity (4.7) (with ∆ replaced by M) and using the boundary con-
dition Msiωi,ωi = 0. An explicit formula for Msiωi,γ can be given as follows: let
γ = uωi = si1 · · · silωi, where (i1, . . . , il) is a reduced word for u ∈ W such that
il = i; then we have
Msiωi,γ =Mωi,γ
∑
k≤l
ik=i
1
Mωi,si1 ···sikωiMωi,si1 ···sik−1ωi
∏
j 6=i
M
−aji
ωj,si1 ···sikωj
.(5.8)
Theorem 5.14. (i) The image of the embedding p+trop : B →M
wo(Ztrop)
∨ consists
of all integer tuples (Mω∨
i
,γ) ∈ M
wo(Ztrop)
∨ such that Mω∨
i
,ω∨
i
= 0 and Mω∨
i
,siω∨i
≥
0 for all i.
(ii) The image of the embedding p−trop : B
dual →Mwo(Ztrop)∨ consists of all integer
tuples (Mω∨
i
,γ) ∈ M
wo(Ztrop)
∨ such that Mω∨
i
,woω∨i
= 0 and Msiω∨i ,woω∨i ≥ 0 for
all i.
The tropical Plu¨cker models just constructed allow us to give two “universal”
polyhedral expressions for the tensor product multiplicities.
Theorem 5.15. For any three dominant weights λ, µ, ν for g, the multiplicity cµλ,ν
is equal to the number of integer tuples (Mω∨
i
,γ) ∈ M
wo(Ztrop)
∨ satisfying the
following conditions for any i ∈ [1, r]:
(0) Mω∨
i
,ω∨
i
= 0;
(1) Mω∨
i
,siω∨i
≥ 0;
(2) Mω∨
i
,woω∨i
= (λ + ν − µ)(ω∨i );
(3) Msiω∨i ,woω∨i ≥ (siλ+ ν − µ)(ω
∨
i );
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(4) Mω∨
i
,wosiω∨i
≥ (λ+ siν − µ)(ω∨i ).
Theorem 5.16. For any three dominant weights λ, µ, ν for g, the multiplicity cµλ,ν
is equal to the number of integer tuples (Mω∨
i
,γ) ∈ M
wo(Ztrop)
∨ satisfying the
following conditions for any i ∈ [1, r]:
(0) Mω∨
i
,woω∨i
= 0;
(1) Msiω∨i ,woω∨i ≥ 0;
(2) Mω∨
i
,ω∨
i
= −(λ+ ν − µ)(ω∨i );
(3) Mω∨
i
,wosiω∨i
≥ −λ(α∨i∗);
(4) Mω∨
i
,siω∨i
≥ −(siλ+ ν − siµ)(ω∨i ).
6. Proofs of results in Section 4
Proof of Proposition 4.3. Any element of the Bruhat cell BuB can be written
as x = n1uan2 with a ∈ H and n1, n2 ∈ N . Here the element a is uniquely
determined by x, and we have a = [u −1x]0. Thus the condition that x ∈ NuN
is equivalent to [u −1x]0 = 1. This in turn is equivalent to the condition that
∆uωi,ωi(x) = ([u
−1x]0)
ωi = 1 for all i ∈ [1, r]. 
Proof of Proposition 4.5. In view of [11, Theorems 1.2, 1.3], we only need to
prove that the image xi(C
m
6=0) is contained in NuN . Trivially, xi(t) ∈ N for any
i ∈ [1, r]; using the commutation relation [11, (2.13)], we also see that
x−i(t) = yi(t)t
−α∨i = xi(t
−1)sixi(t) ∈ NsiN .
Using induction on ℓ(u) + ℓ(v), it only remains to show that siNw ⊂ NsiwN for
any w ∈ W such that ℓ(siw) = ℓ(w) + 1. For any n ∈ N , we have
sinsi
−1 = n′yi(t)
for some n′ ∈ N and t ∈ C. Furthermore, the condition ℓ(siw) = ℓ(w) + 1 implies
that
n′′ := siw
−1yi(t)siw ∈ N .
Therefore, we obtain
sinw = n
′yi(t)siw = n
′siwn
′′ ∈ NsiwN ,
as required. 
Proof of Theorem 4.7. Comparing (4.11) with [11, Definition 1.5], it is easy to
show that
ψu,v(x) = (ζu,v(x))T = ζu
−1,v−1(xT )(6.1)
for any x ∈ Lu,v; here ζu,v is a biregular isomorphism between Gu,v and Gu
−1,v−1
(see [11, Theorem 1.6]), and x 7→ xT is the “transpose” antiautomorphism of G
given by (4.3). It is also clear from (4.11) that ψu,v(x) ∈ NvN . Therefore, ψu,v
sends Lu,v to Lv,u, and our theorem becomes a consequence of [11, Theorems 1.6,
1.7]. 
Proof of Theorem 4.8. In order to distinguish our present notation from that in
[11], let us denote by x˜i the product map H × Cm6=0 → G
u,v defined in [11, (1.3)].
TENSOR PRODUCT MULTIPLICITIES ... 25
Using (4.9) and commutation relations [11, (2.5)], we can rewrite x = xi(t1, . . . , tm)
as x = x˜i(a; t
′
1, . . . , t
′
m), where
a =
∏
k:ik<0
t
−α∨−ik
k ,
and
t′k = t
ε(ik)
k ·
∏
l>k
il<0
t
ε(ik)a|il|,|ik|
l ;(6.2)
here ε(i) denotes the sign of i, i.e., ε(i) = ±1 for i ∈ ±[1, r].
Now to prove our theorem, one only has to substitute into (6.2) the expressions
for the tl given by (4.14) and (4.15), and to verify that the resulting expression
for t′k agrees with [11, (1.18)]. This is done by a straigtforward check that we
omit (notice that the function ∆l,i(x
′) in [11, (1.18)] is our present Ml(x), and
that ∆m+j,i(x
′) = ∆vωj ,ωj (ψ
u,v(x)) = 1 for any j ∈ [1, r], since ψu,v(x) ∈ Lv,u by
Theorem 4.7). 
Proof of Proposition 4.11. To compute minors on the right-hand sides of (4.18)
and (4.19), we shall use [9, Lemma 6.4 (b)] which says that
∆ωi,w−1ωi(xj1 (t1) · · ·xjl(tl)) =
l∏
k=1
t
ωi(sj1 ···sjk−1α
∨
jk
)
k(6.3)
for any i ∈ [1, r], w ∈ W , and j = (j1, . . . , jl) ∈ R(w). This formula (with j =
(i1, . . . , im)) directly applies to the two minors in the numerators in (4.19). To
compute the second denominator in (4.19), we notice that it is equal to
∆ωi∗m ,simwoωi∗m (x) = ∆ωi∗m ,simwoωi∗m (xi1 (t1) · · ·xim−1(tm−1))
(since simwo
−1xim(tm)simwo ∈ N), and so it is given by (6.3) for j = (i1, . . . , im−1).
This implies the formula for tm in (4.19).
To compute the first denominator in (4.19), we shall use the antiautomorphism
τwo of G introduced in (4.4). It is easy to see that
τwo(xi1 (t1) · · ·xim(tm)) = xi∗m(tm) · · ·xi∗1 (t1)(6.4)
for any sequence (i1, . . . , im) of indices from [1, r]. Using (4.6), we can now rewrite
the first denominator in (4.19) as
∆si1ωi1 ,woωi1 (x) = ∆ωi1 ,wosi1ωi1 (xi∗m(tm) · · ·xi∗1 (t1))
= ∆ωi1 ,wosi1ωi1 (xi∗m (tm) · · ·xi∗2 (t2)) ,
and then compute it by using (6.3) with j = (i∗m, . . . , i
∗
2). This implies the formula
for t1 in (4.19).
To prove (4.18), we shall use the following lemma.
Lemma 6.1. For any sequence (i1, . . . , im) of indices from [1, r], and any general-
ized minor ∆γ,δ, we have
(x−i1 (t1) · · ·x−im(tm))
T = t
−α∨i1
1 · · · t
−α∨im
m xim(t
′
m) · · ·xi1 (t
′
1) ,(6.5)
and
∆γ,δ(x−i1 (t1) · · ·x−im(tm)) =
m∏
k=1
t
−δ(α∨ik
)
k ·∆δ,γ(xim(t
′
m) · · ·xi1 (t
′
1)) ,(6.6)
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where the t′k are given by
t′k = tk ·
∏
l<k
t
ail,ik
l .(6.7)
Proof. The equality (6.5) follows from (4.9) and commutation relations [11, (2.5)].
The equality (6.6) is an immediate consequence of (6.5) and (4.2). 
Using Lemma 6.1, we deduce the computation of the minors in (4.18) to the
computation of “transpose minors” evaluated at the product xim(t
′
m) · · ·xi1 (t
′
1).
The latter minors are computed in the same way as above, and (4.18) follows. 
Remark 6.2. Although we do not need it in this paper, we would like to give an
explicit formula for the inverse transformation in (6.7):
tk = t
′
k ·
∏
l<k
t′l
−αik (sik−1 ···sil+1α
∨
il
)
.(6.8)
The fact that transformations in (6.7) and (6.8) are inverse of each other is proved
by a straightforward calculation.
7. Proofs of results in Section 5.1
We start by recalling the classical Tits theorem about reduced words in Coxeter
groups. We call a d-move a transformation of a reduced word (for some w ∈ W )
that replaces d consecutive entries i, j, i, j, . . . by j, i, j, i, . . . , for some i and j such
that d is the order of sisj . Note that, for given i and j, the value of d can be
determined from the Cartan matrix as follows: if aijaji = 0 (resp. 1, 2, 3), then
d = 2 (resp. 3, 4, 6). The Tits theorem says that every two reduced words for the
same element of a Coxeter group can be obtained from each other by a sequence of
d-moves.
Applying this to the group W ×W , we conclude that every two double reduced
words i, i′ ∈ R(u, v) can be obtained from each other by a sequence of the follow-
ing operations: positive d-moves for the alphabet [1, r], negative d-moves for the
alphabet [−1,−r], and mixed 2-moves that interchange two consecutive indices of
opposite signs. Furthermore, if i and i′ are related by one of these d-moves then
the transition map R˜i
′
i
only affects the d entries involved in the move; and the
restriction of R˜i
′
i
to the corresponding segment of t ∈ Rm>0 is the “local” transition
map R˜j,i,j,...i,j,i,... . In this section, we give explicit formulas for these local transition
maps.
We shall write R˜j,i,j,...i,j,i,...(t1, . . . , td) = (p1, . . . , pd); thus the tuples t1, . . . , td and
p1, . . . , pd are related by
xi(t1)xj(t2)xi(t3) · · · = xj(p1)xi(p2)xj(p3) · · · .(7.1)
The transition maps for positive d-moves (i.e., for i, j ∈ [1, r]) were computed in
[9, Theorem 3.1]. For the convenience of the reader, let us reproduce these results
here.
Proposition 7.1. Let i, j ∈ [1, r], and let d be the order of sisj in W . Then the
transition map in (7.1) is given as follows:
(1) Type A1 ×A1: if aij = aji = 0 then d = 2, and
p1 = t2, p2 = t1 .
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(2) Type A2: if aij = aji = −1 then d = 3, and
p1 =
t2t3
t1 + t3
, p2 = t1 + t3, p3 =
t1t2
t1 + t3
.
(3) Type B2: if aij = −2, aji = −1 then d = 4, and
p1 =
t2t
2
3t4
π2
, p2 =
π2
π1
, p3 =
π21
π2
, p4 =
t1t2t3
π1
,
where
π1 = t1t2 + (t1 + t3)t4, π2 = t
2
1t2 + (t1 + t3)
2t4 .
(4) Type G2: if aij = −3, aji = −1 then d = 6, and
p1 =
t2t
3
3t
2
4t
3
5t6
pi3
, p2 =
pi3
pi2
, p3 =
pi32
pi3pi4
,
p4 =
pi4
pi1pi2
, p5 =
pi31
pi4
, p6 =
t1t2t
2
3t4t5
pi1
,
where
π1 = t1t2t
2
3t4 + t1t2(t3 + t5)
2t6 + (t1 + t3)t4t
2
5t6 ,
π2 = t
2
1t
2
2t
3
3t4 + t
2
1t
2
2(t3 + t5)
3t6 + (t1 + t3)
2t24t
3
5t6
+ t1t2t4t
2
5t6(3t1t3 + 2t
2
3 + 2t3t5 + 2t1t5) ,
π3 = t
3
1t
2
2t
3
3t4 + t
3
1t
2
2(t3 + t5)
3t6 + (t1 + t3)
3t24t
3
5t6
+ t21t2t4t
2
5t6(3t1t3 + 3t
2
3 + 3t3t5 + 2t1t5) ,
π4 = t
2
1t
2
2t
3
3t4
(
t1t2t
3
3t4 + 2t1t2(t3 + t5)
3t6 + (3t1t3 + 3t
2
3 + 3t3t5 + 2t1t5)t4t
2
5t6
)
+ t26
(
t1t2(t3 + t5)
2 + (t1 + t3)t4t
2
5
)3
.
(5) Furthermore, in each of the cases (1)–(4) above, if we interchange aij with aji
then the corresponding transition map in (7.1) is obtained from the given one by
the transformation pk → pd+1−k, tk → td+1−k.
The transition maps for mixed 2-moves are given by the following proposition
which is an immediate consequence of commutation relations [11, (2.5), (2.11)].
Proposition 7.2. For any i, j ∈ [1, r], we have xj(t1)x−i(t2) = x−i(p1)xj(p2),
where
p1 = t2, p2 = t1t
aij
2
for i 6= j, and
1
p1
= t1 +
1
t2
,
1
p2
=
1
t2
(
1 +
1
t1t2
)
for i = j.
Finally, the transition maps for negative d-moves are given as follows.
Proposition 7.3. Let i, j ∈ [−1,−r], and let d be the order of s|i|s|j| in W . Then
the transition map in (7.1) is given as follows:
(1) Type A1 ×A1: if a|i|,|j| = a|j|,|i| = 0 then d = 2, and
p1 = t2, p2 = t1 .
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(2) Type A2: if a|i|,|j| = a|j|,|i| = −1 then d = 3, and
1
p1
=
1
t3
+
t1
t2
, p2 = t1t3, p3 = t1 +
t2
t3
.
(3) Type B2: if a|i|,|j| = −1, a|j|,|i| = −2 then d = 4, and
1
p1
= t1t2 +
t2
t3
+ 1t4 , ,
1
p2
= 1t1
(
t2
t3
+ 1t4
)2
+ 1t3 ,
p3 = t2 + t1t4 +
t22t4
t3
, p4 = t1 + t3(
t2
t3
+ 1t4 )
2 .
(4) Type G2: if a|i|,|j| = −1, a|j|,|i| = −3 then d = 6, and
1
p1
= t1t2 + t3(
t2
t3
+ 1t4 )
2 + t4t5 +
1
t6
,
1
p2
= t1t3 + 2t3
(
t2
t3
+ 1t4
)3
+ 1t1
(
t3(
t2
t3
+ 1t4 )
2 + t4t5 +
1
t6
)3
+ 3t2t4t3t5 +
3t2
t3t6
+ 3t4t6 +
2
t5
,
p5 = t1t6 + t
2
3t6(
t2
t3
+ 1t4 )
3 + t4t6(
t4
t5
+ 1t6 )
2 + 2t2 +
2t3
t4
+ 3t2t4t6t5 +
2t3t6
t5
,
p6 = t1 + t
2
3(
t2
t3
+ 1t4 )
3 + t5(
t4
t5
+ 1t6 )
3 + 3t2t4t5 +
3t2
t6
+ 3t3t4t6 +
2t3
t5
;
the two middle components p3 and p4 are determined from two additional relations
p1p3p5 = t2t4t6 , p2p4p6 = t1t3t5 .
(5) Furthermore, in each of the cases (1)–(4) above, if we interchange a|i|,|j| with
a|j|,|i| then the corresponding transition map in (7.1) is obtained from the given one
by the transformation pk → 1/pd+1−k, tk → 1/td+1−k.
Proof. Each of the formulas in Proposition 7.3 follows from the corresponding
formula in Proposition 7.1 by applying the map x 7→ xT to both sides of (7.1) and
using (6.5). 
Proof of Theorem 5.2. Part (i) of Theorem 5.2 follows from the Tits theorem
and Propositions 7.1, 7.2 and 7.3 since all rational expressions appearing there are
subtraction-free. As for part (ii), it is enough to check it for the rank 2 case when
the “geometric” transition maps R˜j,i,j,...i,j,i,... are given by Propositions 7.1 and 7.3.
The case of A1×A1 is obvious, and the case of A2 is obtained by comparing the
expressions in (5.1) and (5.2) with the corresponding expressions in Propositions 7.1
and 7.3.
The transition maps for string parametrizations for the types B2 (or C2) and G2
were found in [18, 22]; our theorem is then proved by direct comparison of these
formulas with the ones given by Proposition 7.3.
For the Lusztig parametrizations, our proof is even less computational (but still
mysterious). First of all, the statement for types A1 ×A1 and A2 implies that it is
true for any simply-laced type. The transition maps for Lusztig parametrizations for
the type B2 were found in [19] using the following strategy. Let a12 = −2 and a21 =
−1, i.e., α2 is the long simple root. Lusztig (implicitly) claims that the transition
map R1,2,1,22,1,2,1 for type B2 is obtained from the transition map R
2,1,3,2,1,3
1,3,2,1,3,2 for type
A3 (with the standard numeration of simple roots) by the following procedure:
R1,2,1,22,1,2,1(t1, t2, t3, t4) = (p1, p2, p3, p4)
⇔ R2,1,3,2,1,31,3,2,1,3,2(t1, t1, t2, t3, t3, t4) = (p1, p2, p2, p3, p4, p4) .
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Using our statement for type A3, we see that R
2,1,3,2,1,3
1,3,2,1,3,2 is the tropicalization of the
geometric transition map R˜2,1,3,2,1,31,3,2,1,3,2. But then the equality
R˜2,1,3,2,1,31,3,2,1,3,2(t1, t1, t2, t3, t3, t4) = (p1, p2, p2, p3, p4, p4)
is easily seen to be equivalent to R˜2,1,2,11,2,1,2(t1, t2, t3, t4) = (p1, p2, p3, p4), where R˜
2,1,2,1
1,2,1,2
is the geometric transition map for B2, with the same convention as above: α2 is
the long simple root. This proves our statement for the type B2 (notice that the
geometric lifting of R1,2,1,22,1,2,1 is R˜
2,1,2,1
1,2,1,2 = (R˜
1,2,1,2
2,1,2,1)
∨, which explains the necessity of
passing to the Langlands dual group).
Now for the type G2 one can use the same argument, with A3 replaced by D4.
This concludes our proof. 
Proof of Theorem 5.7. Let us denote the left hand side of (5.5) by Fi,i′(t
′). We
consider each Fi,i′ as a map from Z
m
≥0 to Z
m. The following properties of these
maps are immediate from the definitions:
(1) Fi,i′(0, . . . , 0) = (0, . . . , 0) for any i, i
′ ∈ R(wo).
(2) Fi,i′′ = R
−i
−i′ ◦ Fi′,i′′ = Fi,i′ ◦R
i
′
i′′
for any i, i′, i′′ ∈ R(wo).
The next property is less obvious:
(3) For any two reduced words i and i′ for wo such that i
′
1 = i1, the first compo-
nent of Fi,i′(t
′
1, . . . , t
′
m) is equal to t
′
1, while all other components only depend on
t′2, . . . , t
′
m.
The statement about the first component follows from (3.2) and Proposition 3.3
(ii). The statement about other components follows from properties of the crystal
operators f˜i : B → B in Proposition 3.6 (i). Indeed, if i′1 = i1 then Fi,i′ commutes
with the shift operator T1 which acts on Z
m by adding 1 to the first component of
a vector.
We now claim that the above properties uniquely determine the family of maps
Fi,i′ . More precisely: if a collection of maps Fi,i′ : Z
m
≥0 → Z
m satisfy properties
(1)–(3) then Fi,i′(t
′) = ci(bi′(t
′)dual) for any i, i′ ∈ R(wo) and any t′ ∈ Zm≥0.
First of all, the equality Fi,i′′ = Fi,i′ ◦ Ri
′
i′′
in (2) implies that there exists a
collection of maps Fi : B → Zm such that Fi,i′ = Fi ◦ bi′ for any i, i′ ∈ R(wo).
It remains to show that Fi(b) = ci(b
dual) for any i ∈ R(wo) and b ∈ B. By (1),
this is true for b = 1. If b 6= 1 then, by Proposition 3.6 (ii), b = f˜i(b′) for some
i ∈ [1, r] and b′ ∈ B. Pick any i′ with i′1 = i. Using induction on the weight of b, we
can assume that Fi′(b
′) = ci′(b
′dual). By (3), this implies that Fi′ (b) = ci′(b
dual).
Finally, the first equality in (2) implies that Fi(b) = ci(b
dual) for any i ∈ R(wo), as
required.
To complete the proof of Theorem 5.7, it remains to show that the functions
F˜i,i′(t) given by the right hand side of (5.5) satisfy the same properties (1)–(3). To
prove (1) notice that [Q]trop(0, . . . , 0) = 0 for any subtraction-free rational expres-
sion Q. Property (2) follows from Theorem 5.2 (ii). Let us prove (3).
Fix two reduced words i and i′ for wo such that i
′
1 = i1. Let t
′
1, . . . , t
′
m ∈ R>0,
and let
x′ = xi′(t
′
1, . . . , t
′
m) ∈ L
e,wo
>0 , x = η
e,wo(x′) = x−i(t1, . . . , tm) ∈ L
wo,e
>0 .
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We need to show that t1 = t
′
1, and, for k = 2, . . . ,m, that tk does not depend on
t′1. Remembering (5.3) and combining Corollary 4.10 (i) with (4.6), we obtain
tk =
∆si1 ···sik−1ωik ,woωik (x
′)
∆si1 ···sikωik ,woωik (x
′)
(7.2)
for any k = 1, . . . ,m. The equality t1 = t
′
1 now follows by comparing (7.2) for k = 1
with the first equality in (4.19). Furthermore, if k > 1 then both minors in (7.2)
are invariant under the transformation x′ 7→ xi1(t)x for any t since both elements
sik−1 · · · si1 and sik · · · si1 send αi1 to a negative root; it follows that tk does not
depend on t′1, and we are done. 
Proof of Theorem 5.8. First let us show that (ii) follows from (i). Indeed, using
(6.6) and the first equality in (4.6), we see that
∆γ,δ(x−i(t1, . . . , tm)) =
m∏
k=1
t
−δ(α∨ik
)
k ·∆−γ,−δ(xi(t
′
1, . . . , t
′
m)) ,
where the t′k are given by (6.7). Computing the minor on the right hand side with
the help of (i), we obtain the sum of monomials corresponding to i-trails π from
−γ to −δ; the exponent of tk in such a monomial is equal to
−δ(α∨ik) + ck(π) +
∑
l>k
aik,ilcl(π)
= (−δ +
∑
l>k
cl(π)αil + ck(π)
αik
2
)(α∨ik ) .
Substituting cl(π)αil = γl−1−γl and remembering the definition (2.2), we conclude
that the latter exponent is equal to dk(π), as required.
For the proof of (i) we need a little preparation. Consider the ring of regular func-
tions C[G] as a G×G-representation under the action (g1, g2)f(x) = f(gT1 xg2). We
denote by f 7→ (u1, u2)f the corresponding action of U(g)×U(g), where U(g) is the
universal enveloping algebra of g. For every f ∈ C[G], the function f(xi(t1, . . . , tm))
is a polynomial in t1, . . . , tm, and the coefficient of each monomial t
n1
1 · · · t
nm
m is equal
to ((1, e
(n1)
i1
· · · e
(nm)
im
)f)(e), where e stands for the identity element of G, and e
(n)
i
stands for the divided power eni /n! (cf. [3, Lemma 3.7.5]). If f is (bi)-homogeneous
of degree (γ, γ′) then f(e) can be nonzero only if γ = γ′. It follows that if de-
gree of f is (γ, δ) then f(xi(t1, . . . , tm)) contains only monomials t
n1
1 · · · t
nm
m with∑
k nkαik = γ − δ.
Returning to generalized minors, we notice that ∆γ,δ has degree (γ, δ) (see
(4.2)), and belongs to the submodule Vωi,ωi of C[G] generated by the highest
weight vector ∆ωi,ωi . Furthermore, ∆γ,δ spans the weight subspace Vωi,ωi(γ, δ),
and we also have ∆γ,γ(e) = 1. It follows that the coefficient c of t
n1
1 · · · t
nm
m in
∆γ,δ(xi(t1, . . . , tm)) can be found from the equality (1, e
(n1)
i1
· · · e
(nm)
im
)∆γ,δ = c∆γ,γ .
Applying the element (uT , e) ∈ G × G to both sides of this equality, we see
that (1, e
(n1)
i1
· · · e
(nm)
im
)∆ωi,δ = c∆ωi,γ . Remembering Definition 2.1, we see that
∆γ,δ(xi(t1, . . . , tm)) consists precisely of the monomials t
c1(pi)
1 · · · t
cm(pi)
m for all i-
trails π from γ to δ in Vωi . It only remains to show that, for every such i-trail π,
the corresponding coefficient c is a positive integer.
Let us consider the U(g)-module structure on C[G] given by uf = (1, u)f . Un-
der this action, ∆ωi,ωi is a highest weight vector, and it generates the submodule
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isomorphic to Vωi . Each minor ∆ωi,γ is an extremal vector of weight δ in this sub-
module normalized in such a way that u∆ωi,γ = ∆ωi,ωi for some u ∈ U(g) which
is a monomial in the divided powers e
(n)
j (see [11, Lemma 2.8]). We also have
∆ωi,δ = u
′∆ωi,ωi for some u
′ ∈ U(g) which is a monomial in the divided powers
f
(n)
j . Let us abbreviate e
(pi) = e
(c1(pi))
i1
· · · e
(cm(pi))
im
. The equality e(pi)∆ωi,δ = c∆ωi,γ
can be now rewritten as ue(pi)u′∆ωi,ωi = c∆ωi,ωi . This shows that part (i) of
Theorem 5.8 is a consequence of the following statement.
Lemma 7.4. If u ∈ U(g) is a monomial of degree 0 in the divided powers of the
elements ej and fj then u∆ωi,ωi = c∆ωi,ωi for some nonnegative integer c.
Proof. To see that c ∈ Z notice that the commutation relations in U(g) between
divided powers of the fj and ej involve integer coefficients only. It remains to show
that c ≥ 0. First consider the case when g is simply-laced, i.e., |aij | ≤ 1 for i 6= j.
Then the nonnegativity of c is a consequence of [20, Theorem 4.3.13]; to be more
precise, one applies the dual version of this result that says that each generator Ej
or Fj of Uq(g) acts in the dual canonical basis in Vωi by a matrix whose entries are
nonnegative integer Laurent polynomials in q (cf. [7]).
If g is not simply-laced, we use a well known embedding of g into a simply-laced
complex semisimple Lie algebra g˜. This embedding can be described as follows: if
g˜ has Chevalley generators fi˜, α
∨
i˜
, and ei˜ for i˜ ∈ I then the Chevalley generators of
a subalgebra g have the form
fi =
∑
i˜∈Ii
fi˜, α
∨
i =
∑
i˜∈Ii
α∨
i˜
, ei =
∑
i˜∈Ii
ei˜ ,
where the subsets Ii ⊂ I are disjoint, and no two indices from the same Ii are
adjacent to each other in the Dynkin diagram of g˜.
The embedding g ⊂ g˜ allows us to identify any fundamental g-module Vωi with
the g-submodule generated by a highest vector of a fundamental g˜-module Vωi˜ for
any i˜ ∈ Ii. Since any monomial in the ei and fi is a sum of monomials in the ei˜ and
fi˜, the desired inequality c ≥ 0 follows from the corresponding claim for g˜. This
completes the proofs of Lemma 7.4 and Theorem 5.8. 
Remark 7.5. In general, we do not know of a nice formula for the coefficients of
the monomials in Theorem 5.8. In some special cases these coefficients can be found
with the help of the following formulas which are easy consequences of the above
proof: ∆γ,δ(xxi(t)) = ∆γ,δ(x) for any x ∈ G and t ∈ C whenever δ(α∨i ) ≥ 0; and
∆γ,δ(xxi(t)) = ∆γ,δ(x) + t∆γ,siδ(x) whenever δ(α
∨
i ) = −1.
8. Proofs of results in Sections 2.2, 3.3, 5.2 and 5.3
We start with the proof of Theorem 3.7; the rest of the results will follow quite
easily.
Proof of Theorem 3.7. In view of Theorem 5.7 and Corollary 5.9, part (i) of
Theorem 3.7 is obtained via the tropicalization of (7.2) (with each fundamental
weight ωi replaced by ω
∨
i )
To prove part (ii), let us first rewrite conditions (1) – (4) in Theorem 2.2 in terms
of the element x∨
i
(t1, . . . , tm).
Lemma 8.1. Each of the conditions (1) – (4) in Theorem 2.2 is equivalent to the
corresponding condition in Theorem 5.15 with Mγ,δ = [∆γ,δ(x
∨
i
(t1, . . . , tm))]trop.
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Proof. For conditions (3) and (4), the claim follows from Corollary 5.9. By the
same theorem and the definition of i-trails, we have
[∆ωi,siωi(xi(t1, . . . , tm))]trop = min
ik=i
tk ,
which proves our claim for the condition (1). As for (2), our claim follows from
(6.3) (see also Corollary 9.5 below). 
Our second step is to rewrite the same conditions in terms of the element
ηe,wo(x∨
i
(t1, . . . , tm)).
Lemma 8.2. The four conditions in Lemma 8.1 are equivalent to conditions (1) –
(4) in Theorem 5.16 with Mγ,δ = [∆δ,γ(η
e,wo(x∨
i
(t1, . . . , tm)))]trop.
Proof. Let us establish some identities between generalized minors of an element
x′ ∈ Le,wo and those of x = ηe,wo(x′) ∈ Lwo,e: for any i ∈ [1, r], we have
∆ωi,woωi(x
′) =
1
∆ωi,ωi(x)
;(8.1)
∆ωi,siωi(x
′) = ∆woωi∗ ,si∗ωi∗ (x) ;(8.2)
∆siωi,woωi(x
′) =
∆wosi∗ωi∗ ,ωi∗ (x)
∆ωi,ωi(x)
;(8.3)
∆ωi,wosiωi(x
′) = ∆siωi,ωi(x)
∏
j 6=i
∆ωj ,ωj(x)
aij .(8.4)
The identities (8.1) are equivalent to [x]0 = ([x
′wo]0)
−1, which is an immediate
consequence of (5.4). As for (8.2) – (8.4), they follow by equating expressions (4.18)
and (4.19) with the corresponding expressions in Corollary 4.10. For example, (8.4)
is obtained by equating the first expression in (4.19) with the one in Corollary 4.10
(ii) for k = 1 (note that in these formulas, one has to replace x with τwo(x)).
Our lemma is now obtained by a straightforward calculation (in which one applies
the above formulas to the group LG). For example, (8.1) shows that conditions (2)
in Theorems 5.15 and 5.16 are equivalent to each other. 
To complete the proof of Theorem 3.7 (ii), it remains to show the following:
if in Lemma 8.2 we replace x∨
i
(t1, . . . , tm) with x
∨
i′
(t′1, . . . , t
′
m) and write the el-
ement ηe,wo(x∨
i′
(t′1, . . . , t
′
m) as x
∨
−i(t1, . . . , tm) then the conditions in Lemma 8.2
become equivalent to the corresponding conditions in Theorem 2.3. This is done
in a straightforward way by expanding each expression [∆δ,γ(x
∨
−i(t1, . . . , tm))]trop
with the help of Corollary 5.9. 
Proof of Theorem 3.8. In view of (3.2), the function li(bi(t1, . . . , tm)) can be
computed by using a special case of (3.3) with k = 1 (one also needs to interchange
i with i′, and t with t′ there). It remains to notice that in this situation, the first
minimum in (3.3) becomes
∑
k si1 · · · sik−1αik(ω
∨
i ) tk by (6.3) (see also Corollary 9.5
below). 
Proof of Theorem 3.9. Let us again consider two elements x and x′ given by
x′ = xi′(t
′
1, . . . , t
′
m) ∈ L
e,wo
>0 ,
TENSOR PRODUCT MULTIPLICITIES ... 33
x = ηe,wo(x′) = x−i(t1, . . . , tm) ∈ L
wo,e
>0 .
Then each t′k is a subtraction-free rational expression in t1, . . . , tm, and these expres-
sions can be found with the help of Corollary 4.10 (i). In general, these expressions
are a little cumbersome but for k = 1 or k = m they can be simplified by using
(4.19) and (8.1) – (8.4); this was essentially done in the above proof of Theorem 3.7.
For example, here is the answer for t′m:
(t′m)
−1 =
∑
k:i∗
k
=i′m
t−1k
∏
l>k
t
−ail,ik
l .(8.5)
Formulas (3.5) and (3.6) are obtained by “tropicalizing” these expressions with the
help of Corollary 5.9 (and passing from G to LG as usual). 
Proof of Theorem 3.10. In the course of the proof of Theorem 3.7, we have shown
that if t = ci(bi′(t
′)dual) then the nonnegativity of all Lusztig parameters t′k (i.e.,
condition (1) in Theorem 2.2) is equivalent to the fact that the string components
tk satisfy inequalities (1) in Theorem 2.3. This is precisely what we need to show.

Remark 8.3. 1. The above argument not only provides an explicit description of
the string cones but actually proves their existence thus providing an independent
proof of Proposition 3.5.
2. The above argument also implies that the string cones Ci can be characterized in
terms of the transition maps R−i
′
−i as follows: Ci consists of all t ∈ R
m such that, for
any i′ ∈ R(wo), the last component of R
−i′
−i (t) is nonnegative. This characterization
was used in [15], where the string cones were explicitly described for type Ar.
Proof of Theorem 2.2. Taking into account Proposition 3.3 and Corollary 3.4,
our statement is an easy consequence of Theorem 3.8. 
Proof of Theorem 2.3. This is a consequence of Theorems 2.2 and 3.7 (ii). 
Proof of Theorem 5.10. Let x = x−i(t1, . . . , tm) ∈ L
wo,e
>0 , and x˜ = (η
e,wo ◦F
(c)
i ◦
ηwo,e)(x) = x−i(t˜1, . . . , t˜m). Let x
′ = ηwo,e(x) ∈ Le,wo>0 . In view of (5.6), we have
x = ηe,wo(x′) and x˜ = ηe,wo(x′xi∗(t)), where t = (c − 1)t′m. By (8.5), we have (in
the notation of Theorem 5.10):
t−1 = (c− 1)−1
∑
l:il=i
Tl .(8.6)
Our goal is to express each t˜k in terms of t1, . . . , tm. To do this, we combine
(7.2) with its counterpart for x˜:
t˜k =
∆si1 ···sik−1ωik ,woωik (x
′xi∗(t))
∆si1 ···sikωik ,woωik (x
′xi∗(t))
.
Since (woωik)(α
∨
i∗) = −δik,i, it follows from Remark 7.5 that t˜k = tk unless ik = i;
furthermore, if ik = i then
t˜k =
∆si1 ···sik−1ωi,woωi(x
′) + t∆si1 ···sik−1ωi,wosiωi(x
′)
∆si1 ···sikωi,woωi(x
′) + t∆si1 ···sikωi,wosiωi(x
′)
= tk ·
t−1 +∆si1 ···sik−1ωi,wosiωi(x
′)/∆si1 ···sik−1ωi,woωi(x
′)
t−1 +∆si1 ···sikωi,wosiωi(x
′)/∆si1 ···sikωi,woωi(x
′)
.
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We claim that
∆si1 ···sik−1ωi,wosiωi(x
′)
∆si1 ···sik−1ωi,woωi(x
′)
=
∑
l≥k:il=i
Tl,
∆si1 ···sikωi,wosiωi(x
′)
∆si1 ···sikωi,woωi(x
′)
=
∑
l>k:il=i
Tl ;(8.7)
the desired equality (5.7) then follows by plugging these expressions together with
the one in (8.6) into the above formula for t˜k.
To prove (8.7), we use the identity (5.8) with each variable Mγ,δ replaced by
∆γ,δ(τwo (x
′)) = ∆woδ,woγ(x
′) (see (4.6)). We thus obtain
∆si1 ···sik−1ωi,wosiωi(x
′)
∆si1 ···sik−1ωi,woωi(x
′)
=
∑
l≥k:il=i
1
∆si1 ···sil−1ωi,woωi(x
′)∆si1 ···silωi,woωi(x
′)
∏
j 6=i
∆si1 ···silωj ,woωj (x
′)−aji .
As an easy consequence of (7.2), here the summand corresponding to each index l
is equal to Tl; this proves the first equality in (8.7). The second equality is proved
in the same way. This completes the proof of Theorem 5.10. 
Proof of Theorem 5.13. The proof follows that of [3, Theorem 2.7.1]. Let us
sketch the proof of part (i); the proof of (ii) is the same. LetMwo(K)+ denote the
set of all tuples (Mωi,γ) ∈ M
wo(K) such that Mωi,ωi = 1 for all i. It is clear that
p+ is a well-defined map Le,wo(K)→Mwo(K)+. To show that this is a bijection,
it suffices to construct the inverse map in the case when K = R>0. Since the map
t 7→ xi(ti) is a bijection between Le,wo(R>0) and L
e,wo
>0 (see Example 5.3), we only
need to construct a bijective correspondence (Mωi,γ) 7→ x between M
wo(R>0)
+
and Le,wo>0 . This is done as follows: pick any i ∈ R(wo); define the factorization
parameters tk as in Corollary 4.10 (i) with each minor ∆ωi,γ(ψ
wo,e(x)) replaced
by Mωi,γ ; form the corresponding product x
′ = x−i1(t1) · · ·x−im(tm); and finally
define x = ψwo,e(x′). 
Proof of Theorem 5.14. The theorem follows by combining Theorem 5.13 and
Corollary 5.9 with Examples 5.4 and 5.5 and with Lemmas 8.1 and 8.2. 
Proof of Theorems 5.15 and 5.16. These theorems follow by combining Theo-
rems 2.2 and 5.14 with Lemmas 8.1 and 8.2. 
9. Proofs of results in Section 3.4
To deduce Theorems 3.11, 3.12, and 3.14 from Theorem 3.10, we need to develop
some properties of i-trails. Although Theorem 3.10 involves trails in the fundamen-
tal modules over the Langlands dual Lie algebra Lg, we find it more convenient to
deal with trails in g-modules (translating from g to Lg is automatic).
We start with some easy consequences of Definition 2.1.
Proposition 9.1. (i) Condition (2) in Definition 2.1 is equivalent to the following:
f clil · · · f
c1
i1
is a non-zero linear map from V (γ) to V (δ).
(ii) All the weights γk in a i-trail are weights of V , and γ = γ0 ≥ γ1 ≥ · · · ≥ γl = δ,
where γ ≥ δ has the usual meaning that γ − δ is a nonnegative integer linear
combination of simple roots of g.
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Proof. Part (ii) is trivial; (i) follows from the well-known fact that there exists
a nondegenerate bilinear form B on V such that B(xv1, v2) = B(v1, x
T v2) for any
x ∈ g and v1, v2 ∈ V . 
Throughout the rest of this section, we assume that V , γ, δ, and i in Definition 2.1
satisfy the following conditions:
(1) V = Vλ, where λ is a dominant weight for g;
(2) γ and δ are two extremal weights in Vλ, i.e., they belong to the W -orbit Wλ;
(3) i = (i1, . . . , il) ∈ R(w) for some w ∈ W .
Recall that the extremal weights in Vλ are precisely the vertices of the weight
polytope P (Vλ), and the corresponding weight subspaces Vλ(γ) are one-dimensional.
We call an i-trail from γ to δ extremal if all γk are extremal weights of Vλ. Extremal
i-trails can be described as follows. Let Wλ denote the stabilizer of λ in W . Every
γ ∈ Wλ has a unique minimal presentation γ = uλ, where u ∈ W is the minimal
(with respect to the Bruhat order) representative of its coset uWλ.
Proposition 9.2. Suppose that extremal weights γ and δ have minimal presenta-
tions γ = uλ and δ = vλ. There exists an extremal i-trail from γ to δ in Vλ if
and only if ℓ(uv−1) = ℓ(v) − ℓ(u), and uv−1 ≤ w (in the Bruhat order). Under
these conditions, the extremal i-trails from γ to δ are in a bijection with subwords
(ik(1), . . . , ik(p)) of i which are reduced words for uv
−1; the i-trail corresponding to
a sequence (k(1) < · · · < k(p)) is given by γk = sik(j) · · · sik(1)γ, where j is the
maximal index such that k(j) ≤ k.
Proof. First of all, the condition that an i-trail π = (γ = γ0, . . . , γl = δ) is extremal
can be reformulated as follows: γk ∈ {γk−1, sikγk−1} for k = 1, . . . , l. Let k(1) be
the minimal index such that γk(1) = sik(1)γ 6= γ. Since sik(1)γ = sik(1)uλ < uλ,
it follows easily that ℓ(sik(1)u) = ℓ(u) + 1. The standard properties of the Bruhat
order in W/Wλ then imply that γk(1) = sik(1)uλ is the minimal presentation of the
weight γk(1). Replacing γ with γk(1) and using induction on the length of i, we
obtain the desired statement. 
In particular, if λ isminuscule (i.e., the extremal weights wλ are the only weights
of the g-module Vλ) then all i-trails from γ to δ are extremal, and so are given by
Proposition 9.2.
Proof of Theorem 3.14. Remembering (2.2) and using Proposition 9.2, we
see that the inequalities in (3.8) are precisely the inequalities in Theorem 3.10
corresponding to extremal i-trails. Thus all these inequalities hold on Ci. If g is
of type Ar then g is isomorphic to
Lg, and all its fundamental weights are known
to be minuscule. So all the trails in Theorem 3.10 are extremal, and Theorem 3.14
follows. 
Our next result gives upper and lower bounds for every i-trail (between two
extremal weights). Let us fix V , γ, δ, and i as above. Define weights γ
0
, . . . , γ
l
and
γ0, . . . , γl by setting γ0 = γ, γl = δ, and
γ
k
= min(γ
k−1
, sikγk−1), γk−1 = max(γk, sikγk)
for k = 1, . . . , l.
Proposition 9.3. Any i-trail (γ0, γ1, · · · , γl) from γ to δ in Vλ satisfies γk ≤ γk ≤
γk for k = 0, . . . , l.
36 A. BERENSTEIN and A. ZELEVINSKY
Proof. Let us prove the inequalities γk ≤ γk; the remaining ones are proved in a
similar way with the help of Proposition 9.1(i). Let vγ denote a nonzero vector in
Vλ(γ). We proceed by induction on l to prove a little stronger statement:
(*) If a vector v = e
ck+1
ik+1
· · · eclil vδ is nonzero for some nonnegative integers ck+1, . . . , cl
then its weight γk = γ + ck+1αik+1 + · · ·+ clαil satisfies γk ≤ γk.
We can assume that l ≥ 1, and that our statement holds for any i′-trail, where
i′ = (i1, . . . , il−1). Let us abbreviate δ = γl−1. Consider two cases.
Case 1: δ = δ ≥ silδ. In this case δ + αil is not a weight of Vλ. Therefore,
δ = γl−1 = δ, and our statement follows by induction.
Case 2: δ < silδ = δ. Using the representation theory of sl2, we see that eilvδ = 0,
and vδ = f
a
il
vδ, where a = δ(α
∨
il
) > 0. Thus we have
v = e
ck+1
ik+1
· · · eclil vδ = e
ck+1
ik+1
· · · eclil f
a
il
vδ .
Using the commutation relations between fil and the elements ei in U(g), we can
express v as a linear combination of vectors of the form fa
′
il
e
c′k+1
ik+1
· · · e
c′l−1
il−1
vδ. Hence
at least one of these vectors is nonzero, and we conclude by induction that
γk ≤ γk + a
′αil ≤ γk ,
as required. 
Corollary 9.4. Suppose that γ ≥ si1γ ≥ · · · ≥ sil · · · si1γ = δ. Then there is
a unique i-trail π from γ to δ in Vλ; it is given by γk = sik · · · si1γ, and it has
ck(π) = γ(si1 · · · sik−1α
∨
ik
), and dk(π) = 0 for k = 1, . . . , l.
Proof. The uniqueness of π follows from Proposition 9.3 since, under the present
assumptions, we have γ
k
= γk = sik · · · si1γ for k = 0, . . . , l. The claim about ck(π)
and dk(π) follows at once from the definitions (2.1) and (2.2). 
The following special case of Corollary 9.4 extends [2, Proposition 3.3].
Corollary 9.5. Suppose that γ = uλ for some u ∈ W such that ℓ(w−1u) = ℓ(u) +
ℓ(w). For every i ∈ R(w), there is a unique i-trail π from γ to w−1γ; it is given by
γk = sik · · · si1γ for k = 0, . . . , l.
Our proof of Theorem 3.11 relies on one more corollary of Proposition 9.3; to
formulate it we need the following definition.
Definition 9.6. Let V , γ, δ, and i have the same meaning as in conditions (1)–(3)
above. An index k ∈ [0, l] is splitting if it satisfies the following conditions:
(1) γ ≥ si1γ ≥ · · · ≥ sik · · · si1γ;
(2) δ ≤ silδ ≤ · · · ≤ sik+1 · · · silδ;
(3) sik+1 · · · silδ − sik · · · si1γ is a simple root for g.
Corollary 9.7. If an index k ∈ [0, l] is splitting then every i-trail (γ0, . . . , γl) from
γ to δ has either γj = sij · · · si1γ for 0 ≤ j ≤ k, or γj = sij+1 · · · silδ for k ≤ j ≤ l.
Proof. Conditions (1) and (2) in Definition 9.6 imply that γ
j
= sij · · · si1γ for
0 ≤ j ≤ k, and γj = sij+1 · · · silδ for k ≤ j ≤ l. Combining condition (3) with
Proposition 9.3, we conclude that γk must be equal to sik · · · si1γ or sik+1 · · · silδ.
In the former case, Corollary 9.4 guarantees the uniqueness of an (i1, . . . , ik)-trail
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from γ to γk, and we conclude that γj = sij · · · si1γ for 0 ≤ j ≤ k. Similarly, in the
latter case, we have γj = sij+1 · · · silδ for k ≤ j ≤ l, as required. 
Let Ci(γ, δ) denote the cone of tuples (t1, . . . , tl) ∈ R
l such that
∑
k dk(π)tk ≥ 0
for any i-trail π from γ to δ. Our next result is an immediate consequence of
Corollary 9.7.
Lemma 9.8. Suppose an index k is splitting (for i, γ, and δ), and let i(1) =
(i1, . . . , ik), and i
(2) = (ik+1, . . . , il). Then we have
Ci(γ, δ) = Ci(1)(γ, sik+1 · · · silδ)× Ci(2)(sik · · · si1γ, γ) .
Proof of Theorem 3.11. It is enough to prove (3.7) for the case when p = 2, i.e.,
when the flag ∅ = I0 ⊂ I1 ⊂ · · · ⊂ Ip = [1, r] has only one proper subset I1. Thus
i is the concatenation (i(1), i(2), where i(1) ∈ R(wo(I1)), and i(2) ∈ R(wo(I1)−1wo);
let l = ℓ(wo) be the length of i, and k = ℓ(wo(I1)) be the length of i
(1).
In our present notation, each cone Ci(u, v) is the intersection of the cones
Ci(uω
∨
i , vsiω
∨
i ) for all i ∈ [1, r]; in particular, the string cone Ci in (3.7) is equal to
Ci =
⋂
i∈[1,r]
Ci(ω
∨
i , wosiω
∨
i ) .
Therefore, it suffices to show that
Ci(ω
∨
i , wosiω
∨
i ) = Ci(1)(ω
∨
i , wo(I1)siω
∨
i )× Ci(2)(wo(I1)ω
∨
i , wosiω
∨
i )(9.1)
for every i ∈ [1, r]. Let us distinguish two cases.
Case 1: i ∈ I1. We claim that in this case the index k is splitting for i, γ = ω∨i ,
and δ = wosiω
∨
i . Condition (1) in Definition 9.6 is obvious. To prove (2), we
need to show that sij+1 · · · silwosiω
∨
i (αij+1 ) ≥ 0 for k ≤ j < l. This follows from
the fact that siwo(I1)sik+1 · · · sij (αij+1 ) is a positive root for g (this is clear since
(ik+1, . . . , ij+1) is a reduced word for a left factor of wo(I1)
−1wo). Finally, to prove
(3) notice that in the present situation we have
sik+1 · · · silδ − sik · · · si1γ = wo(I1)siω
∨
i − wo(I1)ω
∨
i = −wo(I1)α
∨
i ,
which is a simple root for Lg whenever i ∈ I1.
The desired equality (9.1) now follows from Lemma 9.8.
Case 2: i /∈ I1. Since in this case sjω∨i = ω
∨
i for any j ∈ I1, it follows that every
i(1)-trail from ω∨i is trivial, i.e., all its components are equal to ω
∨
i . Thus in this
case both sides of (9.1) are equal to Rk × Ci(2)(ω
∨
i , wosiω
∨
i ). This concludes the
proof of Theorem 3.11. 
Proof of Theorem 3.12. Without loss of generality, we can assume that the sets
Ij−1 and Ij in the formulation are equal to [1, r − 1] and [1, r] respectively. Let us
abbreviate w′o = wo([1, r − 1]), and let w = w
′
owo, and i = (i1, . . . , il) ∈ R(w). We
need to show that if w is fully commutative then the cone⋂
i∈[1,r]
Ci(w
′
oω
∨
i , wosiω
∨
i ) ⊂ R
l
is given by the inequalities in Theorem 3.12.
First, let us show that Ci(w
′
oω
∨
r , wosrω
∨
r ) is given by the only inequality tl ≥ 0
(this part does not use the fact that w is fully commutative). Notice that w′oω
∨
r =
ω∨r . Notice also that the coroot wα
∨
i = w
′
owoα
∨
i = −w
′
oα
∨
i∗ is negative for i = r
∗,
and positive otherwise. It follows that il = r
∗ regardless of the choice of i ∈ R(w).
38 A. BERENSTEIN and A. ZELEVINSKY
Since wosrω
∨
r (αr∗) = −srω
∨
r (αr) = −1, it follows that any i-trail π = (γ0, . . . , γl)
from ω∨r to wosrω
∨
r must have γl−1 = γl = wosrω
∨
r . Using Corollary 9.5, we see
that π is unique, and we have γk = sik · · · si1γ for k = 0, . . . , l − 1. It follows that
dk(π) = 0 for k = 0, . . . , l − 1, and dl(π) = 1. The corresponding linear inequality
defining the cone Ci(ω
∨
r , wosrω
∨
r ) is tl ≥ 0 as claimed.
Now let us show the following:
(*) Each of the cones Ci(w
′
oω
∨
i∗ , wosi∗ω
∨
i∗) for i 6= r
∗ is given by some of the in-
equalities (2)–(4) in Theorem 3.12.
This can be done by analyzing the corresponding i-trails but we prefer another
method using geometric lifting. By Corollary 5.9, the cone Ci(w
′
oω
∨
i∗ , wosi∗ω
∨
i∗)
consists of all integer l-tuples (t1, . . . , tl) satisfying the inequality
[∆wω∨
i
,siω∨i
(x−i(t1, . . . , tl))]trop ≥ 0 .
We shall deal with the minor ∆wωi,siωi instead of ∆wω∨i ,siω∨i (so in the resulting
formulas one will have to replace the Cartan matrix with its transpose).
A calculation in SL2 shows that si = limt→∞ x−i(t)xi(−t). It follows that the
minor in question can be written as
∆wωi,siωi(x−i(t1, . . . , tl)) = limt→∞
∆wωi,ωi(x−i˜(t1, . . . , tl, t)) ,
where i˜ is the word (i1, . . . , il, i). Since i 6= r∗, we have i˜ ∈ R(wsi). We also
have wsiw
−1 = w′osi∗w
′
o
−1
= si′ for some i
′ ∈ [1, r − 1]. Therefore, the word i˜′ =
(i′, i1, . . . , il) is also a reduced word for wsi. With the help of the transition maps in
Proposition 7.3, we can express the product x−i˜(t1, . . . , tl, t) as x−i˜′(p, p1, . . . , pl),
where p and all pk are subtraction-free rational expressions in t1, . . . , tl, t. Since
w−1(αi′ ) = αi, it easily follows from Propositions 4.3 and 4.5 that
∆wωi,ωi(x−i˜(t1, . . . , tl, t)) = ∆wωi,ωi(x−i˜′(p, p1, . . . , pl)) =
p−1∆wωi,ωi(x−i(p1, . . . , pl)) = p
−1 .
Thus it remains to compute p as a subtraction-free rational expression p(t1, . . . , tl, t)
and take its limit as t→∞.
To compute p, we shall use a combinatorial lemma valid for arbitrary Coxeter
groups. It uses the following notation: for any two distinct indices i and j from [1, r],
let wo(i, j) denote the longest element in the parabolic subgroup of W generated
by si and sj . Thus wo(i, j) = sisjsi · · · = sjsisj · · · (both products have d factors,
where d is the order of sisj in W ).
Lemma 9.9. Suppose an element w of an arbitrary Coxeter groupW , and an index
i are such that ℓ(wsi) = ℓ(w) + 1 > 1, and wsiw
−1 = si′ for some i
′. Then there
exist an index j 6= i and a reduced word i′ of w such that sisj has finite order d,
and i′ ends with the word (. . . , j, i, j) ∈ R(wo(i, j)si) of length d− 1.
Proof. Pick any reduced word (i1, . . . , il) ∈ R(w); clearly, il 6= i. Both words
(i1, . . . , il, i) and (i
′, i1, . . . , il) are reduced words for wsi. By the Tits theorem,
the latter word can be obtained from the former one by a sequence of d-moves.
Consider the first move in this sequence that involves the last letter. If this move
is performed on a word (i′, i) then the word i′ ∈ R(w) has the desired property. 
Applying Lemma 9.9 several times if necessary, we obtain a reduced word i′ ∈
R(w) with the following property: i′ is a concatenation i(1), . . . , i(n) such that each
i(k) consists of two alternating letters, and one obtains a reduced word (i′, i) from
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(i′, i′) by a sequence of n d-moves, the k-th one involving i(k) and the preceding
index. Thus if we replace i with i′ then the above rational function p(t1, . . . , tl, t)
is easily computed by repeatedly using the formula for 1/p1 in Proposition 7.3.
Taking its tropicalization, we conclude that the desired property (*) holds for i′;
more precisely, the cone Ci′(w
′
oω
∨
i∗ , wosi∗ω
∨
i∗) is given by the inequalities (2)–(4) in
Theorem 3.12 corresponding to all the intervals i(k) that have length > 1.
On the other hand, the fact that i satisfies (*) is clearly preserved by switches
(ik, ik+1) → (ik+1, ik) with aik,ik+1 = 0. Therefore if w is fully commutative then
(*) holds for any i ∈ R(w).
To complete the proof of Theorem 3.12, it remains to show that conversely
each of the inequalities (2)–(4) appears as one of the defining inequalities for
Ci′(w
′
oω
∨
i∗ , wosi∗ω
∨
i∗) with some i 6= r
∗. Without loss of generality, we can as-
sume that our inequality corresponds to a subword (ik+1, . . . , ik+d−1) = (j, i, j, . . . )
of i, where d ∈ {3, 4, 6} is the order of sisj. Let u = si1 · · · sik . In view of the
above argument, to complete the proof it suffices to show that ℓ(usi) = ℓ(u) + 1,
and usiu
−1 = si′ for some i
′ ∈ [1, r − 1]. In other words, it suffices to show that
the root β = uαi is one of the simple roots α1, . . . , αr−1.
Notice that ik 6= i (otherwise i would contain a subword (ik, . . . , ik+d−1) ∈
R(wo(i, j)) which is impossible since w is fully commutative). Therefore, the root
β is positive. On the other hand, the word (ik+1, . . . , il) is a reduced word for
u−1w. Since w (and hence u−1w) is fully commutative, and ai,ik+1 = aij 6= 0,
it follows that no reduced word for u−1w can begin with i. Therefore, the root
w−1uαi = w
−1β is also positive. Since w−1β = wow
′
oβ, we conclude that the
root w′oβ is negative. Since β is a positive root sent to a negative one by w
′
o, it
follows that β does not contain αr, i.e., it is a positive integer linear combination
of α1, . . . , αr−1.
As a final step in our argument, notice that any reduced word for u begins with
i1 = r (since ℓ(w
′
osi′) = ℓ(w
′
o)− 1 for any i
′ ∈ [1, r− 1]). It follows that u−1αi′ is a
positive root for any i′ ∈ [1, r − 1]. Therefore, u−1β can be a simple root only if β
is simple. This completes the proof of Theorem 3.12. 
10. Proofs of results in Sections 2.3 and 2.4
Proofs of Theorems 2.4 and 2.5. To prove Theorem 2.4, we apply Theorem 2.3
to the following reduced word:
i = (i(0), . . . , i(r−1)) ∈ R(wo), i
(j) = (j, . . . , 1, 0, 1, . . . , j) .
We shall rename the variables tk as follows: the variables corresponding to each
interval i(j) will be denoted (t
(j)
−j , . . . , t
(j)
−1, t
(j)
0 , t
(j)
1 , . . . , t
(j)
j ). We only need to show
that for this choice of i, each of the conditions (1)–(4) in Theorem 2.3 specializes
to the corresponding condition in Theorem 2.4. For conditions (2) and (4) this is
straightforward, and for (1) this is a special case of Theorem 3.12 (the corresponding
string cone was already found in [18]). It remains to analyze condition (3).
Let π = (γ
(j)
i ) be an i-trail from sjω
∨
j to woω
∨
j in an
Lg-module Vω∨
j
; here the
components γk of π are renamed in the same way as the corresponding variables
tk. We use Proposition 9.3 to obtain upper and lower bounds for the weights γ
(j)
i .
First, since sisjω
∨
j = sjω
∨
j for i < j − 1, we have γ
(j′)
i
= sjω
∨
j and d
(j′)
i (π) = 0
for all |i| ≤ j′ < j − 1. Second, an easy calculation shows that γ(j)
j
= γ
(j)
j =
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sj · · · s1s0s1 · · · sjω∨j . It follows that every component γ
(j′)
i of π such that j
′ > j is
obtained from the previous component by the action of s|i|; therefore, d
(j′)
i (π) = 0
whenever j′ > j. Thus, the only part of π that can contribute to an inequality in
(3) is a (i(j−1), i(j))-trail from sjω
∨
j to sj · · · s1s0s1 · · · sjω
∨
j in Vω∨j .
If j = 0 then (i(j−1), i(j)) = (0), so there is a unique trail π, and the only non-zero
number dk(π) is d
(0)
0 (π) = −1. The corresponding inequality in (3) is λ(α
∨
0 ) ≥ t
(0)
0 ,
as claimed.
Now let j > 0. Then we can assume without loss of generality that j =
r − 1. Let us also assume that g = so2r+1 is of type Br. Then Vω∨
j
is the 2r-
dimensional standard (sometimes also called vector) representation of Lg = sp2r.
This Lg-module is minuscule, so the trails in question are extremal. Therefore,
they are given by Proposition 9.2 with λ = ω∨j , i = (i
(j−1), i(j)), u = sj , and
v = sj · · · s1s0s1 · · · sj. We see that these trails correspond to all occurrences
of a word (j − 1, . . . , 1, 0, 1, . . . , j) as a subword of i = (j − 1, . . . , 1, 0, 1, . . . , j −
1; j, . . . , 1, 0, 1, . . . , j). By inspection, there are 4j−1 such subwords falling into the
following 4 classes (in each case, we represent a subword by the list of variables tj
′
i′
corresponding to positions not belonging to this subword):
(1) {t
(j−1)
i′ (i
′ > i); t
(j)
i′ (i
′ ≤ i)} for 0 ≤ i < j;
(2) {t
(j−1)
i′ (i
′ > i); t
(j)
i′ (−i− 1 6= i
′ ≤ i+ 1)} for 0 ≤ i < j;
(3) {t
(j−1)
i′ (i
′ ≥ −i); t
(j)
i′ (i
′ < −i)} for 0 ≤ i < j;
(4) {t
(j−1)
i′ (i+ 1 6= i
′ ≥ −i− 1); t
(j)
i′ (−i− 1 6= i
′ ≤ i+ 1)} for 0 ≤ i < j − 1.
Computing the coefficients d
(j′)
i′ (π) for the 4j− 1 extremal i-trails π correspond-
ing to these subwords, we see that the inequalities in Theorem 2.4(3) are indeed
specializations of those in Theorem 2.3(3). This completes the proof of Theorem 2.4
for g of type Br.
Now suppose that g = sp2r is of type Cr. The extremal trails and corresponding
linear inequalities are described in the same way as for the type Br. The only differ-
ence is that the Lg-module Vω∨
j
for j = r−1 is now the ((2r+1)-dimensional) vector
representation of so2r+1, and it is no longer minuscule. But it is quasi-minuscule,
that is, its only non-extremal weight is the zero weight. It follows easily that there
is a unique non-extremal (i(j−1), i(j))-trail π from sjω
∨
j to sj · · · s1s0s1 · · · sjω
∨
j in
Vω∨
j
; and the only non-zero coefficients d
(j′)
i′ (π) are d
(j−1)
0 (π) = 1 and d
(j)
0 (π) = −1.
The resulting linear inequality in (3) is λ(α∨j ) ≥ t
(j)
0 − t
(j−1)
0 . But we do not
have to include this inequality since it is a consequence of the two inequalities
λ(α∨j ) ≥ 2t
(j)
0 − t
(j−1)
1 − t
(j)
−1 and λ(α
∨
j ) ≥ t
(j−1)
1 + t
(j)
−1 − 2t
(j−1)
0 corresponding to
extremal trails. This completes the proof of Theorem 2.4. 
The proof of Theorem 2.5 is very similar, and we leave the details to the reader.
Note only that when g = so2r is of type Dr, we apply Theorem 2.3 to the following
reduced word:
i = (i(1), . . . , i(r−1)) ∈ R(wo), i
(j) = (j, . . . , 2,−1, 1, 2 . . . , j) .
The variables tk corresponding to each interval i
(j) are now denoted
(t
(j)
−j , . . . , t
(j)
−1, t
(j)
1 , . . . , t
(j)
j ) .
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The same argument as for the type Br above shows that all the i-trails in The-
orem 2.3(3) are extremal, and the corresponding linear inequalities are precisely
those in Theorem 2.5(3). 
Proofs of Theorems 2.7 and 2.8. Let us recall a well-known relationship between
the reduction multiplicities and tensor product multiplicities (see e.g., [5]): the
multiplicity cnu,β of V
(I)
β in the reduction of Vν to g(I) is equal to c
λ+β
λ,ν for any
weight λ such that λ(α∨i ) = 0 for i ∈ I, and λ(α
∨
i )g0 for i ∈ [1, r] \ I. (This follows
from the interpretation of cnu,β as the dimension of the subspace of vectors v ∈ Vν of
weight β such that eiv = 0 for i ∈ I.) Thus, an expression for cnu,β can be obtained
by computing cλ+βλ,ν using either of the theorems 2.2 and 2.3. In doing so we choose
a reduced word i˜ ∈ R(wo) as a concatenation (i′, i), where i′ = (i′1, . . . , i
′
m′) ∈
R(wo(I)) and i = (i1, . . . , in) ∈ R(wo(I)−1wo). Let us write the corresponding
variables tk that appear in Theorems 2.2 and 2.3 as t˜ = (t
′
1, . . . , t
′
m′ , t1, . . . , tn).
We now claim that conditions (1)–(3) in each of Theorems 2.2 and 2.3 imply
that t′1 = · · · = t
′
m′ = 0. It should be possible to deduce this directly but we
prefer another argument. Let us deal with Theorem 2.2; Theorem 2.3 can be
treated in the same way. Recall that condition (3) (combined with (1) and (2)) in
Theorem 2.2 was obtained as a reformulation of the following (see Proposition 3.3
(ii) and Corollary 3.4): li(b˜i(t˜)) ≤ λ(α
∨
i ) for all i ∈ [1, r]. With the choice of λ as
above, this just means that li(b˜i(t˜)) = 0 for i ∈ I. However if i ∈ I then li(b˜i(t˜)) =
li(bi′(t
′
1, . . . , t
′
m′)), in view of Proposition 3.3(ii); here bi′(t
′
1, . . . , t
′
m′) is understood
as a canonical basis vector for the (semisimple part of) the Lie algebra g(I) instead
of g. Remembering the definition of li(b), we conclude that bi′(t
′
1, . . . , t
′
m′) = 1
hence t′1 = · · · = t
′
m′ = 0, as claimed.
Now the conditions on t1, . . . , tm in Theorem 2.7 (resp. Theorem 2.8) are easily
seen to be equivalent to conditions (1), (2) and (4) in Theorem 2.2 (resp. Theo-
rem 2.3); for conditions Theorem 2.8 (1) and Theorem 2.7 (3), this follows from
the splitting property (3.7) in Theorem 3.11. 
Proofs of Corollaries 2.10 and 2.11. These corollaries are obtained by spe-
cializing Theorems 2.7 and 2.8 to the following choice of a reduced word i ∈
R(wo(I)
−1wo):
i = (p, p+ 1, . . . , p+ q − 1; p− 1, p, . . . , p+ q − 2; . . . ; 1, 2, . . . , q) .
We rename the corresponding variables tk as follows:
t = (t11, . . . , t1q; t21, . . . , t2q; . . . ; tp1, . . . , tpq) .
It is now shown by a direct check that all the conditions in Corollaries 2.10 and
2.11 are specializations of the corresponding conditions in Theorems 2.7 and 2.8 (for
conditions Corollary 2.11(1) and Corollary 2.10(3), this follows from Theorem 3.12).
We leave the details of this check to the reader. 
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