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UNIVERSAL COUNTABLE BOREL QUASI-ORDERS 
JAY WILLIAMS 
Abstract. In recent years, much work in descriptive set theory has been focused on the Borel complexity 
of naturally occurring classification problems, in particular, the study of countable Borel equivalence 
relations and their structure under the quasi-order of Borel reducibility. Following the approach of Louveau 
and Rosendal for the study of analytic equivalence relations, we study countable Borel quasi-orders. 
In this paper we are concerned with universal countable Borel quasi-orders, i.e., countable Borel quasi-
orders above all other countable Borel qnasi-orders with regard to Borel reducibility. We first establish that 
there is a universal countable Borel quasi-order, and then establish that several countable Borel quasi-orders 
are universal. An important example is an embeddability relation on descriptive set theoretic trees. 
Our main result states that embeddability of finitely generated groups is a universal countable Borel 
quasi-order, answering a question ofLouveau and Rosendal. This immediately implies that biembeddability 
of finitely generated groups is a universal countable Borel equivalence relation. The same techniques are 
also used to show that embeddability of countable groups is a universal analytic quasi-order. 
Finally, we show that, up to Borel bireducibility, there are 2l{o distinct countable Borel quasi-orders, 
which symmetrize to a universal countable Borel equivalence relation. 
§1. Introduction. A countable Borel quasi-order Q is a quasi-order defined on 
a Polish space X (or more generally, a standard Borel space) such that Q is Borel 
when viewed as a subset of X 2 and for every x E X, the set of predecessors of x, 
{y I Y Q x }, is countable. There are several natural examples, such as '-5.r and :;_ 1 on 
2N, as .well as the embeddability relation on the space Q of finitely generated groups. 
As m the case of Borel equivalence relations, we are largely interested in how 
countable Borel quasi-orders are related to each other under Borel reducibility. 
DEFINITION 1.1. 
a) Suppose that Q is a Borel quasi-order on a Polish space X and Q' is a Borel 
quasi-order on a Polish space Y. We say that Q is Borel reducible to Q', written 
Q '-5.B Q', if there is a Borel function f: X -t Y such that 
X Q Y {o? f(x) Q' f(y). 
b) A countable Borel quasi-order Q' is universal if for every countable Borel 
quasi-order Q, Q '-5.B Q'. 
Borel. reducibility is in~ended to capture the notion of the relative complexity 
of quasi-orders, so that 1f Q '-5.B Q', then we consider Q' to be more compli-
cated than Q. A universal countable Borel quasi-order can then be thought of as 
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a countable Borel quasi-order which is as complicated as possible. It was shown 
by Dougherty, Jackson, and Kechris in [3] that there is a universal countable Borel 
equivalence relation, and in [9] Louveau and Rosendal showed there is a universal 
analytic quasi-order. In section 2, using an analog of the Feldman-Moore Theorem, 
we prove the following result. 
THEOREM 1.2. There is a universal countable Borel quasi-order. 
Given a quasi-order Q on X, the corresponding equivalence relation EQ on Xis 
defined by 
x EQ y {o? x Q y /\ y Q x. 
For example, Turing equivalence =r is E~r. It is easily checked that if Q is a univer-
sal countable Borel quasi-order, then EQ is a universal countable Borel equivalence 
relation, and this provides another source of examples for such equivalence relations. 
Much of this paper is dedicated to proving that various countable Borel quasi-
orders are universal. One universal countable Borel quasi-order, in particular, is used 
in several of these proofs. Recall that given a discrete space X, a subset T ~ x<N is 
said to be a tree on X if it is closed under initial segments. 
DEFINITION 1.3. Given a discrete space X, the quasi-order ~i;ee on the space of 
trees on X is defined by 
where T~ 
by v.) 
T ~'.fee T' {o? (::Ju E x<N) T = T~, 
{ v E x<N I u~v E T'}. (Here, u~v indicates the string u followed 
THEOREM 1.4. ~qee is a universal countable Borel quasi-order. 
This quasi-order is combinatorially simple and thus easy to work with. This 
makes it useful for establishing other quasi-orders are universal. 
Our ultimate goal is to show the biembeddability relation for finitely gener-
ated groups is a universal countable Borel equivalence relation. Although it may 
be possible to prove this only using results on countable Borel equivalence rela-
tions, the use of quasi-orders seems to be the most direct route to this result. We 
first use small cancellation methods from group theory to establish the following 
theorem. 
THEOREM 1.5. Embeddability of countable groups is a universal analytic quasi-
order. 
It follows that biembeddability of countable groups is a universal analytic equiva-
lence relation. This is strictly more complex than isomorphism of countable groups; 
for a more thorough exploration of the relation between biembeddability and iso-
morphism in the Borel reducibility context see [6]. The ideas developed to prove 
Theorem 1.5 are then used to reduce ~~-ee to the embeddability relation for finitely 
generated groups. Thus we have the following theorem. 
THEOREM 1.6. Embeddability of finitely generated groups is a universal countable 
Borel quasi-order. 
Thus the embeddability structure of finitely generated groups is as complicated 
as possible. We find as a corollary that the biembeddability relation for finitely 
generated groups is a universal countable Borel equivalence relation. This answers 
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a q~estion of.Louvea~ and Rose~1dal in [9]. It was previously shown in [12] that 
the tsomorphism relat10n for fimtely generated groups is a universal countable 
Borel equivalence relation, and so this result can be seen as saying the two rela-
tions have precisely the same complexity, in contrast with the case of countable 
groups. 
The rest of the paper is organized as follows. In section 2, we establish that 
there is a u.niversal countable Borel quasi-order by proving a Feldman-Moore-type 
result relatmg countable Borel quasi-orders to Borel actions of countable monoids. 
In section 3, we show that ~re is universal. In section 4, we show that various 
group-theoretic countable Borel quasi-orders, which arise as simple generalizations 
of well-known universal countable Borel equivalence relations, are universal. In 
sections 5 and 6, we prove the theorems on the embeddability relations for countable 
groups and finitely generated groups. Finally, in section 7 we show that, up to 
Bo.rel bireducibility, there are ~No countable Borel quasi-orders, which give rise to a 
umversal countable Borel eqmvalence relation. 
§2. A universal countable Borel quasi-order. We start by proving an analog of 
the Feldman-Moore Theorem [5] for countable Borel quasi-orders. Although to the 
aut.hor's knowledge, this result is not in the literature, it is a straightforward appli-
cation of the well-known Lusin-Novikov theorem (see Theorem 18.10 in Kechris 
[8]), and should perhaps be considered as folklore. 
THEOREM 2.1. If~ is a countable Borel quasi-order on the Polish space X, there is 
a monoid M which acts on X in a Borel way such that 
x ~ y {=} (3m E M) x = m · y. 
~RO?F. ~irst, note that by definition for ally E X, ~ y = { x I x ~ y} is countable, 
which implies the set ~<:;;; X x X has countable sections with respect to its second 
coordinate. By the Lusin-Novikov theorem,>,:== Unfn, where each f n: En---+ Xis 
a Borel function, with En <:;;; X Borel. , 
We can extend these to functions defined on all of X by letting f n (y) = y for 
Y E ~ .\ En. These functions are still Borel, and their union is still equal to >,:= by 
reflexi~ity. We i:iay also add the identity function to our collection without changing 
the umon, agam by reflexivity. With all this in place, the collection f n generates a 
monoid.M under composition, and M acts on X by m. x = m(x). If x ~ y, then 
there exists m E M such that x = m · y = m(y ), and the transitivity of~ ensures 
that for all m E M and x E X, m . x ~ x. ---1 
We wish to use this result to show that there is a universal countable Borel quasi-
order. Our approach closely follows the proof of Dougherty, Jackson, and Kechris 
in [3] that there is a universal countable Borel equivalence relation. 
DEFINITION 2.2. For every standard Borel space X and countable monoid M, the 
corresponding canonical Borel action of Mon xM is defined by (m·f)(s) = f (sm) 
form, s EM and f E XM. We denote the corresponding quasi-order by ~1, i.e., 
for f,g E XM, 
f ~ri g {=} (3m E M) f = m · g. 
--< ~-· 
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To see that this is an action, let m, n E M and f E X M. Then 
(m · (n · f))(s) = (n · f)(sm) 
= f(smn) 
= (mn · f)(s), 
as desired. 
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Note that in the above definition, if Mis a group, then ~1 is in fact an equivalence 
relation. In particular, ~ffe2 is the universal countable Borel equivalence relation Koo. 
DEFINITION 2.3 (The quasi-order ~co). Let Mco be the free monoid on countably 
many generators. Then define ~co to be ~J;w. 
THEOREM 2.4. ~co is a universal countable Borel quasi-order. 
PROOF. Let~ be a countable Borel quasi-order on a Polish space X. By Theorem 
2.1, there is a countable monoid M such that ~ is the quasi-order induced by a 
Borel action of Mon X. Let f: Mco ---+ M be a surjective homomorphism. Then 
we can define an action of Mco on X by 
m·x=f(m)·x. 
This action is Borel and also induces ~' and so without loss of generality we may 
assume that M = Mco. 
Let { Ui hEN be a sequence of Borel sets in X, which separates points. Then we 
define¢: X ---+ (2N)Mw by x f-t </Jx, with 
</Jx(s)(i) = 1 {=} s · x E Ui. 
This map is Borel, and since the collection Ui separates points, we see it is injective. 
Furthermore, if t E Mco, then t · <Px = <Pt·x· To see this, lets E Mco, and i E N. 
Then 
<f>t.x(s)(i)=l {=} s·t·xEUi 
{=} <Px(st)(i) = 1 
{=} t·</Jx(s)(i)=l. 
Now suppose that x ~ y. Then there exists m E Mco such that x = m · y. It 
follows that <Px = ¢m·y = m · </Jy, and so <Px ~co ¢y· The same reasoning works in 
reverse, and hence <Px ~co </Jy implies that x ~ y. Thus ¢ is a Borel reduction. ---1 
Thus there exists a universal countable Borel quasi-order. Next we wish to find 
universal countable Borel quasi-orders which are easier to work with. We proceed 
by a series of easily proven lemmas, which are the analogs of propositions 1.4-1.8 
in Dougherty, Jackson, and Kechris [3]. The proofs of most of them are virtually 
the same, and so we omit them here. 
LEMMA 2.5. If M, N are monoids and M is a homomorphic image of N, then 
~1SB ~~· 
bl 'd il- {O} 3 LEMMA 2.6. For any counta e monoz M, ~M SB ~Mxz· 
LEMMA 2.7. For any countable monoid M, ~JuSB~~xz2 • 
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LEMMA 2.8. Let M1 denote the free monoid on 2 generators. Then 
~iw ~B ~i2 · 
PROOF. We start by embedding MOJ into M2 in order to view it as a submonoid 
of M1. Let MOJ = (x1, x2, .. . ) and M1 =(a, b). We define our embedding bye H- e 
and Xn H- abn for all n E N+. 
Next we. note that if h E M1, then we can canonically write h as a product 
h = h' g, with g ~ MOJ and h' E M1 \ MOJ, possibly with g = e or h' = e, by finding 
the longest word Ill MOJ at the end of h. Define L: M2 -+ N by 
L(h) = the length of h', 
where h ~ h'f! is the canonical form of h. This function has the desirable property 
that multrplymg an element h E M1 on the right by an element g E M does not 
change the given length, i.e., L(h) = L(hg ). OJ 
Define f: 2Mw -+ 2M2 by p i-t p*, where 
{
p(h) ifL(h) =0 
p*(h) = 1 if L(h) = 1, 
0 ifL(h) > 1. 
Suppose that p ~iw q. Then ::Jg E MOJ such that p = g. q. So if h E MOJ, 
(g. q*)(h) = q*(hg) 
= q(hg) 
= (g. q)(h) 
=p(h) 
= p*(h). 
If h E M1 \ MOJ, then since L(h) = L(hg ), we find 
(g. q*)(h) = q*(hg) 
= p*(h). 
Sop* =o<x q* 
'M2 · 
Now ~uppose that p* ~i2 q*. Then there exists g E M2 such that p* = g. q*. 
Clearly If g E MOJ, then p = g · q. If instead g E M2 \ MOJ, then L(g) > 1, 
and we should hav: that p*(b) = (g .. q*)(b) = q*(bg). But p*(b) = 1, ;hile 
L(bg) ,> 1, and so q (bg) = 0. Thus this case cannot happen, and hence f is a Borel 
reduct10n. -I 
THEOREM 2.9. <-OJ ~B ~i2 • It follows that ~i2 is universal. 
PROOF. Using the preceding lemmas, we find that 
i'i 2Z-{O} ~Mw ~B ~Mw 
~B ~k xz by Prop. 2.6 
~B ~iwxzxz2 by Prop. 2.7 
~B ~iw by Prop. 2.5 
~B ~i2 by Prop. 2.8. 
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The quasi-order ~i2 is easier to work with than ~OJ, as both the monoid and 
the space being acted on are simpler. Using ~i2 , we will find another universal 
countable Borel quasi-order, this one of a more combinatorial nature. 
§3. A quasi-order on trees. In this section, we will reduce ~i2 to ~~ee, the quasi-
order on descriptive-set-theoretic trees from definition 1.3. This has the advantage 
of moving us away from working with monoids and towards more classical areas of 
mathematics. We must first make a few intermediate reductions. 
DEFINITION 3.1. The quasi-order~~ (thesis for "suffix") on P(M2) is defined by 
A~~ B {==} (:3m E M1) Am= Bm, 
where 
Bm = B nM2m. 
REMARK 3.2. Note that if we made a similar definition for a group M, then we 
would always have that Bm = B, since in this case Mm = M. So this definition is 
only interesting when dealing with a monoid. 
lfwe identify P(M2 ) with 2M2 , then this quasi-order is the same as ~i2 • Writing it 
in this way brings out the fact that knowing a set A E P(M2) and thatA ~~2 B only 
gives partial information about B. This differs from E00 , the analogous equivalence 
relation, since knowing A E P(lF2) and that A E00 B gives information about all 
of B. 
Next, we modify this quasi-order slightly, in order to make it somewhat easier to 
work with. 
DEFINITION 3.3. The quasi-order~~ (the pis for "prefix") on P(M2) is defined by 
A~~ B {==} (:3m E M1) mA = Bm, 
where 
Bm = B nmM2. 
As before, this definition is only interesting when working with a monoid. 
THEOREM 3.4. ~~ rv B ~f 
PROOF. Every nontrivial element w E M1 may be written as w 
anobmo ... ankbm", where ni,mJ E N, and only no or m1c may be 0. Define 
w = bmk an" ... bmo ano, and e = e. Then the bijection f: M1 -+ M1 defined by 
f (w) = w induces a Borel bijection f*: P(M2) -+ P(M2) such that if Am = Bm, 
then mf*(A) = f*(B)m. Similarly, if wf*(A) = f*(B)w, then Aw = Bw. Thus 
f * is a Borel reduction from ~~ to ~~. Since f * is its own inverse, we see that it is 
also a Borel reduction from~~ to~~· -I 
One can view M 2 as the complete binary tree 2<N, with each word in M 2 corre-
sponding to a node in the tree. From this point of view, when looking at A ~ M 2, we 
see that Am is simply the set of words in A, which are above the node corresponding 
to m. (See figure 1.) This natural interpretation of one of the sets involved in ~~ 
in terms of trees leads us to consider the quasi-order ~i;ee. Recall that for a count-
able discrete space X, a tree on Xis a (nonempty) collection of finite sequences of 
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FIGURE 1. The set A = {a, b, aa, abb, bab, ... } in the binary tree 
corresponding to M2. Note that, for example, Aha= {bab, .. . } is 
the set of words in A above ba. 
elements of X, which is closed under initial segments. Let A(X) be the Borel set of 
infinite trees in Tr(X), the Polish space of trees on X. 
Note that if we have A, B E P(M2) and m E M2 such that mA = Bm, and 
furthermore A,B are both trees on {a,b}, then m witnesses that A =;<{~~b} B. If 
A or Bis not a tree, then it does not make sense to compare them using =;<{~~b}' but 
this is only a minor difficulty, as we will see in the proof of Theorem 3.5. 
THEOREM 3.5. =;<f ~s =;<q·ee I A(2). It follows that =;<q·ee is universal. 
PROOF. We will create our Borel reduction in two parts. First we will define a 
Borel reduction from =;<f to =;<re I A(3). Given A E P(M2), we define the tree 
TA E Tr(3) as follows. We start with the complete binary tree 2<N, and add to it 
the sequence vr2 iff w E A, where w is the sequence in 2<N corresponding to the 
word win M2. This set is closed under initial segments and so is a tree. Clearly it is 
infinite. Let TA be this collection of sequences. 
Suppose that A =;<f B. Then there exists m E M2 such that mA = Bm. First note 
that 2<N is contained in both TA and (Ts)r1i. Next suppose that w E M 2 . Then 
So TA= (Ts)r1i. 
w~2 E TA {=:} w E A 
{=:} m~w EB 
{=:} rrr::w~2 = m~w~2 E Ts 
{=:} w~2 E (Ts)n1· 
Conversely, suppose that TA = (Ts)a for some a E 3<m. If a contains a 2, then 
(Ts )a is {0} or 0, since the only sequences in Ts containing 2 are leaves of the tree. 
However, TA is infinite. So a E 2<m, which means that there is a word w E M2 such 
that w =a. Now 
wx EB {=:} wx~2 E Ts 
{=:} .x~2 E (Ts)w 
{=:} x~2 ETA 
{=:} x EA, 
sowA = Bw. Thus the map t: P(M2)---+ Tr(3) sending A to TA is a Borel reduction. 
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Next, we define a map C: Tr(3) ---+ Tr(2), which when composed with t will 
be a Borel reduction from =;<f to =;<qee I A(2). First we inductively define a map 
c: 3<N ---+ 2<N. Let c(e) = e, c(O) = 00, c(l) = 01, and c(2) = 10. Now assume that 
c has been defined for all words oflength ~ n, and let w = x~u, where x E {a, b, c} 
and u E 3<N has length n. Define c(w) = c(x)~c(u). Given TE Tr(3), apply c 
to the elements of T and close the resulting set under initial segments to get a tree 
C(T) E Tr(2). . . <N 
Suppose that t(A) =;<~·ee t(B), so there exists u E 3<N (m fact, u E 2 ) such that 
t(A) = t(B)u. Then for all w E 3<N 
c(w) E c(t(A)) {=:} w E t(A) 
{=:} u~w E t(B) 
{=:} c(u~w) = c(urc(w) E c(t(B)). 
Hence C(t(A)) = C(t(B))c(u) and thus C(t(A)) =;<q·ee C(t(B)). 
Now suppose that C(t(A)) =;<q·ee C(t(B)), and so there exists w E 2<N.such that 
c ( t (A)) = C ( t (B) )w. Suppose that w is not in the image of c. Then we either have 
C(t(B))w = 0, which is impossible, or w is an initial segment of odd le~~th of 
something in the image of c. If w ends in a 0, then 100 E C ( t ( B) )w, but this is. n?t 
in C(t(A)). If wends in a 1, then 00 ~ C(t(B))w, but 00 E C(t(A)). Thus w ism 
the image of c, say w = c(u). Then 
u~v E t(B) {=:} c(urc(v) E C(t(B)) 
{=:} c(v) E C(t(A)) 
{=:} v E t(A). 
Thus t(A) = t(B)u, and so t(A) =;<fee t(B). 
§4. Universal quasi-orders from .group theor~. We hm;e s~en that ~oo is the s.am~ as 
the quasi-order ~~2 , and SO our umversal qu~s1-order =;< Mz IS a ~1atmal gene.rahzat10n 
of E . At this point, we will turn our attent10n to other quasi-orders, which can be 
seen ~s generalizations of E 00 • The most obvious generalization is the quasi-order 
~~(~2 ) on P(lF2) defined by 
A cIF2.t B {=:} (3g E 1F2) gA ~ B. 
-P(IF2) 
Replacing the~ symbol on the right-hand side of the definiti~n with ~he= symbol 
gives £ 00 • Unfortunately for our purposes, t~e above quas~-order 1s clearly not 
countable, and in fact has been shown to be a umversal Ker quasi-order (see Louveau-
Rosendal [9]). Consequently, ~~(~2) is much more complex than any countable Borel 
quasi-order. So we instead consider the following (countable Borel) quasi-order. 
DEFINITION 4.1. If G is a countable group, then =;<tis the countable Borel quasi-
order on P( G) defined by 
A =;<t B {=:} (3g1,. .. ,gn E G) A= g1B n · .. ngnB . 
For any group G, let Q( G) be the set of infinite subsets of G. In order to show 
that =;<~2 is a universal countable Borel quasi-order, we will reduce =;<q'"" I A(2) to 
=;<~2 I Q(JF 2). 
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Every tree on 2 is isomorphic to a tree T on {a, b}, and these can easily b 
identified with subsets of lF2 = (a, b). If we take a subset T c JF2 correspond' e 
to a tree and multiply it on the left by w - I, then the positive words in w -1 T mg 
precisely Tw. Unfortunately, there is no natural way to pick out the positive wo:~e 
from w- 1 T simply by intersecting it with other shifts of T, and so we instead wil~ 
define a set base~ on T ~or which Tw is easy to find simply by intersecting its shifts. 
In order to do this, we will look at subsets of lF 00 , the free group on countably many 
generators. We list the generators of lF 00 as 
{a, b, Xa, X!J, Xaa, Xab, Xba, Xbb, Xaaa,,, .}. 
Using the two generators a, b we identify T with a subset of the group, to which 
we add the sets Xw w T w for w E T. Call this new set T'. Note that for all w E T 
1:~Tw is a subs~~ of T, an~ so XwWTw ~ T'. Then T' n x;;; 1T' = wTw, since wT~ 
is the set of positive words m x;;; 1 T'. We can then multiply by wTw by w-1 to find 
Tw. However, the map sending T to T' is not a Borel reduction. Although we can 
now find Tw by intersecting shifts of T', Tw maps to (Tw)', so that is the set we need 
to find. The following proof addresses this issue. 
THEOREM 4.2. =:;(~00 I Q(lF00 ) is a universal countable Borel quasi-order. 
PROOF. We will construct the reduction in a few steps. We start with trees 
on {a, b }, which we then map to trees on {a, b, c, d} for technical reasons. 
Next we define a map f: {a, b, c, d}<N --+ P(lF00 ), which will induce a map 
F: Tr( {a, b, c, d}) --+ P(lF oo). The composition of these two maps will be our 
reduction. 
IfT E Tr({a,b}), define 
ta(T) = {w ET I w~a ~ T}. 
Similarly define tb(T). These sets are elements of T, which are "along the edge" of 
the tree, i.e., some immediate extension of these words is not in the tree. We define 
S: Tr({a,b})--+ Tr({a,b,c,d}) by 
S(T) =Tu (ta(Trc) u (tb{Trd), (4.1) 
where x~z = {x~z I x E X}. Here, S "outlines" the tree using the letters c and 
d. The following property of S will be important later. 
LEMMA 4.3. If T, T' E Tr( {a, b}) and S(T) ~ S(T'), then T = T'. 
PROOF. It is easily seen that S(T) ~ S(T') implies T ~ T', as 
S(T) n {a, b} <N = T and S(T') n {a, b} <N = T'. 
Suppose w E {a, b} <N \ T. Then there is some initial segment of w' c w (possibly 
the empty string) and some x E {a, b} such that w' E tx(T), i.e., w = w'~x~t, 
where w' E T, w'~x ~ T, and t E {a,b}<N. Then w'~y E S(T) for some 
Y E { c, d}, and so w'~y E S(T'). This is only possible if w'~x and all its extensions 
are not in T', and in particular w ~ T'. --1 
We list the generators of lF 00 as 
{a, b, C, d, Xa, Xb, Xe, Xd, Xaa' Xa!J, Xac .. . }, 
i.e., every string in {a, b, c, d} <N (except the empty string) has a unique generator 
associated with it in addition to generators corresponding to the letters in our trees. 
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The empty string in {a, b, c, d} <N and the identity element in~ oo will both be written 
as e. This should not cause confusion, although both uses will appear close to each 
other. Finally, we recall that if A, B E P(lF 00 ), then AB = {ab I a E A, b E B}. We 
· can now define f: {a, b, c, d} <N --+ P(lF oo) inductively. 
f(e)={e} 
J(a) ={a, Xaa} 
J(b) = {b,xbb} 
J(c) = {c,xcc} 
f (d) = {d, xdd} 
J(w) = (w~-1 /(s)J(t)) U{xww}. 
s,ti'e 
The idea here is that every set f ( w) contains elements, which encode the relation 
of w to its initial segments. Then define F: Tr( {a, b, c, d}) --+ P(lF oo) by 
F(T) = LJ f(w). 
wET 
There are a few helpful facts to record at this point. The simplest one is that 
w E f ( w), which follows by a simple induction. The others we record as lemmas. 
LEMMA 4.4. Ifu,v E {a,b,c,d}<N are not equal, the sets f(u) and f(v) are 
disjoint. 
PROOF. Define the function cD: lF 00 --+ {a, b, c, d} <N as 
cD(g) =the word in {a, b, c, d} <N obtained by removing all other letters 
from the freely reduced representation of g. 
By a simple inductive argument we see that for all w E {a, b, c, d} <N, cD is constant 
on f ( w) and equal tow. Thus the sets are disjoint. --1 
LEMMA 4.5. If a word starting with Xw is inf (u), then w C u. 
PROOF. This follows from a straightforward induction on the length of u. --1 
LEMMA 4.6. If y E J(u) starts with XwW and u = w~t, then Y = XwWA, with 
.A. E f(t). 
PROOF. We prove this by an induction on the length oft. If t = e, then Y = XwW. 
Otherwise, there must be some a, fJ such that u = a~ fJ and Y E f (a) f (/3) · We c~n 
then split y into two words, y = 6.A., where 6 starts with XwW and 6 E f (a), wh~le 
;, E J(/J). By the Lemma 4.5, w ca, say a= w~z. Then u = w~z~fJ. We wnte 
t = z~ {J. As lzl < ltl, by assumption6 = xww6' witho' E f (z). Then Y = xww6' A, 
ando' .A. E f(z)f(/J) ~ f (t) by definition. --1 
We define the map G: Tr( {a, b}) --+ P(lF oo) by 
G(T) = F(S(T)), 
where Sis the map defined in (4.1). 
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LEMMA4.7. Forallw E {a,b}<N and all nonempty TE Tr({a,b,c,d}), 
G(T) n x;;; 1G(T) = wG(Tw) 
and hence 
w-1G(T) n (xww)- 1G(T) = G(Tw). 
PRO?F. Fir~t'. we wills.how that G(T) n x;;; 1G(T) s::; wG(Tw). Every element of 
G.( T) is a positive wo~·d 111 the generators of lF 00 , so any word not starting with xw 
will be freely reduced 111 x;;; 1 G(T) and so begin with x;;; 1, and thus not be in G(T). 
So we need only focus on the words that start with xw. 
Suppose g E f (u) s::; G(T) and g = xwa for some a E JF00 • By our inductive 
definition, this implies g = xww/J for some f3 E lF 00 • By Lemma 4.5, we must 
~1a~e u = w~t for some t E {a,b,c,d}<N. By Lemma 4.6, f3 E f(t). Also, wj] 
is 111 f(w)f(t), sow~ E G(T) n x;;; 1G(T). In addition, f3 E G(Tw), since t E 
(S(T))w = S(Tw) (smce w E {a,b}<N) and so f(t) s::; G(Tw). Thus G(T) n 
x;;; 1G(T) s::; wG(Tw). 
If g E G(Tw), then there is some u E S(Tw) such that g E f (u). Then 
Xwwg,wg E f(w)f(u) s::; G(T), 
so wg E G(T) n x;;; 1G(T). Thus G(T) n x;;; 1G(T) :2 wG(T,,,). -1 
Lemma4.7 shows thatfor T, SE A(2), ifT ~g·ee S, then G(T) =:$~00 G(S). Next 
we check the other direction. 
~uppose that G(!) = g1 G(T') n ... n gn G(T'). We know that e E G(T) (since 
T Is n~:1:_mpty), wh1~h m~ans that eac~ gi must be an inverse of an element in G ( T'), 
say gi - hi E G(T ). Fix some 1 ::::; z ::::; n and suppose that <I>(hi) = w, i.e., hi E f (w ). !fu E S(T_), then xuu E G(T). This implies hixuu E G(T') nf(w~u), and, 
m particular, the mtersection is nonempty, so w~u E S(T'). Thus S(T) c S(T') . 
. If .w ~ {a, b }<N, then S(T')w is either empty or a single element, b~t S(T) is 
mfimte. Thus w E {a, b} <N, an~ so S(T')w. = S(T~). It foll~ws that S(T) s::; S(T~), 
and so by Lemma 4.3, T = Tw. Thus G is a Borel reduct10n. This completes the 
proof of Theorem 4.2. ' -I 
COROLLARY 4.8. =:$~2 I Q(lF2) is a universal countable Borel quasi-order and so =::<IF2 
is a universal countable Borel quasi-order. ' '
1 
PROOF. Let <P: lFoo--+ lF2 be an embedding. Then¢ induces a map 
<I>: Q(JF oo) --+ Q(JF2) 
AH{</J(a)/aEA}. 
If A, B E Q(JF oo) and there exist g1, ... , gn E lF 00 such that 
A= g1B n · · · n gnB, 
then <I>(A) = ¢(g1)<I>(B) n · · · n </J(gn)<I>(B). 
Conversely, suppose that 
<I>(A) = h1<I>(B) n · · · n hn<I>(B). (*) 
If some hi is not in. the image ~f ¢,then hi<I>(B) is disjoint from any set in the image 
of <I>, and so the nght hand side cannot equal the left hand side unless <I>(A) = 0, 
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which is impossible. This implies that every hi in ( *) is in the image of <P. It follows 
that A= ¢-1 (h1)B n .. · n ¢- 1(hn)B. -I 
REMARK 4.9. The above proof shows that if G is any countable group containing 
lF2 as a subgroup, then ~YI Q( G) is a universal countable Borel quasi-order. 
Let Ee ( G) denote the conjugacy equivalence relation on the standard Borel space 
Sg( G) of subgroups of G, i.e., for A, B E Sg( G), 
AEe(G)B <===? (3gEG)A=gBg- 1. 
In [7], Gao used a simple coding technique to prove the following result. 
THEOREM4.10 (Gao). IJG = K *H, where K hasanonabelianfreesubgroupand 
H is nontrivial cyclic, then Ee ( G) is a universal countable Borel equivalence relation. 
In light of the relationship between E 00 and =:$~2 , it is natural to consider the 
following countable Borel quasi-order: 
DEFINITION 4.11. Let G be a countable group. Then ~~ is the countable Borel 
quasi-order on Sg( G) defined by 
A=:$~ B <===? (3g1, ... ,gn E G) A= g1Bgj1 n · · · ngnBg;; 1• 
Let r( G) be the standard Borel space of infinite subgroups of G. Then the proof 
of the following result is a straightforward adaptation of Gao's argument in [7]. 
THEOREM 4.12. Suppose that G is a countable group containing a nonabelianfree 
subgroup and that H is a nontrivial cyclic group. Then ~~*HI r( G * H) is a universal 
countable Borel quasi-order, and so =:$~*H is a universal countable Borel quasi-order. 
PROOF. Leth E H be a generatorof H. We define the map K : Q( G) --+ Sg( G *H) 
by 
K(A) = (xhx-1: x EA). 
This map is Borel, so we need only check that it is a reduction from =:$YI Q( G) to 
=:$~*HI r( G * H). We will make use of the observation that K(A) = * gHg- 1• 
gEA 
If A, B E P( G), then clearly K(AnB) s::; K(A)nK(B). We will showthatK(A)n 
K(B) s::; K(A nB), so K(A nB) = K(A) nK(B). Suppose thatg E K(A) n K(B), 
and so can be written both as g = x1hxj1 ... Xnhx;; 1 with x1, ... , Xn E A and 
as g = y1hyj 1 ... Ymhy,; 1 with YI, .. ., Ym E B. Then clearly X1 = YI, and so 
multiplying g on the left by yih- 1 yj1 = x1h-1 xj1 we find that 
h -! h -I h -I h -! X2 X2 · · · Xn Xn = Y2 Y2 · · · Ym Ym · 
Thus x2 = y2, and repeating this argument we find that Xi = Yi for 
1 ::::; i ::::; min { n, m}. If for example m < n, then we would have the equation 
h -! h -I Xm+I Xm+I ... Xn Xn = e, 
which is impossible. Similarly it cannot be that n < m. Thus m = n, and it follows 
that g E K(A n B). 
Also note that if g E G, then K(gA) = gK(A)g- 1. Thus 
K(g1A n · · · n gnA) = K(g1A) n · · · n K(gnA) 
= g1K(A)gj1 n · · · n gnK(A)g;; 1. 
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Suppose that A, B E P(G) and that A ~7 B, i.e., there exist g1, ... , gn E G such 
that A= g1B n · · · n gnB. Then 
K(A) = K(g1B n · · · n gnB) = g1K(B)g1- 1 n · ·. n gnK(B)g;; 1. 
Thus A ~7 B implies that K(A) ~~·H K(B). 
Next, suppose that A, B E P( G) and that K(A) ~~·H K(B), so there exist 
Y1, · · ·, Yn E G * H such that K(A) = y1K(B)y1- 1 n · · · n YnK(B)y;;I. For each 
x EA and 1 :::::: i .:::::: n, let Wx,; E K(B) be the element such that xhx- 1 = YiWx,iYi-1 · 
Clearly for each z = 1, . .. , n the map x f--t wx,i is an injection. 
_Note that xhx-1 i~ a reduced word in G * H. For 1 :::; i :::; n, we may assume that 
Yi is a reduced word m G * H, and that wx,t E K(B) can be written as 
W . _ hm1 -I hmk -I ( B ) x,1 - z1 z1 ... zk zk z1 E , m1c E Z . 
We can rewrite this word as 
wherem1 E Z\{O}:uJ E Gandtheproductu1u2 ••• u1 =z1 E Bforl :::;j:::; t+l. Furthermore, Wx,i rs never the trivial word. 
The equation xhx- 1 = YiWx,iYi-I implies that starting with the right-hand side 
there is a cancellation procedure which eventually leads to the left-hand side. In an; 
~uch procedure, there must be some occurrence of h in the right-hand side, which 
1s never cancelled. We call this the preserved occurrence of h. Let Ai ~ A be the 
set of elements x E A for which the preserved occurrence of h in some cancellation 
procedure is in the original expression for wx,i. 
We claim that A\ A; is finite for each 1 :::; i :::; n. If x EA\ 111, then the preserved 
occurrence of h is in either y1 or y1- 1• Suppose that x 1, x2 E A\ Ai are both words 
such that the preserved occurrence of h is in Yi. Then the preserved occurrence of h 
must be the first h in Yi, since Yi is assumed to be redu,ced. Thus Yi = khu for some 
k E G, u E G * H, and this gives us the two equations 
which implies that x1 = k = xz. Thus there is at most one element in A \ A
1 
such 
that the preserved occurrence of his in Yi· A similar argument shows that there is 
at most one element in A \ Ai such that the preserved occurrence of h is in y ;-1. So IA\ Atl :::; 2 for 1 ::; i :::; n. 1 
As A is infinite, this implies that A = nl <i<nAi is infinite. If we fix some x E A 
h h -- 0 , t en for eac i = 1, ... , n, we can write 
with zi E B, ui, vi E K(B), and the displayed h is the preserved occurrence in 
some cancellation procedure. This implies that xo = y·u·zi and x-1 = z;-lv .. y;-1 
l l , 0 l l l • 
I 
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Let /Ji= xoz1-
1 E G. Then Yt = /Jiu/ 1. Thus 
K(A) = /J1u\ 1K(B)u1/J\ 1 n · · · n /Jnu;; 1K(B)unf3;; 1 
= /J1K(B)/3\ 1 n ... n fJnK(B)/3;; 1 
= K(/31B n · · · n /JnB) 
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and so A= fJ1B n· · · n fJnB, with each /Ji E G. Thus A ~7 B, as desired. --\ 
The following result is an immediate consequence of Theorem 4.12. 
COROLLARY 4.13. !Jn~ 3, then ~~n I r(lFn) is a universal countable Borel quasi-
order. 
Finally, the proof of the following result is a straightforward adaptation of the 
proof of Proposition 1 ofThomas-Velickovic [12]. 
COROLLARY 4.14. ~~2 I r(JF2) is a universal countable Borel quasi-order. 
PROOF. Recall that a subgroup H of a group G is said to be malnormal if 
gHg-1 n H = {1} for all g E G \ H, and that lF3 can be embedded as a mal-
normal subgroup ofJF2. Arguing as in Corollary 4.8, we see this embedding induces 
a Borel reduction from ~~3 I r(JF3) to ~~2 I r(JFz). --1 
§5. Embeddability of countable groups. Our ultimate goal is to show that embed-
dability of finitely generated groups is a universal countable Borel quasi-order. The 
techniques we will use in the proof are easier to understand in the more gen~ral 
setting of arbitrary countable groups. With this in mind, we first tur~ our attenti?n 
to the embeddability relation for countable groups, !;:Gp· By removing the restnc-
tion that the groups we work with should be finitely generated, we are allowed more 
freedom with regards to how we construct groups for our Borel reduction. At the 
same time, removing this restriction means that !;:Gp is an analytic quasi-order, 
rather than a countable Borel quasi-order. We will prove the following result. 
THEOREM 5.1. !;:Gp is a universal analytic quasi-order. 
COROLLARY 5.2. The biembeddability relation for countable groups '=-Gp is a 
universal analytic equivalence relation. 
This is in contrast with the isomorphism relation for countable groups ~Gp, which 
is known to be universal among all analytic equivalence relations induced by a Borel 
action of S00 • (This is due to Mekler in [11].) However, such equivalence relations 
are known not to be universal among all analytic equivalence relations. 
Before we prove Theorem 5.1, we need to make a few definitions. We will write 
C for the set of countable graphs whose vertex set is N. By identifying each graph 
with its edge relation, we see that C is a closed subset of 2r:!2 and so is a Polish space. 
DEFINITION 5.3. If S, T EC, then we write S i:c T if S embeds into T, i.e., there 
exists f: N--+ N such that for all m, n EN, (m, n) ES{'} (f(m),f (n)) ET. 
In [9], it was shown that i:c is a universal analytic quasi-order. Thus to show that 
!;:Gp is universal, we only need to show that i:c Borel reduces to it. To do this: we 
will use small cancellation techniques to create groups that.encode the edge relat10ns 
of graphs. We recall the following definitions and theorems from smal~ cancellation 
theory. (See Chapter V of [10] for a fuller treatment of small cancellat10n theory.) 
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DEFINITION 5.4. Let R be a subset of a free group F. We say R is symmetrized if 
every element of R is cyclically reduced and whenever r E R, all cyclic permutations 
of rand r- 1 are in R. 
THEOREM 5.5 (Theorem V.4.4 in [10]). Let F be afree group. Let R be a sym-
metrized subset ofF and Nits normal closure. If R satisfies C'(}i.)for some A~ 1/6, 
then every nontrivial element w E N contains a subword s of some r E R with 
Isl > (1- 3,l,,)lrl ~ ilrl. 
THEOREM 5.6 (Theorem V.10.1 in [IO]). Suppose that G = (x1, x2, ... IR) is such 
that Risa symmetrized subset of (x1, x2, .. . ) satisfying the C'(l/6) small cancellation 
condition. If w represents an element of.finite order in G, then there is some r E R 
of the form r = vn such that w is conjugate to a power of v. 
Note that this implies that if furthermore w is cyclically reduced, then w is a 
cyclic permutation of some power of v with vn E R. We will often refer to this 
consequence of Theorem 5.6. 
Now we can proceed to the proof of Theorem 5 .1. 
PROOF OF THEOREM 5.1. Let T E c. Although the vertices of T are in fact ele-
ments of N, to avoid confusion we will call the vertices of T v0 , v 1, v2 , . ... Then 
Gr is defined to be the group with generators vo, v1, . .. and relators 
• v7 for all i E N 
• (viv1)11 if(v;,v1) ET 
• (viv1) 13 if(vi,vJ) ~ T. 
Let Rr be the symmetrization of the set of defining relations for Gr.Note that if 
Tis any graph, then Rr satisfies the C'(l/6) condition. Now suppose that S, T EC 
are such that S embeds into T, say via the map f. Then f extends to a group 
homomorphism from Gs to Gr, as it sends the relations of Gs to relations of Gr. 
To see that f is an embedding, let o: = v,'.ci v1k2 ... v,k,, be a word in the generators I 2 11 
of Gs, so that 
f (a:)= f(v;f 1 f(v;2)"2 ... f(v;,f" 
and suppose that f (a:) = 1 in Gr. Then by the C'(l/6) condition, f (a:) must 
contain more than 1 /2 of a relation in Rr. Note that any such relation must involve 
only generators in the image of the graph embedding f: S -+ T. Suppose that f (a:) 
contains more than half of a relation of the form f ( v; )±7 • Since f is one-to-one, 
this cannot happen unless o: already contained more than half of vt7 . 
Suppose that f ( o:) contains more than 1 /2 of the relation (! ( v;) f ( v 1) )", where 
the value of k depends on whether or not (! (Vi), f ( v J)) E T. Since 
(v;,v1) ES<(=} (f(v;),f(v1)) ET, 
it must be the case that ( v;v 1 )k E Rs, and o: already contained more than 1 /2 of 
( v1v1 )k. Thus f ( o:) does not contain more than 1 /2 of a relation in R r unless o: 
contains more than 1 /2 of the corresponding relation in Rs. Since every nontrivial 
element in Gs may be written as a word which does not contain more than 1 /2 of a 
relation in Rs, every nontrivial element in Gs maps to a nontrivial element in Gr. 
Thus if S embeds into T, then Gs embeds into Gr. 
Conversely, suppose that e: Gs -+ Gr is an embedding. By Theorem 5.6, after 
adjusting the embedding e by an inner automorphism of Gr if necessary, we may 
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assume B(vo) = t~ for some k such that lkl < 7, where to is some vertex of T, since 
e(vo) must have order 7. Let v1 f v0 be some vertex of S. Again by Theorem 5.~, 
we find that B(v ·) = ut1.u-1 for some l such that Ill < 7, where u E Gr and t1 is 
J J • h' 
some vertex of T. Unfortunately we cannot eliminate u by an mner automorp ism 
without possibly changing the value of B( v0). We may assume that u is freely reduced 
and does not start with any power of t0 . To see this, note that if u began with tbn, 
then we would be able to follow e by the inner automorphism corresponding to tbn 
without changing the value of e(vo). Thus e(voVj) = t~ ut)u-1 is cyclically reduced. 
Since VoV' is a torsion element, so is e( vov j ). By Theorem 5.6, e ( vov j) must be a 
cyclic periuutation of some power of ( vmvn), m, n E N. It immediately follows that 
u = 1, since no such words contain a mix of positive and negative powers. Thus 
e(vov1) = t~t). 
From this we find that to f t 1, since otherwise e ( vov 1) would have order 1. or 7, 
which is impossible since e is an embedding and vov J has order 11 or 13. Agam, by 
Theorem 5.6, we find that t~t) has finite order only if k = l = ±1. As the orders of 
vov 1 and e ( v0v 1) = tt'1 tj' are equal, we see that 
(vo,v1)ES <¢=} (to,t1)ET. 
Let vm f v,, be arbitrary vertices in S. Repeating the above argument with vo 
and v as well as vo and vn we find there are inner automorphisms v11, v12 of Gr, 
m, ' (e( )) ±1 
corresponding to conjugating by suitable powers of to, such that v11 Vm = tm 
and lf/2(B(v,,)) = t;=1, where tm f to and tn f to. A priori it may be the case that, 
for example, v1 1 (B( v,,)) = t~ t;= 1 t0k, with k f 0. But then 
(e( )) ±1 k ±I t-k If/I VmVn = tm tot,, o 
has infinite order, which is impossible. Thus lf/1 = lf/2, and so v11 (B( vmvn)) = t,Ti 1 t;= 1, 
and the above argument shows tm f tn and that 
(vm, v,,) ES <¢=} (tm, tn) E T. 
As vm and vn were arbitrary, the function g: S -+ T defined by g(vi) = ti for all 
i E N is an embedding. Thus i;;;; 9 ~B i;;;;Gp, which establishes the result. --1 
§6. Embeddability of finitely generated groups. We now turn our attention to the 
embeddability relation for finitely generated groups. 
DEFINITION 6.1. Let Q denote the Polish space of finitely generated groups. 
(See [2].) If A, B E Q, then we write A ~em B if a.nd only ~f there is a .group 
embedding from A into B. We write =em for the associated eqmvalence relat10n. 
It can be seen that ~em is a countable Borel quasi-order, as any finitely generated 
group contains only countably many finitely generated subgroups, and isomorphism 
classes in Qare countable. We will show that in fact it is universal by reducing ~~ee 
to ~em. Given a tree T E Tr(2), our g~neral strategy is to define a ~~tely ge~erate~ 
group Gr with subgroups correspondmg to the trees Tw for w E 2 . We will start 
with two generators and then add relations to this group according to the nodes 
present in T. As in the section 5, these additional relations will allow us to control 
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the embeddings that exist between two of these groups and thus ensure that T r--+ Gr 
is a Borel reduction. Thus we will have shown: 
THEOREM 6.2. ~em is a universal countable Borel quasi-order. 
In order to define the relations of Gr, we first define the following two 
homomorphisms: 
f 0: lF2 -+ lF2 
x r--+ xsy 
yr--+ y5x 
f 1: lF2-+ lF2 
x r--+ x 2yxyx 
yr--+ y2xyxy. 
We also define f e to be the identity map. For any element w E 2<N, we define 
f w to be the corresponding composition of f o and f 1, e.g., f 01 = f o o f 1 and 
!110 = !1 o f1 o Jo. In other words, if we can write was u~v, then f w = f u o fv· 
The associativity of function composition ensures that this is well-defined. 
One basic property of these maps is that for all u E 2<N, the first letter off u (a) 
is different for each a E {x±1, y±1 }, and the same is true for the last letter. This 
can be established through an easy induction on the length of u. If u = e, then 
this is immediate, and for u = 0 or u = 1, we quickly check that it holds. Now 
suppose that this is true for u. Then for i E {O, 1 }, consider f u-i (a) = f uUi (a)). 
We have already seen that the first and last letters of fi(a) are different for each a. 
By assumption, f u takes the first and last letters off i (a) to words with first and 
last letters different from those of fi(b) for any b =/=-a with b E {x±1,y±1}, and 
this completes the induction. 
With this established, a similar induction shows that every f u takes freely reduced 
words to freely reduced words. In fact, every f u takes cyclically reduced words to 
cyclically reduced words, since for a, b E { x±1, y±l }, the first letter off u (a) is the 
inverse of the last letter of fu(b) only if b = a-1, by the uniqueness of the last 
letters. 
If o: E lF2, then for any w E 2<N, we can think off w(o:) as a word on 
{fw(a) I a E {x±1,y±1}}.' 
We refer to these special subwords as f w-blocks. See figure 2. 
Given TE Tr(2), we define 
Gr= (x,y I {(Jw(x))s9 ,(Jw(y))61 I WE T},{(Jw(x)) 67 ,(Jw(Y))71 I w ¥ T}). 
The numbers in the exponents were chosen to be relatively prime and so that the 
relations satisfy small cancellation conditions, and they have no significance beyond 
that. We will eventually show that the map T r--+ Gr is a Borel reduction from ~g·ee 
to ~em. To see that this is the case, we proceed by a series of lemmas. 
xs yxsyxs yxsyxsyys x xs yxs yxs yxs yxs yys x xsyxs yxs yxs yxsyys x 
foo(x) foo(x) foo(x) 
3 times 
FIGURE 2. foo(x) 3 , with its loo-blocks shown. 
~· 
I 
I 
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LEMMA 6.3. Let u E 2<N, a,b,c E {x±1,y±1}. Suppose fu(a) is asubwordof 
fu(bc) = fu(b)fu(c). Then fu(a) does not contain letters from both fu(b) and 
f u (c). In other words, f u (a) must equal f u (b) or f u (c). It follows that if o:, /3 E lF2 
are nontrivial and f u ( o:) is a subword off u (/3), then o: is a sub word of /3. 
PROOF. We prove this inductively. It is easily checked to be true in the case that 
u E {O, l}. Now suppose that it is true for all u with lul < n. Then if u' = u~i 
with lu'I = n and i E {O, 1} we may write fu 1(a) = fu(Ji(a)) and fu1(bc) = 
fu(J1(bc)). By assumption, the Ju-blocks in fui(a) line up with the Ju-blocks in f u' (be), and since f u' (a) is a subword off u' (be), it follows that fi(a) is a subword 
off i (be). This implies that f i(a) equals f Jb) or f i (c ). Thus we find fu 1 (a) equals 
f 111(b)orfu1(c). --4 
LEMMA 6.4. Let w E 2<N, o:, /3 E lF2. If f w (o:) is a cyclic permutation off w(/3), 
then o: is a cyclic permutation of /3. 
PROOF. We may write o: = al ... an and f3 =bl ... bn with a1, b1 E {x±1, y±l }, 
1:::; i,j:::; n. Thusfw(o:) = fw(a1) ... fw(an) andfw(/3) = fw(b1) ... fw(bn). 
As f w ( o:) is a cyclic permutation off w (/3), there is some 1 :::; k :::; n such that if we 
writeo: = 0:1ako:2, then 
J w(b1) ... f w(bn) = gj w(o:2)J w(o:1)h, 
where hg = f w(ak). By Lemma 6.3, we must have g = e or h = e. Suppose 
g = e. (The h = e case is similar.) Then f w(/3) = f w(o:20:1ak), and so again by 
Lemma 6.3, f3 = o:2o:1ak> which is a cyclic permutation of o:. --4 
LEMMA 6.5. Let T E Tr(2). If Rr denotes the symmetrization of the defining 
relations for Gr, then Rr satisfies the C'(l/8) small cancellation condition. 
PROOF. We only need to check the positive relations, since they satisfy the C'(l/8) 
condition iff their inverses do, and there is no overlap between a positive word and 
a negative word. 
We begin with an easy case. Suppose that w E 2<N and consider f w (x )nx and 
f w (y )ny, where nx and ny denote the appropriate exponent, which depends on 
whether w E T. As f w (x) and f w (y) do not start with the same letter, they do not 
have a common initial segment. We must also consider common initial segments of 
cyclic permutations of these two words, since we had to add the cyclic permutations 
off w (x )nx and f w (y )ny to Rr to make sure that it was symmetrized. 
A picture of sorts helps in the analysis. Before any sort of cyclic permutation, 
the two words can naturally be seen as being split into f w-blocks. When a word is 
cyclically permuted a bit, the blocks at the beginning and end are truncated, as in 
figure 3. Now we cannot determine which word is a power off w (x) and which is a 
power off w (y) just by looking at the first letter of the words as before. 
foo(x) foo(x) 
nx-1 times 
FIGURE 3. f 00 (x)nx after being cyclically permuted. 
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Let r1 be a cyclic permutation of f w (x )nx and r2 be a cyclic permutation of 
f w (y )ny and let M = min { 1ri I, h I}. Suppose that r1 = st1 and r2 = st2 with s 
maximal. Permuting both r1 and r2 leftwards by< If w (x) I letters, we get r) and r*, 
with r) = f w (x )nx. If the f w-blocks in r2 also line up correctly, i.e., r2 = f w (y )n;, 
then we know that rj and r2 disagree at their first letter. Thus Isl< If w(x)I < !M 
ifr1 =/=- r2. 
Suppose that r2 is not in alignment, i.e., it is not f w (y )ny. Then for rl and r2 to 
agree for ;:=: If w (x) I letters, f w (x) must be a subword off w (y )2 containing letters 
from each copy off w (y). But this is not possible, by Lemma 6.3. Thus r) and r{ 
agree for< If w (x) I letters if they are out ofalignment and so Is I < 21/ w (x) I < l M. 
In fact, the same reasoning shows that two different cyclic permutations off w (~ )nx 
or off w (y )ny also overlap for less than ! M letters. 
Now we consider the case when w, v E T are distinct and a, b E { x, y }. Let r1 
be a cyclic permutation of (f w (a) )na and r2 be a cyclic permutation of (f v (b) )n&, 
and let M = min{lri I, lr2I}. If v = e and w =/=- e, then we observe that no cyclic 
permutation of Uw(a))na agrees with Ue(b))nb = bn& for more than six letters, 
which is less than 1 /8 of the length of either word. If w and v begin with different 
symbols, then one of r1 and r2 will be a cyclic permutation of a word in x 5 y and 
y 5 x, while the other will be a cyclic permutation of a word in x 2 yxyx and y2 xyxy. 
Then the biggest possible common initial segment between r1 and r2 is xyx3 or 
yxy3, which is less than 1 /8 of the length of either word. 
So we may assume that w and v start with the same symbols. Suppose that 
w = u~w' and v = u~v', with u maximal. Taking our cue from the notation for 
the greatest common divisor, we will write this as u = ( w, v). This should not cause 
confusion, as there are no ordered pairs (or greatest common divisors!) in what 
follows. Then up to some truncated bits at the beginning and end, r1 and r2 are both 
words in f u ( x) and f u (y), and so we are in a situation very similar to our first case, 
except that now r1 and r2 contain a mix of fu(x)- and fu(y)-blocks, rather than 
just being conjugates of a power of one or the other. See figure 4 for a picture. 
Suppose that r1 and r2 are both made up entirely of Ju-blocks, i.e., there are no 
truncated Ju-blocks at their beginning and end. Because fu(x) and fu(Y) start 
with different letters, we see that if r1 and r2 agree on the beginning of a block, 
then they agree for the entire block. So the largest common initial segment s which 
r1 and r2 share is made up of entire f u-blocks. We have r1 = f u(a), r2 = fu(fJ), 
ands = fu(Y) with a,fJ,y words in x and y, and so by Lemma 6.3, we find 
that y is a common initial segment of a and /J. Furthermore, r1 = f u(a) is a 
cyclic permutation off w (ana) = f u (f w' ( ana)), and so by Lemma 6.4, a is a cyclic 
permutation of fw' (an"). Similarly, fJ is a cyclic permutation off v' (bn& ). 
Soy is a common initial segment of a cyclic permutation off w' (an") and a cyclic 
permutation of fv1(bn&). This brings us back to the earlier cases. Ifw' and v' are 
y xsy xsy xsy ysx xsy xsy xsy xsy ... xsy xsy xsy ysx xsy xs 
"-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' "-.,-' 
fo(x) fo(x) fo(x) fo(y) fo(x) fo(x) fo(x) fo(x) fo(x) fo(x) fo(x) fo(y) fo(x) 
FIGURE 4. foo(x)nx after being cyclically permuted, with fo(x)-
and f o(Y )-blocks shown. 
1 
I 
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both nontrivial words, then they start with different symbols, which implies that 
IYI :::; 5, and sos is made up of at most 5 f u-blocks. On the other hand, r1 a~d r2 
are made up of at least 6 · min{lf w' (an" )I, If v' (bnb )I} f u-~locks, and so Is I ~ s M. 
If w' = e and v' =/=- e or vice versa, then IYI :S 6 and we still find that Isl < 3M. If 
w' = e and v' = e, then y is empty unless a = b, which implies that r1 = r2. 
This leaves only the out of alignment cases to deal with. As before, we may 
permute r1 and r2 leftwards by< If u(x) I letters to get rj and r2, with rj a produc; 
off u-blocks. If r2 is not a product off u-blocks, then Lemma 6.3 tells us that r1 
and r2 agree for< If u(x)l letters, and so r1 a~d r2 agree for< 2lfu(x)l letters, 
which is < 1 /8 of the length of each word. If r2 is a product off u-blocks, then .we 
are in the previous case, and we have seen that either rj = r2 or the corre~p?ndi~g 
common initial segment between them consists of at most 6 f u-blocks. This implies 
that Isl < 7lf u(a)I < !M. We have fin.a~ly exhaus~ed all of the cases and have 
shown that Rr satisfies the C'(l/8) condit10n, as desired. --j 
LEMMA 6.6. Jf T, T' E Tr(2) and there exists w E 2<N such that T = T~, then 
Gr<-+ GT'. 
PROOF. This is obvious if w = e, and so we may assume that w is nontrivial. It is 
easy to see that j w, viewed as a map from Gr to <IT', ~s a homomorphism,. since it 
will take defining relations in Gr to defining relal10ns m GT' . In more detail, 
fv(x) 59 ,Jv(y)61 E Rr {==} v ET 
{==} w~v ET' 
{==} J w~v(x) 59 = f wUv(x) 59 ), 
f w~v(y) 61 = !wUv(y)61 ) E RT' 
and similar equivalences hold for f v(x )67 and f v (y )71 • It remains to show that f w 
is an embedding. . . 
We still need to show that nontrivial elements of Gr do not map to the ident~ty 
in GT'. As in section 5, we will show that if a E lF2 is such that f w(a) co~tai~s 
more than 1 /2 of a relation in Rr', then a contains more than 1 /2 of a relat10n m 
Rr, which easily implies the result. . 
Suppose that a E JF2 and thatf w(a) = 1 in Gr'· Then f w(a) contams more than 
half of a relation r E Rr'. We know that r is a cyclic permutation of some f v (an"), 
where v E 2<N, a E {x±1, y±1 }, and na E {59, 61, 67, 71 }. Let u = (w, v ), so t~1at 
w = u~w1 andv = u~v 1 • Thenf w(a) = f uU w'(a)), andr is acyclicpernmtat10n 
of j uUv'(an")). By assumption, the subword of r that both words contain must 
be big enough to contain an entire f u-block. Thus Lemma ~.3 tells. us t~at the 
f u-blocks of rand f w(a) must line up. The f u-blocks are umquely identified by 
their first or last letters, so once f w(a) and r agree for part of an f u-block, they 
agree on the whole thing, unless r begins and ends with a truncate~ f u-block. I~ 
this case, cyclically permuting r until it is made up off u-blocks ~ill "comple~e 
the f u-block at one en<l of r. This new word is also a relation whic? a~rees with 
j w (a) for at least as long as r did, since either only one end of r was m f w (a) and 
cyclically permuting increases the length of the word the two agree on, or r was a 
subword off w(a) and this cyclic permutation is also a subword off w(a). 
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Thus we may assume that r = fu(w) for some w E 1F2, and that rand f w(a) 
share a subword of the form f u (y ), where y E JF2. By Lemma 6.4 we know that w 
is a cyclic permutation off v' ( ana). Then y is a subword of a cyclic permutation of 
f v' (an") and a subword off w' (a). If w' and v' are both nontrivial then they begin 
with different symbols, and so IY I :::; 5. But then ' 
lfu(Y)I IYI 
lfv(ana)I = lfv1(ana)I 
< 5 
- lfv 1 (an" )I 
< 1/2, 
which ~s a co.~tradiction. If v' = e but w' =I- e, then virtually the same inequalities 
hold, smce f w (o) ~oes not contain any letter to a power greater than 6, and again 
we ~et a con tra~Ictlon. Thus w' = e, meaning w = u, and so a contains > 1 /2 of a 
cychc permutat10n off v' (ana ). Further, since w~v' E T' <=? v' E T, it follows that 
fv 1(an") E Rr. Thus if f w(a) = 1 in GT', then a contains> 1/2 ofa word in Rr 
as desired. ~ 
The proof of the converse of Lemma 6.6 will depend on the following two lemmas. 
LE~MA 6.7. S~ppose a, /3 E 1F2 are cyclically reduced, and w, v E yn, If r1 is 
a cyclzc permutatzon off w (a) and r1 is both a cyclic permutation off v (/3) and a 
subword ofr1, then v cw or w c v. 
Moreover, if w = v~w' then a cyclic permutation off w' (a) contains a cyclic 
permutation of /3, and if v = w~v', then a cyclic permutation of a contains a cyclic 
permutation off v' (/3). 
PROOF'. ~he result is trivial if w = e or v = e, so we may assume that w and v 
are nontnvial. Let u = (w, v ), with w = u~w' and v = u~v'. If u = e then wand 
v begin with differ~nt symbols, which is impossible, since lri I, lr2 1 > S, the length 
of the longest possible agreement between r1 and r2• So u is nontrivial and r is a 
cyclic permutation of fu(f w1(a)), while r1 is a cyclic'permutation of iuU)/3)). 
The f u-blocks of each word must line up, by Lemma 6.3. Further, since r2 is a 
subword of rl, any truncated bits of Ju-blocks at the ends of r2 are duplicated in r1. 
So we can permute r.1 and r1 the same amount to get rj = fu(y) and r2 = fu(w), 
words c~mpose~ entirely of.Ju-blocks, with r2 contained in rj. By Lemma 6.4, we 
know Y Is a. cychc permutat10n off w' (a) and w is a cyclic permutation off v' (/3), 
and that w Is a subword of y. 
If w' and v' are nontrivial, then they start with different symbols, and as above we 
reach a co~tradictio~. Thus either w' = e, and sow c v and a cyclic permutation 
of a con~ams a cychc permutation of fv1(/3), or v' = e, so v c wand a cyclic 
permutat10n off w' (a) contains a cyclic permutation of fJ. --1 
LEMMA 6.8. Suppose that t, u, v E 2<N, and some cyclic permutation of J
1
(xk) is 
a product of a cyclic permutation off u (x 1) and a cyclic permutation off v (ym ), with 
k, l, m E Z \ {O} all having the same sign. Then u = v t = u~o k = m = ±1 
l j , , ' = 5k, and !1 (x ') = f u~o(x± 1) is either 
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or 
f u(Y-l )J u(x-5). 
PROOF. By Lemma 6.7, either t c u or u c t. If t c u and u = r~u', then 
by the previous lemma, we find that a cyclic permutation of xk contains a cyclic 
permutation off u' (x1). This is impossible unless u' = e. So we may assume that 
u c t and t = u~ t'. Similarly we find that v c t and t = v~ t". It follows that 
u c v or v cu. 
Suppose that u c v and v = u~v'. We know that the f u-blocks in the cyclic 
permutation off u(x1) and the cyclic permutation off uUv' (ym)) must line up with 
those in the cyclic permutation off 1 (xk). This means, in particular, that a truncated 
f u-block at the end of the cyclic permutation off u (x 1) must be completed by a 
truncated f u-block at the beginning of the cyclic permutation off uUv1(ym)), 
and vice versa. So we can assume that the cyclic permutations we are considering 
are made up of complete f u-blocks. Then by Lemma 6.3 we obtain that a cyclic 
permutation of f 11 (xk) is a product of x 1 and a cyclic permutation of f v' (ym). 
Now, f 11 (xk) is composed off vi-blocks, which must line up with those in the cyclic 
permutation off v'(ym). So it must be the case that x 1 is a cyclic permutation of 
fv1-blocks. But this can only happen if v' = e, meaning u = v. Similar reasoning 
applies ifv cu. Thus u = v. 
It is not possible for a truncated f u(x)-block to be completed by a truncated 
f u (y )-block, or vice versa, and so we must have that the cyclic permutation of 
f 1(xk) we started with is either f u(x1)f u(ym) or f u(ym)f u(x1). 
It follows that x 1 ym is a cyclic permutation of f 11 (xk). This can only happen if 
t' = 0 and k, l, m are as in the statement of the lemma, since if t' = e, then xk 
contains no occurrences of y, and if t' =I- 0 is nontrivial, then ft' (xk) must contain 
at least two distinct blocks of x's and y's. --1 
We now take up the converse of Lemma 6.6, which will complete the proof of 
Theorem 6.2. 
LEMMA 6.9. lfT, T' E Tr(2) and Gr'---+ Gr1, then 3w E 2<N such that T = T~. 
PROOF. Suppose that e: Gr --+ Gr' is a monomorphism. Our main goal is to 
prove that e must actually be fw for some w E 2<N, up to an inner automorphism 
of Gr'. Once we know this, it is easy to recover the relations in each group, and thus 
to show that T = T~. 
Since x = f e(x), x has some finite order nx in Gr. Then B(x) has order nx, 
and so by Theorem 5.6, B(x) must be conjugate to a power of some f w (x ), where 
w E T' <=? e E T. If we follow e by an inner automorphism of GT', we may assume 
that e (x) = (f w (x) )0 for some nonzero integer o. 
Similarly, e (y) is conjugate to a power of some f v (y) with v E T' <=? e E T. 
We find that B(y) = u(f v(Y ))Yu- 1• We can assume that u does not contain more 
than half of an element of RT'. We may also follow e by the inner automorphism 
corresponding to f w(x) as necessary to ensure that u does not begin with a power 
off w(x), and this will not change the value of B(x). After freely reducing we 
get that B(y) = u'ru'- 1, where r is a cyclic permutation of (f,,(y))Y. To see this, 
suppose that u = a(J- 1, where (f v (y) )Y = fJµ and fJ is the longest subword of u for 
which this is true. Then u(fv(y))ru- 1 = afJ-1/JµfJa- 1 = aµ(Ja- 1. Then u' =a 
and r = µfJ. A similar argument works if (f v (y) )Y cancels with u- 1. For example, . 
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if we had O(y) = xy- 1 f o(y )yx-1 = xy- 1 (y 5 x )yx-1, then after freely reducing we 
would find O(y) = xy4xyx-1 = xrx-1, where r = y4xy. 
We now proceed much as in the proof of Theorem 5 .1. Let mx be the order of 
f o(x) in Gr. Since 0 is an embedding, it must take fo(x) to a torsion element of 
order mx. We know that 
O(Jo(x)) = O(x5y) = Uw(x)) 56 u'ru'- 1 
= (J w(x))''1 u'ru'- 1, 
where lo'I < l y J, since we may eliminate any copies off w(x)nx in O(x5y), and 
replace f w(x )k with f w (x )k-n, fork< nx. Note that, as written, this word may not 
be freely reduced, so we cannot necessarily use Theorem 5.5 yet. Let z = O(j0(x) ). 
Suppose that z is cyclically reduced as written and that u' =J 1. Then z is a 
cyclically reduced word with finite order in GT', which contains a mixture of positive 
and negative letters, which is impossible by Theorem 5.6, since the words in Rr' are 
either entirely positive or entirely negative. So either u' = 1 or else z is not cyclically 
reduced. 
First suppose that u' = 1, so that z = (J w (x) )01 r and r is cyclically reduced and 
is a cyclic permutation of (J v (y) )Y. If o' and y have the same sign, then z is cyclically 
reduced as written. By Theorem 5.6, z is a cyclic permutation of some f 1 (xk). Also, 
it is a product of a cyclic permutation off w(xk) and fv(yY), so by Lemma 6.8, 
t = w~o, v = w, and k = ±1. Thus z is a cyclic permutation off w(x5)f w(Y) or 
fw(y- 1)! w(x-5). Because z begins with an f w(x±1) block and cannot end with 
one, it follows that 01 = 5, which implies that o = 1, and so O(x) = f w (x )±1 and 
0 (y) = f w (y) ±I. 
Suppose that 01 and y have opposite signs. There is a (possibly trivial) inner 
automorphism If/ such that v1(z) = sr', wheres is a cyclic permutation off w (x )"', 
and r' is a cyclic permutation off v (y )Y, and freely reducing sr' will leave a cyclically 
reduced word. Let v1(z) = z' with z' the result of freely reducing sr'. Since z' is a 
torsion element, it must be a cyclic permutation of some f 1(xk), and so its letters 
must all have the same sign. 
Suppose z' ands have letters of the same sign. Then z'r'- 1 is cyclically reduced 
and so we have a cyclic permutation of f w (x )01 written as a product of a cyclic 
permutation of f 1 (x )k and a cyclic permutation of f v (y )Y with k, y having the 
same sign. By Lemma 6.8, we get that O(x) = fv~o(x± 1 ) = fv((x 5y)±1), and 
O(y) = fv(y=f 1). But then either O(xy) = fv(x 5) or O(xy) = fv(y- 1x-5y) = 
f v(Y )- 1 f v(x-5)! v (y ). Both of these are torsion elements, but xy is not a torsion 
element in Gr, which contradicts the fact that 0 is an embedding. So suppose that 
z' and r' have letters of the same sign. Then z' s- 1 is cyclically reduced and so we 
have a cyclic permutation off v (y )Y written as a product of a cyclic permutation of 
f 1 (x )k and a cyclic permutation off w (x )01 with k, o' having the same sign. Arguing 
as in the proof of Lemma 6.8, we find that w = t and that w c v. Let v = w~v'. 
We obtain that f v' (yY) = x-0' +k, which is absurd. 
We still must address the case where u' =J 1 and z is not cyclically reduced. This 
can happen for two reasons. It may be that u' and f w (x) begin in the same way. We 
know that u' does not begin with an entire copy off w(x), and we have assumed 
that u' does not further cancel with r, so there is an inner automorphism If/ such that 
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vi(O(J0(x))) = su"ru"- 1, a cyclically reduced word withs a cyclic permutation of 
Uw (x) )0'. If u" =J l, then lf/(O (J 0 (x)) contains positive and negative letters, and we 
have already seen that this is impossible. Thus we must have that lf/(O(f o(x ))) = sr, 
and as before we see that lfl(O(x )) = f w(x )±1 and 1j1(0(y )) = f w(Y )±1• 
The other possibility is that u' cancels with the end off w(x). It can~ot c~ncel 
with the whole of f w (x), and so again after following 0 by an appropriate mner 
automorphism v1 we get that v1(0(f 0(x )n = su" ru"-'., a cyclically reduced. word 
with s a cyclic permutation of (J w(x))0 . This case 1s treated exactly as 111 the 
previous paragraph. . . ±I 
So we have shown that, up to an mner automorphism, O(x) = f w (x) and 
O(y) = fw(y)±1 with the signs matching. If O(x) = f w(x) and O(y) = fw(y), 
then 0 = f w, and hence 
u E TB f u(x 53 ) E Rr 
Bf wUu(x 53 )) E RT' 
BW~U ET'. 
Thus T = T~, as desired. Thus it only remains is to eliminate the undesirable 
case when O(x) = f w(x-1) and O(y) = f w (y- 1 ). In this case we have that 
O(j00 (x)) = O(x 5yx5yx 5yx5yx5yy5x) 
= f w(x-5y-I x-5y-I x-5y-I x-5y-I x-5y-I y-5x-I) 
= f w((xy5 yx5yx5yx5 yx5 yx5)-I ). 
We will show this is not a torsion element in GT'. Since foo(x) is a torsion element 
in Gr, this implies that 0 is not a homomorphism, which is a co~tradiction. . 
Let a = xy5yx5yx5yx5yx5yx5. It is easy to see that foo(x) 1s t~e only tors10.n 
element that has length 36 and that contains 26 xs. However, a 1s not a cyclic 
permutation off 00 (x ). It follows that f w (a) (and h~nce O(J oo(~ ))) is not a torsi~}1 
element, since otherwise it would have to be a cyclic permutat10n of some f i(x ) 
with t E T'. Thus by Lemma 6.7, either w c tort cw. Suppose that w ct and 
t = w~t'. Then a must be a cyclic permutation of fr' (xk), which we have already 
seen is impossible. If t cw and w = t~w', then xk must b~ a.cyclic.p~rm~tation 
off w' (a), which is also impossible. Thus we reach a contradiction, ehmmatmg the 
final undesirable case. -I 
PROOF OF THEOREM 6.2. Lemmas 6.6 and 6.9 establish that the map T r--+ Gr is a 
d · f tree t _, -\ Borel re uct10n rom ~2 o °"'em· 
COROLLARY 6.10. =em is a universal countable Borel equivalence relation. 
It may have been possible to prove this corollary without any re~erence to qu~si­
orders, by reducing some known universal countable Borel eqmvalen~e relat10.n 
to =em. However, it seems that the most natural and direct route to this resul~ is 
through Theorem 6.2. A closer look at the above proof also leads to the followmg 
result, which tells us that the biembeddability relation on the groups constructed 
above is much more complicated than the isomorphism relation on these groups. 
COROLLARY 6.11. With the above notation, Gr ~Gs B T = S. 
PROOF. One direction is trivial. For the other, suppose that T, S E Tr(2) are such 
that Gr ~ Gs, via ¢: Gr ---+ Gs. Then, in particular, ¢ is an embedding, and by 
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the proof of Lemma 6.9, there exists w E 2<N such that T = Sw. Furthermore, 
after adjusting by an inner automorphism of Gs if necessary, we can suppose that 
<P = f w. We will show that if w -/=- e, then f w : Gr --+ Gs is not smjective. Hence 
w = e and Gr= Gs. 
Suppose that w E 2<N is nontrivial and that f w: Gr --+ Gs is surjective. Then 
there is some word a E lF2, which we may assume does not contain more than 1/2 
of a relation in R r, such that f w (a) = x in Gs, where x is one of the generators of 
Gs. This means that f w(a)x- 1 = 1 in Gs. By the proof of Lemma 6.6, we know 
that f w (a) does not contain more than 1 /2 of a relation in Gs. By Theorem 5.5, for 
f w (a)x- 1 to represent the identity in Gs, it must contain more than (1-3/8) = 5/8 
of a relation in Rr. But f w(a)x- 1 has at most one more letter in common with a 
relation than f w(a) does. Since f w(a) contains less than 1/2 of a relation in Rr, 
f w (a)x- 1 contains less than 5/8 of a relation in Rr. This is a contradiction. --1 
§7. Quasi-orders that symmetrize to universal countable Borel equivalence 
relations. We have seen that symmetrizing universal countable Borel quasi-orders 
produces universal countable Borel equivalence relations. It would be desirable to 
be able to strengthen this and say that symmetrizing a non-universal countable 
Borel quasi-order produces a nonuniversal countable Borel equivalence relation. 
However, it is easy to see that this is not the case. Let E be a universal countable 
Borel equivalence relation. Then E is not universal as a quasi-order, as symmetry 
is preserved downwards under ::;B, but obviously E symmetrizes to a universal 
equivalence relation, i.e., E itself. 
If this were the extent of the phenomenon, then it would still be possible to use 
negative results about the universality of a given countable Borel quasi-order in 
order to prove negative results about the universality of its associated equivalence 
relation, so long as the quasi-order was asymmetric somewhere. Unfortunately, 
things are as bad as they could be. 
THEOREM 7.1. There are 2No countable Borel quasi-orders Q, distinct up to Borel 
bireducibility,for which EQ is a universal countable Borel equivalence relation. 
PROOF. Recall that Adams and Kechris showed in [l] that there are 2No countable 
Borel equivalence relations up to Borel bireducibility. The equivalence relations they 
produced are all defined on different spaces; we will write XE for the space on which 
E is defined. Further, these equivalence relations have all equivalence classes of size 
at least 2, a minor technical point that will be used later. 
Given a countable Borel equivalence relation E on a standard Borel space X with 
a Borel linearorder ::;, define E (:;_) to be E n ::;. We see that E(::;) is an asymmetric 
countable Borel quasi-order, unless E is just equality on X, written ~(X). Note 
that 
E (:;_) :;_B F (:;_) ===? E :;_B F 
and so if E (::;) and F (::;) are Borel bireducible, then so are E and F. Thus by the 
result of Adams and Kechris we find that there are 2No quasi-orders of the form 
E (:;_) up to Borel bireducibility. 
Now we define the family of quasi-orders {E(:;_) V E 00 }, where E ranges over 
the equivalence relations from the proof of Adams and Kechris and v denotes the 
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disjoint union of two equivalence relations. Now suppose that 
E(::;) v Eoo :;_B F(::;) v Eoo. 
Then E (::;) :;_B F (::;), since E (::;) is completely asymmetric, and so any two E (:;_)-
comparable elements in XE must map to XF. Since the equivalence classes of E 
are all of size at least 2, every element of XE is E(::;)-comparable with some other 
element of XE, and so every element of XE is mapped to XF. 
Thus there are 2No countable Borel quasi-orders of the form E(:;.) V Eoo. Each 
of these symmetrizes to ~(XE) V E 00 , which is universal. --1 
Most of the reducibilities from computability theory, such as Turing reducibility 
:;_r or I-reducibility :;_ 1, are countable Borel quasi-orders. The equivalence relations 
associated with them have been the subject of a great deal of work in descriptive 
set theory; for example, see [4]. It remains open whether =r or =1 are universal 
countable Borel equivalence relations. Thus the following question naturally arises. 
OPEN PROBLEM 7 .2. Are any of:;_ 1, :;_r, etc. universal countable Borel quasi-orders? 
In light of theorem 7.1, showing that :;_r or ::;1 are not universal countable 
Borel quasi-orders would not settle the question of whether =r or =1 are universal, 
although it may be taken as "evidence" that the answer is no. 
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REVERSE MATHEMATICS OF FIRST-ORDER THEORIES 
WITH FINITELY MANY MODELS 
DAVID R. BELANGER 
Abstract. We examine the reverse-mathematical strength of several theorems in classical and effective 
model theory concerning first-order theories and their number of models. We prove that, among these, most 
are equivalent to one of the familiar systems RCA0 , WKL0 , or ACA0 • We are led to a purely model-theoretic 
statement that implies WKL0 but refutes ACAo over RCA0 . 
§1. Introduction. Simpson [22, Ch. II.8 and IV.3] laid the foundation for the study 
of first-order logic from the point of view of reverse mathematics. There he pro-
vided suitable definitions of objects such as theories and models in the language of 
second-order arithmetic, and proved versions of several important theorems, includ-
ing the Soundness and Completeness Theorems, in the weak axiom system RCA0 . 
In [22, Ch. IX.4] he began the study of model theory proper by formalizing and 
proving the existence theorem for recursively saturated models in the system WKL0 . 
This work was motivated, however, by its applications to metamathematical conser-
vation theorems. Recently, there has been a surge interest in the reverse mathematics 
of model theory per se, and researchers such as Harris, Hirschfeldt, Lange, Shore, 
and Slaman have undertaken a systematic study using Simpson's framework. 
While much of this work has fallen into the familiar pattern of placing lists of the-
orems in correspondence with one of several known axiom systems-most often one 
of the Big Five isolated by Friedman [5,6]-it has also enriched the field by suggest-
ing totally new axiom systems. For example, Hirschfeldt, Shore, and Slaman [13], 
in studying the classical existence theorem for atomic models, isolated the new 
reverse-mathematical principles AMT and n~G. Hirschfeldt, Lange, and Shore [12], 
drawing on work in effective model theory by Goncharov [8] and Peretyat'kin [19], 
have studied various versions of the classical existence theorem for homogeneous 
models, finding further connections with AMT and with induction principles such 
as Bl:g and II:g, and discovering a new hierarchy of principles ngGA between 
II:g and ll:g+l but incomparable with Bl:~+i · 
Given the known connections between reverse and effective mathematics 
(as described in, for example, Friedman, Simpson, and Smith [7]), it should come as 
Received March 17, 2013. 
2010 Mathematics Subject Classification. Primary 03B30, 03C57, Secondary 03C35. 
Key words and phrases. number of models, reverse mathematics, effective model theory. 
955 
© 2014, Association for Symbolic Logic 
0022-4812/ 14/7903-0016/$3.40 
DOI: IO. IO 17/jsl.2014.32 
