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This thesis takes as its objective quantifying, comparing, and optimizing
multiple-antenna (MIMO) physical layer techniques in dense ad hoc wireless net-
works. A framework is developed from the spatial shot noise interference model
for packet radio network analysis. The framework captures the behavior of a wide
variety of signal and interference distributions, which permit inspection of a num-
ber of signal processing methods including representatives from most of the major
MIMO techniques. Multi-antenna systems for point-to-point are becoming ma-
ture and being developed and deployed in many wireless communication systems
due to their potential to combat fading, increase spectral efficiency, and overcome
interference.
The framework permits an algorithm or system designer to view the net-
work from the perspective of a typical user, to optimize performance in the midst
of a given environment, or to view the network as a whole, to determine behavior
v
that maximizes network performance. In particular, it enables questions to be
answered quantitatively, such as which MIMO techniques perform best in a given
environment? Or what rate and power settings should be used across the available
spatial modes? Or what is the maximum benefit of channel state information?
Or what gain should an individual device, or the network as a whole expect to
see given a particular physical layer strategy?
The dissertation begins by developing the framework for a generic set of
assumptions on network behavior and signal and interference distributions. It
then presents a progression of applications to representative MIMO techniques.
Broad and intuitive scaling laws are developed as well as detailed exact results
for careful comparison. Capacity scaling with the number of antennas is given for
systems employing beamforming, selection combining, space-time block coding,
and spatial multiplexing. These applications are used as the basis for developing
simple distributed algorithms for optimizing MIMO settings with QoS constraints
and in heterogeneous networks. Lastly, the framework is expanded to permit
comparison and optimization of MIMO performance under alternative medium
access strategies. In general it is found that significant performance gains can
be reaped with multi-antenna physical layers, provided the proper techniques
are employed. It is also shown that the availability of multiple spatial channels
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The final chapter of L. R. Ford and D. R. Fulkerson’s landmark text Flows
in Networks from 1962 opens with the following (excerpted) summary:
“The primary concern [of this chapter] will be with certain problems that
arise when attention is shifted to all pairs of nodes. For example, how does one
determine maximal flow values between all pairs of nodes in a network with capac-
ity constraints on arcs? Does this necessitate solving all pairs of flow problems,
or will something simpler suffice? Or what are necessary and sufficient conditions
for a given set of numbers to represent maximal flow values between pairs of nodes
in some network? In addition, [we have the problem] of synthesizing a network
which meets specified lower bounds on all maximal flow values, and at minimal
total network capacity. Concise and elegant answers [have been given] to all of
these questions.”
This sweeping statement seems somewhat at odds with the voluminous
literature on network information theory over the succeeding half century. The
above passage notwithstanding, and in spite of a great deal of technical expertise
expended in its pursuit, the capacity of distributed wireless networks remains an
elusive, but relevant and fascinating, problem.
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In its simplest —most abstract and most static —form, the problem of the
capacity of a network can be solved with relative ease, given link capacities for
servicing a single steady-state source-destination pair. Furthermore, the calcula-
tion is based on the max-flow min-cut theorem, itself a special case of duality in
linear programs, and initially implemented via the Ford-Fulkerson algorithm. But
stating the capacity of a general network, particularly a wireless network, is more
difficult for many reasons.
The first is that there are typically many competing source-destination re-
lationships, which is true also of a wired medium, and hence the capacity is no
longer a single number, but a high-dimensional region. And the second is like
it, that the link capacities themselves are no longer single numbers, but regions
dependent upon, in the worst case, every other device in the network. These facts
indicate that in addition to the capacity region, it is necessary to have metrics
with which to trade off performance along one dimension against another. Exam-
ples of such metrics have included in practice sum rate, minimax rate, transport
throughput (information rate weighted by the distance transported), as well as
families of utility maximization formulae. Unfortunately, there is no reason any
metric should be preferred in all cases. Thus, the scope of the problem is large
even when all information describing a network is available, and even then, the
(Shannon) capacity region under arbitrary, known, static channels has not been
completely characterized for more than two participants.
All this is compounded by the fact that a wireless network is rarely static,
because of fluctuating propagation channels, mobility of devices, and changing
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traffic patterns. Network dynamics raise the cost of obtaining information about
the structure of the network, a cost which can be greater than the total traffic
carried by the network. And when this information is available, determining
optimum network behavior, such as an optimal schedule, can be computationally
expensive, even NP-hard in some cases.
The pages that follow will not lay the question of information network ca-
pacity to rest, but they will advance understanding of a particular model of wire-
less networks. The model, which originated with the packet radio network analysis
of Norman Abramson and Leonard Kleinrock, is the power-law shot noise model
which takes, from a theoretical perspective, a traditional view of what wireless de-
vices are capable. In brief, communication is primarily between pairs of devices,
a transmitter and receiver, with energy emitted by other communicating pairs
treated as interference. While there are a number of techniques being considered
theoretically at present that are not restricted by this paradigm, including cooper-
ative and hierarchical MIMO and interference alignment as prominent examples,
virtually all devices produced to date are of the “traditional” type.
Section 1.1 provides a high-level view of the modern understanding of wire-
less network capacity. Section 1.2 contains the thesis statement and expected con-
tributions, and outlines the following chapters. It also provides a list of acronym
and symbol definitions.
3
1.1 The State of the Art
So what is known of wireless network capacity? First, there has been
progress on the fundamental building blocks of networks, such as the broadcast
and multiple access channels [95], and the interference channel [17]. The concept
of interference alignment [40] has also been a revelation on par with the multiple
antenna breakthrough, at least theoretically. And while a general statement of
the capacity of a network remains elusive, there are a number of models that give
asymptotic bounds on performance. Recent advances in characterizing network
capacity were sparked by [30] with its notion of transport capacity and a number of
works have followed in the same vein including [104], [58], and [73]. These studies
focus on the behavior of end-to-end network capacity in the limit as the number
of nodes grows large under a variety of models of node interaction and fading
conditions. These confirm the basic intuition from [30] that, under traditional
technological or physical limitations on node cooperation and signal reception,
transmissions require “area” in which to take place and so per node end-to-end
throughput decays as Θ( 1√
n
) for n nodes in the network. The notion of transport
capacity, which was the sum rate scaled by the distance traveled, made clear that
a traditional wireless network is structurally similar to a planar grid network. Fur-
thermore, this structure is responsible for the end-to-end throughput decay under
the assumption of uniformly geographically random traffic (which is highly ap-
pealing from the perspective of giving network-wide guarantees). A fundamental
change occurs with significant mobility as [29] and [69] show since optimal routing
can take on new forms to tradeoff throughput and delay. The tutorial paper [59]
4
gives a good summary of the many (combinatorially) difficult scheduling problems
that arise in large distributed networks even when the network is fairly static.
An alternative characterization of ad hoc network capacity was developed
in [92] which defined rate regions for given network configurations and traffic
needs. This was extended to the MIMO case in [105] and the notion of “capacity
region” was extended in several ways. This versatile approach has the drawback
of being prohibitively computationally intensive for analyzing large networks. It
also focuses on large network optimization problems that would be difficult to
solve in a distributed system at present.
A straightforward way to evaluate a physical layer technique under per
node service requirements is to determine the maximum density of concurrent
transmissions, or the optimal contention density, for which each node’s require-
ments are still met. This leads naturally to the transmission capacity metric
which is defined in [98] to be the maximum allowable spatial density of success-
ful transmissions multiplied by their data rate given an outage constraint. The
transmission capacity is a natural metric for relating individual throughput and
interference statistics to those of the network as a whole. Summaries of the results
on transmission capacity are available in a number of places as well, including Bac-
celli and Blaszczyszyn in [3] and [4], Weber and Andrews in [97] and [99], Haenggi
and Ganti in [33], and the tutorials [32] and [2].
Computing the transmission capacity is made possible by using a spatial
point process to model node positions, as pioneered in the analysis of wireless net-
works by Kleinrock, et al. [70], [53], and [81]. These were inspired by the goal of
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quantifying the performance of the ALOHA network [1]. Following [30], Baccelli,
et al., [5] led a revival of analysis focusing on the stochastic geometric approach.
More recently, Haenggi, et al. in [31], [63], and [23] emphasized the importance
of network topology by characterizing some of the distinctions in throughput,
interference, and outage in regular as well as clustered random networks. This
approach was also taken in [96] and [45] which developed bounds on the transmis-
sion capacity for general fading models as well as power control and scheduling
schemes with only individual channel state information and single antennas. Vaze
[93] considered ARQ schemes in the transmission capacity framework.
Several papers, including [80], [47], [48], have studied the effects of co-
channel interference on MIMO. However, these studies lack a clear link between
point-to-point throughput and network performance gains. It is presently unclear
which MIMO technologies yield the highest gains in large random networks. For
example, [8] uses a game-theoretic analysis to show that capacity is maximized for
mutually interfering sources when each sends only one data stream, while [11] and
[106] suggest capacity is improved through spatial multiplexing of transmissions;
however, [11] again focuses on asymptotics in the number of nodes and the results
of [106] are obscured by the mobility/delay issue. Note that [83] treated adaptive
modulation in a Poisson field numerically for specific SISO digital modulation
schemes without outage constraints.
In MIMO systems, the need for improved signal quality, generally provided
by spatial diversity, and the desire to increase data rate with spatial multiplexing
compete for limited degrees of freedom. In a single link setting, this results in a
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tradeoff between probability of symbol error and data rate [108], though of course
multiplexing maximizes mutual information with sufficient SNR [67, 89]. However,
in an interference-limited wireless ad hoc network, a different tradeoff emerges.
When outage induced by topology-dependent interference is considered, diversity
techniques permit an increase in the density of contending transmitters at a given
outage [38]. Spatial multiplexing systems, which increase per transmission data
rate at the expense of contention density, will be analyzed in this dissertation.
The tradeoff then between multiplexing and diversity becomes a tradeoff between
the spectral efficiency of each link and spatial reuse (or increased density). As
an analogy, the tradeoff is between having fewer large pipes or many smaller
pipes in the network. Unlike the tradeoff in point-to-point throughput, from the
perspective of network area spectral efficiency, changes in density and changes
in link throughput both directly affect network capacity (not just reliability).
Exploring this tradeoff is one objective of the present work, as well as developing
optimal strategies for using multiple spatial channels in ad hoc networks.
A similar approach has been taken by Stamatiou, et al. [86, 85, 84]. The
earlier of these three studied a frequency-hopped system, and using some ap-
proximations of the interference moment generating function for a Poisson field
of interferers, the optimum number of spatial modes is investigated under fixed
power and rate targets. The later work expanded to BLAST architectures (for
BLAST see [100]). However, the fast frequency hopping system ignores the need
of optimization across the channel of interest for a communication pair. A more
detailed physical layer model (taken from the model of [38]) is used for analysis
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of spatial multiplexing with zero-forcing receivers in [64] and [66]. This disser-
tation expands on this to consider more powerful communication techniques and
optimization algorithms when the transmitter also has channel state information
(CSI).
The most thorough attack on the problem of MIMO in ad hoc networks
to date is Govindasamy’s thesis [25], which made heavy use of Monte Carlo sim-
ulations, but considered a wide variety of multiplexing configurations. Several of
the scaling relationships given in Chapter 2 were arrived at in parallel by Govin-
dassamy, et al. in [26] and [27]. Govindasamy also investigated spectral efficiency
as a function of the ergodic rate treating interference as noise. However, the lat-
ter work, particularly [27] focuses on asymptotically large numbers of users and
antennas. This thess will distinguish itself in giving exact results for many finite,
practical cases, and for arriving at the asymptotics by simple means.
Two lines of work have also sought a general framework for transmission
capacity analysis in ad hoc networks. The first is [103] in which the authors
developed a framework for analyzing linear MIMO schemes which is similar to
that developed in Chapter 2 here. The second is [21] and [22] which developed
expansions for general spatial node distributions and fading distributions.
Analyses of spatial interference cancelation systems are made in [26], [44],
[36], and [94]. Unlike the present work, these assume CSI is available of all
prominent interfering nodes. Under these conditions they determine the spec-
tral efficiency and the optimum number of canceled interferers. Note also that
the approach taken in this dissertation is in a sense a more traditional approach
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when compared to the recent work in [74] and [75]. That is, throughout we as-
sume nodes communicate point-to-point and relay traffic in a multihop fashion as
transmitter-receiver pairs with a random access medium access control (MAC).
This is the more practical approach when coordination with and CSI of interfering
neighbors is prohibitively costly to the network.
A few studies have approached the difficult problem of medium access
control (MAC) analysis in random spatial field of interference including [5], [34],
[49], and [20], while at the same time [66], [38], and [37] have considered multi-
antenna (MIMO) radios, though they have focused mainly on the Aloha case. As a
point of comparison, the study [66] developed a particular coordinated protocol as
a comparison point against Aloha. In [51] the Poisson shot noise model was used
to study CSMA with channel awareness, and to develop throughput optimizing
protocols that also considered fairness. This dissertation develops a new model for
the combination of a multiple-antenna physical layer with a tunable CSMA model
which includes Aloha as a special case. This allows the interaction of MIMO and
CSMA to be studied and provides a framework for determining which MIMO
configurations yield the highest gains for carrier-sensing networks as a whole, as
well as enabling comparisons against Aloha.
The transmission capacity framework has also been extended in directions
beyond the traditional network structure. One example is the space division
multiple access (SDMA) work of [56] and [61], which bound the capacity of local
transmissions with Poisson interference. The effect of distributed channel-aware
scheduling with an underlying Poisson field was also considered in [62]. The limits
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of interference alignment were explored in [72].
1.2 Thesis, Contributions, and a Brief Outline
The central goal of the thesis is to develop an analytical framework for
quantifying, comparing, and optimizing multi-antenna physical layer techniques
in dense ad hoc wireless networks. The framework is applied to a variety of
representative techniques and demonstrates the substantial expected benefits of
equipping devices in large peer-to-peer networks with multiple antennas.
Chapter 2 discusses the underlying models of stochastic geometry applied
to distributed wireless networks. In particular, the transmission capacity frame-
work is developed for standard network model under QoS constraints. Relations
are derived for the SINR distribution and the transmission capacity for broad
signal and interference classes. Chapter 3 discusses applications of the tools de-
veloped to analyze the impact of spatial diversity techniques on transmission ca-
pacity. A number of simple scaling relations are derived for the increase in capacity
with the number of antennas employed. Chapter 4 extends the analysis to spatial
multiplexing systems, expanding of the notion of outage, and tackling for complex
optimization scenarios. Chapter 5 describes methods for distributed adaptation in
heterogeneous networks. Chapter 6 expands the framework to consider the opti-
mization of multiple antenna techniques with a carrier sensing protocol. Chapter 7
concludes the dissertation. Table 1.2 provides a list of definitions for acronyms
that are used in this dissertation.
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Table 1.1: Notation and Acronyms
Symbol Definition
Φ Poisson point process
λ Density of point process and/or transmitters
β SINR threshold
α Path loss exponent
ε Outage probability/constraint
ρ Transmit power level
θM Carrier sensing threshold
R Distance between transmitter and receiver
Kα Small outage signal factor
Cα Small outage interference factor
H Matrix communication channel
LIΦ Laplace transform of the shot noise interference
based on the point process Φ
SIR, SINR Signal-to-noise ratio, signal-to-interference-and-noise ratio
ASE Area spectral efficiency
CSI Channel state information
MIMO Multiple input, multiple output; multi-antenna
SISO Single-input, single output
MRT/MRC Maximum ratio transmission/combining
MAC Medium access control
CSMA Carrier sense multiple access
QoS Quality-of-service
OSTBC Orthogonal space-time block code
ARQ Automatic repeat request
SVD Singular value decomposition
MGF Moment generating function
PDF Probability density function
CDF, CCDF Cumulative distribution function,
complementary cumulative distribution function
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Chapter 2
A Transmission Capacity Framework
This chapter develops the central metrics and analytical tools. The chap-
ter deals exclusively with single-antenna systems to make presentation of the core
ideas simple. Section 2.1 introduces the Poisson spatial model for wireless net-
works. Section 2.2 derives the optimal network contention density in the simplest
case as a pattern for later chapters. Section 2.3 states and proves the main re-
sult on Poisson shot noise in distributed wireless networks. Section 2.4 describes
application of the main theorem to analyze performance in various channel envi-
ronments, such as Nakagami fading. Section 2.5 gives a simplified form of the main
result and describes an accurate approximation method applying the transmission
capacity analysis to new problems. Section 2.6 concludes this chapter.
2.1 The Poisson Model of Wireless Ad Hoc Networks
The Poisson spatial model of wireless networks is the starting point for
analysis for two main reasons alluded to in the introduction. First, it models
completely random spatial processes, that is, processes for which the existence
and position of each point is independent of all other points. As a result it is
an appropriate model when device placement, mobility, and/or medium access
12
is random and occurs with little to no coordination with other devices. Second,
and however self-serving it may seem to state it, the Poisson process is uniquely
tractable at present among all nontrivial point processes, in that no other model
has nearly as many fundamental properties which can be stated clearly, concisely,
and exactly.
This section defines the network model and presents some results on Laplace
functionals of Poisson shot noise processes which will be foundational for later sec-
tions. A shot noise process is the sum of a function (random or deterministic)
evaluated at all the locations of a realization of a spatial point process. The in-
terference power seen by a wireless receiver is such a process, being a stochastic
function of the locations of the points and additive over all points. Properties of
the Poisson shot noise process are thus keys to understanding the distribution of
the SINR of wireless links, and hence their rate, delay, outage, etc. As discussed
in [98], the Poisson model matches the collision behavior of distributed random
access systems. (while neither addressing nor precluding the issue of routing.)
The tractability of the model will also provide a clear relationship between indi-
vidual link statistics and network performance, between high level metrics, such
as area spectral efficiency, and physical layer parameters, such as the number of
antennas employed per device.
Let the distribution of transmitting nodes in a network be a stationary
marked Poisson point process with intensity λ on R2; the process is denoted by Φ.
This process is the spatial layout of a slotted random access wireless network in
a particular time slot. To begin, consider a typical receiver located at the origin.
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Conditioning on the event of a node lying at the origin (called a Palm probability)
does not affect the statistics of the rest of the Poisson process (see, e.g., Chapter
2 of [87]). Moreover, if the Poisson process is homogeneous, due to stationarity
the statistics of signal reception at this receiver are identical to those seen by any
receiver.
To model propagation through the wireless channel, let signals be subject
to two independent phenomena: (1) the power-law path loss attenuation model
d−α for a distance d with exponent α > 2, as well as (2) small scale fading for
either a Rayleigh or Nakagami-m fading distribution with unit mean. Also, let all
nodes have the constraint of a maximum transmit power ρ (and unless otherwise
specified, assume all devices use maximum power always). For such a channel, the
typical receiver obtains desired signal power ρS0R
−α for some fixed transmitter-
receiver separation distance R, and with a fading power factor S0 on the signal
from its intended transmitter, labeled 0. From the perspective of this receiver,
all other transmitting nodes are interfering nodes, numbered 1, 2, 3, .... These
constitute the marked process Φ = {(Xi, Si)}, with Xi denoting the location of
the ith transmitting node, and with marks Si that denote fading factors on the
power transmitted from the ith node and then received by the typical receiver.
Let FSi(·) and F cSi(·) denote the cumulative distribution function (CDF) and the
complementary CDF (CCDF) of Si respectively. Thus the typical receiver receives
interference power ρSi|Xi|−α from the ith interfering node (| · | denoting magni-
tude). For single-antenna narrowband systems in Rayleigh fading channels, for
example, the power factors S0 and Si are distributed exponentially with unit mean
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so that the mean interfering power is governed by transmit power ρ and path loss
|Xi|−α. Note that the simplified attenuation function |d|−α is used here. While
this model is inaccurate in the near field, most notably because it explodes at
the origin, for systems operating primarily in the far field (e.g., R is many carrier
wavelengths), this inaccuracy has negligible effect for the purpose of calculating
outage probabilities1. One can modify the path loss function to, for example,
1
1+|d|α as mentioned in [5] and perform the same analysis. The result is that for
R well in the far field, this modification leads to the same transmission capacity
conclusions though with more cumbersome expressions. A detailed analysis of
this point is given in [39].
Imposing a technological model on the receiver, let successful transmission





is satisfied for some target SINR β, aggregate co-channel interference ρIΦ, and
thermal noise powerN0. A further techonological restriction is to treat interference
as noise, so that the target link level spectral efficiency b will be taken to be the
Shannon rate log2(1 + β). The Shannon rate relation is particularly appropriate
when thermal noise is Gaussian, and when signaling of all devices is Gaussian,
which would maximize signal information content in the absence of interference.
The aggregate interference is a Poisson shot noise process (scaled by ρ), which is
1In fact, one might argue that a model for which interference goes to infinity as distance
approaches zero is more appropriate when outage probabilites are calculated. This is because
the existence of an interferer in the near field may well have effects such as saturating A/D
converters, making communication with a distant transmitter impossible.
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with, again, |Xi| denoting the distance of the interferer Xi from the origin where
the receiver under test lies. For now, assume signal reception is statistically in-
terference limited in the sense that ρIΦ  N0 so that thermal noise is negligible.
Following [5], the probability of successful transmission for the typical receiver is:

















where the third step is reached by conditioning on s. In the single antenna (SISO)











This integral is now a Laplace transform of the PDF of IΦ which notationally is
P(SIR ≥ β) = LIΦ(βRα). The Laplace transform for a general Poisson shot noise
















where the expectation, denoted by E[·], is the moment generating function of the
random variable S (scaled by ζ‖x‖−α) which has the same distribution as each of































with LIΦ(ζ) evaluated at ζ = βR






), with Γ(t) =∫∞
0
xt−1e−xdx being the gamma function.
The result (2.6) is the distribution of the SIR as seen from a typical receiver
in Rayleigh fading conditions in a Poisson field of interferers. As such it governs
the average spatial performance of a wireless node using a single antenna and an
Aloha MAC. If it is assumed further that a new random process occurs in each
time slot, it also governs the long-run performance of each node in the network.
This is the baseline against which more advanced signal reception and network
coordination strategies will be measured.
2.2 Network Optimization
Equipped with SIR distribution (2.6), system design, analysis, and opti-
mization can proceed along two lines, which could be called the micro perspective,
the perspective from a single node, and the macro perspective, the perspective
from the network as a whole. From the micro perspective, a node finds itself in the
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midst of a field of interferers of density λ, with a given path loss exponent, and at-
tempts to communicate over a certain one-hop distance. The long-run throughput
which the node can expect is:




α log2(1 + β) . (2.7)
Given the environment statistics, a node selects its target spectral efficiency and
its target outage probability simultaneously by selecting β. The expression (2.7)
is log-concave and can easily be optimized numerically for β to maximize the
expected throughput, and the results are shown in figure 2.5. As the density
increases, the optimal β decreases and the corresponding optimal outage rate
increases.
In contrast, from the macro perspective the network as a whole is full
of typical receivers, each observing the same interference statistics. A system
designer or an in situ algorithm can now optimize the network based on some
metric, the most natural (but not the only) being total network throughput, or
equivalently area spectral efficiency (in bits per second per Hertz per unit area).
The two main parameters for the optimization are then the number of attempted
transmissions on average, and the target rate for each. Assuming now that every
active transmitter-receiver pair self-selects to be about the same distance R apart
and that each pair targets a certain desired SIR β, the average density of successful
18
Figure 2.1: Optimal target spectral efficiency (i.e., log2(1 + β)) and the corre-
sponding outage probability vs. contention density.
transmissions denoted λs is:





and the corresponding area spectral efficiency is:
ASE = λ e−λCR
2β
2
α log2(1 + β) . (2.9)
Figure 2.2 compares ASE as a function of the contention density for several choices
of β.
Maximizing (2.8) over λ, [5] noted that since d
dx
cxe−x = ce−x(1 − x) the
maximum occurs whenever λCβ
2
αR2 = 1. For the purpose of optimizing over λ,
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Figure 2.2: Area spectral efficiency vs. contention density for several choices of
β. Path loss exponent is 4.
(2.8) and (2.9) are equivalent, and thus the optimization of (2.9) can be simplified:





α log2(1 + β)




α log2(1 + β) (2.10)
which is now only an optimization in β. The work in [43] showed that the solution












where W (·) is Lambert’s W function. For α = 4 and R normalized to 1, the
optimum target link spectral efficiency b∗ ≈ 2.3 bits/s/Hz and λ ≈ 0.1 nodes/unit
area (where unit area is measured relative to the typical transmit distance). Hence,
there is a unique static solution to the network throughput maximization problem
under SISO Aloha dependent only on R and α.
20
Figure 2.3: Density of successful transmissions (solid lines) and outage probabili-
ties (dashed lines) for fixed SINR targets vs. contention density.
However, there is one unsavory feature of this solution, which is that the
probability of successful transmission at this optimal point is e−1 or only about
36.8%. A high failure rate can be taxing on practical systems, even if this leads
to higher overall throughput, since high failure rates can also be indicative of
hardware or software problems, or network congestion or failure. Failures due to
high interference also mean more power expended. But more importantly, in a
packetized system transmission failure incurs delay. To put this in perspective, a
success rate of 36.8% means there is about a 10% chance of five failures in a row,
and about a 1% chance of ten failures in a row, and this is only a single hop. Delay-
sensitive applications may not be able to tolerate this kind of variability. It so
happens that the optimal link level efficiency (i.e., b∗) is a common operating point
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Figure 2.4: Area spectral efficiency vs. contention density for a variety of cases
including the optimal operating point for a given density, and two cases each for
fixed β and fixed ε. For both β and ε, one case is the globally optimal value.
for many contemporary systems and thus would not usually be objectionable,
though it could just as easily be constrained by factors external to the above
optimization.
Applying quality of service (QoS) constraints of both a minimum β and
a small outage constraint (e.g., ε < .1) to (2.4), the network just meets this
constraint when
P(SIR ≥ β) = 1− ε = e−λCR2β
2
α (2.12)











+ Θ(ε2) . (2.13)
The value λ∗ is termed the optimal contention density given the QoS constraints
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Figure 2.5: Outage vs. contention density for a variety of cases including the
optimal operating point for a given density, and two cases each for fixed β and
fixed ε. For both β and ε, one case is the globally optimal value.
and relatedly the transmission capacity is the density of successful transmissions
λε = (1− ε)λ∗ . (2.14)
Since the results that follow will focus on the small outage regime, it will
be convenient to introduce the notation λε = λ̄ε +O(ε
2) allowing equations to be
expressed in terms of λ̄ε with the O(ε
2) error terms merely implied.
2.3 The General Small-Outage Relation
The result (2.13), which is also given in [98] and derived from [5], can be
generalized and expanded, which this section undertakes to do. For this purpose,
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but with the following limitations. First, the set cn ∈ R+ is finite, and second,
k runs over the nonnegative integers, but only a finite set of ank > 0, and lastly,
F cS is a valid CCDF
1. The exponential distribution is a simple example for which
c = {1} and a10 = 1 with all other ank = 0. This form includes a number
of distributions including (finite) phase-type distributions, gamma distributions
with integer shape parameter, and exponential distributions, as well as eigenvalue
distributions for Wishart matrices. This will be referred to as standard fading
form in what follows.
Second, let the interfering transmitters form a Poisson process of intensity




≤ β) with fixed ρ, β, R, ε, and α, and with the distribution of the
interference fading power identical for all interferers. Similarly, this will be called
the standard network, one in which all nodes see the same signal and interference
power statistically.
The following Theorem is a foundational result for this dissertation, gen-
eralizing (2.13) and (2.6):
Theorem 2.3.1. For a standard network, with S0 having a standard fading dis-
1Note that not all sets lead to valid distributions, e.g., for c = {1} let a11 = 1 and all other
ank = 0, F c(x) ∝ xe−x which cannot be a valid CCDF.
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tribution, and S0 independent of the interference shot noise,
















































1− E[e−ζSi|x|−α ]dx . (2.19)
Before embarking on the proof of this Theorem, its significance should be
highlighted in several ways. The Theorem’s two contributions are (i) that it gives
the exact probability of outage for any network density or target SIR but also (ii)
that it gives a solution for the optimal contention density in the low outage regime.
But the Theorem also establishes several other points as well. First, it confirms
the linear dependence of the optimal contention density on the outage constraint
for uniformly distributed random access systems for a wide variety of signal and
interference distributions. When compared with a regular network topology, ε
essentially becomes a penalty factor on the area spectral efficiency achievable
with random access. Second, it shows that a large class of received signal and
fading distributions is amenable to a transmission capacity analysis, which will
include a number of MIMO techniques. Third, it demonstrates that derivation of
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the transmission capacity consists of two components: (i) determining Kα which
is dependent on the received signal distribution, and (ii) determining Cα which
is a result of the interfering signal statistics. (Although this holds in general
only when the condition of independence between the received signal distribution
and the interfering shot noise process is satisfied.) In later chapters these will
be referred to as the signal factor and the interference factor, respectively. In
addition, the ratio of the signal factor over the interference factor is termed the
proportionality factor for transmission capacity.
Proof. The three main objectives in the proof are first to arrive at the general
outage probability 2.16, then to establish 2.17 and give 2.18 in the process, and
lastly to show the proportionality given in 2.19.
Define the PDF of IΦ to be fIΦ(t) = dP(IΦ ≤ t). Define a transform of







The probability of successful transmission can be expressed as











= L{fIΦ(t)}(s) = LIΦ(s), (2.21)
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and the transmission success probability is expressible in terms of the Laplace
transform. Next suppose F cS(t) has the standard fading form, then the transform
































































where (2.24) uses the Laplace transform property tnf(t)←→ (−1)n dn
dsn
L[f(t)](s).
Thus the first destination of 2.16 is reached.
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is defined as the set of all subsets of the natural numbers {1, 2, ..., a}





is the set of combinations of











elements and the δj each constitute one such subset
1.
Forming the first order Taylor expansion for the pth derivative around
κ = λβ
2
αR2Cα = 0, note that any term with κ
k for k > 1 is o(κ) and can be

































(l − 2/α) + Θ(κ2)
(2.28)


















(l − 2/α) + Θ(κ2) (2.29)
1This expression based on sums over subsets is admittedly unwieldy, but for outage con-
strained systems, it is only necessary as a stepping stone in the proof. The authors in [66]
took some pains to derive something simpler under a slightly reduced set of admissible fading
distributions. Their results will be used happily in later chapters.
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so that the outage probability is given by




















+ Θ(κ2) = ε (2.30)
and with ζ = βRα and Kα as in (2.18), solving for λ yields the result. Thus the
second milestone is reached.
In general Cα depends on Si, but Si does not depnd on the relative position
of the receiver and interferer. This allows some manipulation of the integral in
(2.5), where ζ is evaluated at βRα. Performing two changes of variable, first the
integration over R2 can be changed to reflect the radial symmetry with 2πudu =




























−1 (E [e−vSi]− 1) dv (2.31)
Thus the integral will always be proportional to (βRα)
2
α . This has the
simple sphere packing interpretation that each transmission takes up an “area”
proportional to (β1/αR)2.
For completeness, the proof concludes with a demonstration of how thermal
noise can be included in the analysis. To include noise, IΦ must be replaced by IΦ+
1
ρ
No and so the transform of the distribution fIΦ+ 1ρNo
(x), given by LIΦ+ 1ρNo
(ζ) =
LIΦ(ζ)LNo(ζ/ρ), replaces LIΦ(ζ) in the above derivations. This follows from the
property of Laplace transforms that the transform of the sum of independent
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variables is the product of the transforms. Now the transform of the noise is
LNo(ζ/ρ) = e




























(ζ) now replaces d
p
dζp
LIΦ(ζ) in (2.16). Under small
outage constraints, the first order Taylor expansion of the probability of outage
























Note that this expansion is only valid when outage due to the fading of the in-
tended signal and thermal noise is less than ε in the absence of any interference.
2.4 Transmission Capacity in LOS and NLOS Environ-
ments
This section presents the first application of Theorem 2.3.1, taking as its
subject the comparison of line-of-sight and non line-of-sight channels. The appli-
cation is itself of minor significance, but the signal and interference factors derived
and their behavior will be widely applicable in later chapters.
In [98], the same Poisson network model was used but propagation was
modeled with path loss only while [5] incorporated Rayleigh fading in addition to
path loss. In order to characterize the effect on network capacity between these
extremes, Rayleigh fading and non-fading, let the envelope of the received signal be
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Nakagami-m distributed with integer parameter m in addition to being scaled by
path loss. The Nakagami distribution includes Rayleigh as a special case (m = 1),
non-fading as a special case (m = ∞), and provides a close parameterized fit for
empirical data as well as the Ricean distribution for m = (K+1)
2
(2K+1)
for K the Ricean
factor [88]. Theorem 2.3.1 is applied as follows:
Proposition 2.4.1. For a standard network with SISO communnication in Nakagami-

































Further, Kα,m and Cα,m are monotone and bounded with
1 ≤ Kα,m ≤ Γ(1− 2/α) (2.37)
and













Proof. To demonstrate the above let the interfering signals and the desired signal
be Nakagami fading with different parameters mi and mo respectively. The CCDF






with mo = 1 being the
Rayleigh case. According to Theorem 2.3.1:











Note that ζ now includes the fading parameter mo. To determine the Laplace
transform of the shot noise process, with mi denoting the Nakagami parameter







































































with B(a, b) = Γ(a)Γ(b)
Γ(a+b)
being the Beta function, but this was shown to be equivalent








where Kα,mo is given by (2.18). If mo is set to 1 (Rayleigh fading) with Kα,1 = 1,





















Cα,m = πΓ(1− 2/α). (2.46)
If in addition mi = ∞ with Cα,∞ = πΓ(1 − 2/α) and mo is allowed to
approach infinity, the distribution of S0 becomes an impulse at S0 = 1. Weber,




























which for fixed Cα,∞ determines the asymptotic orderwise increase ofKα,m: limm→∞Kα,m =
c1, for some finite, nonzero constant c1. To fully demonstrate the orderwise be-
havior of Kα,m, the bounds
1 ≤ Kα,m ≤ c1 (2.48)
hold since Kα,m is monotonically increasing but approaches the limit c1.
Equation (4.17) is more general than (2.34) for which mo = mi = m,






≈ .318 as m→∞ for various path loss exponents.
interfering statistics is dubious, it allows the behavior of Kα,m and Cα,m to be
studied. It was shown in [98] that the upper bound is fairly tight which implies





. While the upper bound holds, numerically the ratio
Kα,m
Cα,m
does in fact approach the upper bound with increasing m. Approximating




, c1 can be approximated very closely as c1 ≈ Γ(1 −
2/α).
In [98] the transmission capacity in a non-fading environment is bounded




and further more this upper bound is fairly tight which





. Fig. 2.6 shows the ratio Kα,m
Cα,m
for various
α versus m. This reinforces the tightness of the upper bound in [98].
Proposition 2.4.1 spans the range of fading and non-fading environments
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and demonstrates the potentially significant gain in network capacity for non-
fading environments. It also shows that environments with lower path loss suffer
more from severe fading (especially for substantial QoS constraints such as β ≥ 1)
and improve more with a strong LOS. The distinction is particularly important
for dense networks communicating with nearby neighbors which are more likely
to have lower path loss and a significant LOS. The results also offer a glimpse
of the gains to be reaped by diversity techniques that can mitigate fading. The
particular results for Kα,m and Cα,m will also be significant when analyzing MIMO
techniques.
2.5 Gamma Approximation for Transmission Capacity Anal-
ysis
In [66], a simpler expression for the outage probability was derived when
both signal and interference distributions are Gamma distributed with integer
shape parameters, which will be reproduced here. Let φ denote the link SNR in the
abscence of interference, and let the signal fading be distributed as Gamma[m, θ]















































where s(a, b) and S(a, b) are the Stirling numbers of the first and second kind
respectively. To clarify the notation, note that all of the summations in 2.50 are































Gamma distributions have long been used as statistical models for uni-
modal distributions. If a distribution does not fit the standard fading form, but
can be well-approximated as a Gamma random variable with integer shape, then
(2.50) can be usde to find the distribution of the SINR. Furthermore, the signal
and interference factors derived in Sec. 2.4 are the necessary components of the











The maximum likelihood estimation procedure for determining the param-
eters of a Gamma[k, θ] distribution fit from a sample set of size N is as follows
(see [79]): First, the shape parameter is estimated by the solution to the relation

















is the digamma function. Given the sample population, this









since the mean of a Gamma random variable equals the product kθ. If one then
desires to restrict k to be an integer, rounding k and adjusting θ to maintain the
appropriate mean value yields good results for large k or whenever k is close to
an integer.
A prime example of the usefulness of this technique is with the distribution
of the eigenvalues of complex Wishart matrices. These eigenvalues describe the
channel strengths of orthogonal MIMO channels in Rayleigh fading (which will be
discussed more in Chapter 3. Expressions for the distribution of these eigenvalues
have been known for at least since [50] in the form of sums of determinants, but
it is also known that they can be expressed in standard fading form. Attempts to
provide an explicit term-by-term formula have failed so far, though symbolic ma-
nipulation software like MATHEMATICA R© can give the form for small Wishart
matrices. On the other hand, approximation by a Gamma distribution is highly
accurate for these distributions, and then immediately amenable to transmission
capacity analysis. This Gamma approximation and integer parameter restriction
will be termed for convenience restricted standard fading form.
2.6 Conclusion
In summary, this chapter presented the concept of transmission capacity
in the Poisson power-law shot noise model of ad hoc networks and presented
some general expressions for evaluating and optimizing network performance. In
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particular, the distribution of the SINR for a large class of signal and fading
distributions was derived, as well as a method generating a standard fading form
solution. Furthermore, given this standard form solution, a simple expression can
be derived relating network spatial traffic to QoS constraints and to environmental
and signal processing parameters. Chapter 3, which follows, gives a number of
applications of the main Theorem given above, with special attention paid to
multi-antenna spatial diversity techniques employed at the physical layer.
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Chapter 3
Applications I: Spatial Diversity
This chapter presents a variety of applications of the central Theorem 2.3.1
given in Chapter 2 to a variety of MIMO physical layer configurations. The focus
here is on single-data stream techniques, with the framework and examples of
multi-data stream scenarios worked out in Chapter 4. Section 3.1 describes an
application to a simple model for sectorized antennas. Section 3.2 describes the
multi-antenna Rayleigh channel, and its optimal decomposition for point-to-point
communication. Section 3.3 analyzes the performance of eigenmode beamforming
techniques. Section 3.4 analyzes the performance of orthogonal space-time block
coding (OSTBC) techniques. Section 3.5 analyzes the performance of antenna
selection techniques. Section 3.6 gives a brief comparison of the applications
covered in the chapter and concludes.
3.1 Sectorized Antennas
Consider the standard network model but with transmitters and receivers
that are each equipped with M sectorized antennas. Let each antenna cover an
angle of 2π
M
radians with an aperture gain of M for both transmitting and receiving
in its sector and (potentially) with some small input/output gain outside its sector.
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Table 3.1: Radiated Power Densities














Assume each transmitter picks a receiver in a uniformly random direction, and
for each transmitter/receiver pair both know the sector in which to communicate
with their intended partner. The model can include a constant sidelobe level γ,
where the ratio of the sidelobe level to the main lobe is 0 ≤ γ ≤ 1, for out-of-sector
power which is both transmitted and received by the sectorized antenna. Fig. 3.1
depicts the model. The Table 3.1 conveys the power emitted by a transmitter
in and out-of sector subject to constant total power ρ. Under this model, the
following Proposition holds:
Proposition 3.1.1. For a random access wireless network in which nodes have M
sectorized directional antennas in Nakagami-m fading with a constant (fractional)
sidelobe level γ ∈ [0, 1] for out of sector power transmitted and received, the optimal













where Kα,m is given by (2.35) and Cα,m by (2.36). Thus γ
− 4
α is an upper bound
on the transmission capacity increase due to antenna sectorization.
Proof. The fading statistics of the received signal are assumed to be unchanged by
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Figure 3.1: Sectorized antenna model with a 90◦ sector main beam and constant
sidelobe level for the receiver of interest (black dot), its intended transmitter
(white dot), and the four sets of interferers: Φ1 the interferers in the active sector
transmitting toward the receiver (white triangles), Φ2 the interferers in the active
sector transmitting away from the receiver (shaded triangles), Φ3 the interferers
out of the active sector transmitting toward the receiver (white squares), and Φ4
the interferers out of the active sector transmitting away from the receiver (shaded
squares).
the sectorized antennas, but rather are merely scaled by the emitted and received
power density. That the fading statistics are unchanged is reasonable for a small
to moderate number of sectors, while for very directional antennas, the scattering
seen by any given sector will be reduced and no longer have the typical isotropic
properties. As a result of sectorization, four interference terms surface as follows:
Let Φ1 be the set of interferers which are in the active sector of the receiver of
interest and are transmitting toward the receiver. Let Φ2 be the set of interferers in
the receiver’s active sector which are not transmitting toward the receiver. Let Φ3
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Table 3.2: Interference Shot Noise Processes








































be the set of interferers outside the receiver’s sector which are transmitting toward
the receiver. And let Φ4 consist of those interferers transmitting away from the
receiver and which are not in the receiver’s sector. The independence property of
the Poisson process implies these four shot noise processes are independent as well.
Furthermore, the IΦi are each related to IΦ since they occur over disjoint subsets
of the plane (i.e., a certain sector), are scaled by the combined antenna gains, and
the point process of interferers is thinned according to the direction the interferers
transmit. The table summarizes the interference contributions from each of these
processes with λi the effective node density of the process, θi the sector size over
which the process occurs from the perspective of the typical receiver, and ψi the
combined antenna gains.














for ζ = ψ−10 βR
α with ψ0 being the combined antenna gain between the typical
receiver and its intended transmitter, and ψ0 = ψ1. Consider the Rayleigh fading
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case. The outage probability at a typical receiver is



































































This results in an upper bound of γ−
4
α on the improvement (over (2.34)) in opti-
mal contention density from sectorized antennas. If signals are Nakagami-m dis-
tributed instead, since the desired and interfering signals are independent, Cα,m
replaces Cα and Kα,m appears in the numerator of (3.4).
These results firstly indicate that directional antennas increase transmis-
sion capacity by nearly a factor of M2 for low sidelobe levels. This indicates
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that MIMO techniques that avoid or reduce interference in an ad hoc network are
highly beneficial at the physical layer. In addition there are advantages at higher
network layers such as increased ability to learn the topology of the network, per-
form directional routing, etc; see [77] and [13] and references therein for more
details. This section has characterized the potential increase in area spectral effi-
ciency due to antenna sectorization which by itself provides greater potential and
flexibility for routing and network management, but the full relationship between
directional antennas and these higher layer functions is still an area of ongoing
research.
However, this analysis also indicates that if for practical reasons, sidelobe
levels cannot be reduced, then the sidelobes limit the potential gains even for very
directional antennas. This model also suffers from very idealistic assumptions
about the real propagation environment, especially since dense multipath can
result in signal angle of arrival being quite different from the geographic angle to
the transmitter. As pointed out in [77], real antenna patterns are far from “pie
slices” and in multipath environments, static antennas are much less robust to
fluctuating channels.
3.2 Decomposing the MIMO Channel
In order to study multi-antenna techniques, a model of the MIMO chan-
nel is needed. When each transmitter has Mt antennas and each receiver has
Mr antennas, and m = min{Mt,Mr} data streams are transmitted, each with a
separate packet, in Rayleigh fading the channel is R−
α
2 H00 which is an Mt ×Mr
44
matrix of i.i.d. complex Gaussian entries with unit variance. This channel can





where (·)H denotes a conjugate transpose, V00 and U00 are the unitary matrices
of input and output singular vectors respectively and Σ00 is the diagonal matrix
of singular values, which are the square roots of the eigenvalues of H00H
H
00. The
ith interferer has the channel
R−
α





between itself and its intended receiver with |Xi| denoting the distance between it
and the receiver of interest; and |Xi|−
α
2 H0i is the channel between the ith interferer
and the receiver of interest. The M spatial modes can be accessed by pre-coding
the vector of symbols s0 by V00 and post-coding by U
H
00 and the receiver of interest



























2 Heff,isi + ñ (3.9)
where the SINR is calculated on the statistic z. In a Rayleigh fading environment,
Heff,i is a standard random Gaussian matrix. It is assumed in the above that
s0 and si have norm ρ with power allocated among their respective entries. In
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point-to-point MIMO links, SVD pre- and post-coding is optimal and achieves the
maximum received SNR on each of the spatial modes, but other coding strategies
could be used. For instance, in the absence of CSI at the transmitter, an identity
matrix could be substituted for the pre-coding matrices V00 and the receiver could
substitute the pseudo-inverse of H00 for U
H
00 for a zero-forcing detection strategy.
3.3 Eigen-Beamforming
Dynamic beamforming is one of the most prominent multiple antenna tech-
niques, having been employed for decades in electromagnetic detection and imag-
ing applications. The complexity is manageable and it can be performed on any
number of antennas in any configuration ([7], ch. 6). However, to be explicit
since “beamforming” has become quite an overloaded term, this section uses the
term to mean the following: At the receiver it refers to a coherent linear com-
bination of the antenna outputs, while at the transmitter it refers to sending
linearly weighted versions of the same signal on each antenna. Thus, unlike the
previous section, no attention is paid to the specific physical pattern of energy
propagation. In each case for this analysis, the weights are determined by the
dominant singular vectors or eigenvectors (hence, “eigen-beamforming”) of the
channel. Throughout this section it is assumed that both the transmitter and
receiver have perfect channel knowledge of their own channel, but not of inter-
fering channels. Hence, signaling strategies would maximize SNR over a specific
channel without knowledge of the interference structure. The focus falls first on
the vector (SIMO or MISO) channel for which eigen-beamforming is equivalent
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to maximal ratio transmission or combining. Attention then turns to the general
matrix (MIMO) channel for which a single data stream is sent over the dominant
eigenmode.
3.3.1 Transmit-Only and Receive-Only Eigen-Beamforming
Consider first a wireless system in which all transmitters transmit with
power ρ using only one antenna and receivers beamform on M antennas by co-
herently combining the received signals. Again, this is beamforming along the
dominant (and only) eigenmode of the 1 × M channel. As shown in [47], this
is equivalent to an M × 1 vector channel for which maximal ratio transmission
is performed at the transmitter and one receive antenna is used. The channel
model for the desired signal in a Rayleigh fading environment is a vector of i.i.d.
unit variance, complex Gaussian entries scaled by the power law path loss func-
tion: h0
√
|R|−α for the kth entry of h0 independently [h0]k ∼ CN(0, 1), and
similarly the channel between a receiver and the ith interferer is hi
√
|Xi|−α with
[hi]k ∼ CN(0, 1). Under this model, the following Proposition holds. As before
the Proposition will be given in two parts: the first is an expression for the exact
optimal contention density for small outage constraints and the second is a set of
bounds that help interpret the exact results.
Proposition 3.3.1. For a random access wireless network in which nodes trans-
mit on a single antenna and perform maximal ratio combining with M antennas;
or equivalently perform maximal ratio transmission with M antennas and receive
on a single antenna; the optimal contention density under Rayleigh fading with
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Proof. To characterize the interference seen by an M -antenna receiver that ignores
interfering signals, beamforming simply to maximize its own received signal power














∣∣∣ hH0‖h0‖hi∣∣∣2 |Xi|−α · (3.12)
As shown in [80], since a linear combination of Gaussian variables is again Gaus-
sian, the product
hH0
‖h0‖hi is distributed as a single complex Gaussian random vari-
able with zero mean and unit variance. Letting Si =
∣∣∣ hH0‖h0‖hi∣∣∣2, which is exponen-








Setting S0 = ‖h0‖2 and considering a standard network but with beam-
forming receivers with M antennas, the distribution of the received signal is now









However, the interference has the same form as the shot noise process for the
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single-antenna case. Applying now a small outage constraint and Theorem 2.3.1,




























with equality to the lower bound at M = 1 and approaching the upper bound
with increasing M since Cα is constant while Kα,M is increasing in M . The term
in the middle is now equal to λ̄ε.
Proposition 3.3.1 gives a general scaling1 of the optimal contention den-
sity with the number of antennas, target SIR, path loss, the transmitter-receiver
separation, and the outage constraint. Fig. 3.2 gives the transmission capacity
versus M for four different path loss exponents. Fig. 3.3 gives the Kα,M factor
versus M for the same path loss exponents. As evident from the figures, as path
loss reduces and interference becomes less attenuated by distance, the gain of the
MIMO technique over the SISO case increases. However, higher path loss results
in higher transmission capacity for smaller numbers of antennas since path loss
helps to spatially separate transmissions. Fig. 3.4 demonstrates the relationship
of the exact Kα,M factor to the upper and lower bounds. The upper bound is
both asymptotically tight and a good approximation for higher path loss.
1Under somewhat different assumptions, this scaling with the number of antennas was shown
earlier by [26].
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Figure 3.2: Transmission capacity proportionality constant (i.e., ratio of signal
factor over interference factor) versus M for four path loss exponents, 2.5, 3, 4,
and 5, for 1×M MRC. Higher path loss separates transmissions spatially and is
the dominant effect for smaller numbers of antennas. But with a larger number of
antennas, ultimately network performance is improved more through interference
robustness than spatial separation.
3.3.2 Dominant Eigenmode Beamforming
Now consider the same network but with nodes each equipped with Mt
transmit and Mr receive antennas to perform dynamic eigen-beamforming at both
transmitter and receiver ends. This extension of MRC has significant advantages
even over 1×M MRC since the diversity order increases as MtMr. The Rayleigh
fading MIMO channel is modeled as a matrix of i.i.d. zero-mean, unit-variance
complex Gaussian entries scaled by path loss. The channel of the desired signal
for the transmitter-receiver pair of interest is denoted H00. The transmitter and
receiver beamform using the input and output singular vectors v0 and u0, respec-
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Figure 3.3: The Kα,M factor versus M for four path loss exponents, 2.5, 3, 4, and
5, for 1 ×M MRC. Lower path loss results in much greater gains over the SISO
case (M = 1).
tively, corresponding to the maximum singular value of H00. This results in the
received power being equal to the square of the maximum singular value φ2max
scaled by path loss and the transmit power. Each interfering transmitter, on the
other hand, beamforms to maximize received power across some other Rayleigh
channel Hii using beamforming vector vi, and interferes at the receiver of interest
through channel H0i. For such a network, the following bounds hold:
Proposition 3.3.2. For a random access wireless network in which nodes perform
maximal ratio transmission and combining on Mt and Mr antennas respectively,


















Figure 3.4: Demonstration of the bounds on transmission capacity for 1 ×M or
equivalently M × 1 MRC. The upper bound is asymptotically tight and a good
approximation for higher path loss.
for Cα = Cα,1 given in (2.36).










Note that u0, H0i, and vi are all independent. As discussed in [48], the full product
uH0 H0ivi is distributed as a single zero-mean, unit-variance, complex Gaussian
variable since the inner product of a vector i.i.d. complex Gaussian variables with
an arbitrary unit vector is a single complex Gaussian variable. This simplifies





. with the distribution of the interference
unchanged from the single antenna Rayleigh fading case. Again neglecting thermal
52
noise, the received and interfering signals are independent and Cα = Cα,1 in (2.36)
by equivalence of the shot noise processes.
As for the received signal, note that the CCDF of the square of the maxi-
mum singular value of the desired channel (or equivalently the largest eigenvalue
of a complex Wishart matrix), has been reported by Kang and Alouini [47] (orig-
inally given by Khatri [50]):
F cφ2max(x) = 1−
|Ψ(x)|
Πqk=1Γ(q − k + 1)Γ(s− k + 1)
where | · | denotes a determinant, q = min{Mt,Mr}, s = max{Mt,Mr}, and the
entries of the q × q matrix Ψ(x) are given by
{Ψ(x)}i,j = γ(s− q + i+ j − 1, x) , i, j = 1, ... , q (3.17)
where γ(·, ·) is the lower incomplete gamma function. Recall









for n ∈ N, which clearly facilitates the application of Theorem 2.3.1 yielding the








A general expression forKmrtα,Mt,Mr is unavailable since the explicit sum-of-exponentials-
and-polynomials form for F cφ2max is not known. However, the largest squared sin-
gular value is bounded by [35]:





Since ‖H00‖2F is χ2 with 2MtMr degrees of freedom this is equivalent to a particular
MRC case in (3.10) and (3.11) indicating that






































Since Kmrtα,Mt,Mr cannot be given explicitly for arbitrary Mt and Mr at
present, consider as an example the case Mt = Mr = 2 for which
F cφ2max(x) = 2e
−x − e−2x + x2e−x.
Applying Theorem 2.3.1 for small outages:








































Cα,1 (3 × 1 OSTBC) versus α for various M . The factor
for OSTBCs is the only which increases (slightly) with increasing path loss since
interference reduces. (The factor Cα,1 is a normalizing factor for fair comparison
with other techniques and the SISO case for which K = 1.)
For Mt = Mr and both large, φ
2
max of the channel matrix approaches 4Mt [16].
This leads to the conjecture that for moderately large numbers of antennas (e.g.,
Mt,Mr > 3), the lower bound reflects the orderwise behavior in a rich scattering
environment. However, the upper bound should be more appropriate in a LOS
channel. Fig. 3.5 depicts both Kα,M and for the square channel case M = Mt =
Mr, K
mrt
α,M for various M , α. Again K
mrt
α,M → 1 with increasing α. This implies
that as α becomes large, nodes are already spatially separated through path loss,
and spatial diversity yields less improvement over the single antenna case.
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3.4 Orthogonal Space-Time Block Coding
Orthogonal space-time block coding has been one of the more quickly ac-
cepted transmit diversity techniques for several good reasons. First, OSTBCs
achieve full diversity in point-to-point links without requiring channel state in-
formation at the transmitter. Second, an optimum receiver design is simply a
matched filter without any need for joint decoding of multiple symbols (error cor-
rection codes notwithstanding). Furthermore, space-time coding results in far less
variability in the effective channel, greatly reducing the frequency and duration
of deep fades. However, there is another source of effective channel instability,
particularly in decentralized networks, which is cochannel interference. In light of
the results on reduced fading as well as MRT/MRC earlier in this paper, for which
the latter results in much greater network improvement, it is unclear how OST-
BCs compare in a decentralized, interference-limited environment and warrants
further investigation.
Specific codes are characterized by the number of transmit antennas used
(Mt), the number of time slots used (N), and the number of independent data
symbols sent (Ns) [57]. Again Mr denotes the number of receive antennas but
this has no effect on the code structure. However, it will also be necessary to
characterize OSTBCs the degrees of freedom of the resulting interference1, which
is the number of symbols transmitted per time slot (Nr). The familiar Alamouti
1Originally, in [38] the degrees of freedom of the interference were given as the number of
time slots each symbol was transmitted. It was shown in [66] that a better approximation is
the number of symbols transmitted each time slot. These are equal for some codes, such as
Alamouti’s, but simulations bear out the superiority of the latter approximation in other cases.
56
code has Mt = N = Ns = Nr = 2.
Proposition 3.4.1. For a random access wireless network in which transmit-
ting nodes use orthogonal space-time block codes with Mt transmit antennas and
code parameter Nr and receiving nodes perform maximal ratio combining with
Mr antennas in Rayleigh fading, the optimal contention density under the outage



























Proof. For the received signal, since detection decouples for OSTBCs [76] over the
Nr time slots as well as Mr antennas, the received amplitude is ‖H0‖2F for each
symbol [76], where H0 is the Mr×Mt complex Gaussian channel. The distribution
of ‖H0‖2F is χ2, just as with MRC, but with 2MtMr degrees of freedom. So
applying Theorem 2.3.1, the K factor is Kα,M in (2.35) for M = MtMr.
The interference seen by an OSTBC processing system is more complicated,
however. To determine the distribution of Si, consider the expression for the
















where h0 = vec(H0) and h
(k)
i is a permutation of the entries in vec(Hi) depending
on the block coding structure. Since desired symbols are repeated Nr times, each
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Si is a sum Nr terms S
(k)
i each of which is exponentially distributed though not
independent. In a strict sense, this violates the independence of S0 and Si required
by Theorem 2.3.1. However, rough independence of received and interfering signal
statistics is assumed, with the statistics of the sum of S
(k)
i nearly indistinguishable
from a Gamma distribution independent of S0. The nature of the post-processing
interference here was also reported in [12]. Note that this assumption removes
some inherent structure in the interference so that the analysis becomes worst
case.
Since the Gamma distribution is the same mark distribution encountered
for Nakagami-m fading interferers, Cα,Nr is given by (2.36). As shown before, the
factor increases with N
2
α
r indicating that repeating the symbols introduces more

























for most practical block codes since Mt = Nr, which is the best case. For the
lower bound, one can simply ignore the change in the constant Cα,Nr substituting
Cα,1 which is greater than π. (That is, let Kα,M increase but not Cα,Nr).
The primary insight from the analysis of OSTBCs is that in an environ-
ment of significant cochannel interference, they accomplish little. As is evident
from the bounds, the number of receive antennas is the primary factor in net-
work performance. While block codes harden the channel resulting in a network
performance gain equivalent to that gained from reducing fading, they also tend
to amplify interference since symbols are repeated. When symbols are repeated
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multiple times from the same antenna, as in some orthogonal designs, this effect
is worsened so that Nr = Mt is the best case. Furthermore, even though power is
split between simultaneously transmitted symbols, the transmit antennas become
multiple independent interference sources for other nodes in the network. Fur-
thermore, OSTBCs take a hit in the data rate for any code beside Alamouti’s. So
for a larger number of antennas, OSTBCs are typically inferior to other schemes
and are likely not worth even the slight added complexity.
Fig. 3.6 compares the optimal contention density for M × 1 OSTBCs for
which the receiver receives on only one antenna, M ×M OSTBCs for which the
receiver performs MRC on M antennas in addition to the transmit block cod-
ing, as well as 1 ×M MRC without block coding. The figure shows the optimal
contention density for α = 3, target SINR 4.77dB, and transmitter-receiver sepa-
ration 10m. First, there is little gain over simply performing MRC in contention
density. But what is not shown is that for the number of antennas larger than
two, the transmission capacity for M ×M OSTBCs actually falls below the MRC
curve since it must use a reduced rate code. If only one receive antenna is used,
then for any number of transmit antennas beyond two, there is essentially no gain
when code rate is taken into account. This confirms that the primary source of
gain is at the receiver and that for any system beyond 2 × 2, it would be better
to simply select one antenna and operate in the 1×M MRC mode.
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Figure 3.6: Comparison of the transmission capacity proportionality factor for
M × M OSTBC/MRC, 1 × M MRC, and M × 1 OSTBC respectively. Full
OSTBC yields optimal contention density similar to receiver MRC only but is
actually worse (due to self-interference) for a large antenna array.
3.5 Selection Diversity and Combining
A fundamental characteristic of MIMO fading channels is that due to po-
larization, pattern diversity, or spatial separation, one or more antenna elements
may be receiving above average signal strength. Simply selecting the best often
has the practical advantage over more sophisticated combining schemes of sim-
pler implementation, or less expensive hardware. There are a variety of ways to
perform antenna selection, and antenna selection can be used in conjunction with
other diversity techniques. As an example let the transmitter operate one antenna
and the receiver select one of M which has the best instantaneous channel with
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i.i.d. Rayleigh fading between all antennas. In this case,









and the interference fading channels Si remain exponentially distributed. This
can be extended by considering a system that selects the best pair of antennas
(one transmit and one receive) from among Mt transmit and Mr receive antennas.
The parameter M in (3.28) is simply replaced by MtMr. Here the full matrix
channel is H00 as in Sec. 3.2 from which the element with the largest magnitude is
selected. The following Proposition characterizes the gain from selection diversity:
Proposition 3.5.1. For a random access wireless network in which nodes perform
selection diversity/combining by selecting the best pair among Mt transmit and
Mr receive antennas in Rayleigh fading, the optimal contention density under the























Proof. This is given by simply substituting the coefficients in (3.28) into Theo-
rem 2.3.1 and noting that the statistics of the interference are identical to the
SISO case for any pair of antennas.
There are a number of other distributions resulting from antenna selection
that can be considered. For example, in anMr×Mt system performing MRC at the
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receiver, one transmit antenna may be selected which has the largest magnitude
vector channel to the intended receiver. The distribution of the interference after
MRC processing will remain the same but S0 will have




























with the sum running over all (ordered) m-tuples of positive integers less than
Mr− 1 which add to k. From Theorem 2.3.1 the K factor can now be determined
which specifies the optimal contention density as well. Fig. 3.7 compares the gain
in transmission capacity for a number of systems versus the number of antennas,
including MRT/MRC, OSTBCs, as well as two kinds of selection diversity/com-
bining: one in which the transmitter transmits on one antenna and the receiver
selects the best of its own antennas, and the second in which the receiver and
transmitter jointly select the best pair of single antennas. Clearly antenna selec-
tion can significantly enhance network performance since it improves the typical
channel without amplifying interference. Of course, as the number of antennas
becomes large, obtaining M2 statistically independent pairs is difficult, and array
gain quickly becomes superior in terms of network performance. Still, Proposi-
tion 3.5.1 implies that antenna selection may be a desirable tradeoff in terms of
performance and complexity.
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Figure 3.7: Comparison of the transmission capacity for MRT, MRC, OSTBC, and
selection combining (relative to the SISO case). Note that M ×M OSTBC/MRC
is nearly identical to the 1 × M MRC case. Also note that M × M selection
combining means selecting the best pair of transmitting and receiving antennas.
3.6 Summary Comparison and Conclusion
Figure 3.7 compares the gain in transmission capacity in the low outage
regime as a function of the number of antennas for the major diversity techniques
covered here. A result of particular note is the poor performance of standard spa-
tial block coding. In general diversity techniques are shown to perform according
to how they improve signal quality, except in the case of channel-independent
block coding in which increases interference roughly in the same proportion that
it enhances signal quality. There is also significant gain to be reaped from pro-
viding CSI at the transmitter, when possible.
While Fig. 3.7 considers low outage, Fig. 3.7 shows transmission capacity
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versus network density for a few physical layer configurations. With the proper
physical layer techniques, maximum total throughput increases with the number
of antennas, but with similar behavior in terms of optimum operating points.
Thus the chapter has covered a variety of representative multi-antenna
diversity techniques as the first set of applications of the standard form solution
derived in Chapter 2. Simple scaling relationships were derived for several of
them. All cases considered were single-data stream techniques, but the following
chapter will analyze and optimize multiplexing systems.
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Chapter 4
Applications II: Spatial Multiplexing
The analysis of spatial multiplexing systems in a Poisson field of interferers
begins here by analyzing systems with static constraints on power allocation,
target data rates, and outage. Throughout this and the following chapters, the
constraints will be successively relaxed leading to richer optimization problems
and better overall network performance.
Section 4.1 expands the notion of transmission capacity to the multi-stream
or multi-channel scenario. Section 4.2 is a parenthetical note on the gamma
approximation from Chapter 2 applied to the eigenvalue distributions of Wishart
matrices. Section 4.3 applies the small outage Theorem to open-loop and SVD
pre-coding systems with uniform power and outage. Section 4.4 discusses methods
for optimal (static) power allocation for multiplexing systems in ad hoc networks.
Section 4.5 gives some asymptotic results for many antenna systems. Section
4.6 discusses the nature of the tradeoff between diversity and multiplexing in
interference-limited ad hoc networks, which is analogous to, but different from,
the classic result of Zheng and Tse [108]. Section 4.7 concludes.
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4.1 Transmission Capacity with Multiple Channels
When a device has multiple channels available, the complexity of QoS
constraints increases and a number of resource allocation problems arise. For
each channel there is now a choice whether to use the channel, how much power
to allocate, what rate to expect, and what outage probability to tolerate. The
constraints could be independent for each channel or could be an average or total
over all channels used. With fixed individual constraints
P(SIR ≤ βi) ≤ εi ∀i, (4.1)




{maxλ |P(SIR ≤ βi) ≤ εi} (4.2)
since the SIR statistics are a function of the density of interfering transmitters λ.




P(SIR ≤ βi) ≤ εi. (4.3)
These formulations have the distinct advantage that even if channels or outage
are correlated, channel statistics can be investigated independently for evaluating





P(SIR ≤ βi) · log2(1 + βi) ≤ bt
]
≤ ε (4.4)
that is, the probability that the total successful rate exceeds some target bt at
least (1 − ε) fraction of the time, or even sum mutual information constraints.
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In any case, the transmission capacity is the density of successful transmissions
under the performance constraints, and the ASE is






Note that in a slotted packet network, the SIR statistics apply both at
the symbol level and the packet slot level, but if multiple data streams are sent,
each with a separate packet1, different SIR statistics will be seen on the different
data streams. Unless otherwise stated, it will be assumed here that a separate
packet is sent on each channel, and that while packet failures are correlated,
outage constraints are long-run averages, while target SIR objectives and power
allocations are instantaneous.
4.2 The Gamma Approximation for Wishart Distributions
To make the analysis of spatial multiplexing concrete, it is necessary to
have standard fading form expressions for the strengths of the respective channels.
As noted before, channel strengths for Rayleigh fading are distributed as the
eigenvalues of complex Wishart matrices, many of whose distributions are known
to be in standard fading form, but are notoriously difficult to express in general.
Some are known, however, and some can be derived by simple means. For those
that remain, the Gamma approximation of Sec. 2.5 yields highly accurate results
and will suffice as a substitute. This section presents the known results and
1This assumption, while not standard, and not completely necessary, makes the definition of
outage and application of Theorem 2.3.1 clear.
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approximations fitting the standard fading form for a number of important cases,
as well as simple rules for combining them.
As noted in Chapter 3 vector channel strengths are already Gamma dis-
tributed. Another distribution which can be given explicitly in standard fading
form is that of an unordered (i.e., randomly selected) eigenvalue. Equivalently, for
a typical (randomly chosen) spatial mode, the channel gain of the received signal
has the distribution of an unordered eigenvalue of the complex Wishart matrix
H00H
H



















Writing F cS0 in terms of fφ(φ) and integrating term by term,











where the coefficients a
(j)


























It is also known that the smallest eigenvalue has an exponential distribution
with mean 1
M
, though this is the least important for communication purposes. In
[47], the CCDF of the square of the maximum singular value of the desired channel
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(which is the largest eigenvalue of a complex Wishart matrix), has been reported
(originally given by [50]):
F cφ2max(x) = 1−
det|Ψ(x)|
Πqk=1Γ(q − k + 1)Γ(s− k + 1)
where q = min{Nt, Nr}, s = max{Nt, Nr}, and the entries of the q × q matrix
Ψ(x) are
{Ψ(x)}i,j = γ(s− q + i+ j − 1, x) , i, j = 1, ... , q
where γ(·, ·) is the lower incomplete gamma function. Recall the identity for the
lower incomplete gamma function [28]:









For the 2×N channel when only the top spatial mode is used,
F cS0 =
γ(N − 1, x)γ(N + 1, x)− γ2(N, x)
Π2k=1Γ(N − k + 1)
(4.11)
and when both are used,









While the full sum of exponentials and polynomials expressions are somewhat
complicated and yield little intuition (and are hence omitted), they lend them-
selves to numerical evaluation and to the application of Theorem 2.3.1.
For many other individual ordered eigenvalue distributions, including the
maximum given above for certain numbers of antennas, the Gamma approxima-
tion was applied to Monte Carlo simulations of complex Wishart matrices. The
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(1, 1) 1 - - - - - - - - -
(1, 2) 2 - - - - - - - - - - -
(1, 3) 3 - - - - - - - - - - -
(1, 4) 4 - - - - - - - - - - -
(2, 2) 4 1 - - - - - - - - - -
(2, 3) 6 2 - - - - - - - - - -
(2, 4) 7 3 - - - - - - - - - -
(3, 3) 8 4 1 - - - - - - - - -
(3, 4) 10 6 2 - - - - - - - - -
(4, 4) 13 9 4 1 - - - - - - - -
(2, 6) 10 5 - - - - - - - - - -
(2, 8) 14 8 - - - - - - - - - -
(2, 12) 20 13 - - - - - - - - - -
(4, 6) 18 14 8 3 - - - - - - - -
(4, 8) 23 19 12 6 - - - - - - - -
(4, 12) 32 29 21 11 - - - - - - - -
(6, 6) 25 22 15 9 4 1 - - - - - -
(6, 8) 31 29 22 15 8 3 - - - - - -
(6, 12) 42 43 36 27 17 8 - - - - - -
(8, 8) 38 38 31 24 16 9 4 1 - - - -
(8, 12) 52 55 49 40 31 21 13 6 - - - -
(12, 12) 70 78 75 66 56 45 34 25 16 9 4 1
shape parameters were rounded to the nearest integer, and the scale parameters
were adjusted to maintain the mean values. The results for a few interesting cases
are given in Table 4.1.
The cases given in the table are for individual eigenvalue distributions in
order of their magnitude. But as with the unordered eigenvalue distribution,
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sometimes the appropriate distribution is from an a priori unknown one from
among a set of the eigenvalues, such as the top two, or all but the least. Given a set
of independent random variables Zi, i = 1, 2, ..., N with individual (or marginal)
probability densities fi(x), let Y be the random variable defined as selecting a
randomly from among the Zi with equal probability. The probability density of Y




i fi(x). Hence, whenever certain eigenmodes are discarded,
it is trivial to obtain the distribution of an unordered eigenmode from among the
rest.
4.3 Analysis of Spatial Multiplexing Systems
The interference is modeled as a sum over the marked point process defined





∣∣∣uHH0iv(k)i s(k)i ∣∣∣2 . (4.13)
Here H0i is the Rayleigh fading channel between the receiver and the ith interferer,
uH is the combining vector applied at the receiver for the packet of interest, v
(k)
i
is the kth column of the pre-coding matrix applied by the interferer to transmit
the symbol s
(k)
i . All u
H , v
(k)
i , H0i, and s
(k)
i are independent of one another.
The interfering power is the sum of the interference from the M independent data
symbols transmitted by the interferer. Each factor
∣∣uHH0iviks′∣∣2 is an exponential
random variable and all M factors are independent. Thus the factor Si for spatial
multiplexing systems is a Gamma distributed variate with scale parameter one
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for Cα,M given in (2.36) and B(a; b) = Γ(a)Γ(b)/Γ(a+ b) being the beta function,
and ζ = βRα. Note that while the terms and factors in (4.13) were all independent,
the interference powers seen by different simultaneous data streams across the link
of interest are not independent at all. The reason is that they depend heavily on
|Xi|−α, the distance-dependent attenuation of the signal from the ith interferer.
When an interferer happens to be nearby, it will likely cause high interference to
all data streams at the same time, while if no interferers are nearby, it is likely
that all data streams will experience light interference. This is the motivation
for an ergodic analysis, i.e., of determining the statistics of a random symbol (or
packet) through the reference link.
For a typical (i.e., randomly selected) spatial mode, the channel gain of the
received signal has the distribution of an unordered eigenvalue of H00H
H
00 from
among the spatial modes used. Its distribution was given in Sec. 4.2. If instead the
weakest spatial mode is not used and the power is split among the other modes,
then the CCDF of an unordered eigenvalue from among the top M − 1 is













Via Theorem 2.3.1, this permits the transmission capacity to be computed: For





with the signal factors computed according to Theorem 2.3.1.
4.3.1 Open-Loop Multiplexing
As mentioned in Sec. 2.5, the authors in [66] followed the Laplace trans-
form approach to consider open-loop spatial multiplexing, i.e., without CSI at
the transmitter. The work considers two types of linear receivers, zero-forcing
and MRC. For an open-loop system, no power, rate, or phase adaptation is pos-
sible, the system is easier to implement, and so it provides a baseline for spatial
multiplexing systems. An exact expression for the SIR distribution is given [66]
as:





























where θ = 1
N
and Ω = 1
M
with zero-forcing receivers. As a baseline for com-
parison, the following Proposition applies the small outage principle to the result
given in [65], for the particular case in which nodes operating without CSI at the
transmitter use zero-forcing receivers:
Proposition 4.3.1. For a random access wireless network in which nodes perform
zero-forcing detection of spatial multiplexing on Mt transmit and Mr antennas
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Figure 4.1: Area spectral efficiency for square (Mt = Mr) closed-loop and open-
loop spatial multiplexing systems (i.e., with and without CSI), but equal power
allocation. Lines connect points based on number of antennas with 1, 2, 4, 6, 8,
and 12 shown for both open- and closed-loop systems. Solid lines are closed-loop,
dashed lines are open-loop.
without transmitter CSI, let Mt ≤ Mr and m = Mr −Mt, for small outages the













and the interference factor Cα,Mt is given by (2.36).
Figure 4.1 compares equal power multiplexing with CSI with zero-forcing
open-loop multiplexing for square systems (Mt = Mr) when the path loss expo-
nent is 4. For both open- and closed-loop systems, the optimal (static) number of
spatial modes is roughly half the number of antennas available. Though transmit
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CSI can be difficult to obtain in some scenarios, the potential for network through-
put gain is between 50 and 100%. Or from another perspective, compared to an




system will perform similarly.
4.3.2 Fixed Rate SVD Multiplexing
Without a power or rate adaptation strategy (that is, with equal power and
rate on each subchannel), the distributions of the various modes of an Mt ×Mr
MIMO channel using all spatial modes is all that is necessary to reach transmission
capacity conclusions. Note that power and rate adaptation are separate from in-
stantaneous phase adaptation based on CSI. Adaptation in this sense is necessary
achieve maximal orthogonal channels, but since power and rate adaptation have
effects on network interference and QoS, they will be handled separately later.
For clarity of presentation the symmetric case with equal numbers of antennas
on each end is stated, though the more general result is obtained in an analogous
fashion. Specifically, the system performs as follows:
Proposition 4.3.2. For a random access wireless network in which nodes perform
SVD based spatial multiplexing on Mt = Mr = M antennas with equal power, equal
target rate, and equal outage constraint on each subchannel, and for small outages





















and with Cα,M given in (2.36) and a
(k)
M coefficients of the CCDF of an unordered
eigenvalue of a complex Wishart matrix.




Because of the outage constraint, clearly the weakest spatial channels be-
come the limiting cause of outage, hence transmission capacity can usually be
improved by eliminating the weakest spatial mode. The network performance
achieved is then:
Proposition 4.3.3. For a random access wireless network in which nodes perform
SVD based spatial multiplexing on Mt = Mr = M (and M > 1) antennas on only





















and Cα,M = Cα,M−1 in (2.36).
Proof. In the zero-forcing receiver case, the interference has the same structure
as the cases above, but as noted in [76] the received signal on a typical detected
data stream is distributed as a χ2 random variable with 2(Mr −Mt + 1) degrees
of freedom whose distribution falls under the class covered by Theorem 2.3.1 as
shown in Chapter 3.
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Figure 4.2: Area spectral efficiency for square (Mt = Mr) spatial multiplexing
systems with CSI and equal power allocation. Lines connect points based on
number of antennas (with 1, 2, 3, 4, 6, 8, and 12 shown).
A variety of related results could be obtained, such as also removing the
second weakest spatial mode, but will not be pursued here, as they lend little
insight directly into the optimum use of spatial multiplexing in ad hoc networks.
Figure 4.3 gives a number of cases graphically, and includes the two Propositions
presented in this section. It indicates that eliminating the worst spatial mode
is uniformly superior for equal power and rate allocation. The following section
begins to loosen these constraints and explore the results.
4.4 Optimization of Spatial Multiplexing
When CSI is available, equal power and rate across the available spatial
modes is not optimal in point-to-point channels, and as this section shows, is also
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Figure 4.3: Area spectral efficiency for square (Mt = Mr) spatial multiplexing sys-
tems with CSI and equal power allocation. Lines connect points based on number
of modes ignored, e.g., the bottom blue line is for all spatial modes included.
Shown are 0, 1, 3, 5, 7, and 11 modes ignored.
not optimal in a Poisson field of interferers. However, the freedom to optimize
comes with the need to relax the constraints.
4.4.1 Power Allocation for Fixed Rate Multiplexing
First, for each communicating pair of nodes in the network, each with a
statistically identical set of spatial subchannels to select from whose signal dis-
tributions meet the requirements of Theorem 2.3.1. (The emphasis on spatial
indicates the subchannels overlap in time and frequency.) Next, let ρi ≥ 0 be the
fraction of power allocated to the ith subchannel with the constraint
∑
i ρi ≤ 1,
and let εi and βi be the outage and target SINR constraints respectively. Further,
78
let these constraints hold for every communicating pair in the network. Lastly, let
m denote the number of subchannels for which ρi is nonzero. Then in a network











holds. Note that C
′
α is not necessarily given by (2.36) and will depend on the power
allocation set, both the number of spatial modes in use and the relative power
levels. However, as shown in the Appendix at the end of this chapter, setting
C
′
α ≈ Cα,m in (2.36) is typically an appropriate (and conservative) approximation




m grows large. These approximations are equivalent to assuming equal power
allocation which is both worst-case and limiting as m and/or M grow large.
Remark 4.4.1. Given fixed constraints ρi, βi, εi, with subchannels characterized













A relaxation of the constraints is to permit instead an average outage across
the available channels, rather than prescribed, per-channel constraints. Note that
typically, for random access systems very high outage (greater than fifty percent)
maximizes throughput [5]. The difficulties are caused by this level of outage are
part of the motivation for small outage constraints. So relaxing this constraint
must be done with some care, both since there is a natural tendency to prefer
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high outage when maximizing only throughput, and since the low outage limits
break down if channels are permitted to be in outage too often. To maintain
a total outage constraint on the typical packet which may be sent on any of m
channels, the relation 1
m
∑
i εi ≤ ε must hold. For simplicity in analyzing the
effect of optimizing power allocation and channel outage, consider a fixed rate
multiplexing system where the addition of each channel adds linearly to the target
data rate.
Proposition 4.4.1. Given the fixed constraint β for all m spatial channels, an av-
erage outage constraint ε, and a total power constraint
∑
i ρi ≤ 1 with subchannels



















with δ = 2
α
+ 1.




















i is minimized since λ











ρi − 1) (4.28)
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and substituting the ρi into (4.27) yields the result.
Note that the solution for the optimal power allocation is dependent only
on the relative channel gains and the path loss exponent. The optimal contention
density can then be found by solving for λ in (4.27). Since an outage constraint is
applied, more power is allocated to the weaker modes to make them more robust
to interference, thus allowing a higher density of interferers.
On the other hand, allocating more power to weaker modes is an inefficient
use of the channel. Unfortunately, improving the power allocation also turns out
not to be terribly valuable. The greatest improvements arise when all or most of
the spatial modes are used and the weaker modes, being the primary source of
outage, are shored up, resulting in best-case gains of around 20%. Improving the
power allocation has little effect when only a few strong spatial modes are used.
This is explained by the semi-circle law for eigenvalues of random matrices (which
will come up again in Sec. 4.5) which indicates that the largest few eigenvalues
converge to the same value. Hence, the power allocation has virtually no effect
on the rankings of the cases given in the Figs. 4.3 through 4.2, though it does
improve the highest link rate cases some.
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4.4.2 Joint Power and Rate Optimization













for the ith channel available to the communicating pair where ρi is the fraction of
the total power assigned to channel i and channel specific outage levels εi are given.
Note also that the C
′
α factor depends on the number of channels and potentially








made, which is equivalent to Cα,∞ for a large number of interfering streams, with
the details left to the Appendix at the end of the chapter.
Proposition 4.4.2. In a random access network with fixed outage constraints, a
total power limit, and in which nodes have current CSI of their own subchannels,


















Proof. To determine the optimum rate and power for each channel the algorithm
maximizes the expression
∑
i log2(1 + βi) subject to the constraints ρi = γiβi and∑
i ρi = 1. Applying Lagrange multipliers, the optimum target SINR for the ith
channel is found as above. If a βi is found to be negative, the channel is abandoned
and the algorithm is run again with a smaller set of channels.
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Figure 4.4: Power allocation and resulting ASE vs. contention density for a 2× 2
system with α = 4 and ε = 0.1. Black line is ASE, colored lines are power fraction
by spatial mode (with the smaller modes falling to zero earlier).
Figure 4.5: Power allocation and resulting ASE vs. contention density for a 4× 4
system with α = 4 and ε = 0.1.
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Figure 4.6: Power allocation and resulting ASE vs. contention density for an 8×8
system with α = 4 and ε = 0.1. Black line is ASE, colored lines are power fraction
by spatial mode (with the smaller modes falling to zero earlier).
Figure 4.7: ASE vs. contention density comparison for several square configura-
tions with α = 4 and ε = 0.1.
84
Figures 4.4 through 4.6 give examples of the result of the power allocation
algorithm and its corresponding ASE, while Fig. 4.7 provides a direct comparison
of the ASE of the various configurations. In all cases, the outage constraint was
set to be ε = 0.1.
4.5 A Note on Large MIMO Channels
While there remain many technical difficulties with implementing large
MIMO arrays and using a large number of spatial modes, the large array regime
helps to bring out some principles behind the tradeoff between diversity and mul-
tiplexing.
Remark 4.5.1. In a standard network of nodes with a large number of antennas
M  1, using M antennas for pre-coding but sending only mM data streams,











· λε ≤ Γ(1− 2/α) (4.32)
The best case increase in ASE would come from a set of (statistically)
equally good channels for which the gain would be M1−
2
α over any single channel.




αK indicating that multiplexing reduces the
optimal contention density, while it linearly increases the per transmission data
rate. This provides an upper bound on the potential improvement in transmission
capacity of spatial multiplexing, even with the optimal power allocation, since the
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eigenmodes of the channel have a strict ordering (i.e., they are not equal): Using
m modes must achieve less than an m1−
2
α gain over using only a single eigenmode.
However, according to the semi-circle law of large symmetric (say M ×
M) random matrices [68], the largest few (say m  M) ordered eigenvalues
converge in the same way as the largest eigenvalue. In particular, for a M ×M
complex Wishart matrix, the largest few eigenvalues converge to 4M . That is,
for m sufficiently smaller than M , as M grows large, the eigenvalues σ21, σ
2
m →
4M + o(M) and σ21 − σ2m → o(M). Note that the coefficient of variation of the
distribution of these eigenvalues also continually shrinks with increasing M so
that this approximation has less and less proportional error.
4.6 The Tradeoff between Multiplexing and Diversity
Classically, in a point-to-point link the tradeoff between diversity and mul-
tiplexing is one of choosing error exponents over degrees of freedom or vice versa,
i.e., of choosing the rate at which bits errors vanish with increasing SNR over the
number of orthogonal information bearing channels available. In ad hoc network
framework developed here, there is an analogous tradeoff, though the tradeoff has
different design implications. The small outage proportionalities λ ∝ β− 2α and
λ ∝ ε quantify the conflict between spatial reuse and link reliability or individual
data rates for single channel systems. Given β and ε as constraints, naturally ad-
ditional spatial reuse will fill the void until the constraints are active, but the ratio
of signal to interference factors (K
C
) determine the rate at which density is sacri-
ficed for individual rate (or reliability). Clearly if S0 corresponds to the square of
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the largest singular value of the channel, this stochastically dominates any other
effective channel gain [76] and so results in the largest possible contention density.
Devoting any power to lesser channels reduces contention. On the other hand, the
maximum individual rate is achieved by using all spatial degrees of freedom. Thus
the tradeoff between diversity and multiplexing techniques in standard network is
the multichannel expansion of the tradeoff between individual rate and the num-
ber of users. Given the large channel bounds, the end points of the tradeoff can
be stated:
Remark 4.6.1. The maximum achievable increase in contention density is on the
order (4M)
2
α which achieves multiplexing gain 1, while the maximum achievable
increase in rate is on the order M which achieves contention scaling of M−
2
α .
As mentioned in the opening section, no single metric is appropriate in all
cases. However, it should be noted that neither end points of the tradeoff tell
the whole story, because another important metric is ASE, which is a product of
these. It turns out that for larger numbers of antennas and/or higher path loss,
ASE is not optimized at either end point.
4.7 Conclusion
This chapter covered the second set of applications of the general frame-
work, which were spatial multiplexing systems. The concepts of the QoS con-
straints were expanded and this led to a number of optimization problems over
rate and power locally, as well as network density. The tradeoff between link
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Figure 4.8: Maximum contention density with α = 4 and ε = 0.1 for a vari-
ety of antenna configurations (all possible equal power modes for 1, 2, 4, 6, 8, 12
antennas).
rate and network density was investigated as an analogue of the classic diversity-
multiplexing tradeoff in point-to-point links. However, all of the solutions pre-
sented in this chapter were effectively static, network-wide solutions. Taking a
statistical perspective, the various spatial channels were treated as identical across
the network, with SVD pre-coding serving merely to orthogonalize channels in a
maximal way. The next chapter considers the opportunity for further adaptation
given this channel awareness.
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Appendix: The Fixed Point Problem of the Interference
Factor
For a node to setup an optimization problem to allocate power, rate, or out-
age, some statistical information about the interference is needed in the framework
used. Primarily, the node should know the contention density λ, the interference
factor C
′
α, and the path loss exponent. The factor C
′
α depends on the interac-
tion between the interference and the processing at the receiver of interest who
is assumed to know only this factor, and nothing more about the instantaneous
interference. In the formulation in Appendix I, it was assumed that each node
allocates constant power to each mode, resulting in the closed form expression
for C
′
α. However, if the kth interferer independently applies a fraction ρk,i to its
ith subchannel, and ρk,i ∈ [0, 1] : ∀k,
∑
i ρk,i = 1 follows some distribution then a
modification of C
′
α is necessary. In turn the distribution of the power allocation
process is dependent upon this factor. It now becomes necessary to find this fixed
point numerically.
However, two cases form bounds on the resulting C
′
α. First, if all power is
always allocated to one subchannel, C
′
α = Cα,1 which forms a lower bound. Sec-
ondly, if the power is split evenly among N modes, C
′





) as N grows large. This forms an upper bound on the factor. Since for
large α these two bounds do not differ by much, practically, an algorithm could
easily select an appropriate approximation of the true C
′
α.
To demonstrate these bounds, begin at the point of applying the allocation
algorithm, considering just one subchannel with magnitude η. Using a limiting
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expansion from [38]:











Note that ζ includes the the current channel strength η. For interfering nodes
using mi spatial modes with equal power allocation, the Laplace transform of the























where Cα,mi = Cα,m in (2.36). To take into account the fact that interfering nodes
are also allocating power unequally across spatial modes, let p = [ρi] be the vector
of powers allocated by an interferer over its subchannels with
∑
i ρi = 1. Also let
Umi denote the region over which the elements of p are in the unit interval and



















This is difficult to find in closed form in general, however, it does show that since
Cα,m is monotonic in m, Cα,1 and Cα,∞ are extreme points of this integral, yielding
bounds.
For higher path loss exponents in particular, the gap between these bounds
is small (≈ 13% for α = 4). Thus selecting any value in this range results in
limited error. As an example suppose a target outage of 1% were in place and the
maximum density was being estimated, and that the interference factor was in
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error 2% low. The bias in the estimation of the contention density would not then
result in an outage of ≈ 3%, but only about 1.02%. Thus an approximation to
the interference factor is unlikely to be the dominant source of uncertainty about
the environment and network. When necessary another close approximation can






























are the power allocation values sorted in ascending order. In other
words, this approximation takes the total interference factor to be a weighted
average of the interference factors resulting from using various numbers of modes.
Note that if instead of different power settings, the interference contributions of a
node took on a random distribution of degrees of freedom, the average weighted
by the probability of the number of degrees of freedom would be exact.
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Chapter 5
Adaptation for Transmission Capacity
Many of the multiple antenna techniques utilized in Chapters 3, and 4
required either full or partial CSI at the transmitter. While intuitive relations were
developed for the tradeoffs in terms of per user throughput, contention density,
and ASE, the resource allocation decisions were static and network-wide, with
nodes adapting only to create multiple and/or maximal channels. When CSI is
available, the network can perform better, not surprisingly, if each communicating
pair is able to adapt to its particular channel conditions.
This chapter begins by developing an algorithm for such adaptation and
examining its effect on network performance. The algorithm is carried out by
each communicating pair separately, opening the door for further relaxations of
network-wide decision making and the analysis of heterogeneous systems. Before
analyzing the adaptive algorithm, Section 5.1 derives expressions for ergodic rate
over standard fading channels with a Gamma approximation. Section 5.2 then
introduces adaptive rate control in a Poisson field of interferers which is extended
and optimized for multiple channels in Section 5.3. Section 5.4 then considers
the performance of ideal hybrid-ARQ mechanisms and Section 5.5 extends the
analysis to MIMO configurations. Lastly, Section 5.6 considers the application
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of the small outage framework to heterogeneous networks, i.e., networks whose
nodes have a variety of PHY layer configurations.
5.1 Ergodic Rate over Standard Fading Channels
In the simplest sense, the ergodic rate achieved by a communication system
[24] in a (slowly) time-varying channel is Eφ[log2(1 + φ)] where φ is the effective
SNR, which may vary due to, among other things, fading, CSI quality, or target
rate control decisions. When φ is Rayleigh fading,


















dt is a particular exponential integral and this last step is






is also known [28]. This enables the expression to be generalized when φ takes on
a Gamma distribution with integer shape parameter:





















































where the second step is a simple change of variable φ = φ
′
+1 and the third step









Γ(ν, γ) are known in a form involving a case of the Meijer-G
function, but are well-behaved and also easy to compute directly with numeri-
cal methods. The ergodic capacity of in a Poisson field of interferers was also
considered in [6] and [25].
5.2 Adaptive Rate Control over a Single Channel
Consider a SISO transmitter-receiver pair with full CSI and a single channel
over which to communicate with fixed power and a current channel (power) fade
level η, in the midst of a standard network. The following relates the probability











and in particular in this section it will be assumed that log2(1+β) is the achievable
spectral efficiency for a given target β. Note that the signal factor is taken to be
the limiting value Kα,∞ for a fixed power channel whose coefficient of variation
around the mean vanishes. Given a sequence of channel state realizations, this
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relation suggests an algorithm for adapting β to present conditions given a (lone)
QoS constraint ε. By maintaining the relation, success probability is always ε
though the target rate varies with the channel strength. Note also that since the
channel is known, outage is due strictly to interference, and not channel fading.
Proposition 5.2.1. In a standard network and a fixed outage, a power limit, in
which SISO nodes have current CSI, area spectral efficiency is maximized by the
contention density:


































employed by each mode.
Proof. The optimality of the algorithm is demonstrated simply by solving the
governing channel equation (5.5) for β given instantaneous CSI. Note that η
Rα
is
the actual path loss, and hence is easily measured at the receiver. To determine
the optimal area spectral efficiency, note that the link at all times retains a (1− ε)
probability of success and so achieves throughput:
(1− ε)E[log2(1 + β)] = (1− ε)
∫ ∞
0
log2(1 + β)fβ(β)dβ (5.8)
For a SISO Rayleigh fading link, letting γ = (λCαR
2ε−1)
α
2 , it was established in
Section 5.1 that





Figure 5.1: Adaptive vs. static rate control for SISO Rayleigh channels in a
Poisson field of interferers for a path loss exponent of α = 4 and and an outage
constraint of ε = 0.1.
This is the expression for the ergodic rate of a single link in the network. It assumes
that the field of interferers changes over time, and for simplicity will be taken to be
independent from one time slot to the next. To maximize transmission capacity
and/or area spectral efficiency, there is the average area spectral efficiency:
ASE = (1− ε) λ E[log2(1 + β)]. (5.10)
Maximizing this expression over λ is equivalent to maximizing (5.6) and has a
nontrivial solution, but can be readily found numerically.
Figure 5.1 gives a comparison of optimal static, network-wide rate control
versus the channel-aware algorithm employed by each communicating pair, with
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each case held to the same outage constraint. Here “optimal static” rate control
picks a single β constant for each λ for a Rayleigh fading channel.
5.3 Adaptive Rate Control over Multiple Channels













for the ith channel available to the communicating pair, where ρi is the fraction of
the total power assigned to channel i and channel specific outage levels εi are given.
Note also that the C
′
α factor depends potentially on the number of channels and
on power allocation strategies as well. For the purpose of the present development







) will be used,
which is equivalent to Cα,∞ for a large number of interfering streams. Given the
channel set (5.11), the algorithm becomes nearly identical to Proposition 4.4.2.
Proposition 5.3.1. In a random access network with fixed outage constraints, a
total power limit, and in which nodes have current CSI of their own subchannels,




















Proof. To determine the optimum rate and power for each channel the algorithm
maximizes the expression
∑
i log2(1 + βi) subject to the constraints ρi = γiβi and
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Figure 5.2: Area spectral efficiency versus contention density for one, two, four,
and eight antennas with optimal adaptive rate control.
∑
i ρi = 1. Applying Lagrange multipliers, the optimum target SINR for the ith
channel is found as above. If a βi is found to be negative, the channel is abandoned
and the algorithm is run again with a smaller set of channels. Since the channel
values ηi are known and fixed for a given transmission, they are equivalent to
perfectly hardened channels with the effective signal factor being ηiΓ(1− 2α).
This is quite similar to the water-filling solution for the point-to-point
MIMO channel in which better spatial modes are assigned more power and carry
greater information content. Finally, the ASE of a network composed of many
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Figure 5.3: Area spectral efficiency and mean number of spatial modes used with
adaptive rate control. As density increases, the optimal rate control abandons
spatial modes in favor of increased power (diversity) on the remaining modes.











(1− εi) log2(1 + βi(λ))dFβi(βi) (5.13)
where, as shown, the expectation is over all realizations of the βi (each in R+)
which are functions of the channel strength and power allocation on channel i.
In general this expectation depends on the distribution of channel strengths (e.g.,
eigenvalues of Wishart matrices), the outcome of the water-filling-like power allo-
cation algorithm, and the value of the “interference” constant C
′
α whose derivation
was discussed in the Appendix of the previous chapter. Hence, we do not have
a simple rule for the distribution of the optimum number of spatial modes which
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should be used and must analyze this numerically as in Fig. 5.3.
5.4 Adaptation with Hybrid-ARQ
The previous sections studied simple mechanisms for adapting to current
channel conditions, but a superior adaptation mechanism already exists in many
modern wireless systems, namely hybrid-ARQ with incremental redundancy. This
mechanism adapts not just to the current channel but to the observed SINR. At a
high level an H-ARQ scheme retransmits a packet whenever failure is detected at
the receiver, but in such a way that new parity bits are sent so that a packet can be
decoded when the accumulated mutual information at the receiver matches that of
the original packet. ARQ and H-ARQ have been analyzed in point-to-point SISO
settings in [82], [14], [9], and [101] and MIMO settings in [19] and [107]. Vaze
[93] considered basic ARQ in the transmission capacity framework, in part using
similar methods to Sec. 2.3, but focused on multi-hop performance estimation,
where this section focuses on the throughput for a single link with near mutual
information accumulation. As an upper bound, an ideal SINR accumulator will
be assumed here with the property that the average throughput r is given by:
r = E [log2(1 + SINR)] (5.14)
This kind of mechanism suggests removing the concept of outage altogether, and
with it, the target SINR. Instead, the density of interferers drives the distribution
of the SINR and hence the average rate. Now ignoring thermal noise, the PDF of
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the SIR is given by (letting φ = SIR):




















In the SISO case, taking γ = λCαR
2,
















There is not a known closed-form solution to the integral in (5.16), but it will be
denoted







for a, b, c > 0, since it will form the kernel of a number of calculations in the
following section. This integral can be computed numerically, though some care
must be taken for b 1.
Figures 5.4 and 5.5 compare SISO H-ARQ to the optimal fixed point solu-
tion of Sec. 2.2. Recall the optimal fixed point solution was the optimum operating
point for β and ε given λ, which resulted in the best possible area spectral effi-
ciency in a standard network with no outage or rate constraint. These figures
demonstrate that a mutual information accumulation design achieves more than
twice the throughput at the peak.
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Figure 5.4: Comparison the area spectral efficiency of SISO HARQ and the opti-
mal fixed rate vs. contention density.
Figure 5.5: Comparison of maximum link efficiency for SISO HARQ and the
optimal fixed rate vs. contention density. Path loss exponent is 4.
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5.5 H-ARQ with Multiple Streams
The MIMO architecture considered here is one for which an independent
H-ARQ stream is sent over each spatial mode that is used. No outage constraints
or rate constraints apply, but when channel information is available, the allocation
of power across spatial modes must be decided. As always, increasing the number
of modes increases the effective interference level.
Given a channel with a signal distribution according to restricted standard
fading form, to compute the average throughput of the channel with ideal H-ARQ
according to (5.1) the PDF of the SINR φ is necessary. For restricted standard
















































































































































The standard network definition included the assumption that all nodes
behaved identically in a statistical sense. However, the algorithms developed in
the previous sections were carried out by individual communicating pairs, with-
out regard to the behavior of other nodes, given that the interference factor and
contention density are known. First, the algorithm causes β to be no longer a
network-wide constraint. In the multi-channel case, the number of spatial modes
and the power allocation are no longer identical. There is then no reason that
target outage need be identical, or even that all nodes have an identical antenna
configuration. What is necessary for the algorithm to work is simply that, what-
ever the behavior of each node, the net statistical effect is known to all. For exam-
ple, suppose each node has two antennas, but half of the nodes always transmit a
single spatial mode, and the other half always transmit two, and the two classes of
nodes are randomly intermixed. In this case, an effective C
′
α = (Cα,1 +Cα,2)/2 and
the total contention density λ is all a node requires to carry out the algorithm.
5.7 Conclusion
This chapter considered channel adaptive strategies for MIMO, with and
without constraints. The ultimate channel adaptive strategy, H-ARQ with IR,
104





of CSMA and MIMO
The work up to this point has developed relations assuming a homogeneous
Poisson field of interferers. This assumption is best suited to an Aloha MAC
protocol and has several analytical consequences, such as the perennial linear
relationship of ε and λ for small outage constraints. On the other hand, variants
of CSMA have been the most common multiple access protocols in both wireless
and wireline networks for many years. Performance analysis of CSMA began
with Kleinrock, et al. [54, 90, 91], which discussed many of the features that
are still grappled with today including the exposed and hidden node problems,
and reservation strategies. CSMA has been considered in countless papers since,
but was brought under the analysis of stochastic geometry models in [5]. Both
CSMA and Aloha have known drawbacks. Aloha is relatively inefficient, especially
when compared to an all-knowing central scheduler. CSMA is often a practical
design which ensures some level of QoS, but to be done properly with a full
request-to-send/clear-to-send (RTS/CTS) mechanism can be costly [78]. However,
recent advances have suggested that fully distributed channel-aware and queue-
length-aware CSMA policies could approach maximal scheduling arbitrarily well
[71, 41, 42], in the sense that queues can be held stable, delay held low, and utility
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maximized, for nearly all achievable points in the network capacity region. While
Aloha provide a good mechanism for investigating the impact of multiple antennas
on network performance, CSMA is arguably a more important use case, and since
it changes the distribution of interference, it is worth investigating how much this
changes the optimal use of multiple antennas.
This chapter is laid out as follows: Section 6.1 describes a particular in-
homogeneous Poisson model for CSMA. Section 6.2 takes a detour to consider
effects of multiple antennas on the sensing mechanism itself. Section 6.3 develops
SINR distributions under CSMA for multi-antenna systems in a manner applica-
ble to the Gamma approximation method of Chapter 2. Section 6.4 explores the
resulting optimization problems and Section 6.6 concludes.
6.1 “Soft” Carrier Sensing
The CSMA mechanism is difficult to analyze in general and many models
have been advanced. Baccelli, et al. [5], introduced Matern’s hard-core point
process as a model for CSMA, and later developed an inhomogeneous Poisson
approximation to it [3]. In the interest of tractability, a Poisson approximation
will be made here, which will be called a “soft” CSMA model for reasons that
should become clear. The model will be considered which can be broken down
into two main parts:
1. Large-scale density λt of transmitters.
2. Shot range inhibition.
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Large-scale density : A Matern model similar to that in [5] is used for obtaining
the final average density of transmitters. In this model each node is associated
with a set N̂ consisting of transmitters which individually cause an interference
greater than θM. A node is finally selected to transmit if its timer (a uniform
random variable in [0, 1]) is the smallest. Given an initial density λi of nodes
attempting to access the channel, after carrier sensing the resulting large-scale
density λt is [5]















Shot range inhibition: A further approximation is made that from the
perspective of a typical receiver, the set of interferers is distributed around it as a
radially symmetric inhomogeneous Poisson process with density (1− e−θM|X|α)λt,
where λt is the average density of the set of currently transmitting nodes. The
factor e−θM|X|
α
is the probability that an exponentially distributed power fade will
exceed a threshold θM at that distance. The average density is all that is necessary
to model the interference contribution from nodes at long distances, while at close
ranges the presence of the communicating node has the dominant effect on the
distribution of interferers. Furthermore, the model treats the channel through
which carrier sensing decisions were made as independent of the Poisson shot
noise interference process of data transmission. In this sense the carrier sensing
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is “soft,” being neither an exact geographic disk, nor exactly representative of
mutually interfering nodes during data communication.
Final model: Hence, from the perspective of a typical receiver the inter-
ferers form a non-homogeneous Poisson point process of density (1− e−θM|X|α)λt.
This model has several advantages over the hard-core model: First, it brings fading
into play when modeling carrier sensing. Second, it allows for modeling imperfect
carrier sensing. Third, it enables modeling of a behavior specific to multi-antenna
systems in which network interference differs between the control/carrier sensing
modes and high data rate modes. Lastly, it provides more tractable results that
give simpler functional relationships between the carrier sensing parameters and
other environmental and system parameters. In addition, a model in which the
probability of inhibition rises at least as fast as the power-law path loss function
results in the interference power from the nearest interferer having finite mean.
This removes problems related to the behavior of the path loss model near the
origin (a feature shared by the Matern hard-core model).
6.2 CSMA Sensing with Multiple Antennas
Another way a CSMA ad hoc network can take advantage of multiple an-
tennas is in the carrier sensing itself. When the carrier sensing mechanism is
subject to fading, more conservative thresholds must be met to guarantee outage
requirements. One approach which is readily tractable in the current model is
to use selection or combining diversity on multiple receive antennas for carrier







Figure 6.1: Contention around the typical receiver. Fading and channel sensing
errors lead to a “soft” CSMA model unlike the corresponding hard care boundary
marked here.
approach being appropriate when CSI over the control channel is difficult to ob-
tain). As an example, suppose a node with Mc multiple receive antennas performs
carrier sensing on each antenna, but averages the result across antennas before


























c Γ(k + 1)
. (6.3)
Note that in the limit of a large number of antennas, the carrier sensing
behavior approaches that of a hard-core process as the influence of small scale
fading on sensing decisions disappears. While channel hardening techniques make
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Figure 6.2: Comparison of throughput and outage for CSMA and Aloha, for
SISO system. Density is initial density, i.e., before thinning via carrier sensing.
Outage is counted among active transmitters (i.e., those not thinned by CSMA).
Parameters were R = 1, α = 4, θS = 0dB.
the carrier sensing mechanism more efficient, primarily by reducing errors due to
deep fades, the net benefit turns out to be small (particularly compared to the
benefit of CSMA over Aloha). Therefore, for the main analysis of multiplexing
systems, a SISO carrier sensing channel is assumed.
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6.3 Spatial Multiplexing with CSMA
This section gives the central result of the chapter which gives the prob-
ability of success or equivalently the SINR distribution for restricted standard
fading form, with a particular development for open-loop spatial multiplexing.
Proposition 6.3.1. Given a network of nodes performing CSMA, open-loop spa-






















































e−xtta−1(1 + t)b−a+1dt is Kummer’s con-
fluent hypergeometric U-function.
Proof. These expressions are developed using techniques similar to those of Sec. 2.3
(as well as[5], [38], and [66]). For a given stream at the receiver using the ZF so-















































where the Laplace transform of the sum of the random variables is the product of
the transforms. Now L 1
SNR
(s) = e−s/SNR and if in addition Si ∼ Gamma[Nt, 1/Nt]
as in open-loop multiplexing across the network, the Laplace transform of the











































[B(Nt − iα, iα)−












Our last task is to find an explicit and efficient method of calculating derivatives
of these Laplace transforms. For this, Faà di Bruno’s formula for derivatives
of composite functions d
k
dsk




f(g(s)) = det M f(g(s))
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for the k × k matrix
M =

g(1)D −1 0 0 . . .
g(2)D g(1)D −1 0 . . .
g(3)D 2g(2)D g(1)D −1 . . .






where Dkf(g(s)) = f (k)(g(s)), and where the coefficients applied to each row are
rows of Pascal’s triangle. To apply Faà di Bruno’s formula to the derivatives of
LIΦ(s)L 1SNR
(s), one can write LIΦ(s)L 1SNR
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It is necessary to add a term −1/SNR to g(1), which subsequently vanishes. This
relied on the relation for the nth derivative of U(a, b, x) which is expressible as
dn
dxn
U(a, b, x) = (−1)n(a)nU(a+ n, b+ n, x) (6.10)
where (·)n is the Pochhammer symbol for the rising factorial [88].
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Again note that as s → ∞, U(a, b, s) → 0 and thus TM → 0 which cor-
responds to the Aloha case. As s → 0, Γ(a)U(a, b, s) → B(a, b), which implies
that TM → Cα,Nt as the threshold θM → 0. In this case the probability of success
approaches 1 among active transmitters, at the expense of λt vanishing.
6.4 Optimal CSMA threshold
Specializing Theorem 2.3.1 to the case Nr = Nt = 1, the success probability



























the two-parameter gamma function being the upper incomplete gamma function.
Note that TM is a factor related to the carrier sensing threshold, but also that
λt is dependent on this threshold. This expression holds for any outage level or
transmitter density. As the inhibition threshold rises so that very few nodes are
inhibited, λt → λi and TM → 0 recovering the Aloha result [5]. Note also that

















which indicates that regardless of the number of users requesting access, the carrier
sensing process limits the set of active transmitters to a limiting density, as it
should.
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A natural question then is to find the optimal carrier sensing threshold.
The optimum threshold is then the unique maximum to:





2λt [Cα − TM]
}
. (6.13)
This expression is log-concave in θM and hence is relatively easy to optimize nu-
merically. At this point there are a few observations that can be made to assist
further analysis: First, as λi → ∞ the optimum threshold approaches a limit
which is the unique solution to (6.13) at λt,∞. Second, as λi becomes small, for
a fixed threshold, very little inhibition takes place and the sum throughput per-
formance of Aloha and CSMA are nearly identical1 so that there is very little
difference in an optimum versus a non-optimum threshold. Hence, a useful ap-
proximation is to consider the optimum threshold for any initial density to be
roughly equal to that of the limiting density λt,∞.
Lastly, as λi → 0, the network is sparse enough that very little inhibition
takes place and λt → λi, and the spatial density of transmissions can be related










Since TM ≤ Cα, carrier sensing with an appropriate threshold performs at least
as well as Aloha. For the multiple antenna case, the optimum θM can be found
1This is very different from saying that the transmission capacity at a fixed outage is nearly
the same for both. At a fixed λi, if Aloha experiences 1% outage, then CSMA can increase
throughput at the same λi by no more than 1% at best. On the other hand, for a fixed 1%
outage constraint, CSMA can maintain a substantially greater λt than Aloha can.
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numerically. As in the single-antenna case, the optimum threshold reaches a limit
as λi grows large, which is a relatively good selection at all λi.
6.5 Examples and Discussion
Fig. 6.2 compares throughput and outage of CSMA and Aloha for the
base SISO case. Here the CSMA is not fully optimized, but rather has a fixed
threshold for all initial contention densities. Note that the figures plot through-
put and outage versus the initial contention density, prior to thinning via carrier
sensing, in order to fairly compare with Aloha. This convention was used for
all plots versus density. Fig. 6.3 compares 4-antenna MIMO configurations at
a high base SNR (with fully optimized CSMA). Fig. 6.4 compares 4-antenna
MIMO configurations with a relatively small outage constraint applied. These
curves demonstrate several distinctions between the performance of CSMA net-
works versus Aloha networks. The first is simply that as the initial contention
density increases, CSMA throughput overtakes Aloha substantially and reaches a
non-zero plateau. Furthermore, comparing throughput levels for Fig. 6.2 and Fig.
6.4, it becomes clear that CSMA MIMO systems achieve a higher throughput at
substantially lower outage among transmitting nodes. This can substantially re-
duce the burden on PHY layer decoding implementations and conserve energy. In
particular, a 1×3 antenna configuration with an optimized threshold can achieve a
network throughput equivalent to the best Aloha configuration but with a fourfold
reduction in the outage probability.
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Figure 6.3: Comparison of throughput for CSMA at a high base SNR. Note that
no outage constraints are imposed. Parameters were R = 1, α = 4, θS = 0dB.
Figure 6.4: Throughput vs. initial density for 4-antenna systems with optimized




This chapter advanced the framework to a parameterized model for CSMA
and explored the optimization of MIMO techniques in it. Alternative expressions
were derived for SINR distributions applicable to the Gamma approximation of




This work advanced the shot noise interference model for packet radio net-
works in the realm of multi-antenna physical layers. A consistent framework was
developed and applied to the major, representative MIMO techniques, permit-
ting careful and fair comparison. Tools were also developed for incorporating
other salient features that could be distilled into a change in the effective decod-
ing SNR. In brief the conclusions could be stated as: (i) significant gain factors
could be reaped by the use of multiple antennas in large distributed networks; (ii)
MIMO techniques with spatially random interference and high QoS constraints
can be optimized in a manner not too dissimilar to point-to-point settings, and
under normal operating parameters have a rich set of solutions (i.e., they are not
degenerate, as for example, “use one antenna or one spatial mode all the time”);
(iii) receive diversity, apart from being practical, is a major contributor to gains,
and transmit diversity techniques in the absence of CSI are self-defeating; and,
(iv) simple distributed algorithms can achieve substantial gains from multiple
antennas.
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7.1 Impact of the Work
The framework developed here has already borne some fruit elsewhere in
the analysis of distributed wireless systems, some of which is listed briefly here.
The work of R. H. Y. Louie, et al. [66] and [103], built directly on the original
presentation of the framework [38] and [37], but brought another rich set of math-
ematical tools to attack the problem. They have made substantial extensions
and refinements, some of which were incorporated in this thesis (see for example
Sec. 2.5 and Sec. 4.3.1). The foray into SDMA analysis by Kountouris [55] used
the framework as the basis for relating multiuser transmission SINR statistics to
network performance. The framework also inspired Chandrasekhar [10] to develop
MIMO analysis for cellular systems with mobile users and hotspots. The work
of Stamatiou, et al. [85, 84, 86], was initially parallel to the present work, but
eventually also took the Laplace transform approach for alpha-stable processes to
tackle MIMO signal distributions.
7.2 Future Work
As multiple antenna PHY layers proliferate, the extension of any given ar-
chitecture to the MIMO case becomes a common question for the system designer.
Several interesting developments of the Poisson shot noise model with multiple
antennas are already underway, such as SDMA and successive interference can-
cellation and interference alignment. However, there are system level pursuits for
which extension to MIMO would be both enlightening and difficult such as:
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SINR-Aware Scheduling with Multiple Antennas. The work of Liu
[62] developed a variety of bounds on the transmission capacity of networks in
which SINR-aware scheduling is possible. Extending these results to the MIMO
case opens up a large set of design and analysis questions. In addition, many trans-
mission capacity results rely on the Poisson process for tractability, but SINR-
aware decision making among multiple nodes tends to violate the assumptions of
such a model. Developing a tractable model for interaction of this kind that had
the flexibility of the framework developed here would have tremendous value, and
may well find applications beyond the scope of ad hoc networks.
7.3 Parting Thoughts
Multiple antenna technology has been become mature in many ways, and
enshrined in standards and delivered in ubiquitous commercial products. By con-
trast, historically large peer-to-peer wireless networks have not performed accord-
ing to expectations, though expectations are in the eye of the beholder, despite a
colossal sum expended in research and development. It is unlikely that multiple
antenna physical layers alone will make up the difference, but they are likely to
be an integral part of the solution in any case.
Assuming expenditures on research and development correspond roughly
to a latent demand for unavailable technology, it is worth considering the effort
by the U.S. military to make flexible, high-throughput, mobile ad hoc networks
a reality. The cost of the Department of Defense programs Joint Tactical Radio
System for Ground Mobile Radio (JTRS and GMR, respectively), begun in 1997,
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have now run into the tens of billions of dollars [15], while the end products
have not matched expectations. Theoretical analysis has helped put some of the
expectations in perspective, but the demand is unlikely to subside.
This work has focused on a “traditional” view of what wireless devices are
capable, most notably in the form of the central place of the communicating pair.
A number of alternative architectures have been suggested, including the concepts
of interference alignment and hierarchical MIMO. In general these require a level
of cooperation and/or channel state awareness that is unknown to contemporary
systems, though not wholly out of the question. Another promising, and less
ambitious, architecture is that of fully SINR-aware scheduling. While this has
been studied in the abstract often, it became a publicly demonstrated prototype,
incarnated as Qualcomm’s FlashLinQ [102].
There are other reasons as well to suggest a non-traditional architecture
may be desirable. In 2005-2007, MIMO channel measurement campaigns were
conducted in both Manhattan and semi-rural New Jersey [60]. Each case happily
confirmed that MIMO channels with significant degrees of freedom for modest
numbers of antennas (2-10) were common. But one result was rather unexpected.
In the rural setting, log-normal shadow fading standard deviation was measured in
excess of 20 dB and averaged 17.5 dB for some areas. This spread is 8-12 dB higher
than typical outdoor models. This kind of variability in channel strength could
lead to very different conclusions about the nature of spatial interactions in ad hoc
networks. In this sense, the fundamental model of propagation, interference, and
spatial interaction is still, in the opinion of the author, an open question in the
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case of ad hoc networks, awaiting further verification from field-tested systems.
Lastly, though the framework developed here has considered a node in
the midst of a large network, generally performance is limited by a node’s near-
est neighbors. As a result many of the methods and intuition developed here
related to SINR distribution are analogous to the performance of other system
designs such as cityscapes with many overlapping microcell hotspots. Thus there
is promise that the transmission capacity framework will continue to provide a
point of comparison and suggest analysis tools for many systems to come.
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