With the growth of the Internet and intranets, QoS technology that has been developed over a span of several years is quickly becoming more relevant. This article first defines QoS and introduces a taxonomy for QoS mechanisms. The evolution of several major QoS mechanisms is described with a special focus on RSVP and differentiated services. Special attention is paid to the role of the IETF in developing QoS mechanisms. We describe a QoS network that combines RSVP and differentiated services in a manner that realizes the benefits of each. We show that, in general, the adoption of increasingly sophisticated QoS mechanisms can enhance the ability of a network to offer high-quality service guarantees while simultaneously making efficient use of raw network resources. These mechanisms carry a cost in the form of increased overhead, which must be weighed against the benefits of the mechanism.
Despite the astounding rate at which network capacity is increasing, we find ourselves contending with congested networks today and can expect to be doing so for the foreseeable future. Entrepreneurial carriers are laying transoceanic fibers and connecting homes via cable modems and xDSL. Nonetheless, the majority of home users are still connected via modems at speeds of 56 kb/s or less. Most corporations still rely on relatively slow leased lines between sites. Recent years have brought us gigabit LANs, but even these are groaning under the huge number of corporate servers and the new applications they are required to support. It is unlikely that the promised proliferation of high-bandwidth connectivity will alleviate congestion problems anytime soon. For one, we can expect simultaneous proliferation of new bandwidth-hungry applications. The increased bandwidth will help make these applications more compelling, leading to a growth in usage rates and compounding the increase in application bandwidth requirements. Adding high capacity optical fibers just moves congestion points around -when two highcapacity fibers are fed into a third, congestion occurs. For reasons such as these, network quality of service (QoS) promises to become increasingly important.
WHAT IS QOS?
QoS is a set of technologies that enables network administrators to manage the effects of congestion on application traffic by using network resources optimally, rather than by continually adding capacity.
Applications generate traffic at varying rates and generally require that the network be able to carry traffic at the rate at which they generate it. In addition, applications are more or less tolerant of traffic delays in the network and variation in traffic delay. Certain applications can tolerate some degree of traffic loss, while others cannot. If infinite network resources were available, all application traffic could be carried at the application's required rate, with zero latency and zero packet loss. However, network resources are not infinite. As a result, there are parts of the network in which resources are unable to meet demand.
Networks are built by concatenating network devices such as switches and routers. These forward traffic among themselves using interfaces. If the rate at which traffic arrives at an interface exceeds the rate at which that interface can forward traffic to the next device, congestion occurs. Thus, the capacity of an interface to forward traffic is a fundamental network resource. QoS mechanisms work by allotting this resource preferentially to certain traffic over other traffic.
In order to do so, it is first necessary to identify different classes of traffic. Traffic arriving at network devices is separated into distinct flows via the process of packet classification. Traffic from each flow is then directed to a corresponding queue on the forwarding interface. Queues on each interface are serviced according to some algorithm. The queue servicing algorithm determines the rate at which traffic from each queue is forwarded, thereby determining the resources allotted to each queue and to the corresponding flows. Thus in order to provide network QoS, it is necessary to provision or configure the following in network devices:
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• Classification information by which devices separate traffic into flows • Queues and queue servicing algorithms that handle traffic from the separate flows We will refer to these jointly as traffic handling mechanisms. Traffic handling mechanisms in isolation, are not useful. They must be provisioned or configured across many devices in a coordinated manner that provides useful end-toend services across a network. To provide useful services, therefore, requires both traffic handling mechanisms and provisioning and configuration mechanisms. The provisioning and configuration mechanisms coordinate traffic handling mechanisms subject to policies that are devised by network administrators. The QoS technologies discussed in the remainder of this article are categorized using this taxonomy.
RSVP AND INTSERV
(RSVP) [1] is a signaling protocol that can be used by hosts to request resource reservations through a network. Using the taxonomy from the previous section, RSVP can be considered a mechanism for configuring traffic handling mechanisms in network devices. Integrated services (Intserv) is a framework for providing endto-end services which can be used in the context of RSVP signaling [2] . (Note that RSVP and Intserv are complementary yet independent technologies. Intserv assumes that network devices support traffic handling mechanisms, which guarantee service to each traffic flow in strict isolation from other traffic flows. It also assumes services that offer specific quantities of resources. In 1997 the RSVP working group of the IETF was busy putting the finishing touches on the RSVP protocol design. At the same time, the Intserv working group was defining the services that could be expected by applications in response to RSVP signaling. Another working group, the Integrated Services over Specific Link Layers (issll), was defining the underlying traffic handling mechanisms that would offer QoS support on different media. As this work was unfolding, the media was busily hyping RSVP as a panacea -the magic cure that would bring an end to all network woes.
As is often the case with over-hyped technologies, RSVP and Intserv failed to deliver on the promises. There are a number of reasons for this:
• RSVP was supposed to be signaled by hosts, but only experimental versions of the protocol were available and only on certain UNIX platforms.
• There was a perception that RSVP and Intserv had to be implemented on every network device and that it was not scalable.
• There were no policy mechanisms to govern, in a secure manner, which traffic flows were granted privileged access to network resources.
• RSVP and Intserv focused on protecting multimedia applications and not on the non-multimedia mission-critical applications that were (and still are) considered more important by network administrators. The death blow was dealt in the form of an IETF RFC titled the "RSVP Version I Applicability Statement." This RFC was released in September 1997. It warned of the risks in RSVP deployment, and had the effect of scaring off vendors who had been considering implementing RSVP in their network devices and customers who had been considering RSVP deployment. Despite this faltering start, RSVP is enjoying a renaissance today and is viewed as a valuable component in a broader set of QoS technologies. Reasons for this include:
• The availability of RSVP signaling on a large number of hosts with the imminent release of Windows 2000 • The development of a QoS model which addresses the scalability concerns associated with RSVP by disassociating it from perflow traffic handling and by processing signaling messages only at select nodes • The advances in policy components and the availability of policy management products from a broad range of vendors • Recent work applying RSVP signaling to non-multimedia applications
CLASSICAL USE OF RSVP/INTSERV
The following paragraphs describe the classical application of RSVP and Intserv as they were originally intended to be used. Later in this article, we will discuss a more pragmatic application of these technologies as they are used today. Sending hosts generate RSVP messages known as PATH messages. These carry information describing the traffic sent on a specific conversation. The traffic description includes the identity of the sending user, the sending application, the sent traffic profile (bandwidth and burst characteristics), and the classification criteria by which the traffic can be recognized. (The source and destination IP addresses, and source and destination IP ports are the classification criteria that uniquely identify packets belonging to the conversation).
PATH messages wind their way to the receiver, taking the same route through the network as data traffic takes. At each network device along the route, PATH state is installed. When PATH messages arrive at a receiver, the receiver responds by sending RESV messages. These identify the receiving user, the type of Intserv service required, and the amount of resources desired by the receiver. RESV messages return to the sender along the path traced by the PATH messages. As RESV messages arrive at network devices, the devices apply admission control to determine whether or not there are sufficient resources to accommodate the receiver's request. If there are, and, if policy conditions permit the assignment of resources to the receiving user, the request is admitted. Otherwise, it is rejected. When a device rejects a request, error messages are sent along the data path, notifying other RSVP-aware devices of the admission control failure. RSVP is designed to accommodate multicast as well as unicast traffic flows. The classical application of RSVP is illustrated in Fig. 1 .
In the figure, the thick lines indicate the passage of RSVP PATH messages through the network. 
DIFFERENTIATED SERVICES
Differentiated services (diffserv) was born against the backdrop of RSVP's fall from grace [3] . It promised to overcome the scalability concerns of RSVP. Diffserv was greeted with great enthusiasm, by both the IETF and by the media, hungry for a new panacea.
Diffserv is a traffic handling mechanism. It defines a field in packets' IP headers, called the diffserv codepoint (DSCP). 1 Hosts or routers sending traffic into a diffserv network mark each transmitted packet with a DSCP value. Routers within the diffserv network use the DSCP to classify packets and apply specific queuing behavior (known as per-hop behavior or PHB) based on the results of the classification. Traffic from many flows having similar QoS requirements is marked with the same DSCP, thus aggregating the flows to a common queue or scheduling behavior.
The distinguishing feature of diffserv is its scalability. To understand diffserv's inherent scalability, it is important to contrast aggregate traffic handling mechanisms versus per-conversation traffic handling mechanisms. The traffic handling mechanisms envisioned in RSVP/Intserv networks are per-conversation mechanisms. These treat each traffic flow between each instance of a sending and receiving application, in isolation. Aggregate mechanisms, such as diffserv, group many traffic flows into a single aggregate class. Another aggregate traffic handling mechanism is the use of 802.1p prioritization in IEEE 802 networks. Per-conversation traffic handling mechanisms rely on per-conversation classifiers. These typically use the IP source and destination addresses and ports to uniquely identify conversations. Aggregate traffic handling mechanisms typically rely on some mark in a packet that aggregates it into a queue shared by other packets with the same mark. In the examples of diffserv and 802.1p, these marks are DSCPs or 802.1p tags, respectively. Before the packet is submitted to the aggregate traffic handling mechanism, it must be marked with the appropriate tag.
Aggregate traffic handling mechanisms require significantly less state and processing power in network nodes than their per-conversation counterparts. This benefit is most significant in large networks that are required to handle large numbers of conversations. The compromise of aggregate traffic handling is that the QoS enjoyed by each conversation is dependent on the behavior of the other conversations with which it is aggregated.
CONFIGURATION OF A DIFFERENTIATED SERVICES NETWORK
As discussed previously, traffic handling mechanisms need to be configured in order to be able to provide useful services. Let's look at the configuration requirements of a diffserv network. In a typical diffserv scenario, routers at the ingress to a diffserv network would be configured to classify traffic based on the IP addresses and ports in packet headers. The routers would be configured to mark packets with one of a number of DSCPs, based on the classification results. Routers internal to the diffserv network would be configured to classify packets based on DSCP and direct them to a corresponding queue or PHB. Queues would be configured to provide certain service characteristics, such as latency bounds and minimum bandwidth.
In the model envisioned by the IETF diffserv working group, the diffserv network is configured to provide a service to the network customer. This service can be represented by a service level agreement (SLA). The SLA is defined at the point that the customer submits traffic to the diffserv network's ingress router. An SLA might, for example, state that specific customer traffic might be accepted at a total rate of 100 kb/s for a lowlatency service. Traffic submitted for this service in excess of 100 kb/s will be handled as best-effort traffic. The administrator of the diffserv network will then use whatever provisioning and configuration tools are available to meet the SLA.
The current direction of the diffserv working group calls for the provisioning and configuration of the diffserv network to be done in a topdown manner, as illustrated in Fig. 2 .
In the following section we will discuss the merits of top-down provisioning as a means of configuring a diffserv network.
TOP-DOWN PROVISIONING
To a large degree, the complete deprecation of RSVP and Intserv in favor of diffserv amounted to "throwing the baby out with the bathwater." The concept of replacing the per-conversation traffic handling mechanisms implied by Intserv with the aggregate traffic handling mechanisms of diffserv was a significant move forward. However, in their fervent backlash against RSVP, the diffserv proponents shunned any means of provisioning and configuration that was based on a signaling protocol. Instead, diffserv proponents suggested that diffserv elements in each network device would be configured, in a relatively static top-down manner, in each network device.
Using this top-down approach, a diffserv network can be used to provide a number of useful services. These tend to offer lower-quality guarantees, in the sense that they do not ensure quantifiable end-to-end service parameters. The brilliance of diffserv was in recognizing that many applications do not require the high-quality guarantees that multimedia applications require and that, for these applications, the low overhead of the top-down provisioned approach and aggregate traffic handling mechanisms far outweigh the compromise in quality of guarantees.
However, there are limitations to a diffserv network provisioned exclusively in a top-down manner. In particular, top-down provisioning systems may have difficulty learning the classification criteria that should be configured to identify specific traffic entitled to enhanced service. In addition, topdown provisioning cannot offer the kind of high-quality guarantees required for multimedia applications unless the network is overprovisioned.
LEARNING CLASSIFICATION CRITERIA
Network administrators want to use QoS to assign network resources to certain users, user groups, and applications. Network devices recognize packets based on classification criteria in packet headers and must be configured with these criteria. In the case of signaled QoS, messages traverse the network, explicitly identifying users and applications and the corresponding classification criteria. In the case of top-down provisioning, the network administrator must manually construct tables mapping users and applications to IP addresses and IP ports, or make use of various out-of-band mechanisms to construct these tables.
Many top-down provisioning systems attempt to assist the network administrator by automatically creating these tables. Regardless of how they are generated, tables constructed without explicit signaling are often unreliable for the following reasons:
• Applications often use transient ports or source multiple traffic flows (each requiring different QoS) on the same port.
• Users' IP addresses change as a result of DHCP. Multi-user machines use the same IP address for multiple users.
• IPSec encryption encrypts IP ports, rendering them useless as classification criteria.
ANTICIPATING TRAFFIC PATTERNS AND VOLUMES
An additional challenge in top-down provisioning is the anticipation of traffic volumes at various nodes in the network. This challenge is most significant in the context of higher-quality guarantees and less significant in the context of lower-quality guarantees. For example, a management system may be used to configure a lowlatency traffic handling queue in each network device, with capacity to handle 10 simultaneous IP telephony sessions with some required latency bound. Classification criteria are then configured in the devices to direct IP telephony traffic to the low-latency queues. This works so long as the telephony traffic arriving at each device is limited to 10 sessions. However, if an 11th telephony session is established which traverses one of the configured devices, it will congest the low latency queue, raising the latency above the configured bound. As a result, service will be compromised not only to the 11th session but also to the 10 existing sessions.
For an increased cost in complexity, network devices might be designed to automatically identify traffic corresponding to individual telephony sessions. This would enable the devices to serve only the first ten telephony sessions on the lowlatency queue, thereby preserving their integrity. However, due to the distributed nature of networks, different devices are likely to recognize different conversations as first. As a result, certain devices in the end-to-end path may prioritize traffic corresponding to certain sessions, only to have other devices compromise the same traffic. This failure is due to the inability of topdown provisioning to coordinate traffic handling mechanisms in realtime, along specific network paths. Note that the specific telephony scenario described in this section is overly simplistic. It is used merely for illustrative purposes -the general principles can equally be applied to more complicated and more realistic scenarios.
Despite its limitations, the top-down provisioning approach is an important component of the QoS-enabled network. There are numerous provisioning requirements that are relatively static, such as provisioning of bilateral agreements between peer carriers on a monthly basis. In this case, the classification criteria are very coarse (required only to identify traffic originating from the carrier's network). Even in more dynamic applications, top-down provisioning may be useful: simple classification criteria may be used, and it may not be necessary to precisely coordinate traffic handling mechanisms along specific paths. Top-down provisioning may be s s Figure 2 . Top-down provisioning of a differentiated services network.
the only option to provide QoS to applications that for one reason or another are unable to effect signaling. However, a QoS-enabled network that is able to both offer high-quality guarantees and enable efficient use of network resources will rely on a combination of top-down provisioning and dynamic configuration via signaling mechanisms.
RSVP SIGNALING AS A PROVISIONING AND CONFIGURATION MECHANISM
The combination of RSVP signaling with aggregate traffic handling mechanisms is able to address the deficiencies of the exclusively topdown provisioned approach without incurring the scalability problems of classical RSVP/Intserv usage. This pragmatic approach is currently being pursued by the ISSLL working group of the IETF, in the context of using RSVP signaling to gain admission to diffserv aggregate traffic handling classes. In this section we will discuss the value that signaling-based configuration can bring to a QoS-enabled network.
ROBUST CLASSIFICATION CRITERIA
Regardless of the actual traffic handling mechanism with which it is used, RSVP signaling from hosts offers robust classification criteria to the network and its management systems. Recall that RSVP messages contain the following information describing transmitted traffic flows:
• The identification of the user transmitting and receiving the traffic flow (in Windows 2000 platforms, for example, the operating system inserts the Kerberos encrypted login user ID) • The identification of the application and the subapplication generating the traffic • The complete classification criteria -source and destination IP addresses and ports By snooping these messages, network management systems are able to learn reliable and up-to-date classification information, which can be offered to the network administrator. The network administrator can manage the network based on users, applications, and subapplications and the network management system is able to program network devices with the correct classification criteria in response.
DYNAMIC TOPOLOGY AWARE ADMISSION CONTROL
In addition to improving the robustness of classification criteria, host-based signaling coordinates the configuration of traffic handling mechanisms dynamically, along the relevant data path. This feature will be referred to as dynamic topologyaware admission control. Recall that, in addition to the information listed in the previous section, RSVP messages provide the following information to the network: • The type of service required from the network (latency bound, minimum bandwidth guarantee, etc.) • Quantitative parameters describing the traffic (average rate, size of bursts, peak rate, etc.)
• Which devices in the network will be impacted by the traffic The network administrator no longer needs to anticipate dynamically changing traffic volumes and patterns. Instead, RSVP signaling provides explicit notification of the resources required to the specific devices along the data path that will be required to provide them. Therefore, RSVP-aware devices are able to dynamically evaluate the impact that each traffic flow would have on their resources and to make an informed admission control decision in realtime. RSVP signaling communicates this decision to all RSVPaware devices along the data path. In the case of the 11th telephony session problem described previously, network devices would reject admission of the 11th traffic flow to the low-latency queue, in a coordinated manner. In doing so, they protect the integrity of the ten existing sessions and generate a busy signal to additional sessions that cannot be accommodated at the time.
COMBINING PER-CONVERSATION SIGNALING WITH AGGREGATE TRAFFIC HANDLING
We will see that, in general, we can combine per-conversation signaling with aggregate traffic handling to build a QoS network that offers the robustness and high quality of guarantees provided by signaling, while at the same time offering the scalability afforded by aggregate traffic handling. First, let us look at a specific example in which RSVP is used as an admission control mechanism to a diffserv network. Consider the sample network in Fig. 3 .
SLAs -In this example, the cloud in the center represents a diffserv network operated by an ISP. It uses aggregate traffic handling to offer various service levels to a number of customers.
In the example, we show just one of the customers, which uses the diffserv network to provide connectivity between the networks at two corporate sites. The Internet service provider (ISP) is offering a QoS virtual private network (VPN) to the corporate customer. The service offered is captured in the form of SLAs, which are in effect at the interfaces between the corporate networks and the provider's network. Let's assume identical SLAs, as follows:
• Up to 100 kb/s traffic marked with DSCP A will be accepted from the customer and delivered to its peer network with a guaranteed latency not to exceed 100 ms. Excess traffic will be delivered with no latency guarantees. • All other traffic will be treated as besteffort. The ISP uses top-down provisioning to statically configure the diffserv network to support these SLAs.
The corporate customer, wishing to make good use of the expensive low-latency service, would like to ensure that: • Only certain users are able to use the service and only for certain applications.
• If demand for the low-latency service exceeds the available 100 kb/s, service should not be compromised across all users arbitrarily. Rather, some subset of users should continue to get low-latency service for all their traffic while other users obtain best-effort for all their traffic (avoiding the 11th telephony session problem).
Signaling in Operation -The customer is able to use the low-latency service in the manner described by making use of signaling. Specifically, the network devices in the customer premises which interface to the diffserv network (border routers) are configured to participate in RSVP signaling. As hosts initiate sessions requiring low-latency service, RSVP messages arrive at the customer's border router at the ingress to the diffserv network. These messages indicate the requesting user and application, the required bandwidth, the need for low-latency service, and the classification information describing the corresponding traffic. Typically, information from these messages would be directed by the border router to a companion policy server (not illustrated). The policy server (also known as a policy decision point, PDP) would then compare the user and application against a list of allowed users and applications to determine whether the particular traffic flow is entitled to low-latency service. If it is, the policy server would compare the required bandwidth from the RSVP message against the total available, per the SLA, taking into account any traffic flows that have already been admitted. If sufficient capacity remains, the border router, in cooperation with its policy server, admits the request, allowing the RSVP message to pass unhindered. It simultaneously begins marking traffic on the admitted flow with DSCP A. Note that, if trusted to do so, the sending host may mark traffic on admitted flows with DSCP A.
If the flow is not admissible, due to insufficient privileges for the user or application, or a lack of resources (per the SLA), the policy server rejects the request, the appropriate RSVP rejection messages are sent by the border router and the border router does not mark traffic on the flow with the privileged DSCP. Senders are still able to send traffic, even on rejected flows. However, the traffic will not be marked for privileged treatment and will be treated as best-effort traffic by the network. The admission control procedure described could be applied to RSVP PATH messages and/or to RSVP RESV messages. The choice is a matter of policy to be established by the network administrator. Note that if a flow is admitted, PATH messages pass unhindered from sender to receiver, and RESV messages pass in return. In this example, the messages are carried transparently through the diffserv network.
Analysis of the Scenario -In this scenario the diffserv network uses aggregate traffic handling and ignores signaling altogether. The customer network participates in signaling at the ingress to areas of the network that offer limited resources and must be used efficiently. Within the customer's networks the customer may use no traffic handling, per-conversation traffic handling or aggregate traffic handling. If we assume that the customer's networks are high-capacity LANs, it may be sufficient to use no special traffic handling mechanism.
If the customer did not use signaling at the ingress to the diffserv network, the customer would be faced with the following options:
• Pay to increase the amount of traffic allowed by the SLAs for low-latency service, such that regardless of how many callers attempt to make simultaneous use of DSCP A, there will be sufficient capacity to not compromise service to any.
• Compromise the quality of the guarantees available to users of DSCP A. If demand for DSCP A exceeds capacity per the SLA, do not return a busy signal to specific users; instead, allow that all users' service will be compromised.
In effect, we have made use of signaling at specific points in the network in order to simultaneously provide high-quality guarantees and to make efficient use of network resources. We have decided that it is preferable to return a busy signal in the rare case that demand exceeds the capacity we have purchased, thereby ensuring the service provided to the admitted users.
Note that similar mechanisms could be used in the event that the two customer sites were connected via a dedicated leased line. In this case, the customer would configure the routers transmitting onto their leased line to have two queues (for two aggregate classes of traffic). One queue would be configured to have priority over the other. Admission control would be used, in the manner described, to limit the volume of traffic directed to the high-priority queue.
Enhancing Efficiency within the Diffserv
Network -In the scenario illustrated, we assume that the diffserv network can be provisioned in a manner to support the high-quality guarantees offered by the SLA. To this end, the diffserv provider may dedicate resources in certain devices to support these guarantees. (This is somewhat analogous to the use of permanent virtual circuits in ATM networks and tends to be inefficient.) Alternatively, the diffserv provider may choose to use diffserv resources more efficiently by statistically multiplexing the resources among multiple customers. However, in this case, usage patterns in excess of the statistical expectations may compromise the quality of guarantees offered to customers. As a result of its reliance on top-down provisioning, the diffserv provider compromises either the efficiency with which network resources are used or the quality of guarantees that can be offered.
The diffserv provider could enhance the diffserv network by employing some form of dynamic signaling at certain key points within the diffserv network and using this signaling to effect s s Figure 3 . Per-conversation signaling combined with aggregate trafffic handling.
topology-aware dynamic admission control within the diffserv network. This observation leads us to a discussion of the quality/efficiency product of a network.
THE QUALITY/EFFICIENCY PRODUCT
When managing a network to offer QoS, the manager is faced with certain trade-offs. A given network and its QoS mechanisms can offer a certain quality of guarantees at a certain level of efficiency. In order to improve the quality of guarantees without changing the QoS mechanisms used, it is necessary to overprovision the network, thereby compromising its efficiency. On the other hand, resources can be spared if the network manager is willing to offer lower-quality guarantees. This trade-off is illustrated in Fig. 4 . This chart shows that, for a given network and a given set of QoS mechanisms, the product of the quality of guarantees which can be offered and the efficiency of resource usage is fixed. We call this the quality/efficiency product (QE product).
The concept of the QE product is proposed by the author. Although no mathematical proof is offered, the concept is exemplified by the 11th telephony session example discussed previously. Other intuitive examples abound. For instance, our corporate LAN offers reasonably high-quality guarantees for telephony traffic. This is because our LAN is based on gigabit rate interfaces, which can be considered overprovisioned with respect to the relatively modest demands of telephony traffic. On the other hand, we cannot afford to over-provision our corporate WAN links. Because our WAN links are more efficiently provisioned, we are unable to support the quality required for telephony without adding QoS mechanisms (e.g., traffic handling and admission control) to our WAN links.
It follows that, if a network manager desires to simultaneously operate a network efficiently and offer high-quality guarantees, it will be necessary to make use of more sophisticated QoS mechanisms in order to raise the QE product of the network. Different QoS mechanisms impose different levels of overhead in terms of the processing and storage required in network devices to support the mechanism. This overhead is a third factor that must be considered by the network administrator when deciding which QoS mechanisms to apply at different points in the network. The effect of various QoS mechanisms on the QE product of the network and their associated overhead is tabulated below in Table 1 .
Debates abound regarding the benefits vs. overhead of one QoS mechanism over another. This is the essence of the debate regarding the scalability of RSVP (when used with per-conversation signaling). Any such debate should be considered in the context of the QE product required. If a high QE product is required, it will be necessary to incur more QoS overhead than if a high QE product is not required. It is impossible to avoid the overhead of more sophisticated QoS mechanisms unless one is willing to compromise the QE product.
Note that the QE product of a network is a local characteristic, although its effects may be global. Traffic between peer hosts typically traverses a number of concatenated subnetworks. In order for the peer hosts to enjoy high-quality guarantees, it is necessary that all subnetworks in the end-to-end path support high-quality guarantees. It may be practical to overprovision certain subnetworks (in which case a high QE product is not necessary); it may not be practical to overprovision others. These might employ QoS mechanisms of varying sophistication to raise the QE product of the particular subnetwork.
There is no clear boundary between overprovisioned and efficiently provisioned. Similarly, there is no clear boundary between high-quality and low-quality guarantees, nor between highoverhead and low overhead QoS mechanisms. These all exist on a continuum. As implied by the table above, a network administrator may choose to mix and match various QoS mechanisms to achieve the QE product desired in a certain part of the network. One example of a pragmatic mix of mechanisms is the use of perconversation signaling with aggregate traffic handling, as was described in the context of using RSVP admission control to a diffserv network. An additional variable that the network administrator may use (which is not clearly identified in the table above) is the density of signalingenabled devices. The more network elements participate in signaling, the higher the QE product of that part of the network.
SUPPORT FOR MULTIPLE TRAFFIC TYPES IN A SINGLE NETWORK
Many networks will be required to support high-quality end-to-end guarantees. This requirement imposes the constraints described above, namely the need to use sophisticated QoS mechanisms to obtain a high QE product, or the acceptance that parts of the network will be used inefficiently. However, not all traffic traversing the network will require high-quality guarantees. Some will require medium-quality guarantees or none at all. For this traffic, a low QE product is acceptable. The network can be run efficiently at the cost of the quality of guarantee offered. In practice, QoS networks are likely to be operated by superimposing multiple virtual nets s Figure 4 . The trade-off between quality and efficiency. works, having different QE products, on a single physical network. For example, certain network elements may be designated to participate in RSVP signaling initiated by applications requiring high-quality guarantees. However, applications that require only low-quality guarantees may be supported by top-down provisioning of the same network elements. Within the network element, resources granted for high-quality guarantees must be protected from the impact of traffic entitled to low-quality guarantees. As such, the network element can be considered to serve two virtual networks, one offering highquality guarantees and a high QE product, and the other not required to offer high-quality guarantees. It is likely that QoS networks will simultaneously support four types of QoS traffic, as follows:
• High-quality guarantees for quantitative signaling applications -these applications signal and are readily able to quantify their resource requirements. Examples of such applications are IP telephony applications, video streaming, and other multimedia applications.
• Medium-quality guarantees for qualitative signaling applications -recent adaptations of the classic RSVP/Intserv model have made use of RSVP signaling to offer improved management of resources for traffic of applications that can signal but cannot readily quantify their resource requirements. Instead of offering quantitative parameters to the network, such qualitative signaling simply offers the identity of the originating application and the type of traffic flow, and lets the network determine how to prioritize this traffic. Obviously, since no specific quantity of resources is requested, no specific quantity of resources will be guaranteed. This mode of operation is expected to be useful, for example, for enterprise resource planning (ERP) applications such as SAP/R3.
• Low-quality guarantees for nonpersistent applications -signaling makes sense only for applications that generate persistent sessions. For applications such as Web browsing, the peer endpoint may change so frequently that the setup overhead of signaling cannot be justified. These applications will be supported by top-down provisioning exclusively, offering only lowquality guarantees.
• Best-effort service for all other applications -obviously, many applications will continue to run satisfactorily with no guarantees, just standard best-effort service. Consequently, it is likely that the fully QoSenabled network will be managed as four logical networks superimposed on a single physical network.
MANAGING ALL OF THIS: POLICY COMPONENTS
Management of the fully QoS-enabled network is likely to prove quite challenging. Although a number of network equipment and operating system vendors are working on QoS policy management systems, current offerings are less advanced than many of the underlying QoS technologies discussed so far. In addition, the policy management systems tend to use proprietary interfaces and to interoperate only with one vendor's network elements. As a consequence, network administrators deploying QoS today must be quite resourceful in managing the QoS mechanisms deployed. However, at least two working groups at the IETF and other working groups in the industry are working at breakneck speed to develop standard protocols and interfaces for interoperable policy management systems. The working groups in the IETF are the RSVP Admission Protocol (RAP) and Policy Framework working groups. So far, these working groups have defined the concept of a policy enforcement point (PEP) and policy decision point (PDP). PEPs are the network elements through which traffic flows (routers and switches). These elements, therefore, are the ultimate enforcers of QoS policy. PEPs depend on a PDP (also referred to as a policy server) to make decisions regarding the application of specific QoS policies at the network element. These decisions may take the form of an admission control decision regarding an RSVP request received at the PEP, or alternatively the pushing of top-down configuration parameters from the PDP to the PEP. A single PDP may serve multiple PEPs. The IETF has defined the COPS protocol as a standard communications mechanism between PDPs and PEPs.
PDPs apply policies that are derived from a policy store. The policy store typically contains lists of users and applications, and the network resources to which they are entitled under differ- ent circumstances. This information typically has the scope of an administrative domain or a corporate intranet. Although information from the policy store may be applied in a dynamic fashion, the information itself remains relatively static. The network administrator must be able to install such policy information in a centralized manner; however, the policies must be supplied to PDPs and PEPs distributed throughout the network. For these reasons, directories tend to make good policy stores.
In the somewhat more academic world of Internet-2, work is proceeding on the concept of a bandwidth broker. The bandwidth broker concept is similar to a PDP in the sense that it makes decisions regarding bandwidth provisioning. However, bandwidth brokers tend to operate at a higher level than PDPs. PDPs are typically connected to a small number of PEPs within an administrative domain. They tend to be topology-aware as a result of their role in the RSVP admission control process. Bandwidth brokers are aimed more at the interfaces between domains. They tend to be less aware of the topologies within domains.
CONCLUSION
We defined QoS functionality to consist of fundamental traffic handling mechanisms in switches and routers, and provisioning and configuration mechanisms by which these can be coordinated in an effective manner. Traffic handling mechanisms may handle traffic for each conversation individually, or from multiple conversations in aggregate. Provisioning and configuration may be effected by top-down mechanisms or signaling from hosts.
RSVP is a signaling mechanism. As initially envisioned by the IETF, it uses Intserv semantics to invoke per-conversation traffic handling. Concerns regarding the scalability of per-conversation traffic handling in large networks initially impeded RSVP's acceptance. Diffserv is an aggregate traffic handling mechanism that was developed by the IETF to address scalability concerns associated with earlier approaches. The ISSLL working group of the IETF has developed a model by which RSVP signaling is used with diffserv traffic handling in order to enable QoS in a scalable manner. In addition, by listening to RSVP signaling, network devices are more readily able to identify and classify traffic in order to determine the appropriate traffic handling mechanisms to apply.
In general, a given subnetwork has a fixed quality/efficiency product. This means that the network administrator can trade-off the efficiency with which the network is operated against the quality of guarantees the network can offer to traffic that flows through it. If it is necessary to both operate the network efficiently and offer high-quality guarantees, additional QoS mechanisms must be employed in the network. Increasingly sophisticated QoS mechanisms can offer increasing quality/efficiency products; however, these carry overhead which must be weighed against the improvement in quality/efficiency product. A combination of RSVP signaling and diffserv traffic handling offers a good balance between these trade-offs.
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