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Resumen: En esta comunicacio´n se presenta MARIE, un algoritmo de decodifi-
cacio´n para un sistema de traduccio´n automa´tica estoca´stica basado en N -gramas.
Para su implementacio´n se utiliza una estrategia de bu´squeda en haz, con capacidad
para realizar reordenamientos (distorsio´n). El modelo de traduccio´n esta´ basado en
N -gramas bilingu¨es, ampliado para introducir reordenamientos en las cadenas de
palabras. La estructura del espacio de bu´squeda permite realizar un alto grado de
poda, incrementando as´ı la eficiencia del algoritmo.
Palabras clave: traduccio´n automa´tica estoca´stica, modelos de traduccio´n basados
en N -gramas, algoritmos de decodificacio´n
Abstract: In this paper we describe MARIE, an N -gram-based stochastic machine
translation decoder. It is implemented using a beam search strategy, with distortion
(or reordering) capabilities. The underlying translation model is based on an N -
gram approach, extended to introduce reordering at the phrase level. The search
graph structure is designed to perform very accurate comparisons, what allows for
a high level of pruning, improving the decoder efficiency.
Keywords: stochastic machine translation, N -gram-based translation models, de-
coding algorithms
1. Introduccio´n
La traduccio´n automa´tica estoca´stica
(TAE), se define como una tarea donde ca-
da oracio´n fuente fJ1 se transforma (o gene-
ra) en una oracio´n destino dI1, a trave´s de un
proceso estoca´stico.
La traduccio´n de una oracio´n fuente pue-
de formularse como la bu´squeda de la oracio´n
destino que maximiza la probabilidad condi-
cional p(dI1|fJ1 ), que usando la regla de Bayes
puede reescribirse como:
arg ma´x
dI1
{
p(fJ1 |dI1) · p(dI1)
}
(1)
donde p(fJ1 |dI1) representa el modelo de tra-
duccio´n y p(dI1) es el modelo de lenguaje del
idioma destino.
La descomposicio´n del problema en dos
fuentes sigue el enfoque llamado ’modelo de
canal ruidoso’. La operacio´n de maximizacio´n
(argmax) denota el problema de bu´squeda.
En este punto podemos describir la tarea
de traduccio´n automa´tica como el proceso de
bu´squeda de las palabras del idioma destino
que maximizan conjuntamente dos objetivos:
(primero) encontrar las palabras que mejor
traducen las palabras de la oracio´n fuente. Y
(segundo) encontrar la secuencia de palabras
que genera una oracio´n destino correcta. Para
el primero se utiliza un modelo de traduccio´n,
que indica para cada par de palabras (fuente
y destino) la probabilidad de que una sea tra-
duccio´n de la otra. Para el segundo se utiliza
un modelo de lenguage (destino), que indica
para cada oracio´n (o secuencia) la probabili-
dad de que e´sta pertenezca al idioma destino.
En referencia al modelo de traduccio´n, los
primeros sistemas de traduccio´n automa´tica
trabajaban a nivel de palabras (Brown et al.,
1990) (las unidades bilingu¨es se componian
de palabras aisladas). Los algoritmos de de-
codificacio´n de estos primeros sistemas pue-
den clasificarse bajo diferentes aproximacio-
nes: bu´squeda A∗ (Och, Ueffing, y Ney, 2001),
programacio´n entera (Germann et al., 2001),
algoritmos voraces (Germann, 2003), (Berger
et al., 1994), (Wang y Waibel, 1998).
Recientemente, los sistemas de TAE tien-
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den a utilizar secuencias de palabras como
unidades ba´sicas del modelo de traduccio´n,
con el objetivo de introducir el contexto en
dicho modelo. Estos sistemas llevan a cabo
la traduccio´n mediante la maximizacio´n de
una combinacio´n lineal de los logaritmos de
la probabilidad asignada a la traduccio´n por
el modelo de traduccio´n y otras caracter´ısti-
cas, siguiendo la aproximacio´n por ma´xima
entrop´ıa, (Berger, Della Pietra, y Della Pie-
tra, 1996) (facilitando as´ı la introduccio´n de
modelos adicionales):
arg ma´x
dI1
{exp(
∑
i
λihi(d, f))} (2)
donde cada funcio´n caracter´ıstica hi consiste
en el logaritmo de la probabilidad asignada
por cada uno de los modelos (traduccio´n, len-
guaje destino, distorsio´n, etc.), los pesos λi se
ajustan optimizando una funcio´n de evalua-
cio´n.
Diversos autores han demostrado que la
utilizacio´n de un modelo de distorsio´n, el cual
permite realizar reordenamientos de secuen-
cias de palabras, permite mejorar los resul-
tados de traduccio´n para algunos pares de
lenguas. Estos sistemas se ven forzados a
restringir sus habilidades de distorsio´n debi-
do al alto coste computacional que suponen.
En (Knight, 1999), se ha clasificado el pro-
blema de la decodificacio´n, cuando se permi-
te distorsio´n, en el grupo de los problemas
NP-completos.
En (Tillmann y Ney, 2000) y (Och y
Ney, 2004) se describen dos decodificadores
con habilidad para realizar reordenamientos.
En (Koehn, 2004) se puede encontrar un de-
codificador basado en secuencias de palabras
que realiza reordenamientos y se puede des-
cargar de internet de manera gratuita.
Esta comunicacio´n enfoca el problema de
la decodificacio´n en TAE cuando se permi-
te distorsio´n, bajo un modelo de traduccio´n
basado en N -gramas, ver (de Gispert y Ma-
rin˜o, 2002). Esta´ organizado de la siguiente
manera: en la seccio´n 2 se introducen las par-
ticularidades del modelado de la traduccio´n
utilizado por el decodificador, en la seccio´n 3
se describen las caracter´ısticas del decodifica-
dor. En la seccio´n 4 se muestran varios expe-
rimentos que evalu´an el rendimiento del deco-
dificador. Finalmente, en la seccio´n 5 se pre-
sentan las conclusiones y se describen l´ıneas
de investigacio´n futuras.
2. Modelo de Traduccio´n basado
en N-gramas
De acuerdo con la ecuacio´n 1, la traduc-
cio´n puede tambie´n verse como el proceso es-
toca´stico que maximiza la probabilidad con-
junta:
arg ma´x
dI1
{ p(dI1, fJ1 )} (3)
El modelo de traduccio´n puede entenderse
como un modelo de lenguaje de unidades bi-
lingu¨es (llamadas tuplas). Dichas tuplas, de-
finen una segmentacio´n mono´notona de los
pares de oraciones utilizadas en el entrena-
miento del sistema (fJ1 , e
I
1), en K unidades
(t1, ..., tK).
En la extraccio´n de las unidades bilingu¨es,
cada par de oraciones da lugar a una secuen-
cia de tuplas que so´lo dependera´ de los ali-
neamientos internos entre las palabras de la
oracio´n. En (Pico´, Toma´s, y Casacuberta,
2004) se describe una metodologia de traduc-
cio´n por estados finitos basada en alineamien-
tos.
La mayoria de sistemas basados en secuen-
cias de palabras utilizan una unidad bilingu¨e
parecida (habitualmente llamada ’phrase’, en
ingle´s), que no contempla la idea de segmen-
tacio´n del par de oraciones (Och y Ney,
2004). En la extraccio´n de estas unidades bi-
lingu¨es se utilizan los alineamientos internos
entre palabras del par de oraciones con el ob-
jetivo de conseguir el ma´ximo nu´mero de uni-
dades (phrases).
Tal y como se han definido las tuplas y las
phrases, el conjunto de tuplas consiste en un
subconjunto del conjunto de phrases.
La figura 1 muestra un ejemplo de extrac-
cio´n de tuplas y phrases a partir de un par
de oraciones alineadas palabra a palabra.
En la traduccio´n de una oracio´n de entra-
da, el decodificador debe encontrar la secuen-
cia de tuplas asociada a una segmentacio´n de
la oracio´n de entrada que produzca probabi-
lidad ma´xima. Tal probabilidad ma´xima, se
calcula como combinacio´n lineal de los mo-
delos utilizados en el sistema de traduccio´n
(maximizacio´n indicada en la ecuacio´n 2).
El modelo de traduccio´n esta implemen-
tado utilizando un modelo de lenguaje (bi-
lingu¨e) basado en N -gramas (B), (con N =
3):
p(d, f) = Pr(tK1 ) =
K∏
k=1
p(tk | tk−2, tk−1) (4)
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Usando el enfoque log-lineal de la ecuacio´n
2, el decodificador utiliza cuatro funciones ca-
racteristicas (definidas como probabilidades):
Un modelo de traduccio´n calculado utili-
zando las probabilidades lexicas del mo-
delo IBM1, para ambas direcciones (I):
Pr(tK1 ) =
K∏
i=1
pI(dk | fk)λ1pI ′(fk | dk)λ2
(5)
donde cada peso de modelo (λ1 y λ2) se
ajusta optimizando una funcio´n de eva-
luacio´n, de manera conjunta con el resto
de coeficientes de los modelos.
Un modelo de lenguaje basado en N -
gramas del idioma destino (T), (con N =
3):
Pr(dI1) =
I∏
i=1
p(di | di−2, di−1) (6)
Una penalizacio´n basada en el nu´mero
de palabras de la traduccio´n, usada para
compensar la preferencia del decodifica-
dor por las traducciones cortas (P):
Pr(dI1) = exp(I) (7)
Un modelo de distorsio´n basado en la
distancia entre palabras (R):
Pr(tK1 ) = exp(−
K∑
k=1
distk) (8)
donde distk indica la distancia entre la
primera palabra de la tupla K, y la u´lti-
ma palabra +1 de la tupla K − 1 (dis-
tancias medidas en nu´mero de palabras).
Ve´ase que para dos tuplas consecutivas
la distancia resultante es dist = 0.
Se pueden introducir nuevos modelos ex-
tendiendo el sumatorio de la ecuacio´n 2 con
funciones caracteristicas adicionales.
3. Decodificador
En TAE, los decodificadores construyen la
oracio´n destino (traduccio´n) de manera incre-
mental (de izquierda a derecha) en forma de
hipo´tesis, permitiendo discontinuidades en la
oracio´n fuente.
En el proceso de bu´squeda del camino
o´ptimo, se utiliza un algoritmo de bu´squeda
Figura 1: Extraccio´n de tuplas y phrases a
partir de un par de oraciones alineadas pala-
bra a palabra. La segmentacio´n de cada par
de oraciones se lleva a cabo utilizando el ali-
neamiento de Viterbi, ver (Crego, Marin˜o, y
de Gispert, 2004). Como puede verse, el con-
junto de tuplas resultantes son un subconjun-
to del conjunto de phrases.
’en haz’, con poda. Los algoritmos de bu´sque-
da ’en haz’ suelen ser los mas utilizados en el
problema de la decodificacio´n en TAE.
La bu´squeda se realiza construyendo tra-
ducciones parciales (hipo´tesis), que se con-
servan en una o varias listas. Las listas son
posteriormente podadas, de acuerdo con la
probabilidad acumulada de las hipo´tesis que
contienen. Las peores hipo´tesis, con menor
probabilidad, se descartan con el objetivo de
hacer eficiente la bu´squeda.
Uno de los mayores problemas al construir
un decodificador de TAE consiste en la obli-
gatoriedad de podar la bu´squeda. Algunos de
los decodificadores que utilizan un algoritmo
de busqueda ’en haz’ utilizan una sola lis-
ta, donde todas las hipo´tesis compiten para
sobrevivir al proceso de poda. Utilizar una
sola lista hace que la manera como se com-
paran (ordenan) las hipo´tesis en la lista tenga
una importancia capital, dado que la bu´sque-
da tiende a mantener vivas aquellas hipo´tesis
(traducciones parciales) que en los primeros
pasos de la bu´squeda obtienen mayor proba-
bilidad (a pesar de no ser siempre las mejo-
res).
Para evitar este problema suele utilizarse
una funcio´n heur´ıstica, que para cada hipo´te-
sis ofrece una estimacio´n de la probabilidad
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del mejor camino que completa la traduccio´n,
permitiendo descartar aquellas hipo´tesis con
valoracio´n pesimista respecto al camino fu-
turo y transformando el algoritmo en una
bu´squeda de tipo A∗. Un problema asocia-
do a la utilizacio´n de funcio´n heur´ıstica con-
siste en la dificultad de encontrar buenas es-
timaciones, con coste computacional acepta-
ble, ver (Och, Ueffing, y Ney, 2001), (Och y
Ney, 2004) and (Koehn, 2004).
Varias listas, en vez de una u´nica, pue-
den utilizarse, ayudando al proceso de po-
da (siendo ma´s justa la comparacio´n efectua-
da). Normalmente, las hipo´tesis se guardan
en diferentes listas, dependiendo del nu´mero
de palabras fuente o destino que la traduc-
cio´n lleva acumuladas. Nuestro decodificador
sigue la aproximacio´n multi-lista sin utilizar
funcio´n heur´ıstica.
3.1. Algoritmo y estructura del
grafo de bu´squeda
La bu´squeda empieza an˜adiendo un estado
inicial, donde ninguna de las palabras fuente
estan au´n cubiertas (traducidas).
Se van an˜adiendo nuevos estados (hipo´te-
sis), utilizando las tuplas disponibles que cu-
bren las palabras de la oracio´n fuente aun sin
cubrir. Cada hipo´tesis utiliza un vector de co-
bertura para indicar que´ palabras de la ora-
cio´n fuente estan ya traducidas (por ejemplo,
una hipo´tesis con vector de cobertura ’11000’
indica que las dos primeras palabras de la
oracio´n fuente ya se han traducido).
La expansio´n de una hipo´tesis permite cu-
brir (traducir) cualquiera de las palabras de
la oracio´n fuente (con la restriccio´n de que las
palabras cubiertas en la expansio´n considera-
da sean consecutivas y que no hayan sido ya
traducidas). Las palabras destino de la tupla
utilizada en una expansio´n se an˜aden secuen-
cialmente a la oracio´n destino, construyendo
la traduccio´n de manera mono´tona.
El coste de cada nuevo estado resulta de
sumar al coste del estado predecesor, el coste
derivado de los diferentes modelos.
La Tabla 1 indica la informacio´n contenida
en cada estado.
La figura 2 muestra un ejemplo de la es-
tructura del grafo de bu´squeda. El grafo pue-
de descomponerse en tres niveles:
Hipo´tesis. En la figura 2, representados
mediante el s´ımbolo ’*’.
Listas. En la figura 2, las cajas con la
Un enlace al estado predecesor
Las u´ltimas N1 tuplas
Las u´ltimas N2 palabras destino
El vector de cobertura
Posiciones cubiertas por la u´ltima tupla
El coste asociado al estado
Cuadro 1: Cada hipo´tesis se representa utili-
zando seis campos de informacio´n. Cada Ni
se fija de acuerdo a los N -gramas usados en
los modelos de traduccio´n (B) y de lenguaje
destino (T).
etiqueta correspondiente al vector de co-
bertura. Cada lista contiene un conjunto
ordenado de hipo´tesis (todas las hipo´te-
sis de una lista han traducido las mismas
palabras de la oracio´n fuente).
Grupos (de listas). En la figura 2, deli-
mitadas con una linea discontinua. Ca-
da grupo contiene un conjunto ordena-
do de listas, correspondiente a las listas
de hipo´tesis que han traducido el mismo
nu´mero de palabras de la oracio´n fuente
(para ordenar las listas se utiliza el cos-
te de la mejor hipo´tesis de cada una de
ellas). Cuando la bu´squeda esta restrin-
gida a traducciones mono´tonas, so´lo se
permite una lista para cada grupo.
En la figura 2, las flechas unen a cada
hipo´tesis con su predecesora. De manera que
cada hipo´tesis tendra´ una u´nica flecha de sa-
lida (que la unira´ a su predecesora) y varias
hipo´tesis de entrada (sucesoras).
La bu´squeda itera expandiendo las hipo´te-
sis disponibles. La expansio´n se produce de
manera incremental, empezando por el grupo
de listas que cubren una palabra de la ora-
cio´n fuente, acabando en el grupo de listas
que cubren J−1 palabras (J es el nu´mero de
palabras de la oracio´n fuente).
Entre las hipo´tesis guardadas en el u´ltimo
grupo (aquellas que cubren todas las palabras
de la oracio´n fuente), se elige la de menor cos-
te (mayor probabilidad), siendo la hipo´tesis
que contiene la traduccio´n ganadora.
3.2. Poda del grafo de bu´squeda
Aquellas hipo´tesis que coinciden en las
u´ltimas N1 tuplas, el vector de cobertura y
las u´ltimas N2 palabras destino son recom-
binadas (N1 y N2 se fijan de acuerdo con el
orden N de los modelos N -gramas de traduc-
cio´n (B) y lenguaje del idioma destino (T)),
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de manera que se mantienen so´lo las mejores
hipo´tesis. La recombinacio´n consiste en una
te´cnica de poda sin riesgo para la bu´squeda,
ya que aquellos estados que se van a recombi-
nar no pueden distinguirse en futuros pasos
del proceso de bu´squeda.
Para cada lista, so´lo sus mejores hipo´tesis
son expandidas:
Las (b) hipo´tesis con menor coste (poda
por histograma);
con un coste comprendido entre el coste
de la mejor hipo´tesis y un margen (t)
(poda por umbral).
Las mismas estrategias de poda se utilizan
en la expansio´n de las listas de cada grupo:
Se expandira´n las (B) listas con menor
coste (poda por histograma);
con un coste comprendido entre el coste
de la mejor lista y un margen (T ) (poda
por umbral).
Cuando en la bu´squeda se utiliza la carac-
teristica de distorsio´n, el decodificador sufre
de la aparicio´n de una gran cantidad de listas
(con l´ımite superior 2J , siendo J el nu´mero
de palabras de la oracio´n fuente). No so´lo los
estados de cada lista, sino que tambie´n las lis-
tas deben ser podadas. Para reducir el nu´me-
Figura 2: Grafo de bu´squeda correspondien-
te a una oracio´n fuente con cuatro palabras.
El grafo esta limitado por el nu´mero ma´xi-
mo de distorsiones permitidas en cada ora-
cio´n (j = 1), as´ı como la distancia ma´xima
que se permite reordenar una palabra (o se-
cuencia de palabras (m = 1). Los detalles de
estas restricciones pueden encontrarse en las
siguientes secciones.
ro de listas, se utilizan dos restricciones, que
se detallan en la siguiente subseccio´n.
3.3. Distorsio´n
Una buena estrategia para limitar los reor-
denamientos resulta clave para reducir el pro-
blema derivado de la explosio´n combinatoria
del espacio de bu´squeda. En (Zens, Och, y
Ney, 2004), se muestra una comparativa entre
varias restricciones de reordenamiento, lla-
madas restricciones ITG (Wu, 1995) y IBM
(Berger, Della Pietra, y Della Pietra, 1996).
Nuestro decodificador implementa dos res-
tricciones con el objetivo de reducir las listas
de la estructura del espacio de bu´squeda:
Un l´ımite de distorsio´n (m). Una pala-
bra de la oracio´n fuente (o secuencia de
palabras) so´lo podra ser reordenada una
distancia ma´xima (medida en palabras).
Un limite de reordenamientos (j). Una
traduccio´n so´lo puede contener un nu´me-
ro ma´ximo de reordenamientos j.
4. Experimentos
En esta seccio´n se muestran varios expe-
rimentos que evalu´an el rendimiento del de-
codificador, usando BLEU (Papineni et al.,
2001) y WER (Word Error Rate). Inicialmen-
te se detallan las condiciones en que los ex-
perimentos fueron realizados.
4.1. Corpus
Los experimentos se efectuaron utilizando
dos bases de datos:
El corpus TC-Star1 (espan˜ol-ingle´s) y
el corpus IWSLT 2004 BTEC2 (chino-
ingle´s).
Con el corpus TC-Star, se utilizo la ver-
sio´n de texto FTE (Final Text Edition), em-
pleada en la primera evaluacio´n SLT (Spoken
Language Translation) del proyecto TC-Star.
Las tablas 2 y 3 muestran las estad´ısticas
ba´sicas de dichos corpus, es decir, nu´mero de
oraciones (Norac), palabras (Npal), vocabula-
rio (|V |) y longitudes media para cada idioma
(L). M y k indican millones y miles de uni-
dades respectivamente.
1www.tc-star.org
2www.slt.atr.jp/IWSLT2004
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Conj Leng Norac Npal |V | L
en 33,4M 105k 27.3
entr
es
1,2M
34,7M 168k 28.4
en 26k 3,2k 25.8
test
es
1,008
25k 3,9k 25.4
Cuadro 2: Corpus TC-Star. Para el conjunto
de test de ambos idiomas se utilizaron dos
referencias.
Conj Leng Norac Npal |V | L
en 188k 8,1k 9.4
entr
zh
20k
183k 7,6k 9.1
en 4,1k 2,4k 8.4
test
zh
500
3,7k 893 7.6
Cuadro 3: Corpus BTEC. Para el conjunto
de test en ingle´s se utilizaron 16 referencias.
4.2. Entrenamiento de los modelos
En el alineamiento palabra a palabra del
corpus de entrenamiento utilizamos giza++,
las dos direcciones fueron alineadas para pos-
teriormente utilizar la unio´n de ambos alinea-
mientos, ver (Och y Ney, 2004). Los pares
de oraciones del conjunto de entrenamiento
fueron segmentadas, extrayendo las unidades
bilingu¨es (tuplas) usando el me´todo extract-
tuples descrito en (Crego, Marin˜o, y de Gis-
pert, 2004).
Inicialmente, el conjunto de oraciones de
entrenamiento del corpus TC-Star fue poda-
do bajo los siguientes criterios:
Las oraciones estan limitadas a un nu´me-
ro ma´ximo de palabras (fijado a 100).
La diferencia en nu´mero de palabras en-
tre cada oracio´n fuente y su correspon-
diente traduccio´n no puede superar un
umbral determinado (fijado a 2.5).
Posteriormente, se realizo´ una nueva poda
sobre el vocabulario de tuplas derivado del
corpus TC-Star, considerando el criterio de
limitar el nu´mero de traducciones para cada
secuencia de palabras del idioma fuente (fi-
jado a 20 en el caso de la traduccio´n ingle´s
a espan˜ol, y a 30 en el caso de la traduccio´n
espan˜ol a ingle´s).
Las diferentes podas realizadas, benefician
la estimacio´n de los modelos de traduccio´n
as´ı como a la eficiencia de la bu´squeda. Los
criterios seguidos para establecer los valores
de la poda han sido elegidos empiricamente.
Pueden utilizarse otras te´cnicas de poda
sobre el conjunto de unidades bilingu¨es de
entrenamiento, basadas en limitar dichas uni-
dades a aquellas:
Que ocurren un mı´nimo nu´mero de veces
en el conjunto de entrenamiento.
Que no exceden un umbral de taman˜o
(nu´mero de palabras en cada idioma de
la unidad).
Que no exceden un umbral de fertilidad
(diferencia en el nu´mero de palabras de
cada idioma).
Estas u´ltimas te´cnicas de poda no fueron
utilizadas en los experimentos presentados en
esta comunicacio´n.
Para entrenar los modelos N -grama, usa-
mos la herramienta SRILM (Stolcke, 2002).
El tipo de algoritmo de descuento utilizado
fue el Kneser-Ney modificado (Chen y Good-
man, 1996), combinando las estimaciones a
traves de interpolacio´n.
Los pesos λi de la combinacio´n log-lineal
de modelos fueron ajustados minimizando el
estimador BLEU, usando el algoritmo sim-
plex (Nelder y Mead, 1965).
4.3. Resultados
La tabla 4 muestra los diferentes resul-
tados obtenidos por el decodificador En la
direccio´n chino a ingle´s, usando el corpus
BTEC, y ambas direcciones de traduccio´n pa-
ra el corpus TC-Star.
Los resultados obtenidos con el decodifi-
cador se encuentran entre los del estado del
arte para las tareas evaluadas (Akiba et al.,
2004) y (TC-Star, 2005).
Tarea BLEU WER
zh2en mon 0.331 51.5
zh2en reord 0.363 49.68
es2en mon 0.545 34.4
en2es mon 0.472 41.4
Cuadro 4: Las primeras dos filas muestran
los resultados en la tarea chino a ingle´s (en
la primera fila, el decodificador realiza traduc-
ciones mono´tonas, en la segunda fila se per-
miten reordenamientos). Las u´ltimas dos fi-
las muestran los resultados del decodificador
realizando traducciones mono´tonas en ambas
direcciones.
So´lo se recomienda la utilizacio´n de reor-
denamientos cuando la pareja de idiomas que
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intervienen en la traduccio´n as´ı lo requieren.
Por ejemplo, los reordenamientos requeri-
dos por la pareja espan˜ol-ingle´s estan limi-
tados a reordenamientos de corta distancia,
dichos reordenamientos estan suficientemen-
te bien capturados por el uso de unidades bi-
lingu¨es formadas por secuencias de palabras.
5. Conclusiones y trabajo futuro
Se ha descrito MARIE un decodificador
para sistemas de traduccio´n automa´tica es-
toca´stica basado en N -gramas con habilidad
para realizar reordenamientos. Permite facil-
mente la incorporacio´n de nuevos modelos
gracias a seguir un enfoque log-lineal.
A pesar de la preferencia por las traduc-
ciones mono´tonas que muestran los mode-
los basados en N -gramas, los resultados indi-
can la posibilidad de realizar reordenamien-
tos mejorando los resultados de traduccio´n.
La estructura del grafo de bu´squeda fa-
cilita la utilizacio´n de altos niveles de poda
gracias a que las hipo´tesis que compiten en el
proceso de poda son comparables.
Las restricciones utilizadas en el espacio
de bu´squeda permiten reducir su explosio´n
combinatoria, haciendo u´til el proceso de
bu´squeda con reordenamiento.
Se preve´ continuar la investigacio´n para
mejorar la eficiencia del decodificador me-
diante mejorar la poda del espacio de bu´sque-
da an˜adiendo nuevas restricciones de distor-
sio´n.
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