This paper deals with algorithms for producing and ordering lexical and nonlexical sequences of a given degree. The notion of "elementary operations" on positive α-sequences is introduced. Our main theorem answers the question of when two lexical sequences are adjacent. Given any lexical sequence, α ∈ Ln, we can produce its adjacent successor as follows; apply one elementary operation on the tail of the longest left sequence, of even length, which gives a lexical successor α ′ ∈ Ln, then compute the fundamental sequence f = α ∧ α ′ ∈ Lm and conclude for m ∤ n that α is adjacent to α ′ in Ln. Whereas for m | n , the sequence α is adjacent to a sequence generated by f and the least element of L d , where d = n m . Thus, while right sequences control the lexicality property of an α-sequence, it turns out that left sequences control the adjacency property of lexical and nonlexical sequences.
Introduction
The topic of lexical sequences is originated from the field of Discrete Dynamical Systems, and their combinatorial properties are related to patterns of words on two letters which label functions constituting the inverse graph G (n) ζ of the n th iterate of the parabolic map p ζ (x) = ζx(2 − x), ζ ∈ [0, ∞), x ∈ [0, ∞), ( see [1] , [6] , [8] ).
A lexical order denoted by "<" is a total order defined on the set of positive α-sequences, which was introduced in [7] and was extended in [1] and used by others in studying maps of the interval, (see [2] , [5] , [9] ). This paper deals with algorithms for producing and ordering lexical and nonlexical sequences of a given degree. A problem about the parity of adjacent lexical sequences was posed in a paper by J. D. Louck [6] . This problem was solved in [3] , and the authors proved that the length of adjacent lexical sequences have opposite parity. They used a transitivity property, as a strategy, in order to avoid the direct question of when two sequences are adjacent as they clarified in their paper, [3, p.484] . Their method is resumed as follows; given two adjacent lexical sequences they proved a "structural theorem", expressed them by means of their "fundamental" sequence and then inferred the opposite parity property.
On the contrary, in this paper we do attack this direct question. Given one lexical sequence, we will be able to list all its successors and all its precedings.
The paper is organized as follows; after recalling the common terminology needed for this work, we introduce in section 2, the notion of "elementary operations" on positive α-sequences and their properties. These will be applied on the tail of the longest left sequence in the set of all α-sequences and on the tail of the longest left sequence which give a lexical successor in the set of all lexical sequences. In section 3, we will prove the main theorem which answers the question of when two lexical sequences are adjacent. Precisely, given any lexical sequence, α ∈ L n , we can produce its adjacent successor as follows; apply one elementary operation on the tail of the longest left sequence, of even length, which gives a lexical successor α ′ ∈ L n , compute the fundamental sequence f = α ∧ α ′ ∈ L m and conclude for m ∤ n that α is adjacent to α ′ in L n , while for m | n , the sequence α is adjacent to a sequence generated by f and the least element of L d , where d = n m . Finally, in section 4, we will produce and order the main sets of lexical and nonlexical sequences out of one element.
Definitions and Notations
We borrow some of the terminology that appeared in the references [1] , [3] , [6] and [7] . The principal notations will be adopted from [3] .
• An α-sequence is a finite sequence over the natural numbers
A left sequence of α is any sequence of the form (α 1 , α 2 , ..., α i ), 1 ≤ i ≤ k. In this last case α i is called the tail of the left sequence.
• A total order relation on the set of all α-sequences is defined as follows:
With each α-sequence τ = (τ 1 , τ 2 ,...,τ k ) we associate the sequence
which alternates in sign of its nonzero elements. For any different α-sequences τ and τ ′ we form the difference
If the first nonzero term in this difference is positive, we write τ > τ ′ and if, otherwise, is negative we write τ < τ ′ .
• If α < β then we call β a successor of α, and α a preceding of β.
• Two sequences α and β in the same set S are adjacent in S if there is no γ ∈ S such that α < γ < β.
• We say that α is adjacent to β in S, and denote α < adj β, if α and β are adjacent in S and α < β.
•
for all right sequences, 2 ≤ i ≤ k, otherwise is called nonlexical.
• l(α) denotes the length of the α and is defined as the number of its elements l(α) = k.
• The degree D(α) of the sequence α is defined by
• The set of positive sequences of a given degree
• The set of lexical sequences of a given degree
• The set of lexical sequences of degree dividing n.
• The product of two sequences αβ, where α = (α 1 , α 2 , ..., α k ) and β = (β 1 , β 2 , ..., β k ) is defined as αβ = (α 1 , α 2 , ..., α k , β 1 , β 2 , ..., β k ). In the same manner, α q denotes the product of α with itself q times and 1 q = (1) q i.e. 1 is repeated q times.
• The sequence α ∧ β constitutes the longest common left factor of α and β. More precisely, α ∧ α = α and for α = β if i is the first place for
• The sequences α e of even length and α o of odd length are defined as follows:
• The zero and the first harmonic of a sequence α are defined as h 0 (α) = α, h 1 (α) = α o α. The j-th harmonic of α is defined recursively by
• A sequence is fundamental if it cannot be written as the harmonic of another sequence.
• The star product, α⋆β, of two positive sequences α and β = (β 1 , β 2 , ..., β k ) is defined as follows
with values: val(C j (α)) = α j . We also consider C 1 (α), C 3 (α), ... as positive cells, whereas C 2 (α), C 4 (α), ... as negative cells. Thus, α 1 , α 3 , ... are placed in positive cells whereas α 2 , α 4 , ... are placed in negative cells. We define the following two elementary operations on α−sequences.
• Splitting cells.
We split a cell into two adjacent cells, the first with value α i − 1 and the second with value 1. Formally, for α i > 1 define,
We conjugate a cell with value α i = 1 and its left adjacent cell with value α i−1 into one cell with value α i−1 + 1. Formally, if α i = 1 define, 
Basic Properties of the Elementary Operations
It turns out that the elementary operations play an important role in answering the question of "when two α − sequences are adjacent?" First, we answer the question for the set A n . But we emphasize the fact that this work was inspired by the opposite parity property of adjacent sequences which was posed in [6] and solved in [3] . The next trivial lemma gives a motivation.
Lemma 2.3 Suppose that α
′ ∈ A n is obtained from α ∈ A n by applying one elementary operation E s or E c on a negative or positive cell of α, then α and α ′ have opposite parity of their length.
Next, we show that applying an elementary operation gives a successor or a preceding element.
Lemma 2.4
1. Suppose that α ′ ∈ A n is obtained from α ∈ A n by applying one elementary operation E s or E c on a negative cell of α, then α < α ′ .
If α
′ ∈ A n is obtained from α ∈ A n by applying one elementary operation E s or E c on a positive cell of α, then α ′ < α.
Proof. The elementary operations E s , E c increase or decrease the value of the corresponding cell according whether it is a positive or a negative cell.
In the following lemma we shall apply one elementary operation E s or E c on the tail of the longest left sequence of even length, which is the first negative cell of α from the right. Also, we shall apply one elementary operation E s or E c on the tail of the longest left sequence of odd length, which is the first positive cell of α from the right. Proof. We shall prove only the first part for α i > 1, the rest will follow similarly.
Suppose that α = (α 1 , α 2 , ..., α i−1 , α i , α i+1 ), where i is even and α i+1 ≥ 0. The longest left sequence of α, of even length, is (α 1 , α 2 , ...α i ). Thus, we have
Here again since, β succeeds α, we must have j = 1 and γ = α i+1 . So, γ = α. Consequently, α is adjacent to α ′ in A n . The following lemma covers a subcase of Theorem 3.1, in section 3. Lemma 2.6 Let g ∈ L m be fundamental such that for some positive sequences σ, κ we have α = g e σ and
Proof. By Theorem 3.4 (2) [4, p. 1994] , we have α = g e σ = g e g and β = g ⋆ λ 2 , where λ 2 is the least element of L 2 . and the structures of g and g are given by one of two possibilities (see the proof of Lemma 3.3 [4, p. 1993] and its preceding paragraph ); (i) There is a τ ∈ L m1 , where m 1 | m, and an odd integer r > 1 such that
Equivalently,
where for an empty word τ ,
Since τ , (2, 1 r−4 , 2, 1 r−1 ), (3, 1, 1) are lexical and the star product of lexical sequences is lexical ( Lemma 3.3 [3, p. 491]) , the result follows.
(ii) There is a τ ∈ L m1 , with m 1 ∤ m and a positive sequence ζ such that g = τ o ζ and g = τ e ζ, where g is not least in L m . By Lemma 3.3 (2) [4, p.1993 Lemma 2.5 [4, p.1988] , g e g ∈ L 2m . Following the proof of Lemma 2.5 [4, p.1988 
Adjacency Criterion for Lexical Sequences
Now we are ready to deal with the lexical sequences in L n and D n . We shall use theorems and lemmas from [3] for proving our main theorem. We shall apply one elementary operation on the cell corresponding to the tail of the longest left sequence of even length, which gives a lexical successor, which is equivalently, the first negative cell of the sequence from the right, which gives a lexical successor. Similarly, the cell corresponding to the tail of the longest left sequence of odd length which gives a lexical preceding, is the same as the first positive cell of α, from the right, which gives a lexical preceding.
′ ∈ L n is obtained from α by applying one elementary operation E s or E c on the cell corresponding to the tail of the longest left sequence of even length, which gives a lexical successor in L n . Let f = α ∧α ′ . Assume further that, f ∈ L m and n = md + r, 0 ≤ r < m.
If
Example 3.2 In L 11 , the longest left sequence of even length, which gives a lexical successor of α = (3, 2, 3, 2) when applying E s is (3, 2).
In this case α is adjacent to α ′ in L 11 .
Proof. (of Theorem 3.1) Suppose that the cell corresponding to the tail of the longest left sequence of even length, which gives a lexical successor, has value a. Denote this left sequence of even length by γ(a). Obviously, γ has odd length. For a > 1 we are applying the elementary operation E s and for a = 1 we are applying E c . Let
then,
Clearly we have,
Therefore,
Besides, we have
Hence by (1) and (2), α = f e ρ (6)
and the following relation hold,
We shall use the transitive property of adjacency [3, p. 498] , and negate the possibility of existing two elements σ, σ ′ ∈ L n , such that α < σ < f and f < σ ′ < α ′ . Thus, concluding that α is adjacent to α ′ in L n . Write n = md + r, 0 ≤ r < m. Case A: For any r, 0 ≤ r < m, if there exist an element σ ∈ L n , such that α < σ < f then, we may choose σ in such a way that α is adjacent to σ in L n . From (1) and (3), we conclude that
From (4) we have,
then, since f e is even,
and
Suppose that f ∈ L e m , where obviously, m < m ≤ n and let n = d m + r, 0 ≤ r < m.
Subcase A1 : r > 0. By Theorem 5.1 [3, p. 503], since α is adjacent to σ in L n then, α and σ have the following structure,
Substituting from (6) and (9) we get,
δ.
Similarly, substituting from (8), (9) and (10) we get,
Letting µ = {f e (ρ ∧ ρ ′ ) e } e d−1 δ together with (4) and substituting back (11) in (6) and (12) in (8) we get ,
But this says exactly that σ is obtained from α by applying one elementary operation E s or E c on the cell which is the tail of a longer left sequence of even length than γ(a). This can happen only if, ρ and ρ ′ are empty words. But then, α = σ. Hence, there does not exist an element σ ∈ L n , such that α < σ < f .
Subcase A2 : r = 0.
In this case, we must have d > 1 and the following relation hold α < f < σ < f < α ′ .
By Theorem 4.1, [3, p. 498], the sequence α has the following structure,
We distinguish between two possibilities. I. d = 2. Accordingly, α = f e δ and by Theorem 4.1, [3, p. 498], class B 2 , we have σ = f ⋆ λ, where λ = (1) is the least (and the only) element of L 2 . Hence,
m . But this says that f o δ is obtained from α by applying an elementary operation on the cell which is the tail of a longer left sequence of even length than γ(a). Hence, there does not exist an element σ ∈ L n , such that α < σ < f .
II. 
would be lexical where η ∈ L n , and α < f < σ < η < f < α ′ .
Again, this says exactly that η is obtained from α by applying one elementary operation E s or E c on the cell which is the tail of a longer left sequence of even length than γ(a). Hence, there does not exist an element σ ∈ L n , such that α < σ < f .
(ii) f is not least in L e m , f e is nonlexical and δ ∈ L e m is adjacent to f in L e m . This case is similar to (i).
(iii) f is not least in L e m , f e is nonlexical and δ ∈ A e m−1 is nonlexical, but f e δ ∈ L 2 e m . Once again, we may apply the same argument as (i) and conclude that there does not exist an element σ ∈ L n , such that α < σ < f .
By Lemma 3.13, [3, p.495] , f e δ ∈ L 2 e m . Hence, the argument in (i) is applicable and there does not exist an element σ ∈ L n , such that α < σ < f .
Case B : Assume that there exists an element σ ′ ∈ L n , such that f < σ ′ < α ′ . Then, by subcase A, there is no σ ∈ L n such α < σ < f. Thus, we may choose
From (2), (3) and (5), we must have,
Or equivalently,
Together with (1) we get,
Subcase B1 : r > 0. By Theorem 5.1 [3, p. 503], α and σ ′ have the following structure,
Substituting, (6) and (13) we get,
But this exactly means from (7) and (13) that,
We may give now a justification of example 2.1. Proof. Since p is prime then, for any 1 < m < p, we must have p = dm + r, where r > 0.
We state and prove a "dual theorem" of 3.1. The elementary operations E s or E c must be applied on the cell corresponding to the tail of the longest left sequence of odd length, which gives a lexical preceding in L n .
Theorem 3.4 Let α
′ ∈ L n and suppose that α ′ is not minimal in L n . Proof. By Theorem 3.1 we know that each α ′ occurs exactly in one of the following two cases;
If n = md and α
(1) g is adjacent to α ′ in L n , where g is described in the proof of Lemma 2.6.
(2) Otherwise, n = md + r, r > 0. Assuming that α ∈ L n is obtained from α ′ by applying one elementary operation on the cell corresponding to the tail of the longest left sequence of odd length, then let α ′ = f o δ and α = f e δ, where f ∈ L m . If α is not adjacent to α ′ in L n then there exists a lexical sequence β ∈ L n such that α < β < α ′ and β is adjacent to α ′ . Denote f = β ∧ α ′ and suppose that f ∈ L e m , where n = m d + r. It is sufficient to deal with the case r > 0 since r = 0 yields that α ′ = f ⋆ λ and we get back to case (1) . Therefore, assuming r > 0, then by Theorem 3.1, β = f e σ and α ′ = f o σ = f o δ. Since f o is the longest left sequence of α ′ which gives a lexical preceding, we must have l( f o ) < l(f o ). Therefore, f o = f o ρ e for some non empty sequence ρ and hence f = f o ρ while f e = f o ρ o . But then, α < β yields f o ρ o δ < f e σ which gives a contradiction and the result follows.
Algorithms for Producing and Ordering the
Sets A n , L n and D n First we emphasize the fact that it is an easy matter to build efficient algorithm for testing lexicality of any α ∈ A n . This demands at most n steps needed for comparing α with all its right sequences. Besides, one can easily write an efficient algorithm for extracting the longest left sequence, of even length, which gives a lexical successor. It needs at most [ ] steps for splitting the negative cells, starting from the last negative cell, and at most n steps for checking lexicality of the born sequence.
4.1
The set A n of positive sequences of degree n There exists an algorithm for producing and ordering lexically all 1. Write n = 2 l (2s + 1), and compute the harmonics of (0) recursively;
2. Start with the least element α = µ ∈ L n where,
3. Apply one elementary operation E s or E c on the tail of the longest left sequence of α, of even length, which gives a lexical successor in L n ,and obtain α ′ .
, and divide n = dm + r.
If
repeat steps 1.-2. with l = k, s = t for computing the least element λ of L d , and obtain α ′ = f ⋆ λ which is the adjacent successor,
6. Repeat steps 3.-5. on α ′ to obtain all lexical successors of α.
The algorithm ends once the maximal element
Proof. Lemma 3.10 [3, p. 493], validates the least element formula, whereas, Theorem 3.1 assures that the element α ′ obtained from steps 3.-5. is the lexical adjacent successor of α. Since the lexical ordering " < " is total, this procedure gives out all elements in L n .
The set D n
Recalling that,
we will start from the least element in L n , list all its precedings from L d for d | n which are the harmonics of (0) and continue forward by the steps described in the previous algorithms, taking into account the harmonics of the fundamental sequence, f, each time we get r = 0. 1. Write n = 2 l (2s+ 1), and compute the harmonics of (0) recursively; h 0 (0), h 1 (0),..., h l (0). 
4. Extract f = α ∧ α ′ ∈ L m , and divide n = dm + r. Obviously, all elements of L n are obtained by this algorithm, since the same steps from the previous algorithm are used. The crucial point is to prove that all elements of L m are obtained for m | n, and m < n. Now, let f ∈ L m , where m | n, and m < n. If f is not obtained by the algorithm then, f must fall between two adjacent elements α, α ′ ∈ L n . Let f = α ∧ α ′ then clearly we have, α < f < f < α ′ .
By the transitive property of adjacency, α is adjacent to f in L n ∪ {f } and f is adjacent to α ′ in {f } ∪ L n .
On the other hand, by Theorem 4.1 [3, p. 498] , class B, we have; f is adjacent to f ⋆ λ ∈ L n in f ∪ L n where, λ is the least element of L d , d = n m . Since the lexical ordering in D n is total then, we have two cases: i. α < f < f < f ⋆ λ < α ′ .
ii. α < f < f < α ′ < f ⋆ λ.
In case i., f ⋆ λ ∈ L n falls between f and α ′ which is impossible. In case ii., α ′ ∈ L n falls between f and f ⋆ λ which is also impossible. Consequently, all elements of D n are obtained by the algorithm.
