Abstract-We present a reduced order finite element (FE) algorithm suitable for real-time nonlinear simulation of soft tissues. A dynamic FE formulation with explicit time integration is employed. We demonstrate significant computation acceleration by performing the time integration in a lowdimensional generalised basis, generated from a set of a priori training simulations. The key mechanism for the acceleration is the large increase in integration time step afforded by this means. Futhermore, we present a simple procedure for imposing inhomogeneous essential boundary conditions, thus overcoming one of the principal deficiencies of such approaches. The algorithm is described and demonstrated using an example neurosurgical simulation. The computation acceleration and errors introduced are examined.
I. INTRODUCTION
A common impediment to the employment of nonlinear finite element (FE) procedures in surgical simulation is their high computational cost. Whereas soft tissues may easily undergo large deformations, the computational complexity of appropriate geometrically nonlinear models has largely prohibited their use in time-critical applications. Similarly, soft tissues are well-known to exhibit nonlinear constitutive responses, yet these phenomena are inadequately treated in most surgical simulations [1] . Example applications include interactive surgical simulation [2] and model-based intraoperative image registration [3] . The former dictates realtime solution for visual and haptic feedback, while the latter requires model solutions quickly enough that surgical workflows are not unduly interrupted -e.g. < 1min.
Recently, we proposed use of graphics processing units (GPUs) to accelerate model solution [4] , [5] . Our framework was based on a nonlinear dynamic FE formulation with explicit time integration. The formulation was shown to be highly amenable to parallel execution, and significant accelerations (> 50×) were achieved. However, a well-known drawback of explicit methods is the small time steps required for numerical stability -many times smaller than is required in implicit analyses, for example. In the present work, we employ a model reduction technique which greatly increases the stable time step size. It appears this phenomenon was first elucidated by Krysl and co-workers [6] and Bucher [7] , yet, despite its potential utility for the cited applications, it has not been exploited. We show that this approach may be used to further accelerate our GPU-based solver. Moreover, we describe a simple solution for one of the main drawbacks of Krysl's formulation, namely, the difficulty in imposing inhomogeneous essential boundary conditions (BCs). The algorithm is thus rendered far more suitable for surgical simulation, in which force-based loads (natural BCs) are generally not known. The algorithm is described and demonstrated using an example neurosurgical simulation. The computation acceleration and errors introduced are examined.
II. EXPLICIT DYNAMIC FINITE ELEMENT ANALYSIS

A. Equilibrium equations
The present algorithm is based on the total Lagrangian formulation used in our previous GPU-based solvers [4] , [5] . Further details may be found therein. We consider the equilibrium at time step n of a nonlinear, dynamic, damped finite element system, expressed as
where M is the (diagonalised) mass matrix, α is a damping coefficient, U is a vector of nodal displacements, P = F ext − F int is called the effective load vector, and F ext is a vector of external nodal loads. In explicit analyses, the internal nodal loads F int are compiled element-wise via standard meanssee [4] for details.
B. Time integration
Eqn. (1) may be integrated in time using, for example, the central difference method. We assume the current U n and previous U n−1 displacements are known, and the effective load has been computed. Discrete approximations for the accelerationsÜ n = (U n−1 − 2U n + U n+1 ) /∆t 2 and velocitiesU n = (U n+1 − U n−1 ) /2∆t, in which ∆t is the solution time step, are substituted into the equilibrium equation (1), yielding an expression for the next set of displacements:
where γ 1 = 2∆t 2 /(α∆t + 2), γ 2 = 4/(α∆t + 2), and γ 3 = 1 − 4/(α∆t + 2) are precomputable constants.
III. A REDUCED ORDER FINITE ELEMENT ALGORITHM
A. Model reduction
The key step in construction of a reduced system is to approximate the nodal displacements U with a set of generalised displacements Q of much lower dimension:
where Φ is a so-called reduced basis. A variety of procedures for generating appropriate reduced bases have been proposed, but we adopt the method of Proper Orthogonal Decomposition (POD) advocated by Krysl et al. [6] and Niroomandi et al. [8] , and refer the reader to these sources for full details. The method involves performing one or more simulations using the full model, and extracting the dominant deformation modes φ i (i = 1, . . . , M ) from the simulation results. These modes then form the required basis Φ:
The number M of modes included in the basis governs the accuracy with which the full model solutions can be approximated, but also the computation acceleration, as will be seen. We refer to the full model simulations as the training set.
Since the reduced basis Φ is time-independent we havė U = ΦQ andÜ = ΦQ. Substituting these into (1) and projecting on Φ yieldŝ
in which we have introduced a reduced mass matrixM = Φ T MΦ and reduced effective loadP = Φ T P. Eqn. (5) is an equivalent equilibrium equation for the reduced system. Whereas the dimension of the full system is N = 3N nodes , where N nodes is the number of nodes, the dimension of the reduced system is M ≪ N .
B. Time integration of the reduced system
The reduced equilibrium equation (5) may be integrated to obtain the generalised displacements at each step in the same way as the full system, analogous to (2):
Then, the full displacements are recovered by multiplying through by Φ:
As mentioned, the principal benefit of updating the displacements in this way is that it allows use of a much larger solution time step ∆t. The precise mechanism for this has not been established. However, it is likely that by evaluating the accelerations in the reduced basis we eliminate many of the higher frequency modes of the full system, upon which the critical step size depends.
C. Essential boundary conditions
A key deficiency of this reduction approach is its invalidity for inhomogeneous essential BCs [6] . That is, non-zero nodal displacements may not be applied directly; all loading of the system must be in the form of natural BCs (imposed nodal forces). This is a significant limitation for surgical simulation applications, since external forces are generally not known, and model loads usually take the form of imposed displacements. It also prohibits use of kinematic-type contact formulations, which are particularly efficient for explicit analyses. Moreover, use of displacement loads is preferable since it reduces solution sensitivity to material parameters [9] .
Krysl et al. suggest that the problem may be circumvented by converting inhomogeneous essential BCs into equivalent natural ones using, for example, penalty or Lagrange multiplier methods [6] (though their efficacy was not trialled). Such methods are intended for use in implicit analyses, in which Newton-type iterative procedures are used at each step. However, as shown here, they are superfluous in explicit analyses.
Considering Eqn. (2), and noting that M, γ 1 , γ 2 , and γ 3 are constants, and that current U n and previous U n−1 displacements are given, we note that the next set of displacements U n+1 are determined entirely by the effective load P n . Thus, any desired displacement U i n+1 of degreeof-freedom i may be obtained by prescribing an appropriate effective load P i n . Moreover, the required load may be computed directly from a simple rearrangement of Eqn. (2):
By this means, displacement BCs may be imposed exactly without violating compatibility requirements between the full and reduced systems (see [6] ). Note that zero displacement BCs (homogeneous) may be imposed directly.
D. Algorithm steps
In the following we assume that an appropriate reduced basis Φ has been generated via POD of a set of full model simulation results, as described. As in our previous work [4] , [5] the algorithm then comprises precomputation and timeloop phases. The precomputation phase is unchanged apart from computation of the inverse reduced mass matrixM −1 , and the reader is referred to the mentioned publications for other precomputation details. At each step in the time-loop the new execution procedure is: 1) Compute internal forces F 
IV. APPLICATION TO A NEUROSURGICAL SIMULATION
We implemented the algorithm for GPU execution using the CUDA API [10] , and assessed its numerical and computational performance using an example neurosurgical application. A brain model comprising approximately 39 000 elements and 7 500 nodes was subjected to interactions such as might occur during a neurosurgical intervention. A modified linear tetrahedral element formulation, resistant to volumetric locking [11] was used. As in our previous studies [4] , [5] , a neo-Hookean hyperelastic constitutive model was employed with shear and bulk moduli of µ = 1kPa and κ = 50kPa (see discussion in [12] ), respectively.
A. Construction of the reduced bases
Reduced bases Φ were constructed from the results of five training simulations with the full model. A group of nodes on the right frontal lobe were indented over the course of 1sec of simulated time (slow enough that a quasi-static response was obtained). The applied displacements were of similar magnitude in each case, but differing direction. A simple, monomodal displacement of 1cm was imposed. Surface nodes on the opposite side of the model (left, posterior) were fixed as though in contact with the skull. To study the effects of varying basis size, bases with M = 3, . . . , 9 were constructed.
B. Test simulations
Test simulations were then run using the full model and each of the reduced models. For these simulations, a more complex load amplitude was imposed (see Fig. 1 ) on the selected nodes and the displacement direction was randomly generated from within the range of the training simulations. The displacements were imposed over 4.5sec of simulated time. 
C. Results
1) Solution errors:
Complete model configurations (i.e. displacements) were sampled over the courses of the simulations and each reduced model result was compared with that of the full model. The maximum displacement errors over time for each basis size are shown in Fig. (2) . As the basis size increases, the error, generally, decreases. For the smallest basis (M = 3) a peak error of 0.38mm is observed, while for the largest (M = 9) a value of 0.06mm was obtained. The distribution of error over the mesh at the final time point of a test simulation using the smallest basis (M = 3) is shown in Fig. 3 .
2) Efficiency gains: The variation in the critical time step ∆t cr with basis size is plotted in Fig. 4 . Generally, as the basis size M increases, the time step decreases, approaching the full model value. The concomitant improvements in solution time are shown in Fig. 4 , also. For the current scenario, a peak speedup of 7 times was obtained for M = 3. We note, however, that even the largest basis considered (M = 9) afforded nearly a doubling of solution speed (1.9 times speedup).
V. DISCUSSION AND CONCLUSIONS
We have presented a reduced order nonlinear explicit finite element algorithm for soft tissue simulation, which affords significant computation acceleration. The key step in the approach is projection of the full model configuration onto a low dimensional generalised basis prior to integration of the equilibrium equations. By this means, much of the higher frequency content of the full model response is eliminated, thereby allowing use of larger integration time steps and faster solution. We further extended the utility of the approach by proposing efficient means of exactly imposing inhomogeneous essential BCs (i.e. non-zero imposed displacements). This latter feature is vital for surgical simulation in which natural BCs (i.e. force loads) are usually impractical to obtain and render the model sensitive to material properties. We envisage two main areas of application for this work: (1) motion compensation for image-guided therapies [3] , and (2) physical modelling for interactive virtual environments, e.g. for surgeon training [2] . Both applications require fast, reliable prediction of tissue deformation. Image-guidance problems such as compensation for brain motion during craniotomy (brain shift) [13] , [14] , and for respiratory motion during lung radiotherapy [15] are immediately applicable. In these examples, the loading may be approximately known prior to the intervention, allowing reasonable training sets to be established. Solutions for the precise loadings emerging intra-operatively could then be obtained rapidly and reliably. For interactive virtual environments, further investigation may be required to establish the robustness of the algorithm to online loadings which differ substantially from the training set loads.
Using the smallest basis (M = 3) afforded an increase in the stable time step ∆t cr of 11.9 times. This value decreased with increasing basis size. Combined with the fact that the computational burden itself increases with M (due to the matrix operations in step 5, sect. III-D), this observed dependence of the time step implies only the smallest basis which satisfies accuracy requirements should be used. The increased time step translated into a maximum overall solution acceleration of 7 times. The discrepancy between this value and the mentioned time step increase reflects the higher step-wise cost of the new algorithmagain, due to the additional matrix operations in step 5, which are not performed in the full model. These step-wise costs are outweighed by the increased step sizes, nonetheless. It should be noted, furthermore, that although GPU execution was employed these accelerations derive from algorithmic changes, not hardware. The overall solution time for M = 5 was 1.96sec (for a simulated time of 4.5sec); for this basis size (and lower), real-time solution was achieved. For M = 6 the solution time rose to 4.64sec.
For the studied neurosurgical scenario the errors introduced were < 0.4mm in all cases. The peak value of 0.38mm was obtained using the smallest basis size (M = 3), and for bases with M ≥ 5 the maximum was substantially less. We feel that, given the acceleration afforded, such errors are acceptable for many surgical simulation applications. In the case of interactive virtual environments, displacements from full and reduced models would be indistinguishable to users at these error levels. Given that typical brain MR image resolutions are around 1mm, we feel these errors are acceptable for medical imaging applications, also, and are, moreover, within the realistically obtainable accuracy of full models [13] , [14] , [16] .
