We prove three di erent types of complexity lower bounds for the one-way unbounded-error and bounded-error error probabilistic communication protocols for boolean functions. The lower bounds are proved in terms of the deterministic communication complexity of functions and in terms of the notion \probabilistic communication characteristic" that we de ne.
Introduction
One of the important problems of probabilistic computations is: why are probabilistic algorithms can be more e ective sometimes? For di erent models of computations there are several examples of problems for which bounded error probabilistic computations can serve much complexity when we use them instead of deterministic ones.
In the paper we investigate this problem for one-way communication model of computation. We de ne the notion of communication characteristic of boolean function which may help our intuition on understanding why for some functions we can not construct probabilistic computation which is much cheaper than deterministic one. Mention that a communication arguments has a long history in complexity theory. See surveys 19] , 20] where one can nd di erent examples of applications of communication complexity approach. I would like to mention the paper 13] as one of the last approaches of a lower bounds for one-way probabilistic communication complexity for proving exponentional lower bound of complexity for two level threshold circuits.
The model of a communication protocol we are using is based on that of Yao 27] , who introduced the notion of deterministic and probabilistic communication complexity.
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Two processors P 0 and P 1 wish to compute a boolean function of two arguments. The rst argument, x, of the Boolean function f : f0; 1g n f0; 1g n ! f0; 1g is known to P 0 , and the second argument, y, is known to P 1 . With the function f, we associate a 2 n 2 n communication matrix CM whose (x; y)th entry, CM x; y] is f(x; y).
In order to compute f, P 0 and P 1 communicate with each other in turn by sending messages (sequences of bits) according to some protocol . P 0 is always the rst one to sends a message. The output produced by P 1 or by P 0 is a single bit b. P 0 and P 1 have unlimited local computing power, and the ability to realize an arbitrary probability distribution over the set of messages they transmit in each turn. The complexity is the number of bits transmitted.
Papadimitrio and Sipser 23] de ned the notion of k-round protocols in which up to k messages between P 0 and P 1 are exchanged and proved some relations between the complexity of k-round protocols and (k?1)-round protocols. Duris, Galil and Schnitger 9] generalized 23] results. They proved an exponential gap in complexity between deterministic k-round protocols and (k ? 1)-round protocols.
If k = 1 then following 23] we call such a protocol a one-way protocol. So a one-way communication protocol is a restricted model in which only one processor, P 0 , is allowed to sends messages. If k > 1 then we call such a protocol a two-way protocol.
Paturi and Simon 24] exhibited a one-way probabilistic protocol for each two-way probabilistic protocol (with unbounded error) such that both compute the same function with the same probability and their communication complexities di er by at most 1.
Yao 28] presented a boolean function for which he proved an exponential gap between one-way (one-round) and two-round probabilistic protocols with bounded error. Halstenberg and Reischuk 14] generalized the results of 28] and 9]. They proved an exponential gap in complexity between deterministic k-round protocols and probabilistic (k ? 1)-round protocols with xed error of probability. Nisan and Known simulation results of 9], 14], and 18] allow us to use " xed partition" model instead of "optimal partion" model without loss of generality. In this paper we consider the worst case complexity for probabilistic communication.
We prove three di erent lower bounds for probabilistic one-way communication complexity of boolean functions:
(1) For bounded-error error computations (a) entropic lower bound (theorem 1) and (b) metric lower bound (theorem 4).
(2) For unbounded-error computation geometric lower bound (theorem 5). We use di erent methods for proving these lower bounds: the "entropy" method 1] for the theorem 1, the Rabin's 25] "metric" method for the theorem 4, and the Phan Dinh Dieu "geometric" method 8] for the theorem 5.
We de ne the notion of probabilistic communication characteristic of boolean functions. This characteristic players an important role in the entropic lower bound.
We present boolean functions which demonstrates that each of our three lower bounds can be more precise than the others depending on the probabilistic communication characteristics of a function and the error of computation. The upper bounds of probabilistic communication complexity for these functions show that the lower bounds of the paper are not far from optimal.
As corollary of the in uences of the communication structure of boolean functions on communication complexity we demonstrate the following property for the boolean functions g 1 ; g 2 . The deterministic communication complexity of g 2 is less than the deterministic communication complexity of g 1 , but in the probabilistic case, on the contrary, the probabilistic communication complexity of g 2 is greater than the probabilistic communication complexity of g 1 .
Entropic lower bound is powerful enough to prove proper hierarchy for one-way probabilistic communication complexity classes depends on a measure of bounded error.
We show that, when considering "almost all boolean functions" the most precise lower bound can be given either by Yao's lower bound or by our entropic lower bound, depending on the error probability allowed.
As the application of lower bounds for probabilistic communication complexity we prove two di erent types of complexity lower bounds for the one-way bounded-error error probabilistic space complexity. The lower bounds are proved for arbitrary languages in the general way in terms of the deterministic communication dimension of languages and in terms of the notion \probabilistic communication characteristic" of language that we de ne. These lower bounds are incomparable.
Our lower bounds are good enough for proving proper hierarchies for di erent one-way probabilistic space communication complexity classes inside SPACE(n) (namely for bounded error probabilistic computation, and for errors of probabilistic computation).
De nitions
In the probabilistic one-way model, P 0 sends the messages 1 ; 2 ; :::; d with probabilities p 1 ; p 2 ; :::; p d respectively ( P d i=1 p i = 1). P 1 , on the receipt of i , outputs 1 with probability q i and 0 with probability 1 ? q i . The probability distribution on the set of messages sent by P 0 is entirely determined by the input at P 0 alone, and is not in uenced by the input at P 1 . Similarly, the probabilities q i at P 1 depend only on its input and the message i received.
The one-way probabilistic protocol can therefore be completely speci ed by two functions ; : 
is the probability that P 0 sends the messages i when reading x and q i (y) is the probability that P 1 , on the receipt of i and reading the input y, outputs 1. In the computation T (x; y), the probability of outputting the bit b = 1 is P d i=1 p i (x)q i (y) and the bit b = 0 is 1 ?
We say, that the probabilistic protocol p-computes, p 1=2, a function f if for every input (x; y) 2 f0; 1g n f0; 1g n it holds that f(x; y) = b i the probability of outputting the bit b in the computation T (x; y) is no less than p when p = 1 2 + ", " > 0, and is greater than p when p = 1 2 . The last is important because the probabilistic protocol which computes the function with probability exactly 1/2 can compute any function without any communication between processors.
De nition 1 (Worst case complexity) The probabilistic communication complexity C( ) of the probabilistic protocol is dlog dim( )e, where dim( ) = jM j is the total number of messages used by .
For " 2 (0; 1=2], p = 1=2 + " the probabilistic communication complexity PC p (f) of a boolean function f is minfC( ) : the probabilistic protocol p-computes f for the inputs of the length ng. The 1/2-probabilistic communication complexity PC 1=2 (f) of a boolean function f is minfC( ) : the probabilistic protocol 1/2-computes f for the inputs of the length ng. The deterministic protocol is a particular case of the one-way probabilistic protocol. In the deterministic one-way model, P 0 deterministically sends one message 2 M determined by the input at P 0 alone, and is not in uenced by the input at P 1 . P 1 on the receipt of , deterministically outputs bit b depending only on its input and the message received.
The one-way deterministic protocol computes a function f if f(x; y) = b i the computation T (x; y) outputs the bit b.
De nition 2 The deterministic communication complexity DC(f; n) of a boolean function f is minfC( ) : the deterministic protocol computes f for the inputs of the length ng.
Lower bounds
As it is mentioned in 27] the one-way deterministic communication complexity DC(f) of a boolean function f is easily seen to be dlog(nrow(F))e, where nrow(CM) is the number of distinct rows of communication matrix CM of the function f.
Fix an X f0; 1g n , X = fx 1 ; x 2 ; :::; x nrow(CM) g, such that for x; x 0 2 X it holds that CM x] 6 = CM x 0 ], where CM x] denotes the x-th rows of the communication matrix CM.
We call such a set X of words the set of representatives for the boolean function f.
Choose a Y f0; 1g n , Y = fy 1 ; y 2 ; :::; y t g, such that for an arbitrary two words x; x 0 2 X there exists a word y 2 Y such that f(x; y) 6 = f(x 0 ; y). The set Y is called the control set for the matrix CM. The notion of control set (test) was introduced by Jablonsky (see for example 7] ) and is well known. Denote ts(CM) = minfjY j : Y is a control set for CMg: It is evident that dlog nrow(CM)e ts(f) nrow(CM) or DC(f) ts(CM) 2 DC(f) .
Entropic lower bound
Given a function f : f0; 1g n f0; 1g n ! f0; 1g, its communication matrix CM. De PC p (f) DC(f)(1 ? pcc p (f)) ? 1: Proof. Let be a probabilistic protocol p-computing boolean function f. Let X be the set of representatives for the boolean function f and Y be the control set for f.
De ne the random value on the set X as follows: P( = x) = 1=nrow(CM).
De ne the random value on the set M of messages of probabilistic protocol as follows: P( = = = x) = Pr(processor P 0 sends message when recived input x). De ne the random vector = ( 1 ; 2 ; :::; t ) on the set B(X) as follows: P( = b(x)) = P( = x).
From the de nition of the random vector it follows that
So to prove the inequality (1) it is su cient to prove that for all i 2 f1; 2; :::tg it holds that
Let i , i 2 f1; 2; :::; tg, be a random variable with range f0; 1g such that P( i = 1= = ) = Pr(protocol otputs 1 when P 0 sends message and P 1 has input y i ). The value of i depends statistically only on the value of , therefore it holds that
From the property of function H we have The probability P( i = i ), i 2 f1; 2; :::; tg, is the probability of the event that the protocol outputs the correct answer if processor P 0 has the input x 2 X and processor P 1 has the input y i 2 Y .
As protocol outputs the correct answer with probability no less than p then it follows that for all i 2 f1; 2; : : :; tg it holds that
The entropy function H(p) monotonically decreased from 1 to 0 for p 2 1=2; 1] when p ! 1. So for all i 2 f1; 2; : : :; tg it holds that
The last in equation and inequality 4, 3, and 2 prove the inequality 1 and the statement of the theorem. Two arbitrary words x; x 0 from a set of representatives X have the following property.
( (x); (x 0 )) 2":
To prove this inequality choose y 2 f0; 1g n such that f(x; y) = 1 and f(x 0 ; y) = 0, or f(x; y) = 0 and f(x 0 ; y) = 1. Assume that the rst is right. So we have
From this property it follows that if we draw a sphere of the radius " with the centers (x), x 2 X then these spheres do not pairwise intersect. All these spheres are in a large sphere of the radius 1 + " which has center (0; 0; :::; 0) because all (x), x 2 X, are stochastic vectors. 
Functions with di erent communication characteristics
We present two main boolean functions and their modi cations with absolutely di erent communication structures, which demonstrate the di erent aspects of the lower bounds from the previous section.
Consider to simplify, (in order not to use ceiling and oor brackets) that n is of the form n = 2 2 k where k > 2 is the integer throughout this section (it is easy to generalize all the results of the section to the general case).
Function f 1 (x; y) = 1 i x = y is well known. One can easily see that the communication matrix CM 1 for the boolean function f 1 is an 2 n 2 n identity matrix and it holds that Proof. It follows from the de nition of f 2 that 1) the communication matrix CM 2 of the function f 2 is the 2 n 2 n matrix such that all 2 n rows of CM 2 are di erent and 2) the set Z 1 is the control set for CM 2 .
Describe the probabilistic one-way protocol for the boolean function f 2 .
If x 2 Z 1 , x = x(i), i 2 f1; 2; :::; ng then protocol works as follows. P 0 send a message x 2 Z 1 and the message i to P 1 . P 1 outputs the correct answer with probability 1.
If x 6 2 Z 1 , then protocol works as follows. Consider, to simplify, that z = 2 m where m is an integer (it is easy to generalize this protocol to the general case). The processor P 0 divides its input x on the z equal parts of the length n=z each. Then P 0 uniformly randomly chooses one of the parts x (j) , j 2 f1; 2; :::; zg, of the input x and sends a message x 6 2 Z 1 , j and x (j) to P 1 . P 1 works as follows. P 1 checks its input y. If y 6 2 Z 1 , then P 1 outputs the correct answer with probability 1. If y 2 Z 1 , y = y(i), i 2 f1; 2; :::; ng, x (j) contains i-th bit (in the general numeration of x) and this bit is 1, then P 1 outputs b = 1, else with probability q = 1=2 ? 1=(4z ? 2) P 1 outputs b = 1, and with probability 1 ? q outputs b = 0. Theorem 7 For the boolean function f 2 log n ? log log n ? 1 PC 1=2 (f 2 ) log n + 3: Proof: Let z = n. Then the upper bound follows from the description of the probabilistic one-way protocol for the boolean function f 2 . So in our case parts x i are trivial and are exactly the i-th bit of the input x. The lower bound follows from the fact that pcc p (f 2 ) = h(p) and from the theorem 1 lower bound. Proof. Functions g 1 and g 2 are the variants of the functions f 1 and f 2 respectively. The variants consist of padding the inputs by 0s.
De ne the function g 1 (x; y) as follows. g 1 (x; y) = 1 i x = y and rst n ? n 1=2 bits in x are 0. g 1 has the following communication complexity characteristics.
1. DC(g 1 ) = n 1=2 .
2. For an " 2 (0; 1=2); for p = 1=2 + " PC p (g 1 ) 2 log n:
De ne the function g 2 (x; y) similar to f 2 (x; y). Let Denote by F(n) the set of all functions f n : f0; 1g n f0; 1g n ! f0; 1g. Let E be some property of functions from F(n). Denote by FẼ(n) the subset of functions from F(n) without property E. We say that almost all functions have the property E if j FẼ(n) j = j F(n) j! 0 as n ! 1.
Theorem 10 For almost all functions, for er(n) 2 (0; 1=2), er(n) ! 0, p(n) = 1 ? er(n) it holds that PC p(n) (f n ) n ? (n er(n) log er(n) ?1 ): Proof: Elementary counting proves that 1) DC(f n ) = n for almost all functions f n ; 2) for an arbitrary 2 (0; 1) it holds that n ts(CM) < (2 + )n for almost all functions f n . (See for example book 26] for more precise upper bound for ts(CM)). Now using theorem 3 we get the proof. Yao 27] proved that for an arbitrary xed " 2 (0; 1=2), p = 1=2 + ", for almost all functions it holds that PC p (f n ) n ? log n ? 2: Theorem 10 extends Yao's result for the case er(n) ! 0.
Further results on the problem of probabilistic communication complexity for almost all functions can be found in 5], 6].
6 Lower bounds for one-way probabilistic space complexity
In this section we will use the following notation. | is a nite alphabet. n , n denotes all words of the length n and n respectively over the . For a language L 2 we denote L n = L \ n .
Machine model
A deterministic one-way Turing machine has a read only input tape (reading head can only read and move to the right) and one worktape with two-way read/write head. One-way linear and superlinear space bounded Turing machines has the same power as corresponding two-way machines (two-way machines have two-way read head on the input tape). But one-way Turing machine sublinear space bounded machines are less powerful than two-way machines (see for example 15]).
In this paper we use the following one-way machine model. On the input tape immediately after the last symbol of the input word there is written a special marker. The head on the input tape initial observes the rst symbol of the input word; the worktape is empty.
The set of states Q is divided into two subsets Q active and Q passive , Q active \ Q passive = ;. The set of states Q active is divided into two subsets Q accept and Q reject , Q accept \ Q reject = ;. When the Turing machine is in the state q 2 Q active , then it reads the input symbol and moves its head on the reading tape to the right. When the Turing machine is in the state q 2 Q passive , then it produces one step of computation without reading the input symbol and without moving on the input tape. When the Turing machine is in the state q 2 Q active and it reads the blank ( rst blank on the right hand side from the marker), then it halts and accepts (rejects) the input if q 2 Q accept (q 2 Q reject ).
We consider that our Turing machine never writes the blank on its worktape.
Denote 1PTM probabilistic one-way Turing machine (see 12] for de nitions). We say that 1PTM M recognizes language L with probability p, p > 1=2, if for arbitrary v 2 when M works on the word v with probability no less than p outputs 1 (0) if v 2 L (v 6 2 L). De nition 4 Let "(n) ! 0 when n ! 1 and p(n) = 1=2 + "(n). We say that 1PTM M recognizes language L with probability p(n) if for arbitrary v 2 n when M works on the word v with the probability no less than p(n) outputs 1 (0) if v 2 L (v 6 2 L). De nition 5 We say that 1PTM M recognizes language L with probability p, p > 1=2, (p(n) = 1=2 + "(n) "(n) ! 0 when n ! 1) within space S(n) if 1PTM M recognizes language L with probability p (p(n)) and for arbitrary v 2 n when M works on the word v for all nite paths of computation it use no more than S(n) cells on his worktape.
For functions S(n) and l(n) we will write S(n) l(n) if there exists a constant c > 0 such that for in nitely many n it holds that S(n) cl(n).
Lower bounds
Denote by pat(n) a partition of words of n which satisfy the following property: for some k, 1 < k < n, each word in n is divided into a begging of the length k and an end of the length n ? k. Let L be a language. Denote DC(L; pat(n)) the deterministic communication complexity (see de nition 2) of the following characteristic function f L;n : n ! f0; 1g of the language L.
Denote PC p (L; pat(n)) the probabilistic communication complexity (see de nition 1) of the characteristic function f L;n of the language L.
The di erence from the communication model from previous sections of the paper is that input words v 2 n are divided among processors P 0 and P 1 according to the partition pat(n). Lemma 6.1 Let 1PTM M recognizes language L with probability p, p > 1=2, within space S(n). Then for an arbitrary partition pat(n) it holds that
Proof. We describe the following communication protocol (pat(n)), which p-computes function f L;n .
Let v = uw, jvj = n, be an input word for the machine M. Let C 1 (u); : : : ; C d(u) (u) be all con gurations of the machine M that reachable during nite paths of computation on the word u with non zero probabilities p 1 (u); : : : ; p d(u) (u). Denote p 1 (u) probability of the in nite work of the machine M on the input u (p 1 (u) = 1 ?
) . Processor P 0 receives the input u and P 1 receives the input w. During the computation on the input word v = uw, processor P 0 sends con guration C i (u) with probability p i (u) to processor P 1 . Processor P 0 sends to processor P 1 special message with probability p 1 (u). Processor P 1 on obtaining message C i (u) from P 0 starts its computation (simulation of the machine M) from the con guration C i (u) on the second part w of the word v. Processor P 1 on obtaining message from P 0 rejects the input word v.
From the de nition of the protocol (pat(n)) results the statement of our lemma.
We will use the notation pcc p(n) (L; pat(n)) = ts(CM) log nrow(CM) H(p(n)) according to the de nition 3. In this notation CM is the communication matrix of the function f L;n . Rows and columns of the matrix CM correspond to rst and second parts of words (according to the partition pat(n)) from n respectively. Theorem 11 Let 1PTM M recognizes language L with probability p, p > 1=2, within space S(n). Then for an arbitrary partition pat(n) it holds that S M (n) DC(L; pat(n))(1 ? pcc p (L; pat(n))): Proof. Using the theorem 1 and the previous lemma 6.1 we obtain the statement of the theorem. Theorem 12 Let "(n) ! 0 when n ! 1 and p(n) = 1=2 + "(n). Let 1PTM M recognizes language L with probability p(n) within space S(n) and for partition pat(n) it holds that pcc p(n) (L; pat(n)) = H(p(n)). Then for the partition pat(n) it holds that S M (n) DC(L; pat(n))" 2 (n)):
Proof. Using the theorem 2 and the lemma 6.1 we obtain the statement of the theorem. Theorem 13 Let 1PTM M recognizes language L with probability p = 1 2 + ", " 2 (0; 1 2 ] within space S(n). Then for an arbitrary partition pat(n) it holds that S M (n) log DC(L; pat(n)):
Proof. Using the theorem 4 and the lemma 6.1 we obtain the statement of the theorem.
In the rest part of the section we consider that = f0; 1; 2g. We will de ne two kind of languages over with a di erent deterministic and probabilistic space complexity. Property 6.1 There exists a deterministic one-way Turing machine which recognizes the language U in space S(n) n.
For an arbitrary deterministic one-way Turing machine M which recognizes the language U in space S M (n) it holds that: S M (n) n.
Proof. The proof is evident. The second part of the statement is followed from the fact that M must remember on his worktape the rst part of an input word up to the second symbol 2. Theorem 14 For an arbitrary " 2 (0; 1=2), p = 1=2 + " there exists a 1PTM which recognizes the language U with probability p within space S(n) log n.
For an arbitrary 1PTM M which recognizes the language U with the probability p in space S M (n) it holds that: S M (n) log n.
Proof. The proof of the rst part of the theorem results using known Freivald's "small prime method" 10] recognizing probabilistically the language fu2u : u 2 f0; 1g g. One can verify that the "small primary method" can be performed for U using (log n) space for one-way computation.
To prove lower bound of the theorem consider the following partition pat(n) of words form n , n = 3k + 2, k 1. Each word v from n is divided in two parts v = uw as follows: juj = 2k + 2 and jwj = k. From the de nition of the pat(n) we have that for the function f U;n its communication matrix
CM that corresponds to partition pat(n) has no less than 2 k di erent rows. Using the theorem 13 we obtain the statement of the theorem.
For x 2 f0; 1g let ord(x) be a number such that the word x is its binary code, k x k= ord(x) + 1. W = fv = 00 : : : 0 | {z } k 2u2r : u; r 2 f0; 1g ; juj = k; jrj = log k, k r k-th bit of the word u is 1, k = 2 2 j ; j 1g.
Property 6.2 There exists a deterministic one-way Turing machine which recognizes the language W in space S(n) n. For an arbitrary deterministic one-way Turing machine M which recognizes the language W in space S M (n) it holds that: S M (n) n.
Proof. The proof is evident. The second part of the statement is followed from the fact that M must remember on his worktape the rst part of an input word up to the second symbol 2.
Theorem 15 For an arbitrary " 2 (0; 1=2), p = 1=2 + ", for an arbitrary 1PTM M which recognizes the language W with probability p within space S M (n) it holds that: S M (n) n:
Proof. For n = 2k + 2 + log k, k 1 consider the following partition pat(n) of words form n . Each word v from n is divided in two parts v = uw as follows: juj = 2k + 2 and jwj = log k. From the de nition of language W and the partition pat(n) we have that:
1. for the function f W;n its communication matrix CM that corresponds to partition pat(n) has 2 k di erent rows.
2. ts(W; pat(n)) = k. So it follows that pcc p (W; pat(n)) = H(p). The statement of the theorem follows from the theorem 11 . Theorem 16 For an arbitrary i 1, for t = 2 i , for "(n) = 1 (n 2=t ) p(n) = 1=2 + "(n) there exists a 1PTM that recognizes the language W with probability p(n) within space S M (n) such that S M (n) n (1?1=t) : For an arbitrary 1PTM M that recognizes the language W with the probability p in space S M (n) it holds that:
Proof. We describe how 1PTM M works on the words of length n = 2k + 2 + log k of the form (n 2=t ) . Lower bound is similar to the proof of the lower bound of the theorem 15 and results using the theorem 12 for the p(n) = 1=2 + "(n) when "(n) = 1 2k 2=t . Property 6.3 There exists one-way nondeterministic Turing machine that recognize the language W within space S(n) log n.
Proof. Evident. Note. From the theorem 16 and the property 6.3 it follows that for a small (S(n) = o(n)) space complexity one-way Turing machine J. Gill's result 12] that NSPACE(S(n)) = RSPACE(S(n)) does not hold. Here RSPACE(S(n)) is a class of languages recognizable in one-sided error probabilistic space S(n).
Probabilistic space hierarchy
Let l(n) (l(n) n) be a fully one-way space constructible function. (Following 16 ] we say that a function l(n) is a fully one-way space constructible if there exists a one-way deterministic Turing machine which when working on arbitrary input of the length n, n > 1, use exactly l(n) cells on his worktape.)
De ne a language W l as follows W l = fx = 00 : : : 0 | {z } k 2u2r : u; r 2 f0; 1g ; juj = l(k); jrj = d log l(k)e, k r k-th bit of the word u is 1, k > k 0 g. The language W l is similar to the language W and has similar properties. Property 7.1 There exists a one-way deterministic Turing machine that recognizes the language W(l(n)) within space S(n) l(n).
For arbitrary one-way deterministic Turing machine M that recognizes the language W l within space S(n) it holds that S M (n) l(n).
Theorem 17 For arbitrary " 2 (0; 1=2), p = 1=2+", for arbitrary 1PTM M that recognizes the language W l with probability p within space S(n) such that it holds that S M (n) l(n):
Complexity properties of languages U; W l prove proper hierarchy of one-way complexity classes inside SPACE(n). This is the rst step in solving the problem to prove proper hierarchy for probabilistic complexity classes formulated in 4])
Formulate hierarchy results formally.
Let 1DSP ACE(S(n)) be a class of languages which are recognizable by one-way deterministic Turing machines in space S(n). Let 1BP SPACE(S(n); p) (1BP SPACE(S(n); p(n))) be a class of languages which are recognizable by one-way probabilistic Turing machines in space S(n) with probability p > 1=2 (p(n) = 1 Theorem 19 For i 1, t = 2 i , for " i (n) = 1= (n 2=ti ) it holds that 1BP SPACE(n 1?1=ti ; 1=2 + " i+3 (n)) 1BP SPACE(n 1?1=ti ; 1=2 + " i (n)):
Proof. From " i+3 (n) > " i (n), it holds that 1BP SPACE(n 1?1=ti ; 1=2 + " i+3 (n)) 1BP SPACE(n 1?1=ti ; 1=2 + " i (n)):
Using theorem 16 we have that W 2 1BP SPACE(n 1?1=ti ; 1=2 + " i (n)):
For arbitrary probabilistic machine M that recognizes W with the probability p i+3 (n) = 1=2 + " i+3 (n) within space S(n) from theorem 16 it holds that S(n) n (1?4=ti+3) :
From the fact n (1?1=ti) n (1?4=ti+3) ! 0 n ! 1;
it follows that W 6 2 1BP SPACE(n 1?1=ti ; 1=2 + " i+3 (n)):
Concluding Remarks
There are two kind of worlds of boolean functions: a world with a "large" communication characteristic (large control set) and a world with a "small" communication characteristic (small control set). There are functions in the rst world for which probabilistic computation can serve much complexity when we use it instead of deterministic one. For functions from the second world probabilistic computations does not give much advantages in complexity. Entropic lower bound works good for the second world and give trivial lower bounds for the functions from the rst world. Metric lower bound is "universally" work for all worlds and it is good enough for functions from the rst world, but for functions from the second world it is much weaker than the entropic lower bound. Mention that the function f such that f(x; y) = 1 i x y (we treat x; y as numbers whose binary representation are strings x; y) is from the rst world. Its probabilistic communication characteristic pcc p (f) = 2 n ?1 n H(p), p 2 (1=2; 1), but we do not know a p-probabilistic protocol for f that needs o(n) complexity.
It is an interesting open problem to prove lower bounds for probabilistic communication complexity similar to theorems 1 and 4 for probabilistic k-round protocols. This would require generalizing the lower bound methods from one-way communication protocols to two-way communication protocols.
