Abstract. Let N be any fixed positive integer and define
Introduction
Let d(n) denote the divisor function for any positive integer n. The study on the mean values of the divisor function has a long history. For example, using what is now called the hyperbola method, Dirichlet established the following well-known asymptotic formula We can regard d(n) as evaluating the divisor function at the linear function f (n) = n. In this way, one may further consider the mean values of d(f (n)) for an arbitrary polynomial f (n). In [2] , P. Erdös established the correct size of the main term for the mean values of d(f (n)) for any irreducible f (x) ∈ Z[x] by showing that (1.2) n≤x d(f (n)) ≍ x log x with the implied constants depending on f .
For quadratic polynomials, one can obtain asymptotic formulas for the left-hand side of (1.2). Such formulas were given by E. J. Scourfield [14] and a sharper result was obtained by C. Hooley in [6] , who showed that when −c is not a perfect square, n≤x d(n 2 + c) = λ 1 x log x + λ 2 x + (x 8/9 (log x) 3 ).
A more compact representation of λ 1 is given by J. Mckee in [11] .
In view of the above results on sums of divisor functions over quadratic polynomials, it is natural to extend the study to sums of divisor functions over quadratic forms. For binary quadratic forms, this is first studied by N. Gafurov, who obtained asymptotic formulas for
A more accurate formula for the above sum was later given by G. Yu in [16] .
In [1] , C. Calderón and M. J. de Velasco obtained an asymptotic formula for the mean value of divisor functions over certain ternary quadratic form. The error term was improved by R.T. Guo and W.G. Zhai in [5] using the circle method. Also using the circle method, L. Q. Hu obtained an asymptotic formula for the mean value of divisor functions Date: December 20, 2018.
1 over certain quaternary quadratic form in [7] . where A 1 (N ), A 2 (N ) are constants given in (3.33) and (3.34), respectively.
Our proof of Theorem 1.1 follows the treatment of Theorem 1 in [16] . Note that the set of values of N given in the statement of Theorem 1.1 forms a subset of the following set:
{1, 2, 3, 7, 11, 19, 43, 67, 163}. (1.4) For each N in the above set, the corresponding imaginary quadratic number fields K = Q( √ −N ) has class number 1. This allows us to establish a bijection between the roots of v 2 + N ≡ 0 (mod d) and the representations of d for (d, 2N ) = 1 in terms of norms of elements in the ring of integers of Q( √ −N ) (see Lemma 2.1 below). We are then able to establish a large sieve result to estimate certain exponential sums involving the quadratic roots (see Lemma 2.2 below). This in turn leads to the desired error term in Theorem 1.1. The reason we cannot take N from the full set in (1.4) in Theorem 1.1 is a certain restriction on the size of N in the proof of Lemma 2.2. In fact, as one can see from the proof of Theorem 1.1, the assertion of Theorem 1.1 remains valid for any N in the set (1.4) so long as Lemma 2.2 can be established for it.
1.2. Notations. The following notations and conventions are used throughout the paper. e(z) = exp(2πiz) = e 2πiz . [x] stands for the largest integer not exceeding x and let {x} = x − [x]. We define ψ(x) = {x} − 1/2 and x = min{{x}, 1 − {x}}. f = O(g) or f ≪ g means |f | ≤ cg for some unspecified positive constant c. n ∼ N means there are positive constants c 1 , c 2 such that c 1 N < n ≤ c 2 N .
Preliminary Lemmas
Our first three lemmas below aim to establish certain large sieve result involving roots of quadratic congruences v 2 + N ≡ 0 (mod d). We let K = Q( √ −N ) and O K be the ring of integers in K. As a preparation, our first lemma characterizes these roots in terms of representations of d as norms of elements in O K . Lemma 2.1. Let N be a fixed integer given in (1.4) and d any positive integer. For (d, 2N ) = 1, there is a one-to-one correspondence between the roots v of
and the representations
given by
where ss ≡ 1 (mod d).
When N = 2 and 2|d, (d, N ) = 1, then (2.1) is not solvable for N = 7 when 2 3 |d. If N = 7 and 2 3 |d, then there is a one-to-one correspondence between the roots v of (2.1) modulo d and the representations given in (2.2) for d with (r, s) = 2 and 2d with (r, s) = 1. The correspondence is given by (2.3) modulo d, except that when (r, s) = 2, we replace r, s by r/2, s/2 in (2.3).
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, then there is a one-to-one correspondence between the roots v of (2.1) and the roots v 1 of (2.1) with d replaced by d 1 there. The correspondence is given by v ≡ N v 1 (mod d).
Proof. We note first that the cases with N = 1, 3 of the lemma are established in [3] and [13] , respectively. Moreover, the treatment of N = 2 is similar but easier compared to the remaining cases. We may thus assume that N = 1, 2, 3 in what follows. The remaining N 's in (1.4) all satisfy −N ≡ 1 (mod 4) so that any algebraic integer in O K has the form
When 
where p i , p i are prime ideals of K. Note that the above relation implies that N (p i ) = p i , where N denotes the norm for K over Q. As K is of class number one, p i is a principal ideal. Choosing a generator (r i + s i √ −N )/2 with r i > 0 (note that r i = 0 here for otherwise this implies that N |N (p i ) = p i , contradicting the assumption that (d, N ) = 1) for 
It follows that the pair (r i , s i ) is uniquely determined up to units (note that in our case the only units in K are ±1). We then deduce that in this case the correspondence (2.3) is indeed one-to-one. Thus, the assertion of the lemma is valid for d being a prime.
When d is a prime power, say d = p αi i , then we see that when (2.4) is solvable, (2.5) is also solvable so that (2.7) is valid and similar to our discussions above, a generator ( 
which implies that we must have
. This in turn implies that the pair (u i , v i ) is uniquely determined up to units so that in this case the correspondence (2.3) is also one-to-one. Thus, the assertion of the lemma is valid for d being a prime power. Now, to prove the assertion of the lemma for a general d, we first show that when (2.2) is valid, then the solutions given in (2.3) are all different modulo d. Suppose now we have
and that
This implies that
As the above congruence relation also holds with d being replaced by 2 and we have (d, 2) = 1, we deduce that 2d|(rs ′ − r ′ s). We further note (as arithmetic means always exceeds geometric means) that
as N > 4. We then conclude that we must have rs ′ = r ′ s. Thus we have s|rs ′ and s ′ |r ′ s. As (r, s) = (r ′ , s ′ ) = 1, we deduce that s|s ′ and s ′ |s. Hence s = s ′ (we can not have s = −s ′ as this would imply that r = −r ′ but both r and r ′ are positive) and then r = r ′ as they are both positive. If (r, s) = 1 and (r ′ , s ′ ) = 2, then on replacing r ′ , s ′ by r ′ /2, s ′ /2 and arguing as above, we deduce that r ′ = 2r, s ′ = 2s, contradicting (2.8). We can discuss other cases similarly to conclude that in order for the congruence condition (2.9) to hold, we must have r = r ′ , s = s ′ . Hence the solutions given in (2.3) are all distinct. Now we return to the case of a general d. When (2.1) is solvable, then (2.4) are solvable for all p i so that we have (2.7) and similar to our discussions above, one checks that all the pairs (r, s) with r > 0, (r, s) ≤ 2 satisfying (2.2) are coming from identifying (r + s √ −N )/2 with a generator of
There are 2 n ways of forming such a product and as conjugated pairs determine the value of s up to a sign, the total number of ways to obtain different pairs of (r, s) up to the sign of s are 2 n /2. As we have shown above, different pairs give different pairs of solutions to (2.1) via (2.3). Thus, we obtain 2 n different solutions to (2.1) via this correspondence. On the other hand, by the Chinese Remainder Theorem, we know (2.1) has exactly 2 n solutions. Thus, the solutions given in (2.3) are in one-to-one correspondence to the solutions of (2.1) and this completes the proof for the general case.
Next, we examine the case when N = 2 and 2|d. Note first that any N = 7 given in (1.4) is ≡ 3 (mod 8) so that v 2 + N ≡ 0 (mod 8) has no solutions. Thus equation (2.1) is not solvable when 2 3 |d. When N = 7, equation (2.1) is always solvable when d = 2 k . In fact, one checks that it has one solution when k = 1, two solutions when k = 2 and four solutions when k ≥ 3 using arguments similar to those in the proof [12, Theorem 3.19 ] of Hensel's lemma. As any representation of d implies that (2.1) is solvable via (2.3), we may now assume that (2.1) is solvable modulo
with k ≥ 3, p i being distinct odd primes and α i being positive integers. In this case we still have (2.7) and we further note that we have
Now, all representation of d satisfying (2.2) are coming from identifying (r + s √ −7)/2 as a generator of an ideal such that
(2.10)
In fact, it is easy to see that no other product will produce a representation in (2.2) satisfying (r, s) ≤ 2. On the other hand, let r, s be given in (2.10), if 2 2 |(r, s), then by setting r = 4r 1 , s = 4s 1 and taking norms on both sides of (2.10), we see that 2 k−2 |r 2 1 + 7s (2.10) . We conclude that every r, s given by (2.10) satisfies (r, s) ≤ 2. From this we also see that, if ̟ = 2p k−2 or 2p k−2 , then 2|(r, s) for every r, s given by (2.10), so that in this case (r, s) = 2. On the other hand, if ̟ = p k or p k then (r, s) = 1 for every r, s given by (2.10). For if 2|(r, s), then by setting r = 2r 1 , s = 2s 1 and taking norms on both sides of (2.10), we see that 2 k |r 2 1 + 7s
We then conclude that for d = 2 k n i=1 p αi i with k ≥ 3, there are exactly 2 n+1 ways to represent d as in (2.2) with (r, s) = 1 and also exactly 2 n+1 ways to represent d as in 2.2 with (r, s) = 2. We now take corresponding to the representation of d the 2 n+1 ways to obtain different pairs of (r, s) (up to the sign of s) with (r, s) = 1 and corresponding to the representation of 2d the 2 n+1 ways to obtain different pairs of (r, s) (up to the sign of s) with (r, s) = 1. This way we have a total of 2 n+2 ways of obtaining solutions v via (2.3). Similar to our arguments above, one then shows that these roots are all distinct. As 2 n+2 equals the total number of solutions of (2.1), the one-to-one correspondence thus follows in this case.
Lastly, when N |d, we note that equation ( 
with the constants c 1 , c 2 the choice of whose values depend on N only, and
Proof. As the case N = 1, 2 is easier, we may assume that N = 67 or 163. Note that N belongs to the set given in (1.4) 
with (a v , q v ) = 1, we see that in this case the assertion of the lemma holds for v with some q v |2 l q v ′ provided that we can show that the assertion of the lemma holds for all (d, 2N ) = 1 with (2.11) being replaced by
As the case l = 2 of the above inequality implies the case l = 0, 1 (the case l = 0 being inequality (2.11)). It suffices to establish the above inequality for l = 2. Note that for each d, 
This implies that
It follows from this and (2.
We write s v s v = 1 + ad with a ∈ Z to get
Note that
As (r v s v , 2) = 1, it follows that
wherer v denotes the number satisfying 0 <r v < |s v | and r vrv ≡ 1 (mod s v ).
We
Note that, as before,
wheres v denotes the number satisfying 0 <s v < |r v | and s vsv ≡ 1 (mod r v ).
We then deduce that
Combining (2.13) and (2.14), we see that there exists integers
where the first inequality above follows by noting that
This marks the restriction on the size of N the precludes us from taking N from the full set in (1.4). The second inequality in (2.15) is easily seen to be valid when |s v | ≤ γ(N )|r v | for some fixed sufficiently small positive constant γ(N ) depending only on N . We can now take
This completes the proof of the lemma.
We now use Lemma 2.2 to establish the following large sieve result, which is a generalization of Lemma 2 in [16] :
Then for D sufficiently large, H, M > 3 and any ε > 0, we have
Proof. Using the well-known bound for geometric sums,
we deduce that
We note that [16, Lemma 1] implies that for any real number α satisfying
with (a, q) = 1, q > 0, then
We now apply the above bound with α = v/d to the right-hand side of (2.16) and Lemma 2.2 to get that (breaking h into dyadic intervals and mindful of the relation
We define ρ N (d) to be the number of solutions of the congruence
be the Dirichlet series associated with ρ N (n)/n:
Note that ρ N (n) is multiplicative. Thus it suffices to determine the values of ρ N at prime powers. For any prime p and integer α ≥ 1, suppose thatt (v, p α ) = p β with β ≤ [α/2] so that
is equivalent to
The above congruence is further equivalent to
It is easy to see that the above equation has ϕ(p α−2β )ρ 0,N (p) solutions satisfying 0 < u, v ≤ p α−2β , (uv, p) = 1, where for any integer d,
It follows that the total number of solutions of the above equation is
On the other hand, if
The above equation has p 2(α−β) solutions.
Summarizing our discussions above, we get is the Kronecker symbol. Combining this with the above expression for ρ N (p α ), we deduce that for ℜ(s) ≥ 2,
where ζ(s) is the Riemann zeta function, L(s, χ N ) is the Dirichlet L-function associated with χ N and G N (s) is given by the Euler product
We now proceed similarly as in the proofs of [4, Lemmas 4, 6, 7 ] to obtain the following Lemma 2.4. Suppose y ≥ 3, we have
where Similar to Dirichlet's hyperbola method, we split S N (x) into three sums by first suming over one of the k, l being ≤ √ 1 + N x and then subtracting the overcount arising from max k, l ≤ √ 1 + N x. Thus, we obtain
where
Here we have further written the subtracting part as the sum of Q N (x) and T N (x) so that the conditions m ≤ x, and n ≤ x are naturally satisfied for Q N (x).
3.1. Treatment of R N (x). We write (m 2 , k) = ab 2 , where a is square-free so that n 2 + N m 2 ≡ 0 (mod k) implies that ab|(m, n). Thus replacing m, n, k by abm, abn, ab 2 d respectively and noting that the condition (m 2 , k) = ab 2 becomes (am, d) = 1, we can recast R N (x) as
where µ denotes the Móbius function.
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We note that it follows from a result of J. D. Vaaler [15, Theorem 18 ] that for every positive integer H, there is a trigonometric polynomial ψ * H of degree H such that
with the complex coefficients g(h) satisfying |g(h)| < |h| −1 .
We then deduce from this that for any integer H = H(a, b, x) ≥ 1, we have
Note that the last term in the error term comes from the estimation for g(0, d) ≪ 1/H and summing over h, v, m, d trivially, by noting that
, which is bounded above by the number of divisors of d.
It follows from (3.3) that in order to estimate E R,N (x), we need to deal with sums of the form
. Now such a sum is, using the Möbius function to detect the condition (m, d) = 1,
Note that the solutions to the congruence equation
are all coming from the solutions to the congruence equation
Note further that we have e −nhv r = e −nhv 1 r .
As each v 1 induces ρ 0,N (rl)/ρ 0,N (r) solutions, we deduce from Lemma 2.3 that the expression in (3.4) is
Thus, by choosing
Applying the formula
Now consider the equation v 2 + N u 2 ≡ 0 (mod k) with 0 < u, v ≤ k. By writing (u 2 , k) = ab 2 with a square-free and replacing u, v, k by abu, abv, ab 2 d, we see that (au, d) = 1 and that we have 0 < u, v ≤ bd. From this we easily deduce that
We then apply Lemma 2.4 to deduce that
Combining this with (3.5), we obtain via (3.2) that
3.2. Treatment of Q N (x). For any integer k ≥ 0, we denote r N (k) the number of representations of k as a sum of n 2 + N m 2 with n, m ≥ 0. Note that when k is not a perfect square or N times a perfect square, then any representation of k of the form n 2 + N m 2 must satisfy nm = 0. From this, we deduce that when k is not a perfect square or N times a perfect square, then 4r N (k) gives the number of lattice points (u, v) satisfying u 2 + N v 2 = k. From the well-known relation (note that in our case the only units in
we deduce that when k is not a perfect square or N times a perfect square, then
Thus we have
We write (n,
Using the Möbius function to eliminate the restriction (l, d 2 ) = 1 and writing d 2 = ms, l = mt, we obtain
We note that, as a special case of counting integral lattice points inside an ellipse (see [9] ), we have for for x > 0,
for some constant α < 1/3.
We apply this and (3.7) to see that the inner double sum in (3.8) is
The same argument shows that
We then conclude from (3.8), (3.9) and (3.10) that
The treatment of T N,1 (x) is similar to that of R N (x), so we omit the details here and we obtain
To deal with T N,2 (x), we write (m 2 , k) = ab 2 with a square-free. Then replacing m, n, k by abm, abn, ab 2 d respectively and noting that the condition (m
where, for notation convenience, we set 
Now we get
Therefore, from (3.14), (3.21), (3.22), (3.23) and (3.24), we have, recalling the definition of ρ 0,N in (2.18),
Combining this with (3.12) and (3.13), we derive that 
Note that we also have Area of (u, v) :
again noting that d ≪ x/ab 2 .
The above estimates allow us to derive from (3.25) that
(3.27)
By counting the number of lattice points using (3.26), we get #{m ≤ x, n ≤ x : n 2 + N m Thus, partial summation gives that
One easily checks that the last integral above equals to
Now, using Lemma 2.4, we see that the expression in (3.29) is
A similar computation yields 
