Abstract Clinicians and patients with type 2 diabetes enjoy an expanding list of medications to improve glycemic control. With this expansion has come a flurry of concerns about the safety of these antihyperglycemic agents, concerns that affect judgments about the risk/benefit balance of therapy. Some of these safety signals have been identified through the synthesis of existing research evidence. Thus, it has become important for clinicians and clinical policymakers to understand the strengths and limitations of systematic reviews and metaanalyses in determining the safety of diabetes medications. In this paper, we highlight key safety concerns with diabetes medications and discuss the role evidence synthesis plays in each, with special attention to its strengths and limitations.
Introduction
The past 20 years have seen an explosion in the number of available antihyperglycemic options, over a dozen, for patients with type 2 diabetes. This windfall of treatments for diabetes is timely as the incidence of diabetes has also greatly increased over the past 2 decades [1] . With the benefits in terms of choice and flexibility that arise from the development and approval of more options, have come revelations of unforeseen adverse effects. These revelations have negatively affected both the perceived balance of risk and benefit of these agents and trust in the industrial and regulatory handling of new diabetes medicines. Although hints of harm have often arisen from case reports and observational studies of use in clinical practice, in many notable cases the key signal was identified in evidence syntheses. Systematic reviews (SRs) are studies that systematically search, select, appraise, and summarize the available evidence concerning a focused question. Meta-analysis (MA) is the statistical procedure to pool results across studies. When used together, these studies avoid selective review of the evidence, support conclusions based on an assessment of the confidence in estimates of effect, pool results statistically, and offer explanations for inconsistency of results across studies. This method of summarizing evidence has become exponentially common. In August 2013, we found 2050 evidence syntheses published in English and related to type 2 diabetes in the PubMed database; 717 were published from 2011 to August 2013. By comparison, 1224 were published in 2000-2010, and 110 in the 1990-2000 period.
In this paper we will review recent safety concerns with diabetes medications in which evidence syntheses played a key role and use these examples to highlight the strengths and limitations of SRs and MAs as well as the special challenges that clinicians face when trying to determine the safety of diabetes medications.
Metformin and Lactic Acidosis
Metformin, a biguanide, is widely used in the treatment of diabetes and is considered a first-line treatment for most patients. Despite a relatively high incidence of bothersome gastrointestinal side effects it is generally considered safe. However, for many years there were lingering concerns about the potential for metformin to cause lactic acidosis. This concern was due to a relatively high incidence of lactic acidosis with phenformin, another biguanide [2] . There were case reports of metformin causing lactic acidosis, but the causality of the association was confounded by the fact that most cases occurred in patients with other causes of lactic acidosis. Therefore, investigators from the Cochrane Collaboration set out to determine the true incidence of lactic acidosis with metformin. What they found was surprising; among prospective trials and observational cohorts, they did not find a single case of lactic acidosis. This SR provided a comprehensive summary of the body of evidence and provided clinicians with information they can use to inform their practice. In this case, this SR reassured metformin users that this medicine does not appreciably increase the risk of lactic acidosis.
This review and its results can be trusted for a number of reasons. The Cochrane Collaboration always prespecifies a protocol that is subject to peer review before initiating their reviews. This is an important step as it increases the transparency of the process, the quality and pertinence of the review to its end users, and allows for reproducibility. It also increases trust in the review as any change in the data collection or analysis plans would be noted. Such changes may not be uncommon and could be problematic when they are triggered by inconvenient results [3] . In this way, SRs differ from the more common narrative reviews (ie, commentaries, editorials, expert topic reviews) in that the former are conducted following an explicit protocol that includes a clearly stated set of objectives, eligibility criteria for studies, a systematic search that attempts to identify all studies that would meet the eligibility criteria, and an explicit and reproducible methodology to apply these criteria and select the studies [4] . Of note, this SR summarized the results of 148 studies containing nearly 63,000 patients. An individual clinician simply does not have time to review and summarize this amount of information. Thus, SRs are particularly useful because they allow access to a concise summary of the body of evidence. These advantages make SRs the preferred tools for guideline panels, policy makers, and clinicians [5] .
Agents Targeting Peroxisome Proliferation-Activating Receptors and Cardiovascular Risk
Although antihyperglycemic agents that act on the nuclear peroxisome proliferation-activating receptor proteins are very effective, they have been plagued by safety signals, which have led to restrictions in their use [rosiglitazone and cardiovascular (CV) events], withdrawal from the market (troglitazone and liver failure), or failure to reach the market (muraglitazar and CV events).
Muraglitazar
A Food and Drug Administration (FDA) panel had recommended muraglitazar for approval. As the approval process continued, Nissen et al using data from phase II and III trials, conducted a MA to determine the CV safety of muraglitazar [6] . They found that in the muraglitazar-treated patients, death, myocardial infarction (MI), or stroke occurred in 35 of 2374 (1.47 %) patients and in 9 of 1351 (0.67 %) patients in the control group [relative risk (RR) 2.23; 95 % confidence interval (CI), 1.07-4.66]. After the publication of these findings, the FDA recommended against approval and the manufacturer ceased further development of muraglitazar. It is interesting to note that Nissen et al did not perform a SR, but instead based his analysis on briefing documents supplied to the FDA. A MA can be done on any dataset; confidence in its results comes from the way the dataset was assembled. A SR process seeks to produce an unbiased selection of pertinent studies and make these data available to statistical pooling. A MA that results from a SR will be more credible than one that results from an ad hoc collection of trials. In this case, the assumption is that the trial reports made available to the FDA and the basis for the MA was a complete and unbiased set.
Rosiglitazone
Rosiglitazone was approved for the treatment of diabetes in 1999. Following its approval, its uptake into practice was rapid [7] . However, its approval was based upon the surrogate endpoints of glucose and glycated hemoglobin reduction, the only benefit outcomes the FDA has ever used to approve antihyperglycemic agents [8] . As a result, trials designed to seek drug approval did not have the precision required to confidently assess other outcomes of importance to patients with diabetes, such as cardiovascular events. Based on this rationale, Steven Nissen and Kathy Wolski (2 of the 3 authors of the muraglitazar analysis) conducted a MA to examine the CV safety of rosiglitazone [9] . In their analysis, they included 42 trials obtained from the FDA and industry documents as well as 2 randomized trials that had been recently published. They found that rosiglitazone, when compared against either placebo or active comparator, was associated with an increased risk of myocardial infarction [odds ratio (OR) 1.43, 95 % CI 1.03-1.98] and perhaps death from cardiovascular causes (OR 1.64, 95 % CI 0.98-2.74). A few months later, Singh et al published, not just a MA, but a SR of the same question, ie, was rosiglitazone associated with an increased risk of CV events [10] . Unlike Nissen and Wolski's MA, Singh et al chose to restrict their analysis to trials lasting 1 year or more (Nissen and Wolski restricted their analysis to trials lasting 24 weeks or more) and as a result of this restriction included only 4 trials and found that while rosiglitazone was associated with a 42 % increase in of the risk myocardial infarction (RR 1.42, 95 % CI 1.06-1.91), it was not associated with CV mortality (RR 0.9 95 % CI 0.63-1.26). In 2007, the FDA reviewed these data and decided that the evidence was sufficient to warrant a black box warning about myocardial ischemia for rosiglitazone [11] . Later, in 2010 they further restricted the use of rosiglitazone, while in Europe, the regulatory body banned the use of rosiglitazone altogether. Also in 2010, Nissen published an update of his earlier MA [12•] . This update included 56 trials with a total of over 35,000 randomized patients, nearly 20,000 of which were randomized to rosiglitazone. The analysis (with and without the Rosiglitazone Evaluated for Cardiovascular Outcomes and Regulation of Glycemia in Diabetes (RECORD) trial results) showed the same relationship that the earlier MAs had found, namely an association of rosiglitazone with myocardial infarction (with RECORD OR 1.28, 95 % CI 1.02-1.63, without RECORD OR 1.39 95 % CI 1.02-1.89) and no significant association between rosiglitazone and CV mortality (with RECORD OR 1.03, 95 % CI 0.78-1.36, without RECORD OR 1.46 95 % CI 0.92-2.33).
Before we continue with the rosiglitazone saga, it is worth mentioning that despite their different approaches with their inherent strengths and limitations, the Nissen [9, 12•] and Singh [10] syntheses reached the same conclusion: rosiglitazone increases the risk for myocardial infarction by about 30 %-40 %. Both studies highlight the ability of MAs to increase the precision of an estimate of effect through statistical pooling of results. In individual studies the confidence interval surrounding the estimate of risk of myocardial infarction was imprecise and did not reach statistical significance. For example, the hazard ratio (HR) for myocardial infarction in the RECORD trial was 1.14 (95 % CI 0.80-1.63) [13•] . However, as shown above, when the results of similar trials were pooled, the number of events available for analysis increased as did our ability to detect signal from noise. As a result an important safety signal for rosiglitazone was detected and resulted in important changes in the risk/benefit balance for rosiglitazone and impacted its use in practice.
A limitation of the first of the 2 MAs by Nissen et al [9] was that the quality of the studies included in the analysis was not assessed. In order to properly understand the results of an evidence synthesis, it is important for clinicians to appraise the quality of the evidence synthesized. If the methodological quality of the studies is inadequate then the findings of reviews of this material may also be compromised: garbage-ingarbage-out [14] . To that end, clinicians need to consider features associated with confidence in the estimates of effect: the quality of included studies, their consistency, magnitude, and precision of the effect, and directness in relation to the question of interest to decision makers. Table 1 shows the approach used by the GRADE Working Group to ascertain the confidence in the estimates based on these factors [15] .
With the evidence syntheses by Nissen [9, 12 •] and Singh [10] one would think the saga of rosiglitazone would come to an end. In June of 2013, the FDA held a meeting to revisit the CV safety of rosiglitazone [11] . At the meeting, they evaluated a re-adjudication of the RECORD trial. RECORD compared patients treated with rosiglitazone and metformin or a sulfonylurea, vs metformin and a sulfonylurea [13•] . After more than 5 years of follow-up the investigators found no significant association between rosiglitazone arm CV death (HR 0.84, 95 % CI 0.59-1.18), myocardial infarction (HR 1.14, 95 % CI 0.80-1.63), or stroke (HR 0.72, 95 % CI 0.49-1.06). They did, however, find that rosiglitazone was associated with heart failure (HR 2.10, 95 % CI 1. 35-3.27 ), a finding that echoed an earlier finding by Singh, who in his review [10] found that Table 1 Rating the quality of the body of evidence Decrease my confidence
Study limitation
The higher the risk of bias the lower the confidence in evidence is. Evidence generated by randomized controlled trials is usually considered to be of high quality, whereas evidence generated by nonrandomized studies is considered to be of lower quality because there is no assurance of prognostic balance.
Inconsistency
If different studies attempt to answer the same question but the magnitude of intervention effects differs across studies the confidence in the overall results is lower. High variability is evaluated using I 2 statistic, which represents the proportion of inconsistency in the results that is not attributable to chance or random error. Imprecision A wide confidence interval around the pooled estimate suggests an imprecise result, which can cause uncertainty about the result. Indirectness When significant differences exist between the population, the intervention, or the outcomes measured in included studies and those under consideration.
Increase my confidence Large magnitude of effect Evidence from a study with large effect would increase our confidence in the evidence (ie, RR >5 or RR <0.2) Dose-response gradient Dose-response gradient increase confidence in the estimates of observational studies and thereby increase the assigned quality of evidence. Plausible confounders or other biases would underestimate the estimated effect Judging that plausible residual confounding would further support inferences regarding treatment effect may also enhance the quality of evidence rosiglitazone was also associated with an increased risk of heart failure (RR 2.09; 95 % CI 1.52-2.88). Effective interventions to reduce cardiovascular risk were more commonly used in the rosiglitazone arm of the RECORD trial, a situation that often emerges in open label trials. These trials may also introduce bias prior to the ascertainment of outcomes: some RECORD case report forms were differentially submitted for blinded adjudication [16••] . In November of 2013, the FDA removed most of the restrictions for rosiglitazone prescription following an independent assessment of the RECORD trial data, the results of which contributed to reduce the FDA's concerns about this drug's cardiovascular safety [17] . This scenario highlights the need to examine the whole body of evidence as opposed to single studies, which may mislead the clinician [14] . An example where evaluation of single studies can lead to misleading conclusions is illustrated by the Proteus phenomenon, a situation where early studies of a drug or other intervention show extreme estimates of effect compared with studies published later [18, 19] . In this context, making a decision based on the first or only study conducted, without waiting for subsequent research to replicate or confirm those early findings might lead a clinician to make an invalid conclusion about an intervention's safety or efficacy. This phenomenon ensures that we will need to rely on ongoing or cumulative reviews of the outcomes of using antihyperglycemic drugs beyond approval to determine their true value.
Evaluating the entire body of evidence often permits a cancellation of the "noise" and provides a firmer sense of what is a true signal. It is important to again note that while SRs can improve on the primary studies by virtue of improving their precision, they can help detect other shortcomings such as bias or indirectness (a study that studies patients, interventions, or outcomes that are not relevant to the decision maker). While SRs cannot overcome these shortcomings they offer the full picture, the body of evidence, with its strengths and limitations, facilitating debate about the state of the science [14, 20•] .
Pioglitazone
We have now seen that rosiglitazone increases the risk of myocardial infarction and heart failure in patient with diabetes, but is this a class effect? Nissen and colleagues examined this question in a MA that used patient-level time-to-event data from randomized trials [21] . They found that pioglitazone compared with control was associated with a reduction in the composite outcome of death, MI, or stroke (HR 0.82; 95 % CI 0.72-0.94). Therefore, it appears that pioglitazone may actually reduce the risk of this composite outcome. Despite this favorable effect, they did find that the increased risk of heart failure is a class effect: compared with control, pioglitazone is associated with a 41 % increase in the risk of serious heart failure (HR 1.41 95 % CI 1.14-1.76).
Thiazolidinediones and Fractures
In 2006, evidence emerged that Thiazolidinediones (TZDs) (specifically rosiglitazone) may be associated with an increased risk of fractures [22] . In 2008 a SR was conducted to determine the extent of this risk [23] . The authors of this study identified and analyzed 10 randomized trials involving nearly 14,000 patients. They found that compared with control, TZDs (no breakdown by agent was possible) increased the risk of fractures overall (OR 1.45, 95 % CI 1.18-1.79), but there was inconsistency in this effect. The increased risk of fractures with TZDs was significantly greater in women (OR 2.23, 95 % CI 1.65-3.01) than in men (OR 1.00, 95 % CI 0.73-1.39). The practical implications of this appear to be that clinicians should be cautious when prescribing TZDs to women, especially older postmenopausal women, as they are already at an increased risk of fracture. We can trust these results because they emerge from a comprehensive search strategy, which included several databases as well as websites from regulatory bodies, manufacturer's information sheets, and registers of clinical trials. This may help prevent certain forms of bias in the identification and selection of studies and gives the clinician confidence that the authors did not miss any studies as a result of an inadequate search strategy [24] [25] [26] .
Thiazolidinediones and Bladder Cancer
In addition to being associated with heart failure and fragility fractures, pioglitazone has been implicated in increasing the risk for bladder cancer. This concern emerged after an increase in the number of cases of bladder cancer was reported among participants exposed to pioglitazone in the PROactive trial [27] . Some regulatory agencies responded by removing it from the market while others, like the FDA, chose to issue warnings and recommend close monitoring [28] [29] [30] . Following on this initial evidence, SRs were conducted to clarify this relationship [30, 31] . Colmers et al in a SR that included both observational and randomized trials found that pioglitazone was associated with an increased risk of bladder cancer [30] . The strength of this association was dependent on study design with the strongest association appearing in case control studies (OR 4.2, 95 % CI 2.82-6.52), moderate (yet nonsignificant) in randomized trials (RR 2.36, 95 % CI 0.91-6.13), and weakest in cohort studies (RR 1.22, 95 % CI 1.07-1.39). Of note, no association between rosiglitazone and bladder cancer was found. Ferwana et al found similar results in a SR of observational and randomized trials, estimating a pooled HR of developing bladder cancer of 1.23, 95 % CI 1.09-1.39 [31] . Figure 1 offers a forest plot-a visual representation of the point estimates and confidence intervals for the included studies in a MA-derived from Ferwana et al [31] . Forest plots are the most common and efficient way to display meta-analytic data. Understanding how to interpret forest plots permits quick comprehension and appraisal of the source and nature of synthesized data. On a forest plot each horizontal row of raw data corresponds to an individual study. The graphical contribution of each study's data is displayed within the forest plot to the right of the dataset, generally in the form of a box centered on a horizontal line. The location of the box horizontally indicates the point estimate of the study's measured effect. In many cases, the size of the box is representative of the size of the study, and thus the proportion of data contributed to the total. The horizontal line is the 95% confidence interval; its width reflects precision and its location (i.e. whether or not it crosses a relative risk of 1, etc.) reflects significance. The pooled data is represented on the forest plot by a diamond, which can be thought of as the mathematical weighted average of all the individual studies. The point on the diamond with greatest vertical dimension corresponds to the point estimate of pooled effect; the width of the diamond corresponds to the 95% confidence interval for the pooled data.
Inconsistency, as mentioned in Table 1 , is important in determining the confidence one should place in the results of a MA. It is often measured using the I 2 statistic, which is an estimate of the percent chance that the observed variability (or inconsistency) is due to a true difference in treatment effect. Generally, I
2 25% is considered low heterogeneity, I 2 50%-75% is considered moderate heterogeneity, and I 2 >75% is considered high heterogeneity. Note that low heterogeneity is desired for any pooled data (studies within individual subgroups), but in the case of between group comparisons a high I 2 statistic is often desirable (i.e. we want the % of variability beyond chance to be high). As an example consider Figure 1 , where for the test for subgroup differences the I 2 is 68.5% indicating that the observed difference in effect between groups is likely due to a true treatment effect; this supports Fig. 1 The forest plot pictured here is from a recent review assessing the impact of pioglitazone usage on bladder cancer risk [31] . Notice that outcomes are reported as a hazard ratio of exposed/unexposed diabetics for the development of bladder cancer. Also, note that the authors conducted a subgroup analysis of the data to assess the effect of treatment duration on the outcome. In the subgroup with <12 months pioglitazone use, for example, no significant effect was seen (the diamond is practically centered on a hazard ratio of 1). Whereas in the subgroups with 12-23 and >24 months of pioglitazone exposure a significant cancer risk was seen. Finally, notice that the longer the duration of exposure, the more consistent and precise the effect estimate becomes (the confidence intervals narrow and the point estimates seem to align). Note that in each subgroup here, the I 2 is 0 %, indicating that chance alone provides a satisfactory explanation for the variability in the effect estimate. However, the test for subgroup differences has an I 2 of 68.5% indicating that the observed difference in effect between groups is likely due to a true treatment effect; this supports the validity of the conclusion that the duration of pioglitazone therapy is directly related to the risk of bladder cancer. With permission from: Ferwana M, Firwana B, Hasan R, AlMallah MH, Kim S, Montori VM, et al. Pioglitazone and risk of bladder cancer: a meta-analysis of controlled studies. Diabetes Med. 2013;30:1026-32. doi:10.1111/dme.12144) [31] .
the validity of the conclusion that the duration of pioglitazone therapy is directly related to the risk of bladder cancer. All of the studies within Figure 1 are observational in nature. Observational studies are subject to a variety of biases, including confounding and selection bias, which limits our confidence in their findings. Thus, their inclusion in the SR would reduce our confidence in their findings, if their results are different from those in the randomized trial. Ferwana et al also note that 1 of the included studies may suffer from outcome ascertainment bias as bladder cancer may have been more actively sought out in the observational studies. These examples once again show how evidence syntheses can improve the precision of estimates of effect and increase our confidence in the effect, but cannot overcome challenges in the primary studies.
Glucagon-like Peptide 1-Based Therapies, Pancreatitis, and Pancreatic Cancer Recent evidence suggests that diabetes medications that target glucagon-like peptide 1 (GLP-1) (dipeptidyl peptidase-4 inhibitors (DPP-4is), and GLP-1 mimetics) may be associated with pancreatitis and pancreatic cancer [32, 33] . Singh et al in a recent observational study [32] found that these therapies increased the risk of hospitalization due to pancreatitis by 107 % (OR 2.07 95 % CI 1.36-3.13), a finding that was replicated by Elashoff et al using the FDA's database of adverse events [33] . They found that, compared with control, sitagliptin and exenatide were associated with a large increase in the risk of pancreatitis (OR 6.7, 95 % CI 4.6-10 and 10.7, 95 % CI 7.75-15.1, respectively). In addition, Elashoff found a significant association between these medications and pancreatic cancer (OR for sitagliptin 2.7, OR for exenatide 2.9).
In 2013, Monami et al conducted a SR that only included randomized trials with the goal to clarify the effect of DPP-4is on the risk of pancreatitis and pancreatic cancer [34] . They found that the overall risk of pancreatitis or pancreatic cancer was not different between DPP 4is and control (OR 0.93, 95 % CI 0.51-1.69, and OR 0.72, 95 % CI 0.32-1.61, respectively). These results are different from those emerging from observational studies. This difference could result from the selection bias and confounding that may affect the observational studies (eg, obese patients are at higher risk for pancreatitis and are also preferentially prescribed these drugs because they are less likely to promote weight gain than alternatives). It could also reflect careful selection of participants for participation into the trials or biased reporting of outcomes [35••] . At the time of this writing, the evidence cannot support with confidence a claim of safety of GLP-1 based therapies with regard to pancreatic complications.
Emerging Challenges and Opportunities for Using Systematic Reviews and Meta-Analyses to Evaluate the Safety of Diabetes Medications

Challenges
Conducting SRs and MAs with the goal of examining safety present special challenges [36] In clinical trials, adverse effects are often collected on standardized report forms. How these report forms are constructed determines the nature and amount of adverse events recorded. For example, an adverse effect is more likely to be reported if participants in a trial are asked specifically to report about that event's occurrence [37] . When event data collection relies solely on self-reporting, the measured occurrence will be significantly less. Furthermore, adverse events are sometimes classified by organ system, resulting in an unclear picture of the true adverse effect profile for an intervention. For example, when side effects are reported as "gastrointestinal," they may actually include entities as mild as nausea and vomiting or as serious as pancreatitis. This lack of granularity can present a challenge in evidence synthesis because, unless the individual data are available, it can become difficult to accurately represent the true side effect profile of an intervention.
Determining the safety of new drugs is often difficult because of the rarity of certain serious adverse events (eg, bladder cancer with pioglitazone). On average, before drugs are approved they are tested on approximately 2000 patients [38] . This presents a challenge when trying to determine whether or not a specific drug causes a certain adverse event.
For example, if a drug is tested in a sample of 2000 patients prior to approval, the odds of seeing an adverse event that occurs in 1 %, 0.1 %, 0.01 %, and 0.001 % of exposed patients are 100 %, 86 %, 18 %, and 2 %, respectively.
To help increase our knowledge about the safety (and effectiveness) profile of new and existing drugs, Phase IV studies, commonly known as post-marketing studies can and should be conducted. Phase IV studies are long term studies where a clinical event (as opposed to a surrogate endpoint) is the primary endpoint [39] . In addition to Phase IV studies, observational, post-marketing surveillance is also carried out to gather data from a variety of sources (individual clinicians, patients, databases, etc). Unfortunately, the current system for monitoring and reporting adverse events after marketing approval is not optimal. The FDA had taken steps to improve post-marketing surveillance with its Sentinel Initiative [40] . The Sentinel Initiative aims to develop an active surveillance system to identify safety signals for FDA approved products. However, this initiative is still in its early stages and it will be many years until it is fully functional.
Together, Phase IV studies and post-marketing surveillance, along with Phase III trials, can be subjected to synthesis to help paint a clearer picture of the risk/benefit balance of an intervention. These analyses have led to Black Box warnings and drug withdrawals (eg, rosiglitazone's Black Box warning for heart failure). However, SRs are constrained by the data that is available and cannot reverse underlying biases. Specifically, post-marketing surveillance is fraught with challenges because of its observational nature. For example, an adverse event may be reported, but its causal link to the drug might be difficult to prove. Furthermore, serious adverse events are more likely to be reported in this scheme compared with more common, but relatively benign, side effects [41, 42] . This is unfortunate as the presence of seemingly benign side effects can greatly affect the risk/benefit balance of administering a particular drug to a particular patient.
Individual Patient Data Meta-Analysis "Traditional" MAs generally consist of the pooling of aggregate data from a number of unique studies. Individual patient data meta-analyses pool data from individual participants of included trials. This has the potential advantage of improving the quality of the data and increasing the precision in the estimate of effect particularly in the assessment of subgroups defined by patient characteristics. This type of MA has been used for more than 20 years, but they still represent a minority of the meta-analyses completed (when we limited our earlier search to individual patient data meta-analysis we found only 5 studies, 1 of which is a protocol). To conduct these analyses, investigators require time, resources, expertise and, most importantly, access to the data through either data repositories mandated by funding agencies and through collaboration with trialists. MAs focused on safety concerns in diabetes should consider using individual patient data MA to improve the quality of evidence syntheses.
Early Phase Trials and Pre-Clinical Data
Increasing the scope of the body of evidence may also improve one's evaluation of the safety of interventions for diabetes. This can be accomplished by systematically including early phase trials (Phase I and II) and data from animal studies in safety assessments. While the intervention may have different effects in animal models, they may provide early safety signals, which should be monitored for in later stage trials. Results from early phase trials should be reported in the literature, or at the very least, stored in a publically accessible database. In this way, SRs can gain confidence in the pooled effects from clinical trials if there is a chain of evidence that provides support for the findings. Perhaps more important for the safety of our patients, complete access to preclinical and early clinical data may provide, when pooled, evidence of a safety signal that later stage trials can be designed to specifically seek. Transparency in the process of developing antihyperglycemic drugs from inception to the market is one of the ways in which drugs can be made safer and trust in the enterprise may be recovered.
Conclusions
With the continual emergence of new therapies to treat diabetes and the rush to design and conduct the smallest and briefest trials possible for approval, the use of SRs and MAs to evaluate the safety of these medications will continue to be important. We have seen that individual studies alone are not enough to determine the safety of diabetes medications and that relying on them may lead to an overestimation of safety. SRs and MAs represent a way to credibly and transparently assess the entire body of evidence and produce a more precise estimate of effect than what is possible with single studies. Despite these strengths, SRs and MAs must be interpreted in light of their limitations, namely, that synthesizing evidence does not fix biases introduced in the conduct and analyses of the underlying studies and cannot overcome the decision of authors, funders, and publishers to not publish the results of trials that fail to advance their interests. Corrupted in these ways, the data going into the MA will be of poor quality, reducing our confidence in the data that comes out. By understanding the role of SRs and MAs in evaluating the safety of diabetes medications as well as being aware of the challenges and opportunities for SRs and MAs in this capacity, the astute clinician can better serve their patients.
