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Provisions techniques et capital de solvabilitØ
d’une compagnie d’assurance : mØthodologie
d’utilisation de Value-at-Risk
Pierre-E. ThØrond ∗ FrØdØric Planchet† ‡§
RØsumØ
The advent of the future European prudential framework (Solvency II) and, to
a lesser extent, of the phase II of the IFRS dedicated to the insurance contracts,
will systematize the use of the Value-at-Risk (VaR) risk measure in insurance.
Especially used for ￿nancial purposes, the measure of an insurance risk by a VaR
technique requires a speci￿c adaptation. Schematically we may distinguish two
di￿erent contexts, which impose distinct approaches :
￿ the measurement of the risk related to the sinistrality by the use of a VaR
in the heart of the probability distribution : the technical provision will have
to be enough to pay the claims with a 75 % probability;
￿ the measurement of risk related to the ruin of the company by the mean of
a very high order VaR : the solvency capital must to be calibrated to control
the ruin if the insurer with a probability higher than 99.5 %.
In the ￿rst situation, the two standard approaches (historical VaR or modelling
the sinistrality) can be based on a statistical material of relative but su￿cient size
to estimate a VaR in the heart of the probability distribution. In the second case,
we are confronted to the absence of observations. Also we have to model the basic
variables which in￿uence the solvency of the company in order to be able to simulate
the ruin of the company and ￿nally to estimate the high order VaR. This last stage
will require the use of Extreme Value Theory.
In this paper, we present the contexts of VaR computation in insurance, the
related probabilistic results and the limits of these kinds of criterion for insurance
purposes.
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Manuscrit auteur, publi￩ dans "Assurances et Gestion des Risques (2007) 1...10"L’avŁnement du rØfØrentiel prudentiel SolvabilitØ II et, dans une moindre me-
sure, du nouveau cadre comptable induit par la phase II de la norme IFRS dØdiØe
aux contrats d’assurance, va systØmatiser l’emploi de Value-at-Risk (VaR) en as-
surance. ParticuliŁrement utilisØes en ￿nance de marchØ, les techniques de calcul
de VaR exigent une adaptation spØci￿que dans un contexte assurantielle de par
la nature des risques qui sont ainsi mesurØs. SchØmatiquement on distingue deux
contextes, qui imposent des approches di￿Ørentes :
￿ la mesure du risque liØ ￿ la sinistralitØ au moyen d’une VaR dans le corps de
la distribution : la provision devra su￿re ￿ payer les sinistres dans 75
￿ la mesure de risque liØ ￿ la ruine de la compagnie par le biais d’une VaR
d’ordre trŁs ØlevØ : le capital de solvabilitØ devra permettre ￿ la compagnie
de ne pas Œtre en ruine avec une probabilitØ supØrieure ￿ 99,5
Dans la premiŁre situation, que l’on adopte une approche VaR historique ou
que l’on cherche ￿ modØliser la sinistralitØ, on reste dans un cadre dans lequel
on dispose d’un matØriel statistique de taille relative mais su￿sante pour estimer
une VaR dans le corps de la distribution. Dans le second cas, on est en revanche
confrontØ en l’absence d’observations et il convient alors, dans un premier temps,
de modØliser les variables de base qui in￿uent sur la solvabilitØ de la compagnie,
dans un deuxiŁme temps, de simuler la ruine de la compagnie et en￿n d’estimer
une VaR d’ordre trŁs ØlevØ. Cette derniŁre Øtape nØcessitera le recours ￿ la thØorie
des extrŒmes.
Dans ce travail, on s’attache ￿ prØsenter les contextes de calcul de VaR en as-
surance, les rØsultats probabilistes sous-jacents et les limites de ces critŁres.







































A l’instar de ce qu’a connu le monde bancaire ces derniŁres annØes avec
l’avŁnement des accords dits de B￿le II, le monde europØen de l’assurance
se prØpare ￿ se doter d’un nouveau rØfØrentiel prudentiel qui rØsultera du
projet SolvabilitØ II. Construit Øgalement sur une structure ￿ trois piliers, le
futur systŁme de solvabilitØ vise ￿ ce que les entreprises d’assurance mesurent
et gŁrent mieux les risques auxquels elles sont soumises. Une bonne gestion
des risques aura pour consØquence une moindre exigence en termes de ca-
pitaux propres. Le premier pilier, consacrØ aux exigences quantitatives, fait
largement rØfØrence ￿ des mesures de risques bien connues des ￿nanciers, les
Value-at-Risk (VaR). Les travaux en cours sur SolvabilitØ II prØvoient que
les assureurs devront disposer d’un montant de provisions techniques 1 leur
permettant d’honorer leurs engagements de payer les prestations avec une
probabilitØ de 75 % (￿ ce stade, une approche cost of capital est Øgalement
envisagØe en assurance-vie). Ils devront de plus disposer d’un niveau de fonds
propres leur permettant de ne pas Œtre en ruine, ￿ horizon un an, avec une
trŁs forte probabilitØ (a priori 99,5 %).
Pour mØmoire, dans le systŁme actuel, les montants de provisions sont,
le plus souvent, dØterminØs par des mØthodes dØterministes prudentes (mØ-
thodes et hypothŁses conservatrices d’estimation de la charge ultime de si-
nistres et absence d’actualisation ou actualisation ￿ un taux rØsolument pru-
dent). L’exigence minimale de fonds propres est quant ￿ elle rØgie par le
systŁme de la marge de solvabilitØ : les assureurs doivent disposer d’un ni-
veau de fonds propres et de plus-values latentes sur les placements ￿nanciers
supØrieur ￿ une exigence de marge de solvabilitØ qui est exprimØe en pourcen-
tage des provisions mathØmatiques en assurance vie, et en pourcentage des
primes per￿ues ou des sinistres payØs en assurance non-vie. Ce systŁme est
donc entiŁrement dØterministe et ne fait pas explicitement rØfØrence au risque
rØellement supportØ par la compagnie. En particulier, deux entreprises qui
ont des pro￿ls de risque trŁs di￿Ørents mais les mŒmes ØlØments comptables
se voient exiger un mŒme niveau de capitaux propres2. Il convient nØanmoins
de prØciser que, d’un point de vue prudentiel, ce systŁme s’avŁre relativement
1Le passif d’une sociØtØ d’assurance est essentiellement composØ des provisions tech-
niques d’une part, et des fonds propres d’autre part.
2Ce constat est nØanmoins ￿ modØrer de par l’intervention de l’autoritØ de contr￿le






































0e￿cace au vu du faible nombre de sociØtØs d’assurance europØennes qui ont
fait faillite au cours des derniŁres annØes.
Si elles font toutes les deux rØfØrences ￿ une VaR, les deux nouvelles exi-
gences quantitatives prØvues par SolvabilitØ II sont trŁs di￿Ørentes de par
leur nature. L’exigence portant sur les provisions techniques ne va pas poser
de problŁme pratique majeur. En e￿et, les assureurs disposent d’un nombre
consØquent d’observations et de mØthodes stochastiques de provisionnement
robustes. De plus le quantile ￿ estimer n’est pas trŁs ØlevØ, on se situe donc
dans le coeur de la distribution pour lequel on dispose d’une information
de qualitØ. Il en va di￿Øremment pour la dØtermination du niveau souhai-
table de fonds propres ou Solvency Capital Requirement (SCR). En e￿et,
l’assureur n’observe pas directement la variable d’intØrŒt (le rØsultat), il ne
dispose donc pas de matØriel statistique pour estimer directement la VaR.
Une formule standard3 sera proposØe et aura pour vocation d’approcher au-
tant que possible le critŁre de probabilitØ de ruine. Le projet prØvoit, qu’en
parallŁle, les sociØtØs pourront construire un modŁle interne qui, sur la base
de la modØlisation de l’ensemble des variables in￿uant la solvabilitØ de la
compagnie, permettra de simuler la situation de la sociØtØ ￿ horizon un an
et ainsi de mesurer le niveau de fonds propres dont a besoin aujourd’hui la
compagnie pour ne pas Œtre en ruine, un an plus tard, avec une probabilitØ
de 99,5 %. La construction d’un tel modŁle est une problØmatique ￿ part
entiŁre : elle nØcessite la modØlisation ￿ne des variables de base et de leurs
interactions. Un tel modŁle doit de plus intØgrer des contraintes techniques
liØes ￿ la puissance de calcul informatique. Par ailleurs, le montant ￿ estimer
est un quantile extrŒme de la distribution. Une estimation empirique na￿ve
robuste par le quantile empirique ￿ 99,5 % nØcessiterait un nombre de si-
mulations extrŒmement important, chacune de ces rØalisations rØsultant de
la simulation de di￿Ørents phØnomŁnes tels que la sinistralitØ, l’Øcoulement
des provisions techniques, l’Øvolution des actifs ￿nanciers, etc. L’estimation
d’un tel quantile devra donc passer par l’utilisation des techniques issues de
la thØorie des extrŒmes qui s’est particuliŁrement dØveloppØe depuis le mi-
lieu des annØes 70 et les travaux de Pickands (1975) et Hill (1975), et plus
3Dans le cadre de l’Øtude d’impact quantitative QIS2 portant que les exigences de
fonds propres auxquelles pourrait conduire le projet SolvabilitØ II, le ComitØ EuropØen
des Contr￿leurs d’Assurance et de Pensions Professionnelles (CEIOPS) a publiØ un modŁle
qui vise ￿ la mesure de chaque risque et ￿ l’agrØgation des capitaux correspondants par






































0rØcemment de Smith (1987), Dekkers et de Haan (1989) ou encore Dekkers
et al. (1989) et a ØtØ rapidement appliquØe aux problØmatiques ￿nanciŁres
et assurantielles (Embrechts et al. (1997)). Or ces rØsultats utilisent les don-
nØes de queue; cela pose un nouveau problŁme, celui de la robustesse de ces
donnØes qui, rappelons-le, ne sont pas observØes mais simulØes. En e￿et, les
modŁles internes passeront, le plus souvent, par une modØlisation paramØ-
trique des variables de base (Øvolution du cours des actions par exemple),
or ces modŁles ne collent pas parfaitement aux observations. En particulier
les paramŁtres sont estimØs sur l’ensemble de la distribution au risque de ne
pas bien reprØsenter les queues de distribution. Dans la problØmatique qui
nous intØresse, ce sont justement ces queues de distribution qui vont engen-
drer les situations les plus catastrophiques en termes de solvabilitØ, i.e. les
valeurs extrŒmes sur lesquelles vont reposer l’estimation de la VaR ￿ 99,5 %.
Ceci pose le problŁme de la robustesse de ce critŁre de VaR ￿ 99,5 %, avec
en ligne de mire le souci de la sØcuritØ des assurØs : les sociØtØs d’assurance
pourraient Œtre tentØes, en jouant sur les paramŁtres ou sur les modŁles des
variables de base, de sous-estimer le SCR.
AprŁs avoir dØcrit les spØci￿citØs du calcul de VaR en assurance, nous prØ-
sentons di￿Ørentes mØthodes d’estimation de quantiles extrŒmes, puis nous
explicitons et illustrons les limites de la mesure de risque proposØe pour dØ-
terminer le SCR dans le projet SolvabilitØ II. Dans un souci de clartØ, les
principaux rØsultats de la thØorie des extrŒmes utilisØs dans ce travail sont
prØsentØs en annexe.
2 Calcul de VaR en assurance
La transposition de la VaR (et de la TVaR) aux problØmatiques d’as-
surance est rØcente et impose une approche radicalement di￿Ørente de l’ap-
proche bancaire. En e￿et, la situation de rØfØrence du monde bancaire consiste
￿ estimer la VaR sur un Øchantillon important de gains / pertes sur un por-
tefeuille ou une position. Les donnØes sont disponibles en quantitØ, avec une
frØquence importante. Les approches de type VaR historique sont ainsi le
socle sur lequel sont construits de nombreux modŁles bancaires (cf. Christof-
fersen et al. (2001)). L’adaptation des techniques bancaires au portefeuille
d’actifs d’un assureur nØcessite un certain nombre d’amØnagements, essen-






































0pourra par exemple se reporter ￿ Fedor et Morel (2006) qui prØsentent des
analyses quantitatives sur ce sujet.
Dans le cadre de la dØtermination du capital de solvabilitØ, de nouvelles
di￿cultØs apparaissent; la nature des donnØes disponibles invalidant l’ap-
proche historique. Il convient ici de revenir sur les situations d’assurance
dans lesquelles on est amenØ ￿ Øvaluer des VaR; en pratique on peut en dis-
tinguer principalement deux, dont on va voir qu’elle imposent des approches
di￿Ørentes :
￿ le calcul d’une provision via un quantile ￿ 75 % de la distribution des
sinistres;
￿ la dØtermination du niveau du capital de solvabilitØ (SCR) pour contr￿-
ler une probabilitØ de ruine ￿ un an en imposant que celle-ci soit infØ-
rieure ￿ 0,5 % ￿ horizon un an.
La premiŁre situation constitue une simple Øvolution par rapport ￿ la
situation qui prØvaut actuellement; en e￿et, les provisions sont aujourd’hui
calculØes sur la base d’une espØrance (approche best estimate, cf. Blum et
Otto (1998)). On con￿oit que, du point de vue de la technique statistique, les
deux calculs (calcul d’une espØrance et calcul d’une VaR ￿ 75 %) ne soient
pas fondamentalement distincts. En particulier on dispose dans les deux
cas de donnØes permettant de mettre en oeuvre les techniques classiques de
statistique infØrentielle. En pratique, on propose souvent une modØlisation
de la charge des sinistres ￿ l’aide d’un modŁle paramØtrique et tout se ramŁne
alors ￿ l’estimation des paramŁtres de la loi considØrØe (cf. Partrat et Besson
(2005) pour une revue des lois les plus utilisØes en pratique).
Pour ce qui concerne la dØtermination du capital de solvabilitØ (SCR),
la situation est radicalement di￿Ørente; en e￿et, on ne dispose que de trŁs
peu de donnØes directes (quelques annØes au plus d’observation du rØsultat
par exemple) et d’aucune donnØe dans la zone de la distribution concernØe
(si on en avait, l’assureur aurait fait faillite...). Alors que dans le cas prØ-
cØdent la variable d’intØrŒt Øtait directement observable, la VaR ￿ calculer
est maintenant la rØsultante d’un modŁle, souvent complexe, mettant en jeu
les di￿Ørents postes du bilan de l’assureur : prestations, provisions, actifs
￿nanciers, etc.
La dØmarche va donc consister ￿ construire un modŁle en dØcrivant
chaque poste du bilan; en pratique l’approche consiste ￿ modØliser le pas-






































0puis l’actif et en￿n les Øventuelles interactions actif / passif. AprŁs avoir
estimØ les paramŁtres de ces modŁles, on peut obtenir, en gØnØral par des
techniques de simulation, une estimation de la loi du rØsultat; de cette esti-
mation on dØduira en￿n le niveau de la VaR cherchØe. La mise en pratique
d’une telle dØmarche comporte ￿ chaque Øtape des risques qu’il importe a
minima d’identi￿er :
￿ un risque de modŁle : le modŁle utilisØ n’o￿re qu’une reprØsentation
imparfaite de la rØalitØ; au surplus, les modŁles usuellement employØs
tant ￿ l’actif qu’au passif conduisent ￿ sous-estimer les situations ex-
trŒmes; nous reviendrons sur ce point potentiellement trŁs pØnalisant
dans l’approche SolvabilitØ II;
￿ un risque d’estimation : les paramŁtres estimØs qui alimenteront le
modŁle sont entachØs d’une erreur. Les consØquences de cette erreur
peuvent Œtre lourdes dans le cas d’un modŁle peu robuste (voir par
exemple Windcli￿ et Boyle (2004) pour une illustration dans le cas du
modŁle de Markowitz);
￿ un risque de simulation : la distribution du rØsultat sera, en gØnØral,
obtenue par simulation, et ne sera donc qu’approchØe.
De plus, s’agissant de l’estimation d’un quantile d’ordre ØlevØ (VaR ￿ 99,5 %),
et la forme de la loi du rØsultat n’Øtant en gØnØral pas aisØe ￿ ajuster glo-
balement ￿ un modŁle paramØtrique, il faudra se tourner vers les techniques
de valeurs extrŒmes pour calculer ￿nalement la mesure de risque, avec l’ap-
parition ici d’un nouveau risque d’estimation, sur la queue de la distribution
simulØe.
La ￿gure 1 propose une synthŁse de ces di￿Ørents risques et des situa-
tions dans lesquelles on les rencontre. Typiquement les Øtudes de variations
extrŒmes de variables ￿nanciŁres classiques s’inscrivent dans le cadre des
branches A3 ou A1 : on dispose d’un nombre important d’observations et les
variables sont relativement rØguliŁres (elles possŁdent gØnØralement des mo-
ments d’ordre 3 ou 4). En assurance, l’estimation d’une VaR ￿ 75 % dans le
cadre de la dØtermination d’une provision SolvabilitØ II par exemple, corres-
pondra, dans le meilleur cas, ￿ la branche A1 pour les risques pour lesquels
on dispose de beaucoup d’observations (risques non-vie ￿ forte frØquence)
et le plus frØquemment aux branches B4 ou B5 (on se donne un modŁle,
paramØtrique le plus souvent, puis selon le cas on estime les paramŁtres et






































0L’estimation du SCR procŁde, quant ￿ elle, de la branche B3 qui cumule les
risques de modŁle, de simulation et d’estimation (￿ deux reprises).
Les risques d’estimation et de simulation ne sont pas spØci￿ques ￿ la
problØmatique du prØsent travail, et les techniques propres ￿ les contr￿ler
sont robustes et accessibles.
En revanche, le risque de modŁle prend ici une importance particuliŁre; de
fait, et comme on l’illustre infra, la mesure correcte du capital de solvabilitØ
impose de refondre l’ensemble de la modØlisation des postes du bilan pour
prendre en compte correctement les ØvØnements extrŒmes et Øviter ainsi une
sous-estimation du capital de solvabilitØ.
3 Notations
ConsidØrons un n-Øchantillon de variables alØatoires (v.a.) X1,...,Xn in-
dØpendantes et identiquement distribuØes (i.i.d.) de fonction de rØpartition
F et de fonction de survie ¯ F : x 7→ 1 − F(x). La statistique d’ordre associØe
sera notØe Xn,n,...,X1,n et est dØ￿nie par
min{X1,...,Xn} = Xn,n ≤ Xn−1,n ≤ ... ≤ X1,n = max{X1,...,Xn}. (1)
Par ailleurs, on notera Fu la fonction de rØpartition de la v.a. uX qui
reprØsente le surplus au-del￿ du seuil u de X, lorsque X dØpasse le seuil u,
soit
Fu(x) := Pr[uX ≤ x] := Pr[X − u ≤ x|X > u]. (2)
On notera de plus xF la borne supØrieure du support de X de fonction
de rØpartition F, soit
xF := sup{x ∈ R,F(x) < 1}. (3)






4 Estimation de quantiles extrŒmes
Pla￿ons-nous dans la situation standard oø l’on observe directement des






































0passera qu’avec une faible probabilitØ. L’objet de ce paragraphe est de prØci-
ser les di￿Ørentes mØthodes d’estimation possibles et de mesurer les erreurs
d’estimation commises relativement ￿ la quantitØ de donnØes disponibles.
Les di￿Ørentes mØthodes sont illustrØes ￿ partir d’un Øchantillon simulØ de
rØalisations d’une variable alØatoire de loi de Pareto de premiŁre espŁce.
4.1 Estimation naturelle
Comme Xk,n est un estimateur naturel du quantile d’ordre 1−(k−1)/n,
un estimateur naturel de F−1(p) (p ∈]0;1[) est
([pn] − pn + 1)Xn−[pn]−1,n + (pn − [pn])Xn−[pn],n, (5)
oø [.] dØsigne l’opØrateur partie entiŁre.
Cette mØthode nØcessite pour Œtre e￿cace en pratique un volume de
donnØes jamais disponible dans notre contexte.
4.2 Ajustement ￿ une loi paramØtrique
Une mØthode naturelle consiste ￿ ajuster l’ensemble des donnØes ￿ une
loi paramØtrique puis ￿ estimer la fonction quantile au niveau de probabilitØ
souhaitØ. En e￿et, on rappelle que si ˆ θ est l’estimateur du maximum de vrai-
semblance (e.m.v.) du paramŁtre θ de la loi de X, alors F−1
ˆ θ (p) est l’e.m.v.
de F−1(p). De plus, les mØthodes quantiles bootstrap BC (BCa) (cf. Efron
et Tibshirani (1993)) permettent d’obtenir des intervalles de con￿ance de
l’estimation.
Cette mØthode d’estimation se dØcompose en deux Øtapes :
￿ ajustement ￿ une loi paramØtrique : choix d’une ou plusieurs lois, es-
timation des paramŁtres, tests d’adØquation;
￿ inversion de la fonction de rØpartition (analytiquement quand c’est
possible, numØriquement sinon).
La principale di￿cultØ de cette mØthode consiste en le choix des lois
paramØtriques qui vont Œtre utilisØes. Elles doivent rØpondre ￿ la double
contrainte de permettre une Øvaluation numØrique de leur fonction quantile
aux ordres souhaitØs et doivent Œtre en adØquation avec les donnØes. Ce der-
nier point est particuliŁrement problØmatique dans la mesure oø l’estimation
des paramŁtres est e￿ectuØe sur l’ensemble de la distribution observØe et re-
prØsente rarement bien les valeurs extrŒmes. ￿ moins d’Œtre assurØ que la






































0ce qui est exceptionnel en pratique, l’intØrŒt de cette mØthode appara￿t trŁs
limitØ dans un contexte d’estimation de quantiles extrŒmes.
4.3 Approximation GPD
Connue sous le nom de mØthode POT (Peaks Over Threshold), cette
technique repose sur le thØorŁme 6 qui Øtablit que, pour u assez grand, Fu
peut Œtre approximØe par une distribution Pareto gØnØralisØe (GPD). Une
fois les paramŁtres de la GPD estimØs (cf. le paragraphe A.3), comme ¯ F(x) =











pour x > u. L’inversion de cette fonction de rØpartition nous fournit un
estimateur de la fonction quantile F−1 aux ordres ØlevØs :











N.B. Si l’on choisit comme seuil une des observations Xk+1,n (par exemple
le quantile empirique ￿ 99 % pour estimer le quantile ￿ 99,5 %) alors Nu = k
et l’estimateur se rØØcrit de la maniŁre suivante










pour p > 1 − k/n.
Cette mØthode prØsente en pratique la di￿cultØ du choix du seuil u. En
e￿et, u doit Œtre assez grand pour que l’approximation GPD soit bonne mais
pas trop proche du quantile ￿ estimer de maniŁre ￿ ce que l’on dispose de
su￿samment de matØriel statistique pour que l’estimation de la probabilitØ
d’Œtre entre u et ce quantile (estimation qui fait appara￿tre Nu) soit ￿able.
La problØmatique posØe par le choix de u est similaire ￿ celle du choix
du nombre d’observations ￿ utiliser dans le cadre de l’estimation de Hill de
l’Øpaisseur de la queue de distribution (cf. le paragraphe C.2.4).













































0l’estimateur empirique de l’espØrance rØsiduelle de X et ￿ choisir u de ma-
niŁre ￿ ce que en(x) soit approximativement linØaire pour x ≥ u. En e￿et,
comme la fonction espØrance rØsiduelle d’une loi GPD de paramŁtre ξ < 1
est linØaire :




on cherchera un u aussi petit possible sous la contrainte que l’estimateur
empirique de l’espØrance rØsiduelle des excŁs au del￿ de u soit approximati-
vement linØaire.
Il ne faut pas attendre de cette technique la bonne valeur de u, elle fournit
nØanmoins une aide prØcieuse. En pratique, plusieurs valeurs de u doivent
Œtre testØes.
4.4 Estimateur de Hill
ConsidØrons les fonctions de rØpartition appartenant au domaine d’at-
traction maximum (DAM) de FrØchet (ξ > 0). Le thØorŁme 5 nous indique












Pour k su￿samment petit et x ≥ Xk+1,n, on peut nØgliger (au premier ordre)
le rapport des fonctions ￿ variation lente; il vient alors






D’oø l’on dØduit l’estimateur de F :









pour x > Xk+1,n. L’inversion de cette fonction nous donne l’estimateur de









Le problŁme du choix de k est similaire ￿ celui rencontrØ dans l’estimation







































La ￿gure 2 illustre les di￿Ørentes techniques dans le cadre de l’estimation
d’un quantile extrŒme d’une loi de Pareto de premiŁre espŁce, i.e. de fonction
de rØpartition




, pour x > x0. (15)
Une telle loi appartient au DAM de FrØchet. La mØthode POT (exacte
dans le cas d’une loi de Pareto de premiŁre espŁce) et l’estimateur de Hill
donnent des rØsultats comparables et nettement plus prØcis que l’estimateur
naturel.
5 Robustesse du SCR
L’objet de ce paragraphe est de prØciser les limites d’un critŁre de type
VaR extrŒme pour ￿xer le capital de solvabilitØ d’une sociØtØ d’assurance.
En e￿et la complexitØ du dispositif ￿ mettre en place rend la pertinence des
rØsultats issus du modŁle interne toute relative. Deux points sont plus par-
ticuliŁrement dØveloppØs et illustrØs ￿ l’aide d’un exemple simple : l’erreur
d’estimation des paramŁtres des variables de base puis l’erreur de spØci￿ca-
tion de modŁle de ces variables.
5.1 Estimation des paramŁtres des variables de base
ConsidØrons le modŁle interne simpli￿Ø inspirØ des travaux de Deelstra
et Janssen (1998) dans lequel les sinistres de l’annØe sont modØlisØs par
une variable alØatoire de distribution log-normale et payØs en ￿n d’annØe.
Supposons de plus que le rendement des actifs ￿nanciers sur la pØriode soit
gaussien et indØpendant de la sinistralitØ.
Formellement, notons B ∼ LN(m,s) la v.a. modØlisant le montant ￿
payer en ￿n de pØriode et ρ ∼ N(µ,σ) le rendement ￿nancier sur la pØriode.
DØterminons le montant minimal d’actif a0 dont doit disposer l’assureur
en dØbut de pØriode pour ne pas Œtre en ruine, en ￿n de pØriode, avec une
probabilitØ supØrieure ￿ 1−α. Formellement, a0 est la solution d’un problŁme
d’optimisation :






































0Comme Be−ρ ∼ LN(m − µ,
√
s2 + σ2), on dispose d’une expression analy-
tique pour la valeur de a0 :
a0 = exp
n
(m − µ) +
p
s2 + σ2Φ−1(1 − α)
o
. (17)
￿tudions ￿ prØsent le sensibilitØ de a0 aux paramŁtres des modŁles de














1 + σ2/s2. (19)
Ainsi une erreur relative d’estimation du paramŁtre m conduit ￿ la mŒme
erreur relative sur a0. Par ailleurs, une erreur relative de 1 % sur s conduit ￿
une erreur relative de Φ−1(1 − α)/
p
1 + σ2/s2 sur a0, ce qui dans le cas oø
s ' σ, pour une VaR ￿ 99,5 % reprØsente une erreur 1,82 fois plus grande.
5.2 Simulation
La complexitØ inhØrente ￿ la modØlisation du rØsultat d’une activitØ d’as-
surance rend incontournable le recours aux techniques de simulation pour
obtenir des rØsultats numØriques.
Si le principe de base de ces mØthodes est simple et universel (utilisation
de la convergence forte de la Loi des grand nombres), une mise en oeuvre
e￿cace nØcessite de prendre quelques prØcautions. En e￿et, l’utilisation de
rØsultats approchØs par simulation est source de di￿Ørentes erreurs :
￿ ￿uctuations d’Øchantillonnage liØes au nombre ￿ni de tirages e￿ectuØs;
￿ biais de discrØtisation lors de la transformation d’un modŁle continu
dans sa version discrŁte;
￿ erreurs associØes aux approximations utilisØes par certaines techniques
d’inversion;
￿ biais induits par un choix mal appropriØ du gØnØrateur de nombres
alØatoires.
Aussi, les algorithmes utilisØs devront permettre un contr￿le quantitatif
de l’ensemble de ces sources d’erreurs a￿n de pouvoir calibrer le nombre de
tirages nØcessaire pour le degrØ de prØcision (un niveau de con￿ance Øtant






































05.3 SpØci￿cation du modŁle
5.3.1 Contexte et motivation
La construction d’un modŁle interne nØcessite la modØlisation des dif-
fØrentes variables in￿uant sur la solvabilitØ de l’assureur. Pour ce faire, la
premiŁre Øtape consiste en la modØlisation de ces di￿Ørentes variables. Dans
le cas d’ajustements paramØtriques, il est naturel d’e￿ectuer l’estimation des
paramŁtres et les tests d’adØquation sur l’intØgralitØ des donnØes disponibles.
Cependant, dans notre problØmatique, ce sont les queues de distribution qui
vont in￿uer sur le niveau du SCR. Or celles-ci sont souvent mal dØcrites par
l’approche globale utilisant une loi paramØtrique simple unique. En particu-
lier, la plupart des modŁles usuels (log-normal, Benktander, etc.) conduisent
￿ des lois dans le DAM de Gumbel alors que les observations tendent ￿ op-
ter pour des queues de distribution dans le DAM de FrØchet. En e￿et, les
modŁles stochastiques qui fonctionnent actuellement chez les assureurs ont
initialement ØtØ crØØs pour e￿ectuer des Øtudes de rentabilitØ ou calculer des
provisions techniques; les rØsultats Øtant, le plus souvent, apprØciØs par des
critŁres de type espØrance-variance (ou VaR dans le coeur de la distribution
- 75 % par exemple), la modØlisation des ØvØnements extrŒmes a dans ce
contexte une in￿uence toute relative. Dans l’approche SolvabilitØ II, on ne
s’intØresse quasiment plus qu’aux valeurs extrŒmes de la variable d’intØrŒt :
le capital dont on doit disposer aujourd’hui pour ne pas Œtre en ruine dans
un an. Cette remarque est ￿ nuancer par le fait que la plupart des assureurs
qui investissent dans le dØveloppement de modŁles internes escomptent, qu’￿
quelques amØnagements prŁs, celui-ci leur permettra d’a￿ner leur plan stra-
tØgique et de rØpondre aux futures exigences comptables rØsultant du passage
￿ la phase II de la norme dØdiØe aux contrats d’assurance.
ConsidØrons le modŁle prØsentØ ci-dessus. La ￿gure 3 prØsente un Øchan-
tillon de 1000 rØalisations du montant d’actif dont doit disposer la sociØtØ
en 0 pour ne pas Œtre en ruine en 1. Les cinq points soulignØs correspondent
aux cinq scØnarios qui ont conduits aux valeurs maximales. On remarque sur
la ￿gure 4, qui reprØsente les probabilitØs associØes ￿ chaque grandeur, que
ces points se situent dans la queue de distribution d’au moins une des deux
variables de base. Or justement aux queues de distribution, l’adØquation des







































ConsidØrons la ￿gure 5 qui reprØsente le QQ-plot normal du rendement
journalier du titre TOTAL (de juillet 2005 ￿ avril 2006). On peut d’ores et
dØj￿ observer graphiquement que l’ajustement semble globalement satisfai-
sant mais que les queues de distribution du modŁle (en particulier celle des
rendements nØgatifs pour ce qui nous intØresse) sont trop ￿nes. Les tests
statistiques de Jarque-BØra et de Lilliefors au seuil 5 % conduisent en e￿et
￿ ne pas rejeter l’hypothŁse de normalitØ du rendement. Cependant, dans
le cadre de la dØtermination d’un SCR sur le fondement d’un critŁre VaR ￿
99,5 %, le modŁle gaussien tendrait ￿ minimiser le risque pris en investissant
sur ce placement. Par exemple, sur les donnØes du titre TOTAL, le quantile
￿ 0,5 % du rendement quotidien observØ vaut −0,0309 alors que le quantile
du mŒme ordre du modŁle gaussien ajustØ vaut −0,0286, ce qui reprØsente
une erreur de l’ordre de 7,5 %.
Pour remØdier ￿ cela, dans les situations oø l’on dispose d’un nombre
consØquent d’observations, on pourrait Œtre tentØ d’adopter une approche
non-paramØtrique en utilisant la distribution empirique. Cela n’est toutefois
pas satisfaisant en pratique, car de telles approches sont techniquement plus
di￿ciles ￿ implØmenter, nØcessitent des temps de simulation plus longs et
pØnalisent une comprØhension simpli￿Øe du modŁle. Dans ce contexte, il est
naturel de conserver une approche paramØtrique et de rechercher un modŁle
qui reprØsente mieux les queues de distributions.
Le modŁle suivant est une extension naturelle du rendement gaussien.
Supposons que le rendement de l’actif sur la pØriode soit rØgi par le processus
suivant




oø les 0,1,... sont des v.a.i.i.d. de loi N(0,1) et indØpendantes de N ∼ P(λ)
(λ > 0). Ce processus est une version mono-pØriodique du processus de Mer-
ton (1976). L’estimation des paramŁtres par maximum de vraisemblance
nØcessite l’utilisation de techniques numØriques (cf. Planchet et ThØrond
(2005)).
Dans notre problØmatique, on peut toutefois souhaiter calibrer manuel-
lement les paramŁtres de maniŁre ￿ alourdir les queues de distribution. Par
exemple, en ￿xant l’espØrance et la variance globale du rendement (identiques






































0la composante ￿ sauts de maniŁre ￿ ce que la queue de distribution du mo-
dŁle soit aussi lourde que celle des observations. Formellement, cela revient
￿ choisir λ,σ0 et σu sous la contrainte :
σ2
0 + λσ2
u = σ2. (21)
La ￿gure 6 reprØsente cet ajustement. En la comparant avec la ￿gure 5,
on observe que les queues de distributions ont ØtØ alourdies.
D’une maniŁre gØnØrale, la dØmarche illustrØe supra dans le cas de la
modØlisation du rendement ￿nancier devra Œtre reconduite pour l’ensemble
des variables de base ￿ l’actif et au passif sous peine de sous-estimer le SCR.
6 Conclusion
Le projet SolvabilitØ II a pour objectif d’Øtablir un rØfØrentiel prudentiel
harmonisØ et cohØrent ￿ l’ensemble des sociØtØs d’assurance europØennes.
Pour cela, il prØvoit notamment d’inciter les sociØtØs ￿ mieux modØliser leurs
risques en les autorisant ￿ construire des modŁles internes qui aboutissent ￿
un capital de solvabilitØ infØrieur ￿ celui fourni par la "formule standard".
Cependant, nous avons vu que la robustesse du critŁre VaR ￿ 99,5 % sur
des donnØes non-observØes mais gØnØrØes par le modŁle interne est toute rela-
tive. En particulier, les modŁles stochastiques actuellement en place chez les
assureurs (tant ￿ l’actif qu’au passif) ne sont pas orientØs vers l’estimation
de valeurs extrŒmes et sont, le plus souvent, construits ￿ partir de modØli-
sations des "variables de base" qui sous-estiment les queues de distribution.
L’utilisation en l’Øtat de tels modŁles conduirait ￿ sous-estimer le SCR.
Aussi les sociØtØs d’assurance qui souhaiteront dØvelopper un modŁle in-
terne devront modØliser plus ￿nement les queues de distribution. ParallŁle-
ment, les autoritØs qui auditeront les modŁles internes devront porter une at-
tention particuliŁre ￿ celles-ci dans le processus de validation. En particulier,
une harmonisation au niveau europØen de ces procØdures est indispensable
sous peine d’introduire une distorsion de concurrence entre les di￿Ørents in-
tervenants.
Au global, la prise en compte du critŁre de contr￿le d’une probabilitØ de
ruine qui sous-tend le dispositif SolvabilitØ II implique donc une profonde






































0A Loi de Pareto gØnØralisØe (GPD)
A.1 DØ￿nition












, si ξ 6= 0,
1 − exp(−x/β), si ξ = 0.
Cette fonction de rØpartition correspond ￿ la loi de Pareto gØnØralisØe (GPD)
de paramŁtres ξ et β. Elle est dØ￿nie pour x > 0 si ξ > 0 et pour 0 ≤ x ≤
−β/ξ si ξ < 0.
On notera dans la suite D(ξ,β) le domaine de dØ￿nition de Hξ,β.
On montre (cf. Denuit et Charpentier (2005)) que la loi de Pareto gØ-
nØralisØe peut Œtre vue comme une log-gamma ou encore, dans le cas oø
ξ > 0, comme un mØlange de lois exponentielles dont le paramŁtre suit une
loi gamma.
A.2 Quelques propriØtØs
Les rØsultats suivants sont ØnoncØs pour une variable alØatoire Y distri-
buØe selon une GPD de paramŁtre (ξ,β).





























(r + 1 − ξ)(r + 1)
, pour (r + 1)/ξ > 0.
PropriØtØ 2 La variable alØatoire Y admet des moments jusqu’￿ l’ordre





PropriØtØ 3 (StabilitØ) La variable alØatoire Yu = [Y − u|Y > u] est dis-
tribuØe selon une GPD de paramŁtre (ξ,β + ξu). On en dØduit que si ξ < 1,
alors pour tout u < yF,
E[Y − u|Y > u] =
β + ξu
1 − ξ






































0On rappelle que yF est la borne supØrieure du support de Y , soit
yF = sup{y ∈ R,F(y) < 1}. (22)
A.3 Estimation des paramŁtres
ConsidØrons un n-Øchantillon (Y1,...,Yn) de la variable alØatoire Y de
fonction de rØpartition Hξ,β.
A.3.1 MØthode du maximum de vraisemblance










, pour y ∈ D(ξ,β). (23)
On en dØduit la log-vraisemblance















En utilisant la reparamØtrisation τ = ξ/β, l’annulation des dØrivØes par-




















L’estimateur du maximum de vraisemblance de (ξ,τ) est

ˆ ξ = ˆ ξ(ˆ τ), ˆ τ

















Cette derniŁre Øquation se rØsout numØriquement de maniŁre itØrative pour
autant que l’on dispose d’une valeur initiale τ0 pas trop ØloignØ de τ. En pra-
tique, cette valeur initiale pourra Œtre obtenue par la mØthode des moments
(pour autant que ceux-ci existent jusqu’￿ l’ordre 2) ou par la mØthode des
quantiles.
Lorsque ξ > −1/2, Hosking et Wallis (1987) ont montrØ la normalitØ
asymptotique des estimateurs du maximum de vraisemblance :
n1/2
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0Ce rØsultat permet en particulier de calculer les erreurs approximatives
d’estimation commises par les estimateurs du maximum de vraisemblance.
A.3.2 MØthode des moments
D’aprŁs les rØsultats du paragraphe A.2, si ξ < 1/2, les deux premiers
moments de Y existent et l’on a





µ2 := Var[Y ] =
β2
(1 − ξ)2(1 − 2ξ)
. (29)


















En rempla￿ant µ1 et µ2 par leurs estimateurs empiriques, on obtient les
estimateurs de la mØthode des moments ˆ ξMM et ˆ βMM.
Ces estimateurs sont simples ￿ mettre en oeuvre, mais ne fonctionnant
que pour ξ < 1/2, ils nØcessitent la connaissance a priori de cette informa-
tion.
A.3.3 MØthode des moments pondØrØs par les probabilitØs
Une alternative intØressante ￿ la mØthode des moments a ØtØ proposØe








(r + 1)(r + 1 − ξ)









En rempla￿ant ω0 et ω1 par leurs estimateurs empiriques, on obtient les
estimateurs des moments pondØrØs par les probabilitØs ˆ ξPWM et ˆ βPWM.
Dans le cas d’Øchantillons de taille rØduite, Hosking et Wallis (1987)
montrent que, lorsque ξ < 1/2, ces estimateurs sont plus e￿caces que ceux
du maximum de vraisemblance. Le domaine de validitØ de cette mØthode est
sa principale limite ￿ une utilisation en assurance : si la plupart des risques






































0tremblements de terre, risques industriels, responsabilitØ civile, etc.). Des
gØnØralisations (Diebolt et al. (2005b)) permettent d’Øtendre cette mØthode
￿ ξ < 3/2.
A.3.4 MØthode des quantiles













(1 − p2)ξ − 1
(1 − p1)ξ − 1
, pour p1,p2 ∈]0;1[, (34)




(1 − p2)ξ − 1
(1 − p1)ξ − 1
, (35)
oø Qp1 et Qp2 sont les quantiles empiriques d’ordres p1 et p2, est l’estimateur
des quantiles de ξ.
A.3.5 MØthodes bayØsiennes
Des dØveloppements rØcents (cf. Coles et Powell (1996) ou Diebolt et al.
(2005a)) proposent des approches bayØsiennes pour estimer les paramŁtres
de la GPD. Utilisant des algorithmes Markov Chain Monte Carlo (MCMC),
ces mØthodes permettent d’intØgrer une information a priori (avis d’expert)
dans des contextes oø l’on dispose d’un nombre rØduit d’observations.
B RØsultats probabilistes
Sont successivement rappelØs dans ce paragraphe des rØsultats de calcul
des probabilitØs concernant la loi du maximum, l’Øpaisseur des queues de
distribution et la loi des excŁs au-del￿ d’un seuil. Les di￿Ørents rØsultats
sont dØmontrØs dans Embrechts et al. (1997).
B.1 Loi du maximum
DØ￿nition B.1.1 Deux v.a. X et Y sont dites de mŒme type s’il existe






































0ThØorŁme 4 (Fisher-Tippett-Gnedenko) ConsidØrons une suite X1,X2,...
de v.a.i.i.d. S’il existe une suite de rØels (an), une suite positive (bn) et une









, pour 1 + ξx ≥ 0,
Λ(x) = exp{−exp(−x)}, pour x ∈ R.
Les fonctions de rØpartition G+(ξ > 0), Λ(ξ = 0) et G−(ξ < 0) corres-
pondent respectivement aux lois de FrØchet, de Gumbel et de Weibull.
DØ￿nition B.1.2 On dira d’une fonction de rØpartition F qui rØpond aux
hypothŁses du 4 qu’elle appartient au domaine d’attraction maximum (DAM)
de H.
B.2 Epaisseur des queues de distribution
DØ￿nition B.2.1 Une fonction h : R∗
+ → R+ est dite ￿ variation rØguliŁre





= tα pour tout t > 0.
Si α = 0, on parlera de variation lente ; si α = ∞, de variation rapide.
ThØorŁme 5 (ThØorŁme TaubØrien) Une v.a. de fonction de rØpartition
F et de transformØe de Laplace LF est ￿ variation rØguliŁre d’indice −α
(α ≤ 0) si les conditions Øquivalentes suivantes sont vØri￿Øes ( LF, LF−1, LL
et Lf dØsignent des fonctions ￿ variation lente) :
(i) ¯ F est ￿ variation rØguliŁre d’indice −α, i.e. ¯ F(x) = x−αLF(x).
(ii) La fonction quantile est ￿ variation rØguliŁre :
F−1(1 − 1/x) = x1/αLF−1(x).
(iii) La transformØe de Laplace de F vØri￿e LF(t) = tαLL(1/t).
(iv) Si la densitØ existe et vØri￿e xf(x)/ ¯ F(x) → α quand x → ∞, alors la
densitØ est ￿ variation rØguliŁre d’indice −(1 + α) : f(x) = x−(1+α)Lf(x).
La condition relative ￿ la transformØe de Laplace permet d’Øtablir que la






































0B.3 Loi des excŁs au-del￿ d’un seuil
ThØorŁme 6 (Pickands-Balkema-de Haari) Une fonction de rØpartition
F appartient au domaine maximum d’attraction de Gξ si, et seulement si, il









Ce thØorŁme Øtablit le lien entre le paramŁtre de la loi du domaine d’at-
traction maximum et le comportement limite des excŁs au-del￿ d’un seuil
grand. En particulier, l’indice de queue ξ est identique au paramŁtre de la
loi GPD qui dØcrit le coßt rØsiduel des sinistres dØpassant un seuil su￿sam-
ment ØlevØ.
Ceci permet notamment de distinguer les lois ￿ queue Øpaisse qui appar-
tiennent au DAM de FrØchet (ξ > 0) des lois ￿ queue ￿ne qui appartiennent
au DAM de Gumbel (ξ = 0). Le tableau suivant indique le comportement
limite de certaines lois usuelles.
Lois ￿ queue Øpaisse Lois ￿ queue ￿ne Lois bornØes ￿ droite





α-stable (α < 2) Benktander
La propriØtØ suivante concerne le nombre Nu de dØpassements d’un seuil
u assez ØlevØ.
PropriØtØ 7 Le nombre de dØpassements du seuil un dans un Øchantillon de
taille n est asymptotiquement distribuØ selon une loi de Poisson pour autant
que la probabilitØ de dØpasser un diminue proportionnellement ￿ l’inverse de
la taille de l’Øchantillon. Formellement, on a
lim
n→∞n ¯ F(un) = τ ⇒ Nun →d P(τ).
C Estimation du paramŁtre de queue
L’Øpaisseur de la queue de la fonction de rØpartition F est rØsumØe par






































0Ainsi les lois appartenant au DAM de la loi de FrØchet (ξ > 0) voient leur
queue dØcro￿tre en fonction puissance tandis que celles appartenant au DAM
de Gumbel (ξ = 0) ont des queues qui dØcroissent de maniŁre exponentielle.
Les estimateurs de quantiles extrŒmes faisant appel ￿ ce paramŁtre de
queue ξ, son estimation doit faire l’objet d’une attention particuliŁre.
L’objet de cette section est donc de prØsenter les principales mØthodes
d’estimation de l’Øpaisseur de la queue de distribution. Sont ainsi notamment
prØsentØs les estimateurs de Pickands (1975), de Hill (1975) et de Dekkers
et al. (1989).
C.1 MØthodes paramØtriques
C.1.1 Ajustement ￿ la loi du maximum
Le thØorŁme 4 nous donne la loi asymptotique de X1,n. A supposer que
l’on dispose de rØalisations de cette v.a., i.e. de m Øchantillons permettant




1,n de X1,n, la mØthode du maximum
de vraisemblance permettrait d’estimer les paramŁtres de la loi limite et en
particulier ξ.
C.1.2 Ajustement de la loi limite des excŁs
ConsidØrons une distribution F appartenant au domaine d’attraction









En particulier, le paramŁtre ξ de la distribution Pareto gØnØralisØe Hξ,β est
identique ￿ celui de Gξ. Ainsi pour un seuil u assez ØlevØ, la distribution
Hξ,β(u) est une bonne approximation de Fu dont on dispose de Nu observa-
tions XNu,n − u,...,X1,n − u. Les techniques prØsentØes au paragraphe A.3
permettent alors d’estimer ξ.
En particulier, si ξ > −1/2 est estimØ par la mØthode du maximum de
vraisemblance, Smith (1987) montre que la variance asymptotique de cet








































C.2.1 Estimateur de Pickands









est un estimateur convergent de ξ. De plus, sous certaines conditions supplØ-


















C.2.2 Estimateur de Hill











est un estimateur convergent de ξ. De plus, sous certaines conditions sur k











Bien que plus performant que l’estimateur de Pickands (cf. le rapport
des variances asymptotiques), l’estimateur de Hill n’est utilisable que pour
les distributions de FrØchet (ξ > 0).
C.2.3 Estimateur de Dekkers-Einmahl-de Haan
L’estimateur de Dekkers-Einmahl-de Haan est une gØnØralisation de l’es-
timateur de Hill ￿ l’ensemble des lois extrŒmes (ξ ∈ R).
PropriØtØ 10 Pour k/n → 0, l’estimateur de Dekkers-Einmahl-de Haan
dØ￿ni par
ξDEdH





































































, est un estimateur convergent de ξ. De plus,












Cet estimateur est Øgalement connu sous l’appellation d’estimateur des
moments, les ξ
(i)
k pouvant s’interprØter comme des moments empiriques.
C.2.4 Nombre d’observations ￿ utiliser
Les rØsultats concernant les estimateurs de l’indice de queue ØnoncØs
prØcØdemment sont asymptotiques : ils sont obtenus lorsque k → ∞ et k/n →
0. Comme en pratique, on ne dispose que d’un nombre d’observations n
￿ni, il s’agit de choisir k de maniŁre ￿ ce que l’on dispose de su￿samment
de matØriel statistique (les Xk,n,...,X1,n) tout en restant dans la queue de
distribution (k  n).











pour k → ∞ avec un certain taux de croissance en fonction de n, on pourrait
Œtre tentØ de choisir k aussi grand que possible de maniŁre ￿ minimiser l’er-
reur quadratique moyenne commise par ξH
k . Cependant, le comportement
au deuxiŁme ordre de la fonction ￿ variation lente LF introduite dans le
thØorŁme 5 induit un biais lorsque k est trop grand. Des solutions pour ￿xer
k de maniŁre ￿ disposer d’un estimateur asymptotiquement sans biais ont
notamment ØtØ proposØes par Goldie et Smith (1987) puis de Haan et Peng
(1998).
Concernant l’estimateur de Hill pour des fonctions appartenant au DAM
de FrØchet, de Haan et Peng (1998) ont proposØ de retenir le nombre d’ob-











, si ξ ∈]0,1[,
2n2/3, si ξ > 1.
(38)
Toutefois, on remarque que k∗ s’exprime en fonction de ξ qui n’est pas ob-






































0En pratique, il sera prØfØrable de suivre la dØmarche proposØe par Em-
brechts et al. (1997) qui suggŁrent de tracer les estimateurs en fonction de
k/n et de choisir k dans un intervalle oø la droite des estimations est ap-
proximativement horizontale (cf. la ￿gure 7 dØtaillØe infra).
C.2.5 Illustration
La ￿gure 7 illustre les di￿Ørents estimateurs du paramŁtre de queue d’une
loi de Pareto de premiŁre espŁce (de fonction de rØpartition F(x) = 1 −
(x0/x)
α, pour x > x0). Cette famille de distributions faisant partie du DAM
de FrØchet, les estimations de Pickands, de Hill et de Dekkers-Einmahl-de
Haan ont pu Œtre tracØes en fonction de k. On observe la suprØmatie de
l’estimateur de Hill sur ceux de Pickands et de Dekkers-Einmahl-de Haan.
Par ailleurs, pour k < 0,02n, l’estimateur de Hill est relativement volatile.
On serait donc amenØ ￿ utiliser de l’ordre de 2,5 % des donnØes les plus
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0Fig. 1 ￿ Typologie des di￿Ørents risques rencontrØs






































0Fig. 3 ￿ ModŁle interne simpli￿Ø : identi￿cation des valeurs extrŒmes






































0Fig. 5 ￿ Rendement journalier du titre TOTAL : QQ-plot loi empirique vs
loi normale







































0Fig. 7 ￿ Estimation de l’Øpaisseur de la queue d’une distribution de Pareto
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