Approximate Bayesian Computation is a family of likelihood-free inference techniques that are tailored to models defined in terms of a stochastic generating mechanism. In a nutshell, Approximate Bayesian Computation proceeds by computing summary statistics from the data and giving more weight to the values of the parameters for which the simulated summary statistics resemble the observed ones. In this paper, we present Approximate Bayesian Computation as a technique of inference that relies on stochastic simulations and non-parametric statistics. We derive the asymptotic bias and variance of the standard estimators of the posterior distribution which are based on rejection sampling and linear adjustment. Additionally, we introduce an original estimator of the posterior distribution based on quadratic adjustment and we show that its bias contains a smaller number of terms than the estimator with linear adjustment. Although we find that the estimators with adjustment are not universally superior to the estimator based on rejection sampling, we find that they can achieve better performance when there is a nearly homoscedastic relationship between the summary statistics and the parameter of interest. Last, we present model selection in Approximate Bayesian Computation and provide asymptotic properties of two estimators of the model probabilities. As for parameter estimation, the asymptotic results raise the importance of the curse of dimensionality in Approximate Bayesian Computation. Performing numerical simulations in a simple normal model confirms that the estimators are less efficient as the number of summary statistics increases.
Introduction
Inference in Bayesian statistics relies on the full posterior distribution defined as g(Θ|D) = p(D|Θ)π(Θ) p(D) (1) where θ denotes the vector of interest and D denotes the observed data. The expression given in (1) depends on the prior distribution π(Θ), the likelihood function p(D|Θ) and the evidence p(D) = Θ p(D|Θ)π(Θ) dθ. However, for statistical models defined in term of a stochastic generating mechanism, the likelihood can be intractable. Methods of inference in the context of these socalled implicit statistical models have been proposed by Diggle and Gratton (1984) in a frequentist setting. Implicit statistical models can be thought of as a computer generating mechanism that mimics data generation. In the past ten years, interests in implicit statistical models have reappared in population genetics where Beaumont et al. (2002) gave the name of approximate Bayesian computation (ABC) to a family of likelihood-free inference methods.
Since its original developments in population genetics (Fu and 
ABC at a glance
In ABC, inference is no more based on the full posterior distribution g(Θ|D)
but on the partial posterior distribution g(Θ|s obs ) where s obs denotes a vector of d-dimensional summary statistics computed from the data D. The partial posterior distribution (Doksum and Lo 1990 ) is defined as g(Θ|s obs ) = p(s obs |Θ)π(Θ) p(s obs ) .
Replacing the likelihood p(D|Θ) based on the data D by the likelihood p(s obs |Θ) based on the summary statistics s obs is the first approximation inherent to ABC. Of course, the partial and the full posterior distributions are the same if the summary statistics are sufficient with respect to the parameter Θ.
Although replacing the full posterior by the partial one is an approximation crucial in ABC, we will not investigate its consequences here. The reader is referred to Le Cam (1964) , Abril (1994) , Cabrera and Yohai (1999) for theoretical works on the concept of approximate sufficiency; and to Joyce and Marjoram (2008) for a practical method that selects informative summary statistics in ABC. Here, we concentrate on the second type of approximation arising from the discrepancy between the estimated partial posterior distribution and the true one.
In addition to parameter inference, Bayesian model selection can also been handled within ABC. For sake of simplicity, we assume here that there are two competitive models M 1 and M 2 that are a priori equally likely. The extent to which the data support M 1 over M 2 is measured by the partial Bayes factor defined as BF = p 1 (s obs ) p 2 (s obs ) , in which p 1 (s obs ) and p 2 (s obs ) denote the partial evidence in each model. A related criteria for model selection is the posterior (partial) probability that M 1 is the correct model given either M 1 or M 2 p(M 1 |s obs ) = p 1 (s obs ) p 1 (s obs ) + p 2 (s obs )
.
In the same vein as for parameter inference, we do not study here the error arising from the difference between the partial posterior model probability and the full one p 1 (D)/(p 1 (D) + p 2 (D)) but we focus on the error arising from the estimation of p(M 1 |s obs ).
Outline of the paper
In this paper, we investigate the asymptotic bias and variance of the estimators of the posterior distribution and the model probabilities. In Section 1, we introduce the ABC estimators viewed from the angle of non-parametric statistics. Section 2 starts with the main theorem concerning the asymptotic bias and variance of the estimators of the posterior distribution. We compare the asymptotic properties of an estimator of the posterior distribution proposed by Beaumont et al. (2002) to an original estimator that we propose here. Section 2 ends with the asymptotic theory for the estimation of the model probability p(M 1 |s obs ). Section 3 presents a numerical study in which the properties of the ABC estimators are investigated in a simple normal model. The proofs of the theorems are given in the Appendix.
1 Approximate Bayesian Computation viewed from the angle of non-parametric statistics
Parameter inference
To generate a sample from the partial posterior distribution g(Θ|s obs ), ABC proceeds by simulating n values Θ i , i = 1, . . . , n from the prior distribution π, and then simulating summary statistics s i according to p(s|Θ i we will not investigate their properties here.
Smooth rejection
In the context of ABC, the estimator of the posterior mean that was originally proposed by Pritchard et al. (1999) is of the Nadaraya-Watson type. The Nadaraya-Watson estimator has been introduced by Nadaraya (1964) and Watson (1964) 
is the bandwidth matrix that is assumed to be non-singular, K is a d-variate kernel such that K(u) du = 1, and |B| denotes the determinant of B.
To go one step further and estimate the approximate posterior distribution g(θ|s obs ) (θ ∈ R) of a one-dimensional coordinate of Θ, we introduce a kernelK that is a symmetric density function on R. Here we will restrict our analysis to univariate density estimation but bivariate density estimation can also be implemented in the same vein. The bandwidth corresponding tõ
As the bandwidth b ′ goes to 0, a simple Taylor expansion shows that
The estimation of the partial posterior distribution g(θ|s obs ) can thus be viewed as a problem of nonparametric regression. After substituting Θ i by (4), we obtain the following estimator of g(θ|s obs ) (Rosenblatt 1969 )
The initial rejection-based ABC estimator consisted of using a kernel K that took 0 or 1 values (Pritchard et al. 1999 
Regression adjustment
Besides introducing smoothing in the ABC algorithm, Beaumont et al. (2002) proposed additionally to adjust the θ i 's to weaken the effect of the discrepancy between s i and s obs . They proposed to learn the relationship between the expectation of θ denoted as m(s) and s in the vicinity of s obs using a polynom of degree 1. In the neighborhood of s obs , the conditional expectation of θ given s is approximated bym 1 wherê
The estimatesα (α ∈ R) andβ (β ∈ R d ) are found by minimizing the weighted least squares criterion
The solution to (7) is given by (Ruppert and Wand 1994, Härdle et al.
2004)
where W is a diagonal matrix whose i th element is K B (s i − s obs ), and
The principle of regression adjustment consists of forming the empirical residuals ǫ i = θ i −m 1 (s i ), and to adjust the θ i by computing
Estimation of g(θ|s obs ) is obtained with the Nadaraya-Watson estimator of equation ( 
Using equation (9), we can express the estimatorĝ 1 (θ|s obs ) as followŝ
Because g(θ|s obs ) = h(θ − m(s obs )|s obs ), where h(·|s obs ) denotes the conditional density of the residuals, equation (11) implies that the estimation of g(·|s obs ) relies on the estimation of the conditional mean and the estimation of the density h of the residuals. To improve the estimation of the conditional mean, we suggest a slight modification toĝ 1 (θ|s obs ) using a quadratic rather than a linear adjustment. The conditional expectation of θ given s is now
The three parameters (α, β, γ) ∈ R × R d × R d 2 are found by minimizing the quadratic extension of the least square criterion given in (7) . Because γ is a symmetric matrix, the inference of γ only requires the lower triangular part and the diagonal of the matrix to be estimated. The solution to this new minimization problem is given by (8) where the design matrix X is now equal
The new estimator of the partial posterior distribution is given bŷ
where θ * * i =m 2 (s obs ) + (θ i −m 2 (s i )).
Estimators with regression adjustment in the same vein as those proposed in equations (10) and (13) 
Model selection 1.2.1 Smooth rejection
We assume here that either n/2 simulations have been performed in each model M 1 and M 2 or that the two generative models were chosen with equal probability for each simulation. We denote by Y i , i = 1, . . . , n an indicator variable equal to 1 if the i th simulation was performed using the generative model of M 1 and 0 otherwise. An estimator of p(M 1 |s obs ) is obtained using the following Nadaraya-Watson estimator
Using equation (14) to compute the partial Bayes factor, we get
When K takes 0 or 1 values, the partial Bayes factor is simply estimated as the ratio of the acceptance rates in each model (Pritchard et al. 1999 ).
Local logistic regression
An alternative method has been proposed by Beaumont (2008) 
where
the parameters that maximize the log-likelihood given in equation (16), the probability of model M 1 is estimated aŝ
The optimization of equation (16) 2 Asymptotic bias and variance in ABC
Parameter inference
In this section, we study the asymptotic bias and variance of the estimators of the partial posterior distributionĝ j (·|s obs ), j = 0, 1, 2, given by equations (5), (10) , and (13) . We assume, in the following, that the bandwidth matrix is diagonal B = bD. A more general result for non-singular matrix B is given in the Appendix. In practice, the bandwidth matrix B may depend on the simulations, but we will assume in this Section that it has been fixed independently of the simulations. This assumption facilitates the computations and is classical when investigating the asymptotic bias and variance of non-parametric estimators (Ruppert and Wand 1994).
The first (resp. second) derivative of a function f with respect the variable
x is denoted f x (resp. f xx ). When the derivative is taken with respect to a vector x, f x denotes the gradient of f and f xx denotes the hessian of f .
The variance-covariance matrix of K is assumed to be diagonal and equal to µ 2 (K)I d . We additionally introduce the following notations
Theorem 1 Assume that B = bD and assume that conditions (A1):(A5) of the Appendix hold. The bias of the estimatorsĝ j (·|s obs ), j = 0, 1, 2, is given by
with
and
The variance of the estimatorsĝ j (·|s obs ), j = 0, 1, 2, is given by
Remark 1. Curse of dimensionality The mean square error (MSE) of an estimator is equal to the sum of its squared bias and its variance.
With standard algebra, we find that the MSEs are minimized when both b
and b ′ are of the order of n −1/(d+5) . This implies that the MSEs are of the order of n −4/(d+5) . Thus, the rate at which the MSEs converge to 0 decreases importantly as the dimension of s obs increases. This phenomenon known as the curse of dimensionality is a particular acute issue for the three estimators of g(θ|s obs ).
Remark 2. Effective local size and effect of design As shown by equations (22) and (23) Remark 3. A closer look at the bias There are two terms in the bias ofĝ 0 (·|s obs ) (equation (19) ) that are related to the smoothing in the space of the summary statistics. The first term in equation (19) corresponds to the effect of the design and is large when the gradient of Dp(·) is collinear to the gradient of Dg(θ|·). This term reflects that, in the neighborhood of s obs , there will be an excess of points in the direction of Dp s (s obs ). Concerning the second term in equation (19), we note that tr(D 2 g ss (θ|s) |s=s obs ) is simply the sum of the elementwise product of D and the hessian g ss (θ|s) |s=s obs . For minimizing this term, it is thus optimal to have small values of D j for the directions j for which the curvature of g(θ|·) is large. Comparison of asymptotic biases for conditional density estimators with and without adjustment can also be found in Hansen (2004) for d = 1.
Model selection
In the following, we give the main theorem concerning the bias and variance of the estimatorsp j (M 1 |s obs ), j = 0, 1. We assume here that the bandwidth matrix is diagonal B = bD but a more general theorem for non singular bandwidth matrix B could also be obtained from Fan et al. (1995) .
Theorem 2 Assume that conditions (A1) and (A5') of the appendix hold and that the condition (A3) holds for both M 1 and M 2 . The bias of the estimatorsp 0 (M 1 |s obs ) andp 1 (M 1 |s obs ) is given by
for j = 0, 1, where
and p(s) = p 1 (s) 2 + p 2 (s) 2 . The variance of the estimators is given by
Proof.
The estimatorp 0 (M 1 |s obs ) is a Nadaraya-Watson estimator and its asymptotics are given by the standard asymptotic bias and variance of the x) ). Using a Taylor expansion, we find that the bias and variance of logBF j have the same asymptotic behavior as those obtained in Theorem 2 except that the bias is multiplied by φ ′ (p j ) = 1/(p j (1 −p j )) and
that the variance is multiplied by φ ′ (p j ) 2 . When estimating the log of the Bayes factor using local logistic regression, the bias takes a simple form as (see also Fan et al. 1995 , Theorem 3)
where ψ(s) = φ(p 1 (s)).
Numerical comparison between the estimators 3.1 Parameter inference
In this section, we consider a simple normal model to illustrate the curse of dimensionality in ABC. We assume that the d-dimensional data are drawn ac- to show that incorporating useless summary statistics can have a dramatic effect on the estimation of the posterior. We assume in the following that
x i = 0, for i = 1, . . . , d and that the sample size is M = 10. In this simple model, the posterior distribution is known and is a log-normal distribution with mean and variance (on a log scale) µ 0 /(M + 1), and 1/(M + 1). We choose a spherically symmetric kernel for K so that K(u) = K 1 ( u ) where denotes the Euclidean norm and we consider the same kernel K 1 forK where K 1 denotes the Epanechnikov kernel.
How many simulations are required to reach a given level of accuracy
Here we compute the minimum number n min of simulations that are required to reach a given level of accuracy when estimating the parameter e µ 1 . The number n min is defined as the smallest number of simulations so that the relative squared error is less than 10% when estimating the posterior distribution at 0. Similar computations were performed by Silverman (1986) to illustrate the curse of dimensionality for density estimation. The mean square errors are computed using equations (18) and (22) in which the constants can be analytically derived in this simple example. We assume that B = bI d and the optimal bandwidths for b and b ′ are found by numerical minimization of the asymptotic mean square errors. To simplify the computations, we assume that the prior for µ is a gaussian distribution of mean µ 0 = 0. As displayed by Figure 1 , the regression-based estimators require a significantly smaller number of simulations for d ≤ 6 but the improvement becomes negligible for d > 6. To give a quantitative flavor of the importance of the curse of dimensionality, we note that a minimum number of approximately one mil-lion of simulations is required to have a relative mean square error smaller than 10% when d = 6 and this number increases to more than a thousand of billions when d = 10. Compared to the estimator with linear adjustment, the estimator with quadratic adjustment requires less simulation when d = 1, 3, 4 but this is not true for d = 2. When the dimension is larger than 5, there is no more significant difference between the two estimators with adjustment.
Note that estimating e µ 1 rather µ 1 is a really loose parameterization here because the regression-based estimators would manage to cope with the curse of dimensionality when estimating µ 1 . Indeed the model µ 1 = m(x) + ǫ is linear and homoscedastic so that the term involving b 2 in the bias (equation (18)) would be null for the regression-based estimators. The (loose) parameterization that has been chosen here illustrates 1) the importance of parameterization in ABC and 2) that the regression-based estimators will typically cope with the curse of dimensionality for intermediate values of d but will be inefficient for large values of d.
Numerical comparison between the estimators of the posterior distribution
To further investigate the differences between the three estimators, we compare the three ABC estimatorsĝ j , j = 0, 1, 2, to the true posterior distribu- 
Model selection
Here we posit that model M 1 assumes that µ 1 is equal to 0 and the vector 
Discussion
In this paper, we presented Approximate Bayesian Computation as a technique of inference that relies on stochastic simulations and non-parametric statistics. We have introduced an estimator of g(θ|s obs ) based on quadratic adjustment for which the asymptotic bias involves less terms than the asymptotic bias of the estimator with linear adjustment proposed by Beaumont et al. (2002) . More generally, we have shown that the gain obtained with the estimators based on regression adjustment (equation (10) and (13) 
Appendix: derivations of the main results
We will assume here the following conditions A1) The kernel K has a finite second order moment such that uu T K(u) du = µ 2 (K)I d where µ 2 (K) = 0. We also require that all first-order moments of K vanish, that is, u i K(u) du = 0 for i = 1, . . . , d. As noted by Ruppert and Wand (1994) , this condition is fulfilled by spherically symmetric kernels and product kernels based on symmetric univariate kernels.
A2) The kernelK is a symmetric univariate kernel with finite second order moment µ 2 (K). For the theorem 2, we assume that A5') The sequence of non-singular bandwidth matrices B is such that 1/(n|B|), and each entry of B t B tend to 0 as n− > ∞.
The three estimators of the partial posterior distributionĝ j (·|s obs ), j = 0, 1, 2, are all of the Nadaraya-Watson type. The difficulty in the computation of the bias and the variance of the Nadaraya-Watson estimator (see e.g.
Pagan and Ullah 1999) comes form the fact that it is a ratio of two random variables. Following Pagan and Ullah (1999, page 98) or Scott (1992) , we linearize the estimators in order to compute their biases and their variances.
We write the estimators of the partial posterior distributionĝ j , j = 0, 1, 2, asĝ j (θ|s obs ) =ĝ j,N g D , j = 0, 1, 2,
To compute the asymptotic expansions of the moments of the three estimators, we derive the following lemma (Pagan and Ullah 1999, page 98; Scott
1982)
Lemma 1 For j = 0, 1, 2, we havê
Proof. We now give an asymptotic expansion of all the expressions involved in equation (25) .
Lemma 2
Suppose assumption (A1)-(A5) hold, denote ǫ = θ−m(s obs ), then
we have
E[ĝ 0,N ] = p(s obs )g(θ|s obs ) + 1 2 b ′2 µ 2 (K)g θθ (θ|s obs )p(s obs ) +µ 2 (K)[g s (θ|s) t |s=s obs BB t p s (s obs ) + 1 2 g(θ|s obs )tr(BB t p ss (s obs )) 
Asymptotic expansion of E[ĝ D ] By definition ofĝ D , we have
The Using that u K(u) = 1 and u u i K(u) = 0, for i = 1, . . . , d, we find that
The second term on the right-hand side of the previous equation can be found B t B) ).
Using the cyclic property of the trace, we find the asymptotic expansion of E[ĝ D ] given in equation (26) .
Asymptotic expansion of E[ĝ 0,N ] By definition ofĝ 1,N , we have
We have
Using the change of variable u = B −1 (s − s obs ), we have
Using a Taylor expansion in the neighborhood of s obs and the fact that the terms of order 1 vanish, we find Introducing the change of variable τ = (θ 0 − θ)/h ′ and ignoring the terms of degree 1 in h ′ that vanish, we get equation (27) .
Asymptotic expansion of E[ĝ 1,N ] We start by introducing some notations. First recall that h(·|s) denotes the conditional distribution of the residual ǫ 0 = θ 0 − m(s) so that g(ǫ 0 + m(s)|s) = h(ǫ 0 |s). We introduce the error function d1 such that d1(s) =m 1 (s) − m(s). In the following, we will make use of the following expressions that follow by application of the derivation rules
and d1 ss (s) = −m ss (s).
We start by writing
where θ * 0 =m 1 (s obs ) + (θ 0 −m 1 (s)). This can be rewritten as By following the same line of proofs as before and using thatγ is a consistent estimator of m ss (s obs ), we find equation (29) . 
Using the the change of variable u = B −1 (s − s obs ), we find
By using a Taylor expansion in the neighborhood s obs , we find equation (30) .
The two standard changes of variables gives
A Taylor expansion now gives the result of equation (31) . 
).
By using that h(ǫ|s obs ) = g(θ|s obs ), we get the result given in equation (31) .
This leads to Because the last term on the right hand side is of the order of 1/n, we get Cov[ĝ D ,ĝ 0,N ] = R(K)p(s obs )g(θ|s obs ) n|B|
The computations of Cov[ĝ D ,ĝ j,N ], for j = 1, 2, are similar and are omitted here.
Theorem 1 is a particular case of the following theorem that gives the bias and variance of the three estimators of the partial posterior distribution for a general nonsingular bandwidth matrix B.
Theorem 3 Assume that B is a non-singular bandwidth matrix and assume that conditions (A1)-(A5) holds, then the bias ofĝ j , j = 0, 1, 2, is given by E[ĝ j (θ|s obs )−g(θ|s obs )] = D 1 b ′ 2 +D 2,j +O P ((tr(B t B)+b ′2 ) 2 )+O P ( 1 n|B| ), j = 0, 1, 2,
with D 1 = C 1 = µ 2 (K)g θθ (θ|s obs ) 2 , D 2,0 = µ 2 (K) g s (θ|s) t |s=s obs BB t p s (s obs ) p(s obs ) + tr(BB t g ss (θ|s) |s=s obs ) 2 , D 2,1 = µ 2 (K) h s (ǫ|s) t |s=s obs BB t p s (s obs ) p(s obs ) + tr(BB t h ss (ǫ|s) |s=s obs ) 2 − h ǫ (ǫ|s obs )tr(BB t m ss ) 2 , and D 2,2 = µ 2 (K) h s (ǫ|s) t |s=s obs BB t p s (s obs ) p(s obs ) + tr(BB t h ss (ǫ|s) |s=s obs ) 2 ,
The variance of the estimatorsĝ j , j = 0, 1, 2, is given by V ar[ĝ j (θ|s obs )] = R(K)R(K)g(θ|s obs ) p(s obs )n|B|b ′ (1 + o P (1)), j = 0, 1, 2,
Theorem 3 is a consequence of Lemma 1 and 2. Taking expectations on both sides of equation (25), we find that
Using a Taylor expansion, and the equations (26)-(29), (30) , and (32) given in Lemma 2, we find the bias of the estimators given in equation (37) .
For the computation of the variance, we find from equation (25) and (39) that g j (θ|s obs ) − E[ĝ j (θ|s obs )] =ĝ j,N − E[ĝ j,N ]
The order of the reminder follows from equations (30) and (32) . Taking the expectation of the square of equation (40), we now find
The variance of the estimators given in equation (38) follows from a Taylor expansion that makes use of equations (26)-(32) given in Lemma 2. 
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