Linear congruences on a free monoid X* coincide with the congruences on X* induced by nontrivial homomorphisms into the additive group of integers. For a finite X , we characterize abstractly several classes of linear congruences on X* , in particular, ^-linear congruences, called p-linear and determined by Reis, ^-linear congruences, introduced by Petrich and Thierrin, and general linear congruences, introduced by the authors. These characterizations include descriptions involving maximality as prefix congruences.
In view of the importance of the free monoid X* on a finite alphabet X for the theory of formal languages and the fact that all finitely generated monoids are homomorphic images of the free ones, it seems natural to study various families of congruences on X*, for they are related to languages through the syntactic congruences and to homomorphic images through induced congruences. The emphasis here is on "families" of congruences on X* in view of the richness and complexity of the lattice of all congruences on X*. A careful consideration of some of these families contributes essentially to our understanding of the properties of the free monoid X* itself.
One such family was introduced in [1] under the label of "linear congruences" called here ^-linear, shortly after the subfamily of 7r-linear congruences was introduced, called p-linear and intensively studied in [2] . We extend all these definitions to "linear congruences" defined below. Our purpose here is to present an abstract characterization of various classes of linear congruences. For a general reference on this subject, we recommend the book [3] .
We start with the preliminary material needed throughout the paper. The universal relation on any set Y is denoted by Wy , or simply by co. For sets A and B, we let A\B = {a £ A\a £ B] . Further, Z is the group of integers, TV is the semigroup of positive integers, and N° is the monoid of nonnegative integers all under addition. For k > 0, Zk\ {0} denotes the set of A:-tuples of integers not all equal to zero. For n £ Z and 5 = (sx, s2, ... , sk) £ Zk \ {0}, let ns = (nsx, ns2, ... , nsk).
For a semigroup S, 'S'(S) is the congruence lattice of S. For p £ W(S) and s £ S, sp is the p-class of s; p is commutative if S/p is commutative. If S has more than one element, it is nontrivial. A homomorphism whose image is nontrivial is said to be nontrivial. A subset A of a monoid M is prefix if for any u, v £ M, uv, u £ A implies that v = 1. A congruence on M is prefix if all its classes are prefix.
We fix a set X = {ax, a2, ... , ak} and write X* for the free monoid on X consisting of words over X with identity 1, the empty set. For w £ X*, c(w) is the content of w, that is, the set of all variables occurring in w, and Wj denotes the number of occurrences of the variable a, in to . For w £ X* and s = (sx,s2,... , sk) £ Zk \ {0} , let W • S = WXSX + W2S2 H-<r WkSk and let ps be the relation defined by
Then ps is a congruence termed linear; if, for i = 1, 2, ... , k, Sj >0, then ps is ^-linear and if s, > 0, ps is n-linear. We denote by W the lattice of all congruences on X*. For p £ W, r(p) = {aj £ X\at p 1} is the root of p, if r(p) = 0, p is rootless.
If s £ Zk \ {0} and n £ Z \ {0}, then clearly ps = pns. If s, < 0 for i -1,2, ... , k, we may let t = (-1)5 thereby obtaining ps = pt with r, = -Si > 0 for i = 1, 2, ..., k; in fact, ps is ^-linear. We thus may exclude those 5 in Zk with s, < 0 for i = 1, 2,..., k from our considerations. Let A C X. For -u; G X*, wA denotes the word obtained from w by omitting all variables occurring in w that do not belong to A . For p' £ W(X*) and p" £'W((X\ A)*), the shuffle product p'mp" of congruences p' and p" is the relation p defined by upv&uAp'vA, uX\aP"vX\a (u,v£X*).
It is checked easily that p is a congruence on X*. The general situation is explained by the content of the following lemma and its corollary. which is an isomorphism of X*/p onto a nontrivial submonoid of Z . Proof. Straightforward.
Corollary. The following conditions on a congruence p on X* are equivalent.
(i) p is linear.
(ii) p is induced by a nontrivial homomorphism of X* into Z . (iii) X*/p is isomorphic to a nontrivial submonoid of Z .
Proof. That (i) implies (ii) is a direct consequence of Lemma 1. Trivially (ii) implies (iii). In order to prove that (iii) implies (ii) let 0 be an isomorphism of X* / p onto a nontrivial submonoid Af of Z . For i -1,2, ... ,k, set Si = atpd. Since M is nontrivial, Sj ^ 0 for at least one i and hence 5 = (sx, s2, ... , sk) £ Zk \ {0}. For any w £ X*, we get w • s = wxsx + w2s2 H-1-wksk = wx(axpd) + w2(a2p6) + ■■■ + wk(akpd) = af'pd + afpQ + ■■■ + awkkp8 = wp6, which evidently implies that the homomorphism u -> upd induces the congruence ps. Since 6 is an isomorphism, it follows that p = ps and p is linear. (ii) implies (iii). Let P be a nontrivial submonoid of N° . If m, n £ P are such that m + n = m, then n = 0. This proves that each element of P is infix. Now let A be a prefix congruence on P. Let m, n £ P be such that m < n and mkn. Since P is nontrivial, there exists k > 0, k £ P. Hence km + k(n-m)Xkm where km, k(n-m), k£P. Now the hypothesis implies that k(n -m) = 0, whence n = m . Therefore X = e . Now let P = X* /p . Then P is a nontrivial submonoid of A/0 so each of its elements is infix. The absence of proper prefix congruences on P establishes the maximality of p among prefix congruences on X*.
(iii) implies (i). This is the content of [2, Theorem 3.10].
Lemma 2. Let p £ W be such that X* /p is isomorphic to a nontrivial submonoid of N°. Then lp = A* for A = {a, £ X\st = 0}.
Proof. Let cp: X*/p -> N be an isomorphism onto a nontrivial submonoid of N°. If w £ Ip and a, G c(w), then 0 = wcp = ai<f> + u<f for some u £ X* which implies that a-x<f> = 0 so that a, £ Ip. Thus lp C A* and the opposite inclusion is obvious.
Theorem 2. The following conditions on p ef are equivalent.
(i) p is ^-linear.
(ii) X* /p is isomorphic to a nontrivial submonoid of N°.
(iii) p = p'mp" where p' is a n-linear congruence on A* and p" = oj(X\a)' for some 0 ^ A C X. (iv) p ^ co, p is commutative and maximal in the set ffp = {A £W\lA = lp, UVAl=>VAl, UvXu=>vkl).
Proof, (i) implies (ii). Clearly (1) provides the desired isomorphism.
(ii) implies (iii). Let 6 be an isomorphism of X*/p onto a nontrivial submonoid of TV0 . Further let A = {a, G X\atp8 ± 0}, p' = p\A., p" = co{X\A).. It remains to prove that p' is n-linear. We do this by using Theorem 1 (iii). First p' is commutative since p is. Let u, v £ A* be such that uv p' u. Then uv pu and thus v p 1 since p £ ^ . Let a,> £ c(v). By commutativity of p, we get v pajv' for some v' £ A* and thus a,V p 1, which yields a, p 1 since p £WP . Thus at £ Anlp, which is impossible. Therefore « = 1, which proves that p' is a prefix congruence. Now let X' be a prefix congruence on A* such that /)' c 1'. Let A = X'mp" . Then A is a congruence on X* and p QX. We show next that le^,.
Since p c X, we have lp C IX. Conversely, let u £ IX. Then uX 1, which implies 1 uA X' 1 whence uA = 1 since A' is a prefix congruence. It follows that u p 1 whence u £ lp. Therefore 1A C lp and equality prevails. Let u, v £ X*. If uvXI, then luAvAX' 1, which implies that uAvA = I whence uA = 1 and finally uXl. If uvXu, then uavaX'ua , which implies that vA = 1 so that v A 1. Consequently X £%'p , which together with p C A, by hypothesis, yields X = p. But then X' -p'. Now Theorem 1 implies that p' is linear. Proof. Assume that X*/p = N°. Hence there exists w £ X* such that, for 7 = 1, 2, ... , k , we have a, pwl> for some t} > 0. Suppose first that p is 7r-linear. It follows that Sj = tj(wxsx + ■■■ + wksk) (j = 1, 2, ... , k).
We may assume that sx = min{sx, ... , sk}. Now the relation sx = tx(wxsx H-\-wksk) implies that there exists a unique i such that Wi ^ 0 and then Wj = Sj = tx -I, so that w = a,. Hence aj p a'f implies Sj = tjSi. Now suppose that p is ^-linear. Since lp = A* by Lemma 2, letting p' -p\(x\Ay , and using the hypothesis (X \ A)*/p' = N° , we deduce from what was already proved that there exists Sj ^ 0 such that Sj = tj .
Conversely, assume that for some i, Sj = r75, for j = 1,2, ..., k. Then ajp = (aip)'' and thus up is in the monoid generated by a,p for all u £ X*. Lemma 3. Let S be a subsemigroup of Z contained neither in N° nor in -N°. Then S is a cyclic group. Proof. Let n and p be the greatest negative and the smallest positive integer in S, respectively, for which n, p £ S. It follows immediately that n = -p . Now let r £ S. Since hp £ S for every h £ Z and r = qp + rx for some q, rx £ Z for which 0 < rx < p, we deduce that rx = 0 so that r = qp . (ii) X* /p is isomorphic to Z .
(iii) p is commutative and maximal relative to X*/p being a torsion-free group.
Proof, (i) implies (ii). Let p = P(Sl,...,sk) De a linear non-£-linear congruence on X*. Hence there exist i and j such that 5, > 0 and Sj -< 0. The mapping (1) is a homomorphism of X* into Z. In fact, X* /p is isomorphic to a submonoid M of Z which contains both 5, and Sj. Hence M is neither contained in 7Y° nor in -N° , and by Lemma 3 Af is a subgroup of Z . But then X* /p is isomorphic to Z .
(ii) implies (iii) If a is a congruence on X* such that X* /a is a torsion-free group and p Q o , then X*/rr = Z since X* /p = Z and thus a = p .
(iii) implies (ii). This is obvious.
(ii) implies (i). Let </> be an isomorphism of A*/p onto Z . Let (a,-p)</> = 5, for i = 1, 2,..., k. Hence for any v £ X* we have (vp)<p = v • s and thus P = P(st,...,sk) ■ ln particular, there exist u,v £ X* such that (up)tf> < 0 and (vp)<f> > 0, that is, u-s < 0 and u -5 > 0 and so there exist 5, > 0 and 5; < 0.
In conclusion we characterize arbitrary linear congruences. For this we need some preparation.
Lemma 4. Let M be a subsemigroup of N and cp be a homomorphism of M onto an infinite semigroup K. Then <p is infective. Proof. Note that M is commutative, cancellative, power joined, power cancellative, and finitely generated; for definitions see [4] .
Suppose first that K has an idempotent. By [4] , K is an ideal extension of group G by a nilsemigroup P. From the properties of M, we deduce that K is power joined and finitely generated, which then implies the same for both G and P. It follows that both G and P are finite and thus so is K, contradicting the hypothesis.
Therefore K has no idempotents. We shall show that K is a finitely generated power cancellative A-semigroup. Obviously K is finitely generated and power joined. Let (x<f>)(ytp) = (xcp)(z<f>). There exist positive integers r,p,q such that xT = yp = zq. It follows that (xpqypq)</> = (xpqzpq)(p so that (xpq+qr)(p = (xpq+pr)<p whence pq + qr = pq + pr since K has no torsion. Therefore q -p so that yp -zp . Since M is power cancellative, we get y = z and thus y<f> = ztp. Consequently K is cancellative. We have proved that K is an ^-semigroup. Assume that (x(p)m -(y<p)m for some x, y £ M and m > 0. There exist p, q > 0 such that x" = yq and thus (xmq)<p = (ymq)4> whence (xmq)<f> = (xmp)4>. It follows that mq = mp so q = p . Now xp = yq implies x = y so x<p = y<p. Therefore K is power cancellative. Recall that X* has the embedding order defined by
for some w,, vt £ X*. For w £ X* and p £W, we denote by min(wp) the set of all minimal words in wp under the embedding order. Also let c(lp)= \Jc(w).
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We are finally ready for our principal result. Therefore c(\p) = X.
(v) Let p be tj;-linear. Then by Theorem 2, X*/p is isomorphic to a proper submonoid of N°, say X*/p = Mx where Af is a subsemigroup of A. If o £ W is such that 0 3 p and X* ja is an infinite homomorphic of Af', then by Lemma 4, we get that 0 = p. This establishes the maximality of p. Otherwise, by Theorem 3, X*/p = Z, which evidently implies that p is maximal relative to X* /p being infinite.
Converse. We consider two cases. First suppose that X* / p -G is a group. Then G is an infinite finitely generated abelian group and hence a direct product of cyclic groups of which at least one is infinite. Hence for the projection of G onto an infinite component we get a congruence 0O p and X* /a is infinite. By the maximality of p we obtain p = a and thus X* / p = Z . By Theorem 3, p is linear but not ^-linear.
We now suppose that X* / p is not a group and will show that p is ^-linear. First assume that min(lp) £ X. By contrapositive, (iv) gives c(lp) = X. Thus, for any a, g X, there exists a = xaiy £ lp for some x, y £ X*. Hence by (ii), for every a, G X, there exists bt £ X* such that a,-ft,-p 1. It follows that for any w £ X*, there exists v £ X* such that wv p 1, which evidently implies that X* Ip is a group, contrary to the hypothesis. Therefore min(lp) c X.
Under this hypothesis, suppose that min(lp) = {1}. We now verify that p satisfies the condition Theorem 1 (iii)-First by (ii), p is commutative. By (iii), for any u £ X*, we have up = min(lp), which implies that up is prefix. Therefore p is prefix. Now let cr be a prefix congruence on X* such that o D p. The quotient X*/a is a monoid all of whose elements are prefix so it cannot have idempotents. Hence X" /a is infinite. Part (v) therefore gives that a = p. This verifies the condition Theorem l(iii) and we conclude that p iŝ -linear. Now let {1} C min(lp) c X. We shall show that the condition Theorem 2(iv) is fulfilled. To this end, we show first that p G ^ .
Let u, v £ X* be such that uv pi, say uv = xxx2 ■ ■ -x" with x, G min(lp) for i = 1,2, ... , n. By equidivisibility, we get that u = xxx2 ■ • • x, and v = x,+ix,+2 ■ • • xn for some 1 < i < n whence v p 1.
For the next condition in the definition of *WP , we proceed as follows. Consider first the congruence p' = p\A-where A = X \ min(lp); we shall prove that p' satisfies the condition Theorem l(iii). Indeed, for every u' £ X* we have u'p' = (lpnimin(w'p)) ^A*= min(w'p') and p' is prefix. Now let A' be a prefix congruence on A* such that X' D p'. Let A = X'ma)(X\Ay . It follows easily that A l> p and X*/A is infinite. By (v) we obtain A = p so that A' = p'. By Theorem 1, we conclude that A' is Tt-linear. Now let u, v £ X* be such that uv pu. Then uAvA = (uv)Ap'uA and thus vA = 1 since p' is n -linear. Hence v £ lp. By (ii), X*/p is commutative.
We have proved that p G ^ , see Theorem 2(iv). Now, let A G ^, be such that XD p. The condition: uv X u => v X 1 in ffp implies that X*/A is infinite. Now (v) implies that X = p. Therefore, p is maximal in ffp and Theorem 2 implies that p is (j;-linear.
Corollary. With the notation in Theorem 4, the following conditions are equivalent on a linear congruence p.
(ii) c(\p)±X.
(iii) X* /p is not a group.
The above theorem yields a characterization of linear rootless congruences in a straightforward manner which we omit.
