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a b s t r a c t
Minimizing the number of electronic switches in optical networks has been amain research
topic in some recent studies. In such networks, we assign colors to a given set of lightpaths,
and they are partitioned into unicolor cycles and paths; the switching cost is minimized
when the number of paths is minimized. Most approximation and heuristic algorithms for
this problem have a preprocessing stage, in which possible cycles are found. Among them,
the basic algorithm eliminates cycles of size at most l, and has a performance guarantee of
OPT+ 12 (1+)N , whereOPT is the cost of an optimal solution,N is the number of lightpaths
and 0 ≤  ≤ 1l+2 , for any given odd l. The time complexity of the algorithm is exponential
in l. We improve the analysis of this algorithm, by showing that  ≤ 13
2 (l+2)
, which implies
a reduction of the exponent in the time complexity. We also improve the lower bound by
showing that  ≥ 12l+3 . The results shedmore light on the structure of this basic algorithm.
In addition, in our analysis we suggest a novel technique – including a new combinatorial
lemma – to deal with this problem.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Background
Given a WDM network G = (V , E), comprising optical nodes and a set of full-duplex lightpaths P = {p1, p2, . . . , pN} of
G, the wavelength assignment (WLA) task is to assign a wavelength to each lightpath pi.
In the following discussion, we also assume that each lightpath p ∈ P is contained in a cycle of G. Each lightpath p uses
two ADM’s, one at each endpoint. Although only the downstreamADM function is needed at one end, and only the upstream
ADM function is needed at the other end, full ADM’s will be installed on both nodes in order to complete the protection path
around some ring. The full configuration would result in a number of SONET rings. It follows that if two adjacent lightpaths
are assigned the same wavelength, then they can be used by the same SONET ring and the ADM in the common node can be
shared by them. This would save the cost of one ADM. An ADM may be shared by at most two lightpaths. A more detailed
technical explanation can be found in [5].
Lightpaths sharing ADM’s in a common endpoint can be thought as concatenated, so that they form longer paths or cycles.
Each of these longer paths/cycles does not use any edge e ∈ E twice, for, otherwise they cannot use the same wavelength
and this is a necessary condition to share ADM’s.
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1.2. Previous work
Minimizing the number of electronic switches in optical networks has been amain research topic in some recent studies.
The problem was introduced in [5] for ring topology. An approximation algorithm for ring topology, with approximation
ratio of 3/2 was presented in [2], and was improved in [6,3] to 10/7+  and 10/7, respectively.
For general topology [4] describe an algorithmwith an approximation ratio of 8/5. The same problemwas studied in [1]
and an algorithmwas presented that has a preprocessing phase, where cycles of length atmost l are included in the solution;
this algorithm was shown to have performance guarantee of
OPT + 1
2
(1+ )N, 0 ≤  ≤ 1
l+ 2 (1)
where OPT is the cost of an optimal solution, N is the number of lightpaths, for any given odd l. The dominant part in the
running time of the algorithm is the preprocessing phase, that is exponential in l.
1.3. Our contribution
We improve the analysis of the algorithm of [1] and prove a performance of
OPT + 1
2
(1+ )N, 1
2l+ 3 ≤  ≤
1
3
2 (l+ 2)
. (2)
Specifically, we show that the algorithm guarantees to satisfy an upper bound of OPT + 12 (1+ )N , for  ≤ 13
2 (l+2)
, and we
demonstrate a family of instances for which the performance of the algorithm is OPT + 12 (1+ )N , for  ≥ 12l+3 .
Our analysis sheds more light on the structure and properties of the algorithm, by closely examining the structural
relation between the solution found by the algorithm vs an optimal solution, for any given instance of the problem.
As the running time of the algorithm is exponential in l, our result implies an improvement in the analysis of the running
time of the algorithm. For any given  > 0, the exponent of the running time needed to guarantee the approximation ratio
(3+ )/2 is reduced by a factor of 3/2.
In addition, in the development of our bounds we use a purely combinatorial problem, that is of interest by itself.
In Section 2 we describe the problem and some preliminary results. The algorithm and its analysis are presented in
Section 3. We conclude with discussion and open problems in Section 4.
2. Problem definition and preliminary results
2.1. Problem definition
An instance α of the problem is a pair α = (G, P)where G = (V , E) is an undirected graph and P is a set of simple paths
in G. Given such an instance we define the following:
Definition 2.1. The paths p, p′ ∈ P are conflicting or overlapping if they have an edge in common. This is denoted as p  p′.
The graph of the relation is called the conflict graph of (G, P).
Definition 2.2. A proper coloring (or wavelength assignment) of P is a function w : P 7→ N, such that w(p) 6= w(p′)
whenever p  p′.
Note thatw is a proper coloring if and only if for any color c ∈ N,w−1(c) is an independent set in the conflict graph.
Definition 2.3. A valid chain (resp. cycle) is a path (resp.cycle) formed by the concatenation of distinct paths
p0, p1, . . . , pk−1 ∈ P that do not go over the same edge twice. Note that the paths of a valid chain (resp. cycle) constitute an
independent set of the conflict graph.
Definition 2.4. A solution S of an instance α = (G, P) is a set of chains and cycles of P such that each p ∈ P appears in
exactly one of these sets.
In the following, we introduce the shareability graph, that together with the conflict graph constitutes another (dual)
representation of the instance α. In the following, except one exception, we will use the dual representation of the problem.
Definition 2.5. The shareability graph of an instance α = (G, P), is the edge-labeled multi-graph Gα = (P, Eα) such that
there is an edge e = (p, q) labeled u in Eα if and only if p 6 q, and u is a common endpoint of p and q in G.
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Fig. 1. A sample input.
Fig. 2. The shareability and conflict graphs.
Example: Let α = (G, P) be the instance in Fig. 1. Its shareability graph Gα is the graph at the left side of Fig. 2. In
this instance P = {a, b, c, d}, and it constitutes the set of nodes of Gα . The edges together with their labels are Eα =
{(b, c, u), (a, c, w), (a, b, x), (a, d, x)}. Because b and c can be joined in their common endpoint u, etc. Note that, for instance
(b, d, x) 6∈ Eα , because although b and d share a common endpoint x, they can not be concatenated, because they have edge
(x, u) in common. The corresponding conflict graph is the graph at the right side of Fig. 2. It has the same node set and one
edge, namely (b, d). The paths b, d ∈ P are conflicting because they have a common edge, i.e. (u, v).
Note that the edges of the conflict graph are not in Eα . This immediately follows from the definitions.
Note also that, for any node v of Gα , the set of labels of the edges adjacent to v is of size at most two.
Definition 2.6. A valid chain (resp. cycle) of Gα is a simple path p0, p1, . . . , pk−1 of Gα , such that any two consecutive edges
in the path (resp. cycle) have distinct labels and its node set is properly colorable with one color (in G), or in other words
constitutes an independent set of the conflict graph.
Note that the valid chains and cycles of Gα correspond to valid chains and cycles of the instance α. In the above example
the chain a, d that is the concatenation of the paths a and d in the graph G, corresponds to the simple path a, d in Gα and
the cycle a, b, c that is a cycle formed by the concatenation of three paths in G corresponds to the cycle a, b, c in Gα . Note
that no two consecutive labels are equal in this cycle. On the other hand the paths b, a, d cannot be concatenated to form a
chain, because this would require the connection of a to both b and d at node x. The corresponding path b, a, d in Gα is not
a chain because the edges (b, a) and (a, d) have the same label, namely x.
Definition 2.7. The sharing graph of a solution S of an instance α = (G, P), is the following subgraph Gα,S = (P, ES) of Gα .
Two lightpaths p, q ∈ P are connected with an edge labeled u in ES if and only if they are consecutive in a chain or cycle
in the solution S, and their common endpoint is u ∈ V . We will usually omit the index α and simply write GS . d(p) is the
degree of node p in GS .
In our example, S = {(d, a, c), (b)} is a solution with two chains. The sharing graph of this solution is depicted in Fig. 3.
Note that for a chain of size at most two, the distinct labeling condition is satisfied vacuously, and the independent set
condition is satisfied, because no edge of Gα can be an edge of the conflict graph.
We define:
∀i ∈ {0, 1, 2} , Di(S) def= {p ∈ P|d(p) = i}
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Fig. 3. A possible solution.
and
di(S)
def= |Di(S)| .
Note that d0(S)+ d1(S)+ d2(S) = |P| = N.
An edge (p, q) ∈ ES with label u corresponds to a concatenation of two paths with the same color at their common
endpoint u. Therefore, these two endpoints can share an ADM operating at node u, thus saving one ADM. We conclude that
every edge of ES corresponds to a saving of one ADM. When no ADMs are shared, each path needs two ADM’s, a total of 2N
ADMs. Therefore the cost of a solution S is
cost(S) = 2 |P| − |ES | = 2N − |ES | .
The objective is to find a solution S such that cost(S) is minimum, in other words |ES | is maximum.
2.2. Preliminary results
Given a solution S, d(p) ≤ 2 for every node p ∈ P . Therefore, the connected components of GS are either paths or cycles.
Note that an isolated vertex is a special case of a path. Let PS be the set of the connected components of GS that are paths.
Clearly, |ES | = N − |PS |. Therefore
cost(S) = 2N − |ES | = N + |PS | .
Let S∗ be a solution with minimum cost. For any solution S we define
(S) def= d0(S)− d2(S)− 2 |PS∗ |
N
.
Lemma 2.1. For any solution S
cost(S) = cost(S∗)+ 1
2
N(1+ (S)).
Proof. Clearly |ES∗ | = N − |PS∗ |. On the other hand 2 |ES | is the sum of the degrees of the nodes in GS , namely
2 |ES | = d1(S)+ 2d2(S) = N − d0(S)+ d2(S).
We conclude:
cost(S)− cost(S∗) = |ES∗ | − |ES | = N − |PS∗ | − N − d0(S)+ d2(S)2
= N
2
+ d0(S)− d2(S)− 2 |PS∗ |
2
= 1
2
N
(
1+ d0(S)− d2(S)− 2 |PS∗ |
N
)
. 
The following definition extends the concept of a chord from cycles to paths.
Definition 2.8. Given an instance α = (G, P) and a solution S of α, an edge (p, q) of Gα is a chord of S if both p and q are in
the same connected component of GS and (p, q) 6∈ ES .
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Fig. 4. Nodes are not repeated in a connected component.
Lemma 2.2. For every instance α = (G, P) and there is an optimal solution S∗ without chords.
Proof. Note that any two solutions S1, S2 of α such that cost(S1) = cost(S2), have the same number of chains, whereas the
number of cycles may differ. Let S∗ be a solution with maximum number of cycles among the solutions with minimum cost,
i.e. optimal. We will prove that S∗ satisfies the claim.
In this paragraph we work on graph G. We claim that there is no node v and no chain (resp. cycle) C of S∗, such that v is
used more than once as an endpoint of a paths in C . Assume the contrary. Consider two occurrences of v in C (see Fig. 4). It
is impossible that C is a path and v terminates both ends C . In this case, C can be closed to a cycle, and get a solution with
one path less, contradicting the optimality of S∗. Consider the sequence of paths between these two occurrences of v. This
is a valid cycle, say C ′. Consider the solution S ′ obtained by taking S∗ and separating C into two parts. The first part is C ′ and
the second part is the sequence obtained by the concatenation of the paths before the first occurrence of v with the paths
after the second occurrence of v, where one of these but not both may be empty. S ′ has the same number of paths as S∗,
therefore cost(S ′) = cost(S∗), therefore optimal. Moreover, S ′ has one more cycle than S∗, contradictory to the way S∗ was
chosen.
Assume that (p, q) is a chord of S∗. Let x be its label. Then x is an endpoint of both p and q. Because (p, q) is a chord,
(p, q) 6∈ ES∗ , in other words p and q do not have the node x as common endpoint in this connected component. Then x
appears at least twice in the connected component, a contradiction. Therefore, there are no chords of S∗. 
The above proof is the last time that we used the primal representation of the problem. In the following, we will always
use the dual representation. Henceforth, an element p of P is referred to as a node (of Gα), and a path refers to a path of Gα .
3. Main results
3.1. Algorithm PMM(l)
In this section we describe Algorithm PMM(l) presented in [2].
The algorithm has a preprocessing phase that removes cycles of size at most l, where l is an odd number. Then it proceeds
to its processing phase (FunctionMM) that can be described as follows:
Begin with chains consisting of single nodes (that are always valid). At each iteration, combine a maximum number
of pairs of chains to obtain longer chains. This is done by constructing an appropriate graph and computing a maximum
matching on it. The algorithm ends when the maximum matching is empty, namely no two chains can be combined into a
longer chain.
Function MM (Instance α) {
Phase 0) ES = ∅
// the chains of GS are isolated nodes.
Phase 1) Do {
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Build the graph G′α in which each node
is a chain of GS and there is an edge
labelled u between two chains if and only if
the chains can be merged into one bigger chain
by joining them at a common endpoint u.
//In the first iteration G′α = Gα
Find a maximummatchingMM of G′α .
For each edge e = (c, c ′) ofMM labelled u do {
Merge the corresponding chains into one chain
by joining them in the common endpoint u
}
} UntilMM = ∅.
return(S).// S is the solution corresponding to ES .
}
Procedure PMM(l)(α = G, P) {
Preprocessing:
Find a maximal set S0 of disjoint valid cycles of length≤ l in P .
P0 is the set of nodes of the cycles of S0.
P1 ← P \ P0. //S0 is maximal, therefore P1
//does not contain feasible cycles of
//length≤ l.
Processing:
α1 ← (G, P1).
S1 ← MM(α1).
ES ← ES0 ∪ ES1
return(S).
}
3.2. Correctness
We first prove the correctness of MM: After Phase 0, the chains of S consist of single nodes. Trivially, these are valid
chains. At each iteration of Phase 1, a new chain is constructed only if it is valid, because edges are added to G′α only if the
corresponding chains can bemerged into one chain. Each edge of amatching represents a validmerging operation.Moreover,
two such valid operations do not affect each other, because each such operation is performed on two chains matched by an
edge of some matching. Therefore, after each iteration, the solution consists of valid chains.
We now conclude with the correctness of PMM(l): S0 consists of disjoint valid cycles. S1 consists of disjoint valid chains
because of the correctness ofMM . Moreover P0∩P1 = ∅, therefore S is a set of disjoint valid cycles and chains, i.e. a solution.
3.3. Analysis
We begin our analysis with Lemma 3.1 that is proven, although in other terminology, in [2]. This will be helpful in
understanding the main result of this section, i.e. the improved upper bound. The proof is based on the existence of a
matchingM having a certain size. This matching consists solely of edges of the connected components of GS∗ . In our proof,
we show that using other edges of Gα we can build a larger matching that leads to a smaller upper bound. In Section 3.3.2
we develop a lower bound on the number of edges in ES \ ES∗ . In Section 3.3.3 we prove a combinatorial lemma, that helps
us to to build our matching. In Section 3.3.4 we build the improved matching and prove our upper bound. In Section 3.3.5
we give a lower bound for the performance of the algorithm.
3.3.1. An upper bound
In the following S is a solution returned by the algorithm and S∗ is an optimal solution without chords, whose existence
is guaranteed by Lemma 2.2.
Lemma 3.1. Given a solution S of PMM(l),
(S) ≤ 1
l+ 2 .
Proof. Let P2 be such that P1 ⊆ P2 ⊆ P . For i ∈ {1, 2}, let Giα = Gα[Pi] be the subgraph of Gα induced by Pi. Let M2 be a
matching of G2α andMM be the maximummatching calculated by the algorithm at the first iteration of phaseMM:. First, we
show that d0(MM) ≤ d0(M2)+ |P0|:
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LetM1 be the sub-matching ofM2 induced by P1. Then d0(M1) ≤ d0(M2)+|P2 \ P1|, because, the removal of a node from
P2 may leave at most one matched node ofM2 unmatched inM1. On the other hand,MM is calculated by the algorithm as a
maximummatching of G1α . Therefore
d0(MM) ≤ d0(M1) ≤ d0(M2)+ |P2 \ P1| ≤ d0(M2)+ |P \ P1| = d0(M2)+ |P0| . (3)
The number of isolated nodes of d0(S) of a solution S returned by PMM(l), is at most the number of isolated nodes of the
maximummatchingMM found in the first iteration after the preprocessing phase, because no edges are deleted from GS in
subsequent iterations. Then
d0(S) ≤ d0(MM). (4)
In the following, we will construct a matching M of some subgraph of GS ∪ GS∗ induced by some P2 chosen as above,
having a small number of isolated nodes. The matching M is obviously a matching of G2α . By letting M = M2 in (3) and
combining with (4) we get
d0(S) ≤ d0(M)+ |P0| .
We now give the construction ofM . We partition the connected components of GS∗ as follows.
• OL is the set of all odd cycles of GS∗ that do not intersect with P0. Note that any cycle in this set contains at least (l + 2)
nodes.
• OP is the set of all odd cycles of GS∗ that intersect with P0.• E is the set of even cycles of GS∗ .• PS∗ , the set of maximal paths of GS∗ .
InitiallyM is the empty matching.
Phase 1—Cover E : For every cycle Ce in E , Ce admits a perfect matching. Add this matching toM .
Phase 2—Cover OP : For every (odd) cycle C ∈ OP . Pick arbitrarily a node p ∈ C ∩ P0. C \ {p} is an even path, therefore it
admits a perfect matching. Add this matching toM .
Phase 3—Partly CoverOL: For every (odd) cycle C ∈ OL, pick a node p arbitrarily. C \ {p} is an even path, therefore it admits
a perfect matching. Add this matching toM . p remains to be an isolated node ofM .
Phase 4—Partly Cover PS∗ : Every path Q ∈ PS∗ , is either even or odd. In the first case it admits a perfect matching, otherwise
we can remove one of its endpoints so that it admits a perfect matching. Add this matching toM . This endpoint remains to
be an isolated node ofM .
By the construction we have d0(M) ≤ |OL| + |PS∗ |. Therefore
d0(S) ≤ d0(M)+ |P0| ≤ |OL| + |PS∗ | + |P0|
d0(S)− d2(S)− 2 |PS∗ | ≤ |OL|
(l+ 2)(d0(S)− d2(S)− 2 |PS∗ |) ≤ (l+ 2) |OL| ≤
∣∣POL ∣∣ ≤ N
(S) = d0(S)− d2(S)− 2 |PS∗ |
N
≤ 1
l+ 2 . 
A more careful analysis will show that there is always a matching with bigger cardinality than the matching M
constructed in the above lemma. Our upper bound is based on a construction of such a matching.
We first begin by developing some results that will be used in our proof. The first family of results gives a lower bound
on the number of edges ‘‘touching’’ cycles of GS∗ .
3.3.2. Lower bounds for edges of ES \ ES∗
Definition 3.1. For every X ⊆ P , OUT (X) def= C(X, X) is the cut of X in GS , namely the set of edges of GS having exactly one
endpoint in X .
Lemma 3.2. Let C be a cycle of GS∗ , then
|OUT (C)| ≥ 1
3
(|C | + |D0(S) ∩ C | − |D2(S) ∩ C |).
Proof. Let k be the number of edges of C that are not part of GS and ∀i ∈ {0, 1, 2} , dci def= |Di(S) ∩ C |.
The sum of the degrees (in GS) of the nodes of C is
dc1 + 2dc2 = |C | − dc0 + dc2.
On the other hand, each edge of GS connecting nodes of C contributes 2 to this sum and each edge in OUT (C) contributes 1.
As there are no chords of C , the number of edges contributing 2 is |C | − k. Therefore
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Fig. 5. Blocking and blocked edges.
|C | − dc0 + dc2 = 2(|C | − k)+ |OUT (C)|
|C | + dc0 − dc2 = 2 k− |OUT (C)| . (5)
For the following discussion, consult Fig. 5. Consider an edge e = (p, q) of C that is not in GS . This edge was not added to ES
by the algorithm. This could be only because a node p′ in the connected component of p in GS is conflicting with a node q′ in
the connected component of q in GS . Either p′ 6∈ C or q′ 6∈ C , otherwise they would not be conflicting. Assume w.l.o.g. that
p′ 6∈ C . Let p′ be the node closest to p among such nodes. By the choice of p, there is an edge e′ connecting p′ to a node in C .
We call e′ the blocking edge of e. Moreover, e′ ∈ OUT (C). Therefore, any edge e of C that is not in GS has a blocking edge,
and any edge in OUT (C)may be a blocking edge of at most two edges. Therefore,
k ≤ 2 |OUT (C)| . (6)
Combining (5) and (6) we get
|C | + dc0 − dc2 = 2k− |OUT (C)| ≤ 3 |OUT (C)|
|OUT (C)| ≥ 1
3
(|C | + dc0 − dc2). 
Definition 3.2. The i-neighborhood Ni(X) of X is the set of all the nodes having exactly i neighbors from X in GS , but are not
in X . N(X) def= N1(X).
The following claim is a generalization of the previous lemma to a set of cycles.
Lemma 3.3. Let C be a set of cycles of GS∗ . Let PC
def= ∪C be the set of nodes of these cycles. Let IN(C) be the set of edges of GS
connecting two cycles of C. Then
|N(PC)| ≥ 13 |PC | +
1
3
|D0(S) ∩ PC | − 13 |D2(S) ∩ PC | − 2 |IN(C)| − 2 |N2(PC)| .
Proof. (Consult Fig. 6). Consider the sum
∑
C∈C |OUT (C)|. Each edge in OUT (PC) is counted in this sum. On the other hand,
each edge in IN(C) is counted twice (once for each cycle it connects) where it should not be counted at all. Similarly each
edge having one endpoint in N2(PC) is counted once where it should not be counted at all. The number of these edges is
2 |N2(PC)|.
|N(PC)| =
∑
C∈C
|OUT (C)| − 2 |IN(C)| − 2 |N2(PC)|
≥ 1
3
(|PC | + |D0(S) ∩ PC | − |D2(S) ∩ PC |)− 2 |IN(C)| − 2 |N2(PC)| . 
Definition 3.3. The odd cycles graph OGS = (OCS,OE S) of a solution S is a graph, in which each node corresponds to an
odd cycle of GS∗ that does not intersect with P0, and two nodes are connected with an edge if and only if there is an edge
connecting the corresponding cycles in Es.
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Fig. 6. Edges of GS with respect to cycles of GS∗ .
Lemma 3.4. Let X ⊆ OCS . Then
|N(PX)| ≥ 13 |PX| − 2 |IN(X)| − 2(d2(S)− |P0|).
Proof. First, we show that N2(PX) ⊆ D2(S) \ P0 \ PX. Let p ∈ N2(PX). By definition p has degree 2, namely p ∈ D2(S). Still
by definition p 6∈ PX. It remains to show that p 6∈ P0. By definition p has both of its neighbors in PX. Assume p ∈ P0, then p
is in some cycle of S0. Then both of its neighbors are in this cycle, thus in P0. But they are also in PX, contradicting the fact
that by definition, the cycles ofX do not intersect with P0.
Therefore |N2(PX)| ≤ d2(S)− |P0| − |D2(S) ∩ PX|. Substituting this in 3.3 we get
|N(PX)| ≥ 13 |PX| +
1
3
|D0(S) ∩ PX| − 13 |D2(S) ∩ PX| − 2 |IN(X)| − 2(d2(S)− |P0| − |D2(S) ∩ PX|)
= 1
3
|PX| + 13 |D0(S) ∩ PX| +
5
3
|D2(S) ∩ PX| − 2 |IN(X)| − 2(d2(S)− |P0|)
≥ 1
3
|PX| − 2 |IN(X)| − 2(d2(S)− |P0|). 
Corollary 3.1. Let I be an independent set of OGS . Then
|N(PI)| ≥ 13 |PI| − 2(d2(S)− |P0|).
Proof. By definition ∀u, v ∈ I, (u, v) 6∈ OE . This means that these are not connected by an edge in ES . In other words
IN(I) = ∅. 
3.3.3. Odd Distanced Nodes with Distinct Colors
In this subsection, we develop a result that will be an essential tool in building the matching in Section 3.3.4 and proving
a lower bound on its size. For this purpose, we define the ‘‘maximum odd distanced nodes with distinct colors’’ family of
problems that are pure combinatorial problems of their own interest.
The cycle version of the problem,MODNDC(C) is defined as follows:
Input: A cycle C with n nodes numbered from 1 to n clockwise, some of which are colored and the rest are not. If a node is
colored, c(v) ∈ N denotes its color, otherwise c(v) = 0 and it is termed uncolored.
Output: A cyclic subsequence V = (v0, v1, . . . , vk−1) of the nodes of C such that:
• Odd distanced: Between every pair of successive nodes vi, vj=i+1modk ∈ V , the clockwise distance d(vi, vj) from vi to vj is
odd. Note that in particular if k = 1 then the d(v0, v0) = n has to be odd.
• Distinct Colors: Every node vi in the sequence is colored (i.e. c(vi) 6= 0) and for every pair of distinct nodes vi and vj in
the sequence, c(vi) 6= c(vj).
Measure: Our goal is to find V maximizing the number of nodes of C that are colored with colors from
{c(v0), c(v1), . . . , c(vk−1)}. In the following, it will be easier to measure a solution V by the following measure that is
equivalent. Number of nodes of C that are colored with colors from {c(v0), c(v1), . . . , c(vk−1)}, plus the number of nodes
that are not colored. This, in turn, can be formulated as follows: given a solution, we first uncolor some nodes by setting
c(v) = 0 for all v such that c(v) = {c(v0), c(v1), . . . , c(vk−1)}, then we count the number of nodes v with c(v) = 0. Bc(V )
is the set of nodes still colored c after this uncoloring, formally Bc(V )
def= {v ∈ C |c(v) = c}.W (V ) def= B0 is the set of uncolored
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Fig. 7. The nodes between two nodes of the solution.
nodes. B(V ) def= unionmultic>0 Bc is the set of colored nodes. Our target is to find a solution V such that |W (V )| ismaximized. Obviously
C = B(V ) unionmultiW (V ).
Definition 3.4. A cycle C is dedicated if it contains nodes colored with one color and possibly some uncolored nodes.
Formally, |{c(v)|v ∈ C} \ {0}| = 1.
Lemma 3.5. Given an instance of the MODNDC(C) problem, one of the following is true:
• (a) C is a dedicated even cycle.
• (b) There is a solution V with measure |W (V )| ≥ d n3e.
Proof. Let V be an optimal solution. We consider the following cases:
• Case 1: V = ∅. It follows from the definition that, if V ′ and V ′′ are two solutions such that V ′ ⊂ V ′′, thenW (V ′) ⊂ W (V ′′),
thus
∣∣W (V ′)∣∣ < ∣∣W (V ′)∣∣. In particular, for any solution V ′ 6= ∅, ∣∣W (V ′)∣∣ > |W (∅)|. As we assumed V = ∅, it follows
that no other solution is feasible.
If all the nodes are uncolored then |W (∅)| = n, thus (b) holds. Otherwise there are some colored nodes. If n is odd,
then any singleton of the colored nodes is a non-empty solution, a contradiction. Therefore n is even. If there is only one
color, then this is a dedicated even cycle and (a) holds. Otherwise there are at least two colors. Since V = ∅ no pair of
nodes is a solution. Then, for any pair u, v of nodes, either they are an even distance apart, or c(u) = c(v). Fix some node
v, and let c(v) = a. Then all the nodes u such that c(u) 6= a are at even distance from v. We claim that all the nodes u′,
such that c(u′) = a are also at even distance from v. Assume that there is a node u′ such that c(u′) = a at odd distance
from v, then it is at odd distance from the nodes u such that c(u) 6= a. Then u′ together with one of the u nodes is a
solution, contradicting our assumption. It follows that all the colored nodes are at even distance from u. We conclude
that all the nodes at odd distance from u are uncolored. Then |W (∅)| ≥ n2 .
• Case 2: V 6= ∅. We want to show that |W (V )| ≥ n3 = |W |3 + |B|3 that is equivalent to |B| ≤ 2 |W |. For this purpose, we
will partition the set B into two disjoint sets X, Y , and then prove |X | ≤ |W | and |Y | ≤ |W |.
Let V = {v0, v1, . . . , vk−1}. Consider two consecutive nodes vi, vj ∈ V . Note that i = j if k = 1, thus these nodes need
not be distinct. Recall also that the clockwise distance d(vi, vj) from vi to vj is odd.
Observe that if there are two colored nodes x, y ∈ B(V ) between the nodes vi and vj, such that x is closer to vi and that
d(vi, x) and d(x, y) are odd, then c(x) = c(y). For, otherwise the set V unionmulti {x, y} is a better solution than V , a contradiction.
We use this observation to characterize the colored nodes of the solution, i.e. the nodes of B(V ). For the following
discussion consult Fig. 7. Let x ∈ B(V ) be the colored node that is closest to vi when going clockwise from vi to vj and
is at odd distance from vi. Let y ∈ B(V ) be the colored node that is farthest from vi when going from vi to vj and is at
even distance from vi. Note that y is the first node in B(V ) at odd distance from vj when going counterclockwise from vj
to vi. By these choices, all the colored nodes before x are at even distance from vi and all the colored nodes after y are
at odd distance from vi. If y occurs before x, then there are no colored nodes between x and y, or in other words, all the
colored nodes are either before y or after x. Note that this statement holds, even if one or both of x, y do not exist. In all
these cases we define Xi = ∅. If y occurs after x then by the observation in the previous paragraph c(x) = c(y) = c.
Furthermore, by the same observation, for every colored node z between x and y, c(z) = c. In this case, we define Xi be
the set of all the colored nodes from x to y including x and y. Let also Yi be the set of all other colored nodes between vi
and vj. Let X
def= unionmultik−1i=0 Xi and Y def= unionmultik−1i=0 Yi.
Obviously |Y | ≤ |W |, for the nodes of Y are separated by at least one node inW .
Let Vi ⊆ W be the set of nodes having originally the same color as vi. Note that Xi has at least one node x at even
distance from vi. Therefore V ′ = V \ {vi} ∪ {x} is a solution. If |Xi| > |Vi| then
∣∣W (V ′)∣∣ > |W (V )|, a contradiction, hence
|Xi| ≤ |Vi|. Summing up from i = 0 to k− 1 we have |X | ≤ unionmultik−1i=0 |Vi| ≤ |W |.
We conclude that |B(V )| = |X | + |Y | ≤ 2 |W (V )| as required. 
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The path version of the problemMODNDC(P) is defined similarly.
Input: A path P with n nodes numbered from 1 to n some of which are colored and the rest are not. If a node is colored,
c(v) ∈ N denotes its color, otherwise c(v) = 0 and it is termed uncolored.
Output: A subsequence (v0, v1, . . . , vk−1) of the nodes of P such that:
• Odd distanced: For every pair of successive nodes vi and vi+1 in the sequence, the distance from vi to vi+1 is odd.
• Distinct Colors: Every node vi in the sequence is colored (i.e. c(vi) 6= 0) and for every pair of distinct nodes vi and vj in
the sequence, c(vi) 6= c(vj).
Measure: |W (V )| as defined for the cycle version of the problem.
Corollary 3.2. Given an instance of the MODNDC(P) problem, there is always a solution V with measure |W (V )| ≥ d n3e.
Proof. If all the nodes are uncolored, then the empty set is a solution with measure n. If all the colored nodes have the same
color, then any one of these nodes constitutes a solution with measure n. Otherwise, there are at least two nodes colored
with two different colors. In this case, we construct a cycle C by connecting the endpoints of P by an edge. Now we have an
instance of theMODNDC(C) problemwith n nodes and C is not a dedicated cycle. By the previous lemma, there is a solution
of this instance with measure at least d n3e. This solution satisfies the conditions of theMODNDC(P) problem too. 
3.3.4. A better upper bound
Our main result is the following:
Lemma 3.6. Given a solution S of PMM(l),
(S) ≤ 1
3/2(l+ 2) .
Proof. The outline of the proof is as in Lemma 3.1, using a different (and larger) matchingM . We keep the same notations
and definitions of Lemma 3.1
We partition the connected components of GS∗ as follows.
• I is some maximum independent set of OGS .• D = OCS \ I.
• O is the set of all odd cycles of GS∗ except those in OCS , in other words all the odd cycles of GS∗ that intersect with P0.
• E is the set of even cycles of GS∗ .
• PS∗ , the set of maximal paths of GS∗ .
Note that each cycle in OCS = I unionmultiD has at least l+ 2 nodes, because it is odd and it does not intersect with P0.
We further partition these sets as follows
• I = I1 unionmulti I2 unionmulti ID
• D = D1 unionmultiD2
• O = O1 unionmulti O2
• E = ED unionmulti E2.
Initially ID = I2 = D2 = O2 = E2 = ∅, thus I1 = I,D1 = D,O1 = O, ED = E , andM is the empty matching.
Phase 1—Coloring: Choose a distinct color ci for each (odd) cycle Ci of I. We try to color the neighbors of each cycle Ci with
color ci. If there is a conflict in the coloring of a node, we do not color it. Formally, we color all the nodes of N(Ci) ∩ N(PI)
with color ci.
At this point the following two invariants are obviously true.
• INV1: All the nodes in the cycles of E2 ∪D2 ∪ I2 are covered byM .
• INV2: There is a one to one correspondence between the set of colors and the set of cycles in I1 ∪ ID.
Invariants INV1 and INV2 and other invariants that will be in the rest of the construction will hold at the end of each
phase of the construction, and in particular at the end of the construction.
Phase 2—Uncoloring by MODNDC(C) of even cycles: As long as there is an even cycle C in ED, admitting a solution with
measure at least b |C |3 c to theMODNDC(C) problem, do the following processing that is described in Fig. 8:
Pick an optimal solution of theMODNDC(C) problem for C with the current colors. Let x1, x2, . . . , xk be the nodes of the
solution. Note that k is even, since the sum of k odd distances is even. Let yi be the neighbor node xi that gave it its color in
Phase 1. As the colors of each xi are distinct, the nodes yi belong to distinct odd cycles Ci ∈ I. Let pi be the path on C from xi to
xi+1 excluding xi and xi+1. This is a path of odd length, therefore it has an even number of nodes. As such, these paths admit a
perfectmatching. The induced subgraph resulting from the removal of yi from Ci is a pathwith an even number of nodes, and
admits a perfect matching too. Add these matchings and the edges {i ≤ k|(xi, yi)} to M . Now M covers perfectly the cycles
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Fig. 8. Matching byMODNDC(C) of even cycles.
C, C1, C2, . . . , Ck. In particular if k = 0 then M covers perfectly C . Uncolor all the nodes with colors c(x1), c(x2), . . . , c(xk)
in Gα , then
I1 ← I1 \ {C1, C2, . . . , Ck}
I2 ← I2 ∪ {C1, C2, . . . , Ck}
ED ← ED \ {C}
E2 ← E2 ∪ {C} .
Note that invariants INV1 and INV2 hold. Additionally the following is true:
ED may contain only dedicated even cycles C with at least 2
|C |
3 ≥ d |C |2 e colored nodes.
Phase 3—Uncoloring by preprocessed dedicated even cycles : For every even cycle Ce such that Ce∩P0 6= ∅ do the following
processing described in Fig. 9:
Pick arbitrarily a node p ∈ Ce ∩ P0. There are at least d |Ce|2 e colored nodes in Ce, therefore there is at least one colored
node x at odd distance from p. This node has a neighbor y in a cycle Co ∈ I1. Co \ {y} is an even path. Ce \ {p, x} consists of
two even paths. They admit perfect matchings. Add these matchings and {x, y} toM . Uncolor all the nodes with colors c(x)
in Gα , then
I1 ← I1 \ {Co}
I2 ← I2 ∪ {Co}
ED ← ED \ {Ce}
E2 ← E2 ∪ {Ce} .
Note that at this point invariants INV1, INV2 hold, and the following invariant also holds.
• INV3: ED contains only dedicated even cycles that do not intersect with P0.
This invariant will hold until the end of the construction, for the simple reason that we will never modify neither ED nor
a coloring of a cycle in it.
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Fig. 9. Matching by using preprocessed dedicated even cycles.
Fig. 10. Reducing D1 .
Phase 4—Uncoloring byMODNDC(C) of odd cycles: For every odd cycle C ∈ D1 ∪ O we do the following:
Pick an optimal solution of theMODNDC(C) problem for C with the current colors. Let x1, x2, . . . , xk be the nodes of the
solution. Note that k is either zero or odd, since the sum of k odd distances is odd. If k > 0 build a perfect matching as in
Phase 2 and then; If C ∈ D1 then
D1 ← D1 \ {C}
D2 ← D2 ∪ {C}
otherwise
O1 ← O1 \ {C}
O2 ← O2 ∪ {C} .
Note that invariants INV1, INV2 and INV3 hold.
Phase 5—Match odd cycles inD1: Find a maximum matching ofD1 (consult Fig. 10 for this phase). For each pair of cycles
C, C ′ in this matching do the following:
Pick arbitrarily an edge joining these two cycles in GS , add it toM . The remaining parts of C and C ′ are paths with an even
number of nodes, each of which admits a perfect matching. Add these perfect matchings toM .
D1 ← D1 \
{
C, C ′
}
D2 ← D2 ∪
{
C, C ′
}
.
Note that invariants INV1, INV2 and INV3 hold.
Phase 6—Uncoloring byMODNDC(P): For every path Q in PS∗ , do the following processing depicted in Fig. 11:
Pick an optimal solution of theMODNDC(P) problem for Q with the current colors. Let x1, x2, . . . , xk be the nodes of the
solution. As the colors of the xi are distinct, the neighbor nodes yi of xi that gave the xi their colors in Phase 1 belong to
distinct odd cycles Ci. Let pi be the path on C from xi to xi+1 excluding xi and xi+1. This is a path with odd length and admits a
perfect matching. The induced subgraph resulting from the removal of yi from Ci is a path with odd length, and also admits a
perfect matching. Add these matchings and the edges {i ≤ k|(xi, yi)} toM . NowM perfectly covers the cycles C1, C2, . . . , Ck.
Uncolor all the nodes with colors c(x1), c(x2), . . . , c(xk) in Gα , then
I1 ← I1 \ {C1, C2, . . . , Ck}
I2 ← I2 ∪ {C1, C2, . . . , Ck} .
The remaining paths at both ends of Q may or may not admit a perfect matching. We add a maximummatching of each
of them toM . We remain with at most two uncovered nodes of Q .
Note that invariants INV1, INV2 and INV3 hold.
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Fig. 11. Matching byMODNDC(P).
Phase 7—Cover ED: Recall that by invariant INV3ED contains only dedicated even cycles. For every cycle Ce in ED find the
odd cycle Co ∈ I corresponding to the unique color of its colored nodes. Ce admits a perfect matching. Add this matching to
M and then
I1 ← I1 \ {Co}
ID ← ID ∪ {Co} .
At this point in addition to INV1, INV2 and INV3 the following invariant holds.
• INV4:M covers the nodes of the cycles in ED.
Phase 8—Cover O1: Recall that O1 contains odd cycles intersecting with P0. For every (odd) cycle C ∈ Io. Pick arbitrarily a
node p ∈ C ∩ P0. C \ {p} is an even path, therefore admits a perfect matching. Add this matching toM .
Phase 9—Partly Cover I1 ∪ ID ∪D1: For every (odd) cycle C ∈ I1 ∪ ID ∪D1, pick a node arbitrarily. The remaining nodes
of C form a path with an even number of nodes, and admit a perfect matching. Add this matching toM .
At this point, the construction of M is completed. The invariants INV1, INV2, INV3 and INV4 hold. In the following we
will calculate an upper bound for d0(S).
By the construction we have d0(M) ≤ |I1| + |ID| + |D1| + 2 |PS∗ |. By the discussion in the beginning of the proof of
Lemma 3.1, d0(S) ≤ d0(M)+ |P0|. Therefore
d0(S) ≤ |I1| + |ID| + |D1| + 2 |PS∗ | + |P0|
d0(S)− d2(S)− 2 |PS∗ | ≤ |I1| + |ID| + |D1| − (d2(S)− |P0|). (7)
Each dedicated cycle in ED has its nodes colored with one color. Then the number of colors used in all the cycles of ED is
at most |ED|. These colors have a one-to-one correspondence with the cycles of ID. Therefore
|ID| ≤ |ED| . (8)
Claim 1.
|D1| ≤ |I2| . (9)
Proof. Consider a cycle C ∈ D1. This means that C could not be moved toD2 neither in phase 4, nor in phase 5. Therefore
in phase 4 when C was considered, MODNDC(C) returned k = 0. This implies that all the nodes of C were uncolored by
that time, since otherwise any colored node would constitute a solution ofMODNDC(C)with k = 1. This means that all the
neighbors of C in Iwere uncolored by that time. As our construction does not color any nodes after Phase 1, these neighbors
are uncolored at the end of the construction, therefore no neighbor of C is in I1∪ID. On the other hand C could not bemoved
to D2 in Phase 5, therefore no neighbor of C is in D1. Then I1 ∪ ID ∪ D1 is an independent set. Assume by contradiction,
that |D1| > |I2|. Then I′ = I \ I2 ∪D1 = I1 ∪ Id ∪D1 is an independent set with
∣∣I′∣∣ > |I|, contradicting the fact that I
is a maximum independent set. This is the only place we need the maximality of the independent set I in our proof. 
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We combine (8) and (9), multiply both sides by 12 (l+ 2) and get
1
2
(l+ 2)(|D1| + |ID|) ≤ 12 (l+ 2) |ED| +
1
2
(l+ 2) |I2|
≤ (l+ 1) |ED| + (l+ 2) |I2|
≤ ∣∣PED ∣∣+ ∣∣PI2 ∣∣ (10)
where the last inequality is true by invariant INV3. We also have
(l+ 2)(|D1| + |I1| + |ID|) ≤
∣∣PD1 ∣∣+ ∣∣PI1 ∣∣+ ∣∣PID ∣∣ . (11)
For a component (cycle or chain) Ci of GS∗ , let coli be the number of the colored nodes in it, and let uncoli be the number
of uncolored nodes in it. The nodes of N(PI1) are all colored and they are in PD2 ∪ PO2 ∪ PE2 ∪ PS∗ , therefore∣∣N(PI1)∣∣ ≤ ∑
Ci∈D2∪O2∪E2∪PS∗
coli. (12)
As there are no dedicated even cycles inD2 ∪ O2 ∪ E2 ∪ PS∗ , by the results on theMODNDC(C) andMODNDC(P) problems
for each component Ci we have coli ≤ 2 · uncoli. Then
1
2
∣∣N(PI1)∣∣ ≤ ∑
Ci∈D2∪O2∪E2∪PS∗
uncoli. (13)
Combining (12) and (13) and substituting |Ci| = coli + uncoli we obtain
3
2
∣∣N(PI1)∣∣ ≤ ∣∣PD2 ∣∣+ ∣∣PO2 ∣∣+ ∣∣PE2 ∣∣+ ∣∣PPS∗ ∣∣ .
By Corollary 3.1 we have∣∣N(PI1)∣∣ ≥ 13 ∣∣PI1 ∣∣− 2(d2(S)− |P0|) ≥ 13 (l+ 2) |I1| − 2(d2(S)− |P0|).
We combine to obtain
1
2
(l+ 2) |I1| − 3(d2(S)− |P0|) ≤
∣∣PD2 ∣∣+ ∣∣PO2 ∣∣+ ∣∣PE2 ∣∣+ ∣∣PPS∗ ∣∣ . (14)
Now by summing up (10), (11) and (14) we obtain
3
2
(l+ 2)(|I1| + |D1| + |ID|)− 3(d2(S)− |P0|) ≤ N
|I1| + |D1| + |ID| − 2l+ 2 (d2(S)− |P0|) ≤
N
3
2 (l+ 2)
. (15)
By (7) and (15) we get
d0(S)− d2(S)− 2 |PS∗ | ≤ N3
2 (l+ 2)
or
(S) = d0(S)− d2(S)− 2 |PS∗ |
N
≤ 13
2 (l+ 2)
completing the proof. 
3.3.5. A lower bound
Lemma 3.7. There are infinitely many instances (G, P) and solutions S returned by PMM(l), such that
(S) = 1
2l+ 3 .
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Fig. 12. The graph H .
Proof. Consider the graph H depicted in Fig. 12. H contains a cycle H1 of length l + 1 and one cycle H2 of length l + 2. For
each k, consider an instance α such that Gα consists of k copies ofH and the conflict graph (not shown in the figure) contains
all the possible edges except the edges of H and the chords of the cycles H1 and H2.
GS∗ consists of the k copies of H1 and H2.
Any cycle C of H with l nodes or less has at least four nodes, two from each of H1 and H2. At least two pairs of these nodes
will be in conflict. Thus, there are no feasible cycles of length up to l. It follows that the algorithmwill not make any changes
during the preprocessing phase. The matching consisting of the k(l+ 1) edges between the k copies of the cycles H1 and H2
is a maximummatching. If the algorithm finds this maximummatching in the first iteration, it will not be able to extend it
in any manner in the next phase and the algorithm will terminate GS being this maximummatching. We therefore have
d0(S) = k, d2(S) = 0, |PS∗ | = 0, N = k(2l+ 3)
and
(S) = d0(S)− d2(S)− 2 |PS∗ |
N
= 1
2l+ 3 . 
From Lemmas 3.6 and 3.7 we get the following theorem as a corollary.
Theorem 3.1. For any solution S returned by algorithm PMM(l), (S) ≤ 13
2 (l+2)
and there are infinitely many instances for which
(S) ≥ 12l+3 .
4. Conclusion and possible improvements
We presented an improved analysis for the algorithm in [1] for a network of a general topology, and proved PMM(l) =
OPT + 12 (1+ )N , where 12l+3 ≤  ≤ 13
2 (l+2)
. For any given  > 0, this improves the analysis of the time complexity of the
algorithm. In addition we used a novel technique in our analysis.
Open problems that are directly related to our work are (1) to further close the gap between the upper and lower bound,
and (2) to extend the use of our technique to related problems. As the performance of any algorithm ALG is measured by
ALG = OPT + cN for some 0 < c < 1, a main general problem is to exactly determine the value of c. This amounts to two
open problems: (3) to find an upper bound smaller than c = 1/2, and (4) to determine whether there exists a positive lower
bound for c. Note that one could reformulate the problem as a maximization one, where the savings in terms of ADM s is
to be maximized. In this reformulation, the approximation ratio may be unbounded. An open problem is (5) to determine
upper and lower bounds for this measure. Another open problem is (6) to improve the result of Lemma 3.5. For instance if
the bound of Lemma 3.5 can be improved from n/3 to n/2, then it would imply  ≤ 15
3 (l+2)
.
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