Abstract. This paper presents fast and reliable condition estimates for the roots of a real polynomial based on the method of statistical condition estimation (SCE) by Kenney and Laub. Using relative perturbations, we provide both a basic implementation of SCE and an advanced one via the condition of the eigenvalues of the corresponding companion matrix. New results for estimating the condition of eigenvalues are given. Fast structured calculations of the eigenvalues of the companion matrix are used, and fast structured manipulations of the Schur decomposition and the invariant subspaces of the companion matrix are presented. The overall process is based on fast operations for sequentially semiseparable structures with small off-diagonal ranks. The cost of obtaining the condition estimates for all of the roots is O(n 2 ), where n is the degree of the polynomial. Numerical examples are used to demonstrate the accuracy and efficiency of the proposed methods.
We can use multiple samples of z, denoted z (j) , to increase the accuracy [16] . For example, a 2-sample condition estimator is given by ν (2) = ω2 ωm |d T z (1) | 2 + |d T z (2) | 2 , where [z (1) , z (2) ] is orthonormalized after z (1) and z (2) are selected uniformly and randomly from U(S m−1 ). The accuracy of ν (2) i is given by
Usually, a few samples are sufficient for good accuracy. These results can be conveniently extended to vector-valued functions.
Since the roots x of a polynomial p(x) depend continuously on the coefficients, the general idea of SCE also applies to polynomial root problems. In a basic implementation of SCE, we perturb the nonzero coefficients (one type of structured perturbations) and solve the perturbed problem. If we consider relative perturbations in both the coefficients and the roots, we get estimates of the condition numbers in [10] , [11] .
To avoid any possible difficulty in choosing an appropriate amount of perturbation δ or in finding the correct correspondence between the original roots and the perturbed roots, we propose an advanced estimation scheme. In this scheme, the roots of the polynomial p(x) are considered as the eigenvalues of the companion matrix C corresponding to p(x), and the condition of the roots is transferred to the structured condition of the eigenvalues of C. We give new formulas for the condition of both single eigenvalues and complex conjugate eigenpairs.
The companion matrix is a special sparse structured matrix. This fact, firstly, leads to the development of fast eigensolvers [2] , [3] , [4] , [8] , and secondly, leads to an SCE implementation with structured perturbations. Those fast companion matrix eigensolvers cost only O(n 2 ) flops, in general, as compared with the traditional O(n 3 ) complexity for a general matrix, where n is the degree of p(x). The estimate of the sensitivity of average eigenvalues has been discussed in [13] . In that paper, only the average eigenvalue of the leading diagonal block of T is considered, where C = U T U T is a Schur decomposition of C. Here, for problems with distinct eigenvalues, we derive specific condition estimates for both single real eigenvalues and complex pairs of eigenvalues. What's more, to consider all of the eigenvalues, certain manipulations of T and the invariant subspaces corresponding to the eigenvalues need to be considered, or more specifically, the diagonal blocks of T may need to be swapped [9] . We provide some theoretical results for the invariant subspaces. The manipulations of the Schur decomposition can be costly (usually, O(n 3 )) for a general matrix. However, we can take advantage of the special structure of C and reduce the cost needed for estimating the condition of its eigenvalues to O(n 2 ). This is possible since the matrices involved in the QR iterations for C have special rank structures and thus can be represented by some compact low-rank matrices [8] . These low-rank structures were previously used to quickly solve for the eigenvalues and can also be used here to efficiently transform U and T so that we can compute the condition estimates to the eigenvalues using the technique in [13] .
The low-rank structures we use are called sequentially semiseparable (SSS) structures [6] , [7] . When a matrix has small off-diagonal ranks, it can be represented by a compact SSS matrix, which makes many matrix algorithms very efficient. For example, we can solve a compact SSS linear system in linear complexity. In fact, SSS representations have been used to develop the fast eigensolvers in [2] , [8] .
With SSS structures, our SCE methods are very efficient. Especially, the second SCE scheme (based on the condition of eigenvalues) provides a fast and reliable way of estimating the condition of the polynomial roots. The swappings of related diagonal blocks and the solutions of related systems are all in fast structured forms. There is no need to choose the perturbation δ in SCE. What's more, for each additional sample in SCE, the extra cost is insignificant. That means we can gain high accuracy without increasing the cost much. Only real operations are involved in the estimations. Our numerical experiments indicate that the method accurately estimates the condition numbers defined in [10] , [11] , and it provides results which are less conservative than other condition estimators. For convenience, in this paper we focus on real polynomials with distinct (real or complex) roots. There is a good potential for similar techniques to be extended to a general real polynomial or other structured eigenvalue problems (see subsection 4.7).
We also give some theoretical results for the invariant subspaces corresponding to the eigenvalues, especially complex eigenpairs. They are used to construct certain matrices in the condition estimation.
The rest of this paper is organized as follows. In section 2 we show the condition numbers of polynomial roots and their SCE estimation. Section 3 provides the basic implementation of SCE, which gives estimates to the theoretical condition numbers. In section 4 the more advanced scheme based on SCE for the eigenvalues of companion matrices is presented. Numerical examples are shown in section 5 to demonstrate the reliability and efficiency of the estimators.
SCE with relative perturbations and condition of polynomial roots.
We first discuss SCE with relative perturbations, and then we show how SCE can be used to estimate the condition numbers of polynomial roots.
2.1. SCE with relative perturbations. SCE with relative perturbations is an extension of SCE with absolute perturbations in [16] . Consider a real-valued function f (p) : R m → R, with p = (p j ). To measure the sensitivity of the relative error in terms of the relative input, we perturb an entry p j top j and assume that the perturbed output isf . Then define
and we use
as the condition number. Replace (1.1) by
where
On the other hand, we notice that
Thus, we can use
as an estimate to the condition number (2.2). The results can be extended to vectorvalued functions f :
where κ ≡ (κ i ) is the condition vector. Then we can use
as an estimate to the condition number κ i of f i , where
Note that the original SCE mainly focuses on absolute perturbations to the input, and the corresponding condition estimator is
Condition of polynomial roots. Consider a real polynomial
where we assume that a n ≡ 1. For simplicity, we assume that p(x) has distinct roots. Let f be the function given by the problem of finding the roots of p(x). Then m = n. Discussions on the condition of the roots of polynomials can be found in [11] , [20] , [21] . The condition number κ i,j in (2.3) can be shown to have the following form:
In SCE, (2.4) is one way to estimate the condition number κ i = κ i,1:n 2 .
3. Basic SCE scheme for polynomial roots. There are two ways to estimate κ i,j . One is to find the roots of a perturbed polynomial and to estimate the condition of the roots by (2.4) . The other way is to consider the condition of the eigenvalues of the companion matrix corresponding to p(x). The second way will be discussed in the next section. In the first way, we solve for the roots x i of p(x) and also the roots x i of the perturbed polynomialp(x), where each coefficientã j = a j (1 + δz j ), with z ≡ (z j ) ∈ U(S n−1 ). Then an SCE condition estimator for x i is
where we have dropped an O(δ) term. The cost for solving a polynomial root problem is O(n 2 ) by using the fast eigensolver in [8] . This eigensolver computes the roots by finding the eigenvalues of the companion matrix corresponding to p(x):
Hessenberg QR iterations are used to find the eigenvalues of C. In the meantime, the eigensolver takes advantage of a low-rank property [2] , [3] , [8] . Theorem 3.1. All off-diagonal blocks of the QR iterates which are orthogonally similar to C have ranks no larger than 3.
Based on this property, the fast eigensolver in [8] performs structured bulge chasing by representing all QR factors of the QR iterates with compact semiseparable matrices (subsection 4.2). When the QR iterates converges, we obtain a block uppertriangular matrix T with 1 × 1 or 2 × 2 diagonal blocks. The matrix T also has off-diagonal ranks no larger than 3 and can be related to C by C = U T U T , where U is an accumulation of Givens rotations used in the structured QR iterations.
We summarize this SCE method in Algorithm 1, where x denotes the vector of the roots of p(x).
Algorithm 1 (k-sample SCE for the roots of p(x)). 1. Solve for the roots x of p(x) using the fast eigensolver in [8] .
Orderx so that the perturbed roots match the original ones. (c) Calculate ν (j) = |x − x|/(δ|x|)) (componentwise division). 5. Calculate the k-sample componentwise SCE condition vector
Remark 3.2. The potential shortcomings of this algorithm include the ambiguity in deciding the correspondence between the original roots and the perturbed ones (especially when clustered roots exist) and the difficulty in choosing the small parameter δ to get accurate results. The choice of δ is generally a complicated issue. It may not be too small. We usually choose δ to be x ε mach , where ε mach is the machine epsilon. This choice approximately balances the approximation error and the rounding error. See, e.g., [15, Chapter 3] for further discussions. In practice, this choice of δ has worked well in SCE implementations. On the other hand, Algorithm 2 below does not involve δ explicitly and does not need to match the roots.
SCE for polynomial roots via the condition of eigenvalue problems.
Alternatively, for a given polynomial p(x), we can avoid the problem of choosing δ and consider the condition of its roots via the condition of the eigenvalues of the corresponding companion matrix (3.1).
Condition estimation for eigenvalue problems.
Use structured SCE for eigenvalue problems [13] by considering the companion matrix (3.1). Assume that we have a block Schur decomposition of C:
where U is orthogonal and T 1 and T c have orders n 1 and n − n 1 , respectively. When the spectra of T 1 and T c are well separated, the sensitivity of the average eigenvalue of T 1 is well defined. Denote the average eigenvalue by
In SCE, we introduce an n × n structured perturbation matrix
,
That is, δE is a relative perturbation matrix. As derived in [13] , when δ is small enough, the average eigenvalue of T 1 is perturbed to
Based on (4.3), SCE provides a relative condition estimate to μ(T 1 ) in the following form:
Using these results, for a problem with distinct eigenvalues, we can further derive specific estimates for real single eigenvalues and complex eigenpairs.
Condition estimation for single real eigenvalues.
When T 1 is a 1×1 block (eigenvalue), U 1 is a column vector, and we denote it by u 1 . We write T 1 as t 1 and Y as y. Then (4.4) becomes a linear system (4.6)
The estimator ν in (4.5) can also be simplified, since EU 1 is a multiple of the first unit vector of dimension n. That is,
where γ = e T u 1 , the scalar u 11 is the first element of u 1 , and r T c is the first row of U c .
Condition estimation for complex conjugate pairs of eigenvalues.
When T 1 is a 2 × 2 block, we need to solve the Sylvester equation (4.4) . Using Kronecker products, we can write the equation as
where vecH denotes the column vector formed by stacking the columns of H from left to right. The computation of B = U
To get condition estimates for the eigenvalues of T 1 , we assume that T 1 has a complex conjugate pair of eigenvalues λ 1 and λ 2 , and that δE perturbs λ 1 and λ 2 to λ 1 + δ 1 and λ 2 + δ 2 , respectively. That is, λ 1 + δ 1 and λ 2 + δ 2 are the eigenvalues of T 1 + δB as in (4.3). Clearly, λ 1 + δ 1 and λ 2 + δ 2 are complex conjugate. Let
We have
Using the facts that λ 1 + λ 2 = trace(T 1 ) and λ 1 λ 2 = det(T 1 ), we can easily get
where we have dropped the δ 2 term in the approximation and
Clearly, we have
which are first order approximations to the perturbations in λ 1 and λ 2 , respectively. Therefore, in SCE we can use
as the (relative) condition estimator for λ 1 and λ 2 . We see that only real operations are involved in (4.10).
By considering the condition for the eigenvalues of C, we can avoid the difficulty of choosing δ, as can be seen from (4.7) and (4.10). However, the cost of computing Y and ν can be more than O(n 2 ). This makes the total cost for all eigenvalues to be at least O(n 3 ). In addition, to obtain the sensitivity for other eigenvalues, we need to swap the diagonal entries of T so as to bring a particular diagonal block to the upper left position. Noticing that C is structured and so are T and U , we can reduce the cost for each ν to O(n) and thus the total cost for all eigenvalues to O(n 2 ). We review certain matrix structures in the next subsection.
Review of SSS structures.
The computations of the estimators (4.7) and (4.10) involve matrix operations such as block permutations and Sylvester equation solutions. To efficiently perform these operations, we use certain compact low-rank structures, called sequentially semiseparable, or SSS structures [6] , [7] . These structures take advantage of the low-rank property of matrices such as those in (4.1). An SSS matrix looks like 
respectively. Thus, SSS representations can clearly reflect the off-diagonal rank structures of the matrix. An SSS matrix is said to be compact if the sizes of all W i and R i are small and are close to the maximum off-diagonal rank of the matrix. SSS matrices can be used to efficiently represent matrices whose off-diagonal blocks have small ranks. For these matrices, algorithms such as system solution, matrix addition, and matrix multiplication are very efficient. In fact, those algorithms often have linear complexity.
As an example, the cost of solving a compact order-n SSS system is only O(n) [7] . Here, instead of reviewing the complicated general SSS solver, we briefly present a forward substitution algorithm for a lower-triangular SSS system Ly = b, where the lower-triangular matrix L has compact SSS representation. This is sufficient for solving related linear systems in our condition estimation for polynomial roots. We 
assume the system to be ⎡
where the generators have sizes O(1) and the parameter ξ is initially a zero vector. In the ith step of the substitution process, we solve a block lower diagonal system
for y i and update ξ by R i ξ + Q T i y i , where P 1 is assumed to be a zero matrix. Each such step costs O(1). Thus the total cost of the solver is O(n).
Solving the Sylvester equation (4.4).
4.3.1. Solving (4.6) for single eigenvalues. When T 1 ≡ t 1 is a single eigenvalue, (4.4) becomes a linear system (4.6) with coefficient matrix L = t 1 I − T T c . Since T has a compact SSS form with off-diagonal ranks no larger than 3, the matrix L is also an SSS matrix with off-diagonal ranks no larger than 3, and we can easily identify its generators. See Table 4 .1. Thus, we can solve (4.6) with the forward substitution algorithm in subsection 4.2.
Converting (4.4) to a triangular SSS system for double blocks.
When T 1 is a 2 × 2 block, the matrix T T c in (4.8) is a lower-triangular SSS matrix. We can easily verify that T T c ⊗ I 2 is also a lower-triangular SSS matrix. Its generators are shown in Table 4 .2.
Therefore, the coefficient matrix of (4. 
Again, the forward substitution strategy in subsection 4.2 can be used to solve (4.8). The total cost is still O(n).
Swapping diagonal blocks.
To estimate the condition of the eigenvalues of T i other than T 1 , we can reorder the diagonal blocks of T by successively swapping adjacent diagonal blocks (see, e.g., [1] , [9] , [19] ). In general, consider a submatrix
where T i and T j have orders n i and n j , respectively, with n i , n j = 1 or 2, and T i and T j have no eigenvalue in common. As discussed in [1] , [9] , [19] , find an orthogonal matrix G i which is a product of one or two Givens matrices such that (4.13)
where X is the unique solution to (4.14)
. Thus T i and T j have been swapped. In order to bring T i to the (1, 1) block position, we need i − 1 orthogonal matrices G k , k = i − 1, . . . , 2, 1. Each G k is used to swap T k with T k+1 . Each G k is applied to the kth and (k + 1)st block rows of T , and G T k is applied to the kth and (k + 1)st block columns of T . Since T is in SSS form, the application of G k to T can be very efficient. However, since it is usually not straightforward to get a new SSS form for T after each G k is applied, we simply use the SSS form of T to compute all G k and then combine all of these transformation matrices into another SSS matrix. Then we find the SSS form of the product of three SSS matrices T = GT G T using the SSS multiplication formulas in [5] , [8] .
The detailed procedure is as follows. We consider T in the following form:
, and each T k has order n k . (For notational convenience, u 1 and u 2 are used in the SSS representation of T in this subsection and should not be confused with those anywhere else.) A transformation matrix G k can be computed for
as discussed in (4.13)-(4.14). Apply G k to the kth and (k + 1)st block rows of T . It is sufficient to update the following blocks:
Then apply G T k to the kth and (k + 1)st block columns of T :
. . . . . .
is now the order of T k and the row dimension ofv k . That is, we have swapped the diagonal blocks via the SSS generators.
Next, we can compute a transformation G k−1 based on the matrix
and the process repeats. We can see that, to obtain the transformation matrices G k , we need only to update v k , H k , T k , and T k+1 . Therefore, in order to bring T i to the upper left position (possibly with similarity transformations), we compute G k , k = i − 1, . . . , 2, 1 with the above procedure. The total cost is no more than O(n). All of the matrices G k are then combined into a matrix G, which turns out to have small off-diagonal ranks also. We can conveniently write G in a compact SSS form. There are different situations based on the sizes of the diagonal blocks of T .
Single past single or single past double.
Assume that T i is a scalar and has row or column index ι in T . Then in any swapping process for
, the block T k+1 is always a scalar.
If T k is also a scalar, then G k is simply a Givens rotation matrix
where j is the row or column index of the upper left entry of T k in T . If T k is a 2 × 2 block, then according to (4.13), G k has the form 
It is clear that we can assemble all G k into the matrix
The matrix G has the following form:
where c 0 = c n = 1. Clearly, G is an orthogonal matrix with the ranks of both its upper and lower off-diagonal blocks bounded by 1. This can be verified by examining the off-diagonal blocks, or by the CS decomposition [12, section 2.6]. Obviously, G is also an SSS matrix with generators as shown in Table 4 .3 (see also [8] ). Therefore, after all of the swapping steps, the matrix T is transformed into a new matrixT = GT G T , which is a product of three compact SSS matrices. By Theorem 3.1 and the fact that the off-diagonal ranks of G are bounded by 1, the matrixT is a matrix with off-diagonal ranks at most 5. The formulas in [5] , [8] for the product of SSS matrices can be used to provide a compact SSS form forT .
Double past single or double past double.
Assume that T i is a 2 × 2 block, and its (1, 1) entry has row or column index ι in T . Then in any swapping process for
, the block T k+1 is always a 2 × 2 block. If T k is a scalar, then according to (4.13) , G k has the form (4.16)
where j is the row or column index of the upper left entry of
We know the first row of U 1 (from the previous subsection) and can find U 1 based oñ U 1 . 
Since λ 1 , λ 2 ≡ ρ(cos θ ± i sin θ) = 0 and F 1 is invertible, we haver (4.25)
0 .
Sincer 11 = 0, we have that
and T 1 have different traces. These two matrices are also 2 × 2. Thus they have different eigenvalues. The above equation then has a unique solution F 2 . Similarly, ifr 12 = 0, we can solve a different Sylvester equation
This proof gives a way to compute such a matrix F 2 . 
Proof. Assume that there exists another matrix U 1 with two linearly independent columns and with the first row r T 1 being the first row of U 1 such that CU 1 = U 1 T 1 . Since both U 1 and U 1 are bases for the invariant subspace of C corresponding to the eigenvalues λ 1 , λ 2 of T 1 , there exists a matrix R such that U 1 = U 1 R, and (4.27) r
Thus,
which leads to
Multiplying by r T 1 on the left and using (4.27), we have
Equations ( In particular, here U 1 has two orthonormal columns. The previous results give us a procedure for computing U 1 fromŨ 1 . That is, we first get F 1 in (4.22) and thuŝ U 1 . Then compute F 2 from (4.25) or (4.26). Finally, (4.29)
which costs O(n) with direct computations since F 1 and F 2 are 2 × 2 matrices.
Implementation issues and the algorithm.
Before presenting the algorithm, we address some implementation issues.
When n is large, a small |λ| in (4.19) can make the first entry of r T small. Thus, it may not be reliable to decide the sign of the first entry of u 1 based on the first entry of r T . To avoid this problem, we can introduce an auxiliary vector b T , which is the last row of U . When |λ| is small, the first entry of b T is used to decide the sign of the last entry of u 1 and thus the signs of other entries in u 1 .
Similarly, if |ρ| is small, the matrix F 2 computed from (4.25) or (4.26) may be inaccurate. This is because the nonzero entry (or entries) inr T . So far, we have concentrated on distinct roots. If p(x) has multiple roots, the previous steps can be simplified, since some swapping steps can be omitted. We also need to modify the condition estimators for multiple roots. Extensions to other structured eigenvalue problems are also possible. More details are expected to appear in future work.
We now summarize the major steps in an algorithm. The complexity of the algorithm is O(n 2 ), which can be easily verified.
A. J. LAUB AND J. XIA The exact condition number for x j is (j+n)!−j n j! (j!) 2 (n−j)! [11] . Choose δ = 10 −8 in Algorithm 1. Apply SCE with two samples. The same random perturbations z (1) , . . . , z (k) are used for both SCE algorithms. The condition numbers are in ) so as to demonstrate the sensitivity of the condition estimates in terms of δ. See Figure 5 .1. We see that the errors are close to 1 or smaller, and the estimates are pretty accurate. The condition estimate is insensitive to δ over a relatively large range around x ε mach (see Remark 3.2). Example 2. Consider
The roots are x j = 2 −j , j = 1, . . . , n.
The exact condition numbers are bounded by 2 +∞ j=1 ( 1+2 −j 1−2 −j ) 2 ≈ 136.32 [11] . Since both Algorithms 1 and 2 provide very similar results, we only report one set. For n = 8, the condition numbers with two samples in SCE are in Table 5.2. On the other hand, the Matlab function condeig applied to the companion matrix reports large condition numbers for the roots. The condition estimates κ Matlab are included to roughly show that our algorithms give less conservative results, although it should be emphasized that condeig measures a different condition number and also ignores the structure of the companion matrix. It is generally an O(n 3 ) process.
The relative errors in the condition estimates by Algorithm 1 with different choices of δ are shown in Figure 5 .2. In this example, again, the estimate is very accurate at around δ = x ε mach . In both this example and the previous one, the error gets large only when δ is too small or too large. Again, we point out that Algorithm 2 does not have the problem of choosing an appropriate δ.
Example 3. Consider the polynomial p(x) = x n − 1.
The solutions are the roots of unity x i = e i2πj/n , j = 1, . . . , n. As mentioned in [11] , κ j = 1 n , j = 1, . . . , n in (2.5). For n = 8, applying SCE with two samples, we get an estimate of κ SCE = 0.133 compared to the exact condition number κ exact = 0.125.
We also apply the 1-sample Algorithm 2 to p(x) with larger degrees n. For each n, we count the number of floating point operations for the main condition estimation step 2 in Algorithm 2 (denoted by flops n ) and report flops n flops n/2 in the last row of Table 5 .3. The ratios flops n flops n/2 are close to 4, which is consistent with the O(n 2 ) complexity of the algorithm.
In the current preliminary Matlab implementation of the algorithms, the condition estimation step 2 in Algorithm 2 (mainly the precomputation) takes more time than the root finding step, although they are of the same order. However, each addi-A. J. LAUB AND J. XIA tional sample costs little as compared with the precomputation. In addition, although it is possible to test the first two examples with large degrees, the calculations of the coefficients or the roots may be inaccurate.
