I
i  , the it is clear that this statistical structure is strongly separable, but not vice versa (see [6] ). Z. Zerakidze constructed example (see [6] ) that there is a strongly separable statistical structure which have no consistent estimators. From definition 8 it can be illustrated by the following example. Example 2. Let R denote a numerical axis. Let B(R)be an usual Borel -algebra at this axis. Hence we shall consider a measurable space (R, B(R)). Define a famile of Borel probability measures  
denote some bijective into mapping at the axis R which is Borel non-measurable. Then, as we know, the inverse mapping 
 is strongly separable, we can show that this statistical structure has no consistent estimator. From definition 8 assume the opposite: let g be a consistent estimator for the statistical structure. Then
The last equality means that 
II. The Consistent Estimators
In our work we will use definition 6.
 
Gaussian real stationary processes, where T be closed bounded subset of R. with zero means We shall assume that the functions itself or its derivatives satisfies conditions:
Then the corresponding probability measures   we take functions 
We will show that H M is Hilbert space of measures. The following theorem has also been proved in this paper (see [7] 
