Abstract-In recent years, big data systems have become an active area of research and development. Stream processing is one of the potential application scenarios of big data systems where the goal is to process a continuous, high velocity flow of information items. High frequency trading (HFT) in stock markets or trending topic detection in Twitter are some examples of stream processing applications. In some cases (like, for instance, in HFT), these applications have end-to-end quality-of-service requirements and may benefit from the usage of real-time techniques. Taking this into account, the present article analyzes, from the point of view of real-time systems, a set of patterns that can be used when implementing a stream processing application. For each pattern, we discuss its advantages and disadvantages, as well as its impact in application performance, measured as response time, maximum input frequency and changes in utilization demands due to the pattern.
INTRODUCTION
B IG-DATA systems are one of the technologies marking an important momentum [1] , [2] , [3] , [4] , [5] . They are characterized by the need of processing huge collections of data that are difficult to process using traditional techniques and, thus, require specific processing tools. As indicated in [8] , a variety of data intensive applications can be developed with a big data infrastructure, including applications like the Hadron Collider, the solar observatory of NASA, or Facebook. Many of them need to deal with some of the five V's of big data systems, which refer to great volumes of data, ranging from Terabytes to Exabytes, high velocity to process incoming data, variety in incoming data, and, more recently, veracity and value requirements.
Around it, several new frameworks have being created, including Hadoop [9] , Storm [10] , Spark [11] and Samza [12] , which target different applications needs. Though many of these frameworks are still maturing, they are contributing new computational paradigms such as mapreduce [37] and distributed-stream processing [2] , [4] , [7] , [8] . These frameworks may prop up or give support to the development of big data applications that reside in a local cluster hosted in the Internet.
Another characteristic of big data applications is that they often need to meet real-time requirements [13] , [14] .
For instance, the Hadron collider produces a 300 Gb/s stream that has to be filtered to 300 Mb/s for storage and later processing. This is also the case of high frequency trading systems, which have sub-second deadlines that have to be met. Lastly, another case of big data analytics that faces temporal restrictions is the trending topic detection algorithm used in Twitter to show a dynamic list with the most popular hashtags. The Twitter trending topic detection application is the case of a big data scenario characterized by velocity, with operational deadlines of up to 2 seconds to output an updated list of trending topics.
Among the different technologies [2] supporting big data applications Hadoop [9] and Storm [10] stand out. The former is targeted at batch computing, that can take minutes, days or even months to compute. The latter is targeted at online computing made on machines that have to process data with sub-second deadlines by means of parallel and distributed computing techniques in order to increase maximum input frequencies in application nodes. However, from the perspective of a real-time system those technologies are not the most efficient infrastructures to meet deadlines, because they lack the support required to assign the different pieces of a distributed application to a certain computational node [12] , [13] .
Furthermore, from the perspective of a real-time system, there are important problems such as defining what a realtime big data system is and what a proper infrastructure to support the system is. Although some pioneering research initiatives provide partial approaches [12] , [13] [31] , [32] , [63] , they are far from producing commercial solutions. The real-time community has not yet defined the bounds and limitations of these new real-time systems. Some pioneering work trying to go in that direction includes [14] , [15] , aiming at making map-reduce a real-time facility, [16] , [17] , [18] , [19] , [20] developing theoretical models for parallel and distributed infrastructures that speed up big data applications, and [21] , [22] , [23] , specific studies that relate the cost of an application to its performance. However, there is still no mature drawing of what a real-time big data system is.
In the particular case of big data applications aimed at stream processing, one of the multiple difficulties in their development is the lack of a general catalog of computational patterns relating the differences in cost of these patterns to their response times [36] . Although some work along that line exists [13] , [21] , [22] , mainly focused on high-performance computing, they are far from producing operational catalogs that can be revamped from a real-time systems perspective. For instance, [21] , [22] proposed a series of patterns for data stream processing. However, these patterns are more focused on high-performance than on real-time predictability. From their perspective, our work adapts previous models from the high-performance computing scene to the real-time scene. In addition, some authors [13] have used a real-time version of Storm to analyze different implementation strategies from the point of view of their impact on application response times. These strategies are addressed on our work in a more proper way by analyzing their individual performance in small benchmarks that determine the impact that a certain type of pattern has on the response time of the application and the maximum input frequency of the system.
The work could also be applied to a number of previous distributed stream technologies: Stream [47] , [48] , StreaMIT [49] , Aurora [50] , Flextream [51] and the novel Spark [11] and Storm [10] initiatives. These technologies may profit from the patterns described in order to meet their application deadlines in an efficient way. Currently, all of them are focused on efficient (high-frequency) response times, but they have set meeting application deadlines aside. From this perspective, they may benefit from the scheduling model and the catalog of patterns described in this article.
The rest of this article is focused on developing the catalog of patterns for real-time distributed stream processing applications. Section 2 presents the state-of-the-art, where different patterns are introduced and their relation with this work are analyzed; it also describes different techniques that can be useful to develop real-time stream processing systems. Section 3 describes the stream model used in the evaluation of these patterns, as well as the scheduling model. Section 4 describes the patterns catalog. Section 5 evaluates the performance of each pattern. Section 6 concludes the paper and describes our ongoing work.
STATE-OF-THE-ART

Programming Patterns for Big data
There is a set of programming patterns useful to develop big data applications [13] . In a technological plane, map-reduce [37] offers different patterns for different processing stages including summarizations, filters and data organization, join, and input and output design patterns. Some authors [46] have illustrated the performance one may expect from some map-reduce policies. They show how the use of incremental policies and data placement may be beneficial from the point of view of the application.
Another type of big data infrastructure refers to data bases. In this arena, there are some technologies such as Cassandra [39] that offer a catalog of patterns that may impact on performance. For instance, the type of patterns defined in [39] are focused on avoiding some types of configurations that may result in low performance, such as storing an entity in a single column or mismanaged atomic updates. The performance results reported in [39] refer to batch processing applications meanwhile our contribution is focused on stream processing. Due to this, the analysis of the state of the art is focused on distributed stream processing and real-time computing.
Distributed Stream Processing Patterns
The first set of patterns refers to distributed stream processing and some current technologies like Storm [38] . References like [38] explain the different type of semantics, useful for application development. Unfortunately, it does not provide a basic catalog of patterns that can be used as a departing point to develop applications that have to meet deadlines. This is the contribution of our article, which provides this basic catalog of patterns to develop big data applications for stream processing.
There is a large tradition in distributed stream processing before the launch of Apache Storm, in academic and commercial fields. In the academic arena, there are a number of systems that support different stream abstractions such as Stream [47] , [48] , StreamMIT [49] , Aurora [50] , Flextream [51] , River [52] , Cayuga [53] and Naiad [54] . None of those academic approaches seems to be focused on meeting deadlines, although some of them could be easily extended with the infrastructure proposed in our article to support end-toend deadlines. The main problem in all of them seems to be that they were not designed to meet end-to-end deadlines. Commercial systems include Apache Samza [7] , Storm [8] , and Spark Streaming [9] . Most of those commercial systems have been oriented towards low-latency but they have set aside the definition of end-to-end deadlines in streams.
In the specific case of stream computing [28] , [29] , [31] , [32] , there is a set of techniques that may have an impact on the application utilization. In [22] a catalog of ten patterns is proposed. These patterns are analyzed in the context of general-purpose applications (not with applications that have to meet deadlines). For each pattern, the authors analyzed its impact on the graph of the application (which may be changed or unchanged), the application semantics, and their on-line and off-line behavior. Our article includes a shorter catalog with six patterns; four share commonalties with [22] and two are specific for the real-time domain. In order to illustrate and evaluate these patterns, a scalable real-time trending topic detection application running on a real-time version of Apache Storm [13] has been developed. This short catalog refers to the minimum number of patterns required to develop this type of applications.
The relationship with [22] is analyzed in Table 1 . In the definition of a useful catalog, our catalog removed those optimizations (reordering and redundancy elimination) that have not been used to develop the trending topics stream application. From the perspective of a real-time version of a distributed stream processing infrastructure, there are very useful techniques: operator separator, fusion and fission, which have been reinterpreted from the perspective of a deadline-based application. In addition, the strategy defined in placement has been reinterpreted from the perspective of worst-case computations, using the pattern to allocate stages to nodes in an efficient way.
In addition, our catalog added two new patterns: single stage, useful to join all the scattered stages of a stream into a single stage, and frequency modification, which is useful to reduce unnecessary activations in a stage. The comparison also draws on changes carried out on the structure that defines the stream processing stages (called DAG: directed acyclic graph).
Real-Time Parallel Computing
Currently, the real-time community is extending the classical computational models to take advantage of the support given by multi-core infrastructures to the development of parallel applications. All these pieces of work have an important impact on the infrastructure required to run big data applications because, typically, big data applications cannot be hosted in a single node, but comprise several interconnected nodes.
Among the list of available approaches, some remarkable work are [17] , [18] , [19] , [20] , [35] , which collectively deal with the needs of some of the most popular computing paradigms. In [17] the authors considered the multi-core scenario and proposed a parallel synchronous model inspired by the primitives of OpenMPI. Each application is composed of segments, which can be parallel and/or sequential. The model includes task composition, which divides the input into different flows, as well as the use of partitioned deadline monotonic approaches, which enable establishing global utilization patterns using different allocation techniques. Reference [20] provides a parallel execution model for cyber-physical systems with low-level scheduling techniques similar to those proposed in this article. However, while their work is more focused on a lower level programming model (parallel tasks), our work is focused on a higher-level computation model based on streams. Finally, [35] offers techniques for systemon-chip infrastructures to meet deadlines. The relevant difference with [35] is in the application domain that in [35] seems to be targeted to low-level tasks, while our approach is for stream processing.
The computing model described in this article, which has been extended from [13] , [14] , is slightly different from [17] . It is based on the stream model offered by Storm, where each stage of the application may have a different input frequency in order to increase its end-to-end performance. The patterns proposed in this article are also interesting for [17] , as they use their computational models to process different streams, like those coming from heavy sources like Twitter.
Another set of work ( [18] , [19] , [23] , [60] , [61] , [62] ) are related to the scheduling of parallel tasks on multi-core processors. Their computational models are mainly based on the fork-join tasks and the authors describe end-to-end interactions as a set of sequential and parallel steps. The authors also provide a set of scheduling algorithms in charge of partitioning the system using fork-join primitives.
In addition, some authors [15] , [16] have worked on the definition of a real-time version of map-reduce from a practical perspective. For instance, [15] has analyzed the problem using a constraint satisfaction problem and has introduced several heuristic strategies for this formulation. By using their constraint model, an off-line setting for map-reduce jobs is formulated, which is later on applied in the on-line scenario. Likewise, [17] deals with the heterogeneity in nodes and the differences in map-reduce tasks, proposing new scheduling algorithms that take into account these costs.
The distributed stream processing model described in our article has roots in distributed real-time Java [55] , [56] , which have been adapted to the internals of Apache Storm to produce a real-time version of Storm. The idea of the scheduling framework is to provide a simple computational model able run in an Apache Storm engine. It is also based on [57] , taking the idea of independent releases (that have no release jitter) and on [58] for the idea of a formulism for a partitioner based on utilization for a multiprocessor system. Another advantage with respect to previous approaches is that it is easier to understand and to compute. Other approaches need the use of iterative and computationally expensive techniques based on heuristics to obtain response times (e.g., using [59] ) that have to take jitter into account. Also, the implementation of the techniques as part of an Apache Storm stack is easier with the proposed framework than using the parallel techniques ( [60] , [61] ), which do not map so easily to the programming model of Apache Storm.
The patterns proposed for streams are also feasible for a map-reduce infrastructure, but their adaptation needs to be explored in a different piece of work.
COMPUTATIONAL MODEL
In the real-time context, a real-time stream is defined as a continuous sequence of data or items whose processing has some real-time requirements like a deadline from the input to the output. This model is a simplification taken from [14] , where the authors produced a programming model based on a generalized version of Storm. It is also compatible with the computational model of Storm described in [33] , [34] , which is focused on the definition of different scheduling policies for Storm. 
Stream Model
The proposed model defines a bundle as a set of applications, where each application is characterized under the constraints of a directed acyclic execution graph. The example included in Fig. 1 shows different types of applications with different deadlines. Formally, an application bundle (Bundle) is defined as a set of n-applications: APP 1 to APP n that may run concurrently,
Likewise each application (APP i ) is characterized with its maximum input frequency (F i ), a computational end-to-end deadline (D i ), and a set of stages (S i ) arranged as a directed acyclic graph.
For each application, there is a graph (S i ) composed of a finite number (stgðiÞ) of stages. Each stage of the graph has a maximum execution time (C j i ) defining the maximum demanded execution time for each stage of an application:
The invocation of stages has been enforced to use a maximum inter-arrival invocation frequency pattern to control the arrival of different items of a stream. This constraint avoids the problem of jitter activation, described in [57] and [59] , thus producing simpler scheduling frameworks.
Computational Infrastructure
The type of cluster used to deploy this model is based on an architecture that supports a large number of regular processing units called CPUs (see Fig. 2 ). Each execution unit is connected to others. In addition, it is assumed that the infrastructure runs a fixed priority scheduling system in charge of running each stage of the application in a proper execution unit. This type of support is enough to use multi-processor real-time scheduling techniques [25] , [26] , [27] in combination with other scheduling policies.
Formally, there are m-interconnected machines each one providing an execution unit (called CPU in Fig. 2 ) that may host different stages of an application:
Each machine in the cluster supports a preemptive priority based scheduler and contributes its utilization (U i 1:0) to the total available utilization (U avail ),
Fully Described Real-Time System
To be fully characterized, all stages of all applications should be assigned to a machine of the cluster (p j i ), a priority (P j i ) assigned for its execution, and have a maximum fre-
Once the application is characterized, we calculate global application utilization (U app ) needs as partial contributions of all the stages in all the applications, each one contributing its maximum utilization needs (U APPi ),
Schedulability Analysis: Response Time and Utilization
After allocating (using a worst-fit policy to be compatible with [58] ) each stage to one element of the cluster, the end-to-end response times may be calculated as arbitrary sequential or parallel stages that contribute worst-case response time. For sequential stages, worst-case computations are calculated as a summation of the different individual contributions,
Likewise, parallel stages derive worst-case computations as the maximum cost in all parallel stages,
with j in 1 :: par i ð Þ
To derive the interference with several tasks (supporting stages) running on the processing unit (CPU), response time analysis (RTA) [27] combined with periodic enforcers may be used. They offer the following recursive equations to calculate the worst-case computation time (rt) of a task-set:
RTA enables to compute the response time of a task set using the demanded computation time (C) of all tasks and its maximum activation frequency (F) in an incremental way by adding partial contributions of all other tasks (or applications). Blockings (B) allow not only the modeling of local interference but also of the effects of a general purpose network. Therefore, our previous equation for response time is transformed into: 
Under a constrained scenario, with B þ 1=F ¼ D in all stages, it is also possible to define a sufficient (but not necessary) bound to the number of computational units (m) necessary in a cluster to support an application (see [55] and [58] ). It is done as a partial demand of the stages which contribute to the total utilization of the bundle (U bundle ),
One of the advantages of Eq. 12 is that it may be used to offer online admission control using a global partitioner.
Performance Indicators for Patterns
The following performance indicators have to be taken into account in the evaluation of patterns:
-Application utilization (U app ). One of the evaluated indicators is the total utilization carried out at each stage of the application as well as the whole application. The goal of this indicator is to determine the local and global costs involved in processing an application. It is also useful to concretize the performance one may expect from this type of infrastructure. The use of different patterns is expected to have an impact on the utilization of the application. For instance, some may require extra computations, which adds extra overhead to the application. -Maximum input frequency for a given application. For some patterns one may also determine properties related with the maximum input frequency and the parameters of the application. This is important, because many applications need to process inputs with a frequency a single computational unit is unable to handle, especially in stream-based applications with high-frequency input data. In general, the higher the input frequency the application may deal with, the better the system is. It is expected that the use of different patterns enable the possibility of increasing the input frequency of an application (e.g., by shifting part of the data from one machine to another). -Overhead of the proposed pattern and tradeoffs. Many patterns have on impact in the application in terms of overhead. Some patterns are able to reduce the utilization of the application while others increase it. Unfortunately, not all applications benefit from all patterns. Therefore, for each pattern, a careful evaluation is needed to determine a range of application scenarios in which the use of the pattern is just slightly beneficial or even counterproductive. -Response-time of the proposed pattern. It refers to the maximum time required for processing an item of a stream. The calculation of the worst-case response time requires solving out an equation in the evaluation scenario. -Expandability of the proposed pattern. Expandability (EXP) refers to the maximum number of times an application can increase its current input frequency. For a given application, we define the maximum expandability (EXP) in frequency as a minimum local expandability in all stages of an application. -Utilization of an application (U APP ðiÞ )). It is defined as the contribution of each different stages of the application to the utilization demanded by the application.
CATALOG OF PATTERNS
This section describes the catalog of six patterns for realtime application processing systems we propose. Each one is presented in a similar style as those described in the original catalog [22] . Each pattern has a dedicated section that includes a high-level description of the pattern and its formalization in terms of the scheduling framework described in the previous section.
Single Stage Application Pattern
The first pattern in the list is the single stage application pattern (see Fig. 3 ). In this pattern all stages of an application are transformed into a single stage, which contains all the execution logic of the application. This type of pattern is beneficial from the perspective of reducing communication overhead, typically associated to the reception and transmission of messages. This pattern minimizes communication overhead. On the other hand, this pattern has a harmful behavior from the perspective of parallelism, because it limits the concurrent execution of application stages. Being focused on its logic, single-stage application applications cannot benefit either from the effect of pipelines, the parallelism of the tasks, or the parallelism in the input data.
The pattern is also useful for improving performance because it reduces the penalties due to communications (e.g., serialization issues, and message transmissions).
The utilization of all stages (U APP ðiÞ ) of an application (APP i ) is calculated as follows:
After regrouping all stages into a single stage application (named i 0 ), the global utilization associated to the singlestage application gets reduced because the cost associated to each stage decreases (no serialization is required for the communications),
In this way, the utilization saved by the pattern (U saved ) is defined as the difference between the two previous utilizations, Each stage has a maximum available utilization (U availðAPP ðiÞÞ ) that can be used to expand local hosted stages,
Because of the single stage pattern, the maximum expandability (EXP) transforms into,
In principle, the main concern with this pattern is that it limits the maximum processing frequency of the application at the cost of removing also some benefits. Nevertheless, it can be useful for some applications with a reduced utilization demand.
Operator Separation Pattern
The catalog continues with the operator separation pattern (Fig. 4) . This pattern suggests separating a stage into two, in such a way that the factor of use of each one of them is individually reduced. The division of work increases application response time, due to the extra transmission costs. However, on the other hand and in exchange for those costs of transmission, the application increases its parallelism.
As shown in Fig. 11 , the pattern splits one stage into two (from S 1 i to: S 1 i 0 ! S 2 i 0 ). Therefore, there is an increase in work demanded to process the application (U extra ), which is described as follows:
Potentially, there is also an increment in the input frequency because one stage is split into two, increasing parallelism. With respect to maximum expandability (EXP), the system designer has to remove this expandability constraint referred to the initial application (APP i ),
In addition, two new constraints associated to the division phase have to be considered, 
Fission Pattern
This pattern deals with parallelism. Its mission is to divide the computation graph into several branches, which are computed in parallel to be later merged (see Fig. 5 ). Potentially, the pattern is useful to increase the degree of parallelism of the application when the input frequency of the data is very high and cannot be processed with a single computational unit. The advantage is that this type of pattern enables higher input frequencies and reduces end-to-end response-times. However, this is done at the cost of adding extra overhead associated to distributed communication.
The first impact of the pattern is an increase in the utilization because it requires several stages. A first stage is in charge of splitting the application into different branches (z), each one running part of the application, to be merged later at a final stage.
The extra computation (U extra ) needed to implement the pattern is the following:
In addition, the constraints referring to the maximum frequency of the application should not consider the constraints associated to the stage that is going to be fissioned,
Instead, they should consider the new constraints introduced by the splitter (split), the merger (merge) and each parallel branch generated for the fission pattern: 
Frequency Modification Pattern
In some cases applications can modify their data rates by means of a filtering operation, reducing the input rate at the next stage in the application (see Fig. 6 ). In this type of cases the operation frequency can be changed to reduce the number of activations. With this approach the maximum utilization required by the application is reduced. Formally, the pattern changes the arrival of items to the processor reducing the input frequency of the application. Typically, the change in frequency affects the utilization of the application, which gets reduced as its input frequency decreases. It increases also the maximum achievable frequency for an application.
The savings in utilization (U saved ) demand for a simple stage are the following:
In addition, the constraint for the maximum frequency gets increased by a factor proportional to the reductions in frequency:
Fusion Pattern
The fusion pattern (Fig. 7) is similar to the single stage pattern seen previously, and shares many of its problems and advantages. Basically, this pattern groups two adjacent stages to create a new one. The rationale of this pattern is that, by grouping two stages the latencies are reduced, because communication costs are minimized. Furthermore, by having several of these elements in the same machine the individual utilization of the node can be increased. The fusion pattern tends to reduce the amount of required resources. The utilization saved (U saved ) is:
Potentially, it also decreases maximum application frequencies, because merging items may be a heavy process. The system introduces this single constraint on the maximum frequency,
It also removes the two sequential stages constraints,
and
Placement Pattern
The last pattern of the catalog is in charge of location. In particular, it enables the application to use information about temporal properties of the application and the cluster infrastructure to allocate different processing stages of the application (see Fig. 8 ). In order to choose the right location for each stage, this pattern takes into consideration irregularities of the system. In the terminology used in this article, an irregularity refers to a change in the conditions of the system in charge of processing the application. In the particular case of this scenario, it refers to differences in the performance of processors and the networks that interconnect them. The greater this asymmetry, the greater the costs of execution in this type of systems, because they have to be dimensioned for the worst-case. The logical suggestion is to give explicit instructions on where to place the different stages that compose a stream processing application. The goal is to avoid sending over the network portions of state that are in the same computational unit. The cost of this type of strategy is the need of additional information about the type of application that is being developed. This information has to be combined with the infrastructure scheme to produce a proper configuration.
To model irregularities, the concept of asymmetry utilization (U asym ) measures the percentage of CPU time lost due to the lack of an ideal infrastructure. It is defined as the difference between the ideal and the available utilization,
Each computational unit contributes to increase global asymmetry (U extra ),
Asymmetry reduces with the maximum frequency of an application, which gets reduced by the asymmetry coefficients in all nodes where the infrastructure presents asymmetry: 
EVALUATION OF THE PATTERNS
This section includes the evaluation of patterns previously formalized in Section 4. For each pattern, this section describes the main performance changes and the main characteristics of the applications.
Evaluation Infrastructure
The evaluation was based on an application that processes application micro-blogging messages coming from Twitter. The application is able to generate a trending topics list in less than one second for different input data frequencies ranging from 0 Hz to 10 kHz. The used infrastructure showed that the patterns validate an application processing 10 millions of data per second in a cluster with 40 machines. In this scenario, it may offer sub-second end-to-end performance using Eq. 12 to determine the number of machines required to meet a deadline. This application processes strings with variable length to carry out variable size computations. The application benchmarked receives strings, processes them and sends results forward. This type of application is common in many information systems in charge of counting word occurrences or detecting patterns in text (see [41] ). In the case of the trending topics application we use as case study, the main difference between a stream based algorithm and an algorithm based on static data is their programming model. With static data, the algorithm has access to all the tweets. It needs to query the ones it needs (e.g., those tweets that were published in the last 30 minutes) and construct the word counting tables from them. In the stream based case, new tweets arrive dynamically and their words need to be counted as soon as they arrive. In addition, mechanisms are needed to subtract the words of the oldest tweets from the counting table (e.g., those older than 30 minutes).
The software stack used for the evaluation refers to a COTS infrastructure with a reduced version of Apache Storm 0.9.3 installed (see Fig. 9 ). Although the costs are referred to Apache Storm, the proposed pattern catalog is general enough to be implemented in other frameworks (e.g., Spark) or ad-hoc infrastructures supporting the proposed communication facilities.
In addition, notice that all benchmarks are referred to a single application in isolation. This type of approach can be also useful for computational nodes sharing data coming from different inputs, especially in those strategies based on CPU reservation techniques that guarantee a minimum available time [24] , [27] . Our test refers to a scenario with machines connected with a network (see Table 2 ). The minimum latency of this stack is 300 microseconds and accounts for serialization overheads which are included as a communication cost. The measure takes into account the time required to switch the context and part of the execution of processing overheads. Due to the use of a middleware such as Storm, one has to deal with this type of worst-case communication overheads. Low-level approaches based on modifying the operating system reduce those times remarkably. However, many of the facilities offered by Storm (such as automatic acknowledgement of messages and other recovery mechanisms) would not be available for programming.
The application also benefits from many of the mechanisms included to synchronize streams available in Apache Storm such as its bolt and spot programming model.
In addition to the trending topic application there is also a synthetic benchmark derived from the trending topics application. In the synthetic benchmark, input frequencies moves from 1 to 10 kHz and the cost of processing data moves from 0.3 to 100 ms. In addition, the communication model introduces communication blockings that are in the range of 0.3 to 3 ms.
Single Stage Application Pattern
Profitability
To show the benefit of the single stage application pattern, the case of a simple application with a set of n-sequential stages (Fig. 10) is analyzed. This application is running on a unique computational unit, which executes all the stages in the pipeline. The application has a total application cost of 0.8 ms, which may be split into several computational units. This value is representative for the characteristics of the application we want to model (see Table 2 ), which is part of the benchmark.
In addition, the messages required to communicate each node have maximum response time costs of 0.7 ms. The potential maximum frequency of the input data ranges from 0.1 Hz to 100 kHz. This type of application is compatible with the application requirements described in Table 2 . In this scenario, if the different application stages are grouped, computation time will be saved. This is mainly due to the serialization/deserialization costs of communications, which disappear, resulting in shorter response times. This is shown in Fig. 11 , which analyzes the utilization of the application for different input frequencies when different types of setups are used (1, 3 or 5 processing stages). Utilization time grows when the number of stages that compose the application diminishes, because communication between two adjacent stages is not longer required. Thus, the performance is degraded as the number of stages that compose an application is increased. In the example, the maximum input application frequency is 1 kHz for the single stage setup.
Complementing the previous results, Fig. 12 shows the reductions in response times that can be obtained by grouping the different stages that compose an application. The figure shows that the benefits of this pattern on the cost of the application are bigger for higher number of stages because their associated communication overheads are higher. For example, in the analyzed scenario, response times will be reduced to 58 percent when the application is composed by 5 stages.
Unprofitability
Unfortunately, a monolithic application does not turn out to be the best for all cases, especially when the application requires more than one computational unit. In that case, applications cannot be processed properly and, thus, some mechanism to harness parallelism is necessary. The main source of unprofitability is that maximum frequencies achievable for the application get typically reduced when the application runs on single model (reducing the maximum speed required for the processing of an application).
Reusing the previous example, Fig. 13 explores what happens when a new computational unit is added to the infrastructure. In this case, the monolithic application (S 1 1 ) will not be able to use two computational units, but if the monolithic application were split into two pieces (namely S 1 1 ' and S 2 1 ' ) its processing speed would increase in scenarios with two or more processors.
Complementing the scenario described in Figs. 13 and 14 shows the utilization of each one of the parts that compose the application and its contribution to the utilization in each computational unit. These results are obtained for different operation frequencies ranging from 1 Hz to frequencies higher than 1 kHz. The first thing to note is that it is not possible to work with a single computational unit at frequencies higher than 1.3 kHz. From that frequency on, it is not possible to continue and one must resort to two computational units and to a proper application partitioning that assigns different application stages to different computational units, thus incurring in overheads associated to unit-to-unit intra communications. Fig. 14 shows the results in terms of utilization of the different computational units (U(1),U(2)) described in the scenario of Fig. 7 and the global utilization for the application (UðTÞ ¼ Uð1Þ þ Uð2Þ). Results are described for the original scenario, which consists of 2-stages, and the proposed one with a single stage pattern. Fig. 15 shows the evolution of response time for different frequencies. These results indicate how response time increases due to the cost of communication. The maximum overhead is constant as the frequency of the application increases, until the system is no longer feasible. Results show also the frequencies at which the system disappeared for the different setups (single stage, two stages). From that frequency on, the system is not feasible with that setup.
Operator Separation Pattern
Profitability
In order to illustrate a scenario where this type of policy has positive effects, the evaluation assumes that the computation of each datum takes 2 ms and its transmission requires 0.7 ms (see Fig. 16 ). In this context, the idea of distributing a (1) refers to the utilization taken in the first CPU for the application allocation, U(2) to the second CPU and U(T) ¼ (U 1 þ U2) to the total utilization that takes into account both CPUs. stage into two helps to reduce the utilization requested from the application locally in each node, enabling higher frequencies at the input of the application. Fig. 17 shows the relationship between the response time and input frequency of each application before and after applying the pattern. Without the operator separation pattern, response time is lower, until a maximum input frequency reaches 400 Hz. From this frequency on, the system is no longer feasible and its response time increases dramatically. The configuration with two sequential stages may reach 600 Hz, although its response time is higher (2.7 versus 2 ms).
With respect to CPU utilizations, as shown in Fig. 18 , it increases with the input frequency until the system is unfeasible. Results also show how the two computational units take more time than the single computational unit configuration. This difference in time is attributed to the cost of sending the information from one stage of the application to the next.
There is another crucial factor to take into account when working with this pattern: the ratio between the amount of work split and the cost of the extra communication required to transmit this information. From the point of view of total system utilization, the divided application is always more expensive than a non-divided equivalent. Empirically, this fact is shown in Fig. 19 . From the ratio of equality, where the cost of communication equals that of data processing, an effective unloading is observed as application cost dominates transmission costs. Even for low ratios, like those shown in Fig. 19 , the appreciable gap may be high and close to 40 percent. Fig. 19 also helps to show the limits from which partitioning stops being profitable, in terms of maximum CPU utilization terms. Typically, those limits appear when applications are divided and the time necessary to execute the logic of the application is less than the time of transmission of the data from the first to the second node. In the empirical evidence of Fig. 19 , that breaking point corresponds to a 1.0 ratio. In the benchmarked application, the worst-case happens at the origin, when there is an increase of four times the total cost which corresponds to a 0.25 ratio.
Unprofitability
Fission Pattern
Profitability
An evaluation scenario has been developed to show the properties of this type of pattern (see Fig. 20 ). The initial scenario consists of a single application, whose load of 100 ms is distributed between the different processors available in the infrastructure. This load is distributed with a division process and is grouped with a merge process, whose cost is bounded by the communication costs (0.7 ms).
The results show the positive effect of this technique when the appropriate circumstances are given. They occur when the cost of processing data is higher than the cost of sending data from one node to another. They indicate the possibility of processing a greater number of input application items at a low-cost in terms of overhead (see Fig. 21 ). In the example, where communication costs are less than 0.7 ms, an additional 2 percent delay is added. In exchange 19 . Impact on the utilization of the application. In the experiment, orig refers to the non_split scenario utilization total demanded utilization, and U(1) an U(2) to the individual utilization on the split scenario. of this delay, there is a potential increase in the maximum input frequency of more than 100 times.
These utilization results show that, for the given scenario, both original and fissioned approaches have close utilization figures. Results included in Fig. 22 show an overhead under 3 percent in terms of extra computation times required to process data.
This good behavior is in part due to the small cost of the splitting and merging operations. Fig. 22 shows that the time needed for splitting and merging is hundreds of times lower than the total time required to process the application. The configuration shows a very profitable scenario, where the work carried out (UðTÞ worker ) surpasses the work demanded by the splitter (UðTÞ spliter ) and the merger (UðTÞ merger ), with utilizations closer for the fissioned (UðTÞ fission ) and the initial (UðTÞ orig ) configurations.
Unprofitability
In order to illustrate a situation that hinders the performance of the fission pattern, the evaluation scenario is changed to one where the communication cost is greater than the application execution cost. In this type of application, the fission pattern introduces a high computational overhead, near 400 percent of the net time required to process the whole application. As shown in Fig. 23 , the results of the scenario indicate that using a non-splitting policy may be better than splitting. That is because communication costs dominate the cost of processing the stream.
If the maximum input frequency of the application is analyzed, it can be seen that the distributed configuration produces shorter response times with higher frequency inputs (Fig. 24) , increasing global utilization.
Frequency Modification Pattern
Profitability
In order to show the profitability of the pattern, a two-stage application has been set up (Fig. 25) . The first stage feeds the second with information directly coming from its input, but with a reduced output frequency. In this scenario, the maximum demanded work is 2 ms for the first stage and 10 ms for the second, with communication costs always under 0.7 ms.
As aforementioned, this pattern has a positive effect in the utilization factor, which decreases. Fig. 26 shows this fact empirically. The results displayed show the system utilization before the optimization is applied and after applying it. This evaluation is defined for different frequencies and with different decimation values. The results show reductions of 40, 60 to 80 percent of the total utilization when the input frequency is decimated by 2, 4, and 8, respectively. They also show how the technique is able to support a greater input application frequency. In the cases studied, the maximum application frequency increases from 100 to 400 Hz.
Unprofitability
One of the pernicious effects associated to this pattern is that the maximum latency of the application increases (Fig. 27) . The observed delays range from 1 to 7 seconds when the input frequency is low. In the cases of a higher frequency, the absolute delay diminishes remarkably, increasing the global utilization instead. For example, it can be seen in those results that when the frequency is increased in 100 Hz the delays introduced by the technique are of 10, 40, and 50 ms for different decimation factors.
Another interesting indicator to measure is the overhead introduced by the pattern in the application response times (Fig. 28) . This increase in overhead diminishes as the frequency increases, because the application waits for the arrival of an item of a stream to produce an output. From the perspective of the computational overload, this result implies that, as the input frequencies go up to around 1 Hz, response times increase by 78 percent for light decimating (1 of each 2), 236 percent for moderate (1 of each 4), and 556 percent for higher decimation (1 of each 8).
Fusion Pattern
Profitability and Unprofitability
In order to analyze a profitable and a non-profitable usecase, a new scenario has been created. It is shown in Fig. 29 . Basically, it consists of a hardware infrastructure with two computational units that process an application whose total execution cost is 10 ms, whereas the communication cost is 0.7 ms. On this scenario, we analyze the variation of the response time with the input frequency of the application.
The obtained results, depicted in Fig. 30 , show the aforementioned effects. At a first glance, the merged configuration reduces application response time, but also the maximum input frequencies offered by the system. Without applying the fusion pattern, the maximum response time of the application increases from 10 to 10.7 ms. However, it also increases the maximum frequency that can be processed by the system from 80 to 180 Hz.
Placement Pattern
Profitability
Like in previous cases, a scenario was developed to illustrate the potential benefits of this pattern (see Fig. 31 ). In this case, the application consists of an application with two stages whose cost totalizes 10 ms. The overhead introduced by communication mechanisms is close to 0.7 ms. Therefore, with an asymmetry of 0 all CPUs provide similar performance. Likewise, with an asymmetry coefficient of 0.2, the difference between the best and the worst scenarios, difference between the use of one CPU and another one is around 20 percent of the utilization available for the application.
The results of the scenario illustrate how a proper placement of the application processing stages may be beneficial because it takes advantage of the knowledge from the topology of the infrastructure (see Fig. 32 ). In this particular scenario, choosing the type of processor may imply differences in response time from a minimal 5 percent for small asymmetry to 25 percent in the most asymmetrical case. Furthermore, the scenario also shows that, by properly choosing the computational unit to execute a processing stage, the maximum input frequency to which the system may be increased from 140 Hz to 180 Hz. The results shown in Fig. 32 illustrate how the placement pattern is beneficial for the response time of the application.
Discussion
Our proposed catalog defined six patterns, which can be considered a basic collection of design recommendations for developing real-time application processing applications. For each pattern, namely: single stage application, operator separation, fission, frequency modifier, fusion, and placement pattern, Table 3 summarizes its expected impact in terms of utilization demands, expected response time and maximum input frequency. The results of the table summarize the main performance indicators associated to each pattern and refer to the scheduling framework described in Sections 3 and 4, and the test-bed described in this section. Many of the results are also valid for other stream processing frameworks, but they have to be properly adapted for each scheduling framework and application combination. The single stage application pattern groups all stages of an application into a single stage, decreasing the overall costs in terms of demanded utilization. Typically, it also decreases the maximum achievable computational frequency for the application because it does not take advantage of the existence of a network and/or serialization processes communicating machines, thus limiting maximum operational frequencies. Regarding response time, the pattern is able to reduce the overhead due to existence of a network communication. However, it also suffers from the lack of a parallel infrastructure able to reduce the response time of applications.
The operator separation pattern increases the maximum input frequency of the application, by splitting work into several sequential stages. As a result, the overhead due to the application increases, requiring additional machines that have to serialize/deserialize further messages. Another positive consequence of the pattern is that it increases the maximum operational frequency because the load gets split among different nodes. The response time gets reduced by the fact of using parallel computation, but the application also suffers an increase in overhead associated to the extra serialization/deserialization work.
The fission pattern increases the maximum input frequency of an application by parallelizing heavy stages of an application, which are split to several nodes to be merged later. However, this is done at the cost of adding extra computational overhead that requires extra utilization. On the other hand, the response time gets reduced by use of a parallel infrastructure and only gets increased by serialization/ deserialization mechanisms.
The frequency modifier pattern filters inputs and/or outputs, thus decreasing application costs. However, it may also increase response time due to unexpected latencies that might happen during filtering. The pattern has benefits in terms of utilization, which gets reduced, and maximum input frequency, which gets increased.
The fusion pattern groups processing stages by decreasing maximum input frequencies. A positive effect is that it decreases utilization costs and response time, because serialization and network overheads disappear.
Lastly, the placement pattern uses information about the cluster and the application to select in which computational unit each processing stage is going to be hosted. The main advantages of the pattern are that it is able to increase the maximum input frequency supported by the system reduce response times. Another positive aspect of the pattern is that demanded utilization is decreased.
CONCLUSIONS AND ONGOING WORK
Distributed application processors allow the implementation of big data applications that require a continuous application of information to be analyzed. Part of these applications (like, for instance, HFT systems) have end-toend quality-of-service requirements and may benefit from the use of real-time techniques. Taking this into account, in this paper a catalog of six patterns to develop real-time stream processing applications has been defined. The pros and cons of the different patterns have been exposed, as well as an analysis of the impact in performance that can be expected due to their usage. Results show that these patterns may have an important impact on some critical performance indicators of applications such as maximum input frequency, total processing cost and local or global utilizations. All patterns have shown a great potential and, therefore, are in our opinion relevant for application developers.
Our ongoing work comprises three interrelated research lines. The first one is the adaptation of these patterns to the context of RDF application processors, analyzing the overhead of semantic-web technologies [42] . Our second active research line turns on the applicability of these patterns in industrial environments [30] , [44] that could benefit from the use of distributed processors. Finally, we also plan to deploy these patterns in complex distributed applications to analyze their mutual inter-relationships in depth. 
