A detailed experimental investigation of the hydrodynamics of large-scale, bore-driven swash on impermeable, rough beach slopes is described. The experiments were carried out on 1:10 impermeable, rough slopes with three different surface roughnesses based on 1.3 mm sand, 5.4 mm gravel and 8.4 mm gravel. The largescale discrete swash event was produced by the collapse of a dambreak-generated bore on the beach. Simultaneous depths and velocities were measured using LIF, Laser-induced fluorescence, and PIV, particle image velocimetry, respectively, yielding better resolution of the hydrodynamics than previous studies. Depth timeseries, instantaneous velocity profiles, depth-averaged velocities, instantaneous turbulent kinetic energy profiles, depth-averaged turbulent kinetic energy, Reynolds stress profiles and bed shear stresses are presented for five cross-shore measurement locations in the swash. The measurements resolve the backwash shoreline position, and the late backwash period when depths are shallow and velocities are high. The detailed data can be used to test and develop advanced numerical models for bore-driven waves on rough slopes.
Introduction
Swash on steep beaches is characterised by wave breaking followed by bore collapse on the beach slope. The flow velocities generated by bore collapse can be very high, up to 5 m/s according to Hughes (1992) , and the corresponding run-up on the beach can extend many metres. The swash zone is therefore a highly dynamic region of the beach, complicated in hydrodynamic terms because the flow is turbulent, highly unsteady and highly non-uniform, and in morphological terms because sediment fluxes are high and vary greatly across the swash zone. While many studies of swash carried out in the field have yielded useful insights (e.g. Austin and Masselink, 2006; Hughes, 1992; Masselink and Hughes, 1998; Puleo et al., 2000) fundamental aspects of swash are arguably best studied in controlled laboratory experiments because of the complexity of the processes at work. Table 1 lists previous laboratory studies which have investigated breaking wave and bore hydrodynamics in the swash zone, focused on the detailed hydrodynamics, the turbulence and, in some cases, the bed shear stress for smooth and rough impermeable beach slopes. The majority of the studies have been carried out in small-scale laboratory wave flumes. There are two disadvantages in using small wave flumes to study bore collapse on beaches. The first is that the relatively small scale leads to substantial scale effects in relation to roughness, permeability and sediment behaviour; the second is that the magnitudes of swash depths, velocities and maximum run-up are relatively small, making it more difficult to obtain accurate measurements of the key fundamental processes. An alternative method for generating a controlled swash event in the laboratory is to generate a large-scale bore through dam-break. A deep reservoir of water is separated from a shallow body of water by a partition that can be removed at high speed. After partition removal, the released water plunges and generates a bore travelling away from the reservoir. Subsequent bore collapse on a sloping beach located downstream results in a large-scale swash event with run-up that is an order of magnitude larger than swash run-up generated by waves on a sloping beach in a typical laboratory wave flume. The large scale of the swash means that scale effects are avoided and accurate measurements of the more detailed hydrodynamics are possible. This kind of set-up was used by Yeh (1991) and more recently by Barnes et al. (2009) and O'Donoghue et al. (2010) . The dam-break swash experiment belongs to a larger family of dam-break experiments, which includes, for example, dam-break induced sediment transport on horizontal beds (e.g. Zech et al., 2008) , 2D dambreak hydraulics (e.g. Aureli et al., 2008) and dam-break bore travel on a downward inclining slope (e.g. Chanson, 2004) .
The present paper reports new experiments designed to study the detailed hydrodynamics of large-scale bore-driven swash on impermeable, rough beach slopes. The experiments were carried out on three impermeable 1:10 slopes with different surface roughness in order to investigate the effect of roughness on the hydrodynamics. The experiments use a similar setup to that of O'Donoghue et al. Coastal Engineering 60 (2012) [149] [150] [151] [152] [153] [154] [155] [156] [157] [158] [159] [160] [161] [162] [163] [164] [165] [166] (2010) but add substantially to the previous work by extending the range of beach roughness and by better resolution of the hydrodynamics through improved measurement methods, namely, the use of Laser-induced fluorescence (LIF) to better resolve flow depth and the use of an improved particle image velocimetry (PIV) system capable of measuring bed-normal as well as bed-parallel velocities. In addition, flow depth and velocity are measured simultaneously in the present study allowing a more thorough and rigorous analysis of the depth-averaged and ensemble-averaged velocities and the turbulence quantities.
The paper is structured as follows. Section 2 describes the experimental set-up and measurement methods and demonstrates the high repeatability and consistency of the measurements. Section 3 presents the experimental results: ensemble-averaged results for flow depth, shoreline position, depth-averaged velocity and velocity profiles are presented first, followed by results for turbulent kinetic energy and Reynolds stress; results for bed shear stress complete the section. The main conclusions of the study are presented in Section 4.
Experimental setup

Facility
The experiments were carried out using an updated version of the swash rig described by O'Donoghue et al. (2010) . It consists of a water reservoir built into one end of a 20 m long, 0.9 m high and 0.45 m wide, glass-sided flume (Fig. 1) . The reservoir is fronted by a gate which can be raised at high speed to produce a large plunging wave leading to a bore which propagates towards an impermeable beach located downstream. The reservoir is constructed from Perspex and has inside dimensions of 983 mm×394 mm×832 mm (length×width× height). The reservoir exit is streamlined to ensure a smooth transition for the flow from reservoir to flume, and the gate and seal are designed to enable the gate to be opened at high speed while forming a near watertight seal when in situ. A steel cable connects the gate through pulleys to a 15 kg mass suspended at an elevation of 2.5 m above the laboratory floor. When released, the mass falls freely for 2 m before tensioning the cable and raising the gate. The gate is raised to 0.8 m in approximately 0.2 s.
Experiments were conducted for three impermeable, rough beaches located downstream of the water reservoir. Each beach had slope 1:10 and was made of marine plywood with a layer of sediment glued to the surface. The plywood was bolted onto a steel frame positioned to within 1 to 2 mm tolerance of the 1:10 slope. The three sediments used were 1.3 mm sand (d 10 =1.00 mm, d 50 = 1.32 mm and d 90 = 1.89 mm), 5.4 mm gravel (3.64 mm, 5.4 mm and 7.76 mm) and 8.4 mm gravel (6.46 mm, 8.41 mm and 10.4 mm) (Fig. 2) .
The experiments were conducted for one initial condition only: a water depth in the reservoir (h d ) of 600 mm and a water depth in front of the gate (h 0 ) of 62 mm (Fig. 3) . The origin of the x-z coordinate system is at the initial shoreline position, located 4.82 m from the reservoir gate; the x-axis is parallel to the beach slope and is positive shoreward; the z-axis is perpendicular to the slope. The corresponding velocity components are u and w, respectively. Measurements were triggered at the moment the gate is raised, which is defined as t =0.
Instrumentation
Velocities were measured using cross-correlation Particle Image Velocimetry (PIV) at one location "seaward" of the beach and at 5 cross-shore locations on the beach. Narrow slots (100-200 mm long and 5 mm wide) fitted with Perspex windows were cut into the flume floor and the plywood beach panels to enable Laser illumination of the flow for the PIV measurement. Illuminating vertically upwards from below eliminates the negative effects of free surface reflections associated with illuminating vertically downwards from above. The Laser was a New Wave Solo III double-pulsed, frequencydoubled Nd YAG Laser. Its beam was focused and spread into a light sheet through a series of spherical and cylindrical lenses. Near neutrally-buoyant, silver-coated, hollow glass spheres with mean diameter 15 μm were used for seeding. Velocities were measured from the beach face to the free surface. Maximum swash flow depth decreases with increasing distance from the initial shoreline, which means that a smaller flow area needs to be measured for locations further up the beach slope, with consequent increase in accuracy of the velocity measurement. The reflected Laser light from the seeding particles was captured by a Flowsense 2 M, b/w digital video camera, fitted with a 60 mm fixed focal length lens and a 532 nm narrowband green filter. The camera records two images, separated in time by 1 ms. The camera was rotated to be aligned with the 1:10 slope of the beach, so that measured velocities are bed-parallel and bed-normal. To avoid recording the reflections from the free surface when flow depths are small, the camera was rotated slightly backwards so that the camera view was below the free surface at all times (Fig. 4) . The software controlling the PIV system timing, image acquisition and image analysis was DAN-TEC Dynamic Studio v1.45. Flow depths were measured using Laser-induced fluorescence (LIF) (Sue et al., 2006) . Fluorescent dye was added to the water, with a concentration of approximately 0.1 mg/l and illuminated by the Nd-YAG Laser. The emitted light from the fluorescent dye was recorded by a Kodak Megaplus ES1.0 b/w digital video camera fitted with a 50 mm fixed focal length lens and a Hasselblad orange filter. The camera was aligned with the 1:10 slope of the beach and rotated forwards so that the camera view was at all times above the free surface (Fig. 4) .
To measure flow velocity and depth simultaneously, the PIV and LIF systems were combined into a single PIV-LIF system. The PIV software controlled the timing of the Laser pulses and the synchronisation of the PIV camera. By inserting a bnc-splitter in the connection between the timing box and the PIV camera, the timing box was also connected to the frame-grabbing board of the LIF computer. This allowed the trigger and the grabbing frequency of the LIF images to be controlled by the PIV computer and to be synchronised with the PIV camera. The combined PIV-LIF system was triggered at the moment that the gate was raised (time t = 0). Fig. 5 shows example simultaneously-recorded PIV and LIF images. In the bottom right of both images water from the incoming bore, travelling from right to left, is visible. The similar positions of the water droplets suspended in mid-air in the two images are evidence that both images were recorded simultaneously. The images are not exactly the same because the PIV camera is rotated slightly backward and records a smaller area than the LIF camera which is rotated slightly forward. Calibrations were carried out at each position to enable the measurements to be converted from pixel-space into mm-space. A target grid, secured inside a calibration cell, was positioned on the 1:10 slope so that it coincided with the Laser Sheet. The PIV calibration image of the grid was recorded while the calibration cell was filled with water, whereas for the LIF the cell was empty.
Measurements
For each swash experiment, simultaneous flow depths (h), bedparallel (u) and bed-normal (w) velocities were measured over a window centred at six cross-shore locations. Five were located on the beach at x = 0.072, 0.772, 1.567, 2.377 and 3.177 m, and one seaward of the beach at x = − 1.802 m (Fig. 3) . During each experiment 140 PIV image pairs and 140 LIF images were recorded at a frequency of 13.5 Hz over approximately 10 s. For a short time immediately following bore arrival at a location, velocities could not be measured because of the relatively high percentage of entrained air in the bore front. The delay between bore arrival and the first velocity measurement was approximately 0.5 s at x = 0.072 m and approximately 0.2 s at locations further up the slope. Individual experiments were repeated 50 times in order to determine ensemble-averaged as well as turbulent quantities. In addition to the combined PIV-LIF measurements at the 6 locations, a second set of LIF-only measurements was carried out to measure the swash lens, i.e. the instantaneous surface water profile over the whole of the swash extent. For these measurements the Laser was positioned above the flume and illuminated approximately 300 mm of the cross-shore extent of the lens. The complete lens was measured by combining measurements from approximately 16 cross-shore locations (the exact number dependent on maximum runup). For these LIF-only measurements, 140 images were recorded at a frequency of 13.5 Hz; individual experiments were repeated ten times to obtain the ensemble-averaged lens. Altogether 1380 swash runs were carried out on the three impermeable beaches.
The PIV images were analysed using an adaptive cross-correlation algorithm applied in 3 iterations, ending with 32 × 32 pixels. The overlap between interrogation areas was 50%, giving a 99 × 74 velocity vector grid with a spatial resolution between 1 and 2.5 mm, depending on the measurement area, and a random error of 5 to 15 mm/s in the instantaneous velocity components, u and w.
In the LIF images water is light and air is dark. A MATLAB-based edge detection algorithm was used to detect the interface, which was successful in determining the flow depth with an error of approximately one pixel, giving instantaneous depth measurement with a spatial resolution and random error of 0.1 to 0.3 mm. Determining depth at the longitudinal centerline of the flume was complicated by the fact that the flow is not always perfectly twodimensional throughout the swash cycle, especially for a short time at and immediately after bore arrival at the measurement location. If the flow depth is greater on the side of the flume closest to the camera than it is in the centre of the flume (where the measurement is required), it is impossible for the camera to see the free surface at the centre. Fig. 6 shows example LIF images for a range of conditions and illustrates the algorithm successfully determining the air-water interface except on the right side of the image in Fig. 6 (a), which was recorded immediately after the arrival of the bore at the measurement location.
Repeatability of swash events using the rig was excellent, which meant that measurements from many repeats of the same event could be used to produce a very detailed dataset for the swash event and to obtain turbulence measurements. Repeatability is illustrated in Fig. 7 which shows the depth time-series and the depthaveraged bed-parallel velocity time-series at x = 0.072 m for the 1.3 mm sand-rough beach; results from the 50 individual experiments are shown together with the ensemble-averaged result. Variability in the depth is greatest just after bore arrival. There is also some variability coinciding with fluctuations in the ensemble-averaged result, caused by the plunging wave collapsing on the water in front of the gate, generating small waves that propagate with the bore towards the beach. The fluctuations, and therefore the variability in flow depth, diminish with time and increasing distance up the slope. There is very little variability in the depth-averaged velocity results up to the time of maximum backwash velocity, after which the relatively small flow depths and high velocities cause high levels of bed-generated turbulence throughout the flow column.
Note that, unlike capacitance gauges which have been used in previous swash measurements, LIF enables depth measurements to be made late into the backwash when depths are very small and velocities are high. For example, for the 1.3 mm sand-rough beach measurements were possible down to 1 mm flow depth. This advantage, combined with the high-quality PIV camera, made it possible to measure backwash velocities for flow depths down to approximately (2010)), a more thorough and rigorous analysis can be made to determine the depth-averaged and ensembleaveraged velocities and the turbulence quantities compared to previous studies.
A measure of the data consistency was obtained by comparing the ensemble-averaged flow rate per unit width, q, determined from the combined PIV-LIF measurements via
with q determined from the LIF swash lens measurement via
where u h i À is ensemble-averaged, depth-averaged bed-parallel velocity (overbar denotes ensemble-average and angled brackets denote depth-average), h À is ensemble-averaged depth and x s is shoreline position. Example comparisons of results from the two methods are shown in Fig. 8 ; the good agreement seen was typical of all such comparisons.
Results
Swash depth
Time series of ensemble-averaged flow depth, h À , are presented in Fig. 9 for all six measurement locations on the three beaches. The general behaviour of the flow depth seen in Fig. 9 is similar to that described by previous researchers for swash depths measured in the field (e.g. Hughes and Baldock, 2004; Hughes et al., 1997; Masselink and Hughes, 1998) and in the laboratory (Barnes et al., 2009; Cowen et al., 2003; O'Donoghue et al., 2010) . At the most seaward measurement location, x = − 1.802 m, the time series of ensembleaveraged depth for the three beaches are initially in good agreement, reflecting the repeatability of the dam-break-generated bore. Later on, especially after the flow reversal, the results for the 1.3 mm sand-rough beach lag slightly behind the other two. This is a consequence of the greater volume of water that passed the initial shoreline location during the uprush for the 1.3 mm sand-rough beach, resulting in a greater maximum runup and later flow reversal. As mentioned earlier, the depth time series show small periodic fluctuations which result from the wave plunging. These fluctuations are largest at x = −1.802 m, diminish very quickly on the lower end of the slope, and all but disappear further up the slope. For all locations, the flow depth rapidly increases after bore arrival. At the lowest locations on the beach (x = 0.072 m and x = 0.772 m), maximum depth is followed by a period of slowly-decreasing depth, which lasts approximately 3 s for x = 0.072 m and approximately 2 s for x = 0.772 m.
Further up the slope the depth decays rapidly immediately after maximum depth. The rate of decreasing depth increases during the backwash until very late in the backwash when the depths have become small. The effects of different beach roughness are better visible at locations higher up the slope, where the greater differences in depth reflect the greater differences in the volume of water flowing passed, caused by the difference in roughness. An alternative perspective on the swash depths is shown in Fig. 10 , which presents the swash lenses measured at nine times within the swash cycle for the 1.3 mm sand-rough and the 8.4 mm gravel-rough beaches. The corresponding lenses for the 5.4 mm gravel-rough beach are not shown because these lie very close to those of the 8.4 mm gravel-rough beach. The differences between the measured lenses are rather small for most of the uprush and only start to become significant as the time of maximum run-up is approached when swash on the 1.3 mm sand-rough beach reaches further up the slope than on the 8.4 mm gravel-rough beach. While differences between the uprush lenses of the two beaches are only apparent at the lens tip, differences in the backwash lenses are seen over the whole swash lens, with backwash depths for the 8.4 mm gravel-rough beach being lower than those of the 1.3 mm sandrough beach. This is because maximum volume of water on the beach is lower, resulting in a lower maximum run-up and flow reversal occurring earlier in the case of the 8.4 mm beach. These results are Time-series of shoreline position obtained from the swash lenses are presented for each of the three beaches in Fig. 11 . The shoreline is here defined as that location on the lens where the water depth is equal to 5 mm. 5 mm was chosen because it was the smallest depth that could be accurately measured for all three beaches. During uprush the position of the shoreline is not sensitive to the choice of water depth defining its position (O'Donoghue et al., 2010) . However, in the backwash the slope of the flow profile becomes very gradual and shoreline position is then sensitive to the choice of flow depth used to define it. Following gate opening it took approximately 2 s for the bore to arrive at the initial shoreline location. The effect of roughness on the shoreline position is negligible for the first 1.5 s following bore arrival. Thereafter the higher roughness results in greater deceleration and lower maximum runup: maximum runup is 3.95 m, 4.12 m and 4.52 m for the 8.4 mm gravel-rough, 5.4 mm gravelrough, and 1.3 mm sand-rough beach respectively. The time of maximum runup is approximately the same for the three beaches at around t = 5.5 s. Fig. 11 also shows the times of flow reversal (based on the ensemble-averaged depth-averaged velocity time-series, Fig. 12 ) at the five PIV measurement locations on the beach. There is a small difference in the flow reversal time at each position between the three beaches, with reversal occurring slightly sooner on the rougher beaches. The increasingly later time of flow reversal for locations further up the beach clearly illustrates the divergent nature of the flow and is consistent with the characteristics of the velocity obtained in the field by Masselink and Hughes (1998) . Finally, the results for uprush in Fig. 11 
Depth-averaged velocity
Time series of ensemble-averaged, depth-averaged, bed-parallel velocity, u h i À are presented in Fig. 12 for the six measurement locations and the three beaches. The measurements for the location seaward of the beach, x = −1.802 m, echo the depth measurements for the same location ( measurement explains why maximum uprush velocity at x = 0.072 m appears to be lower than the maximum uprush velocity at locations higher up the beach. The flow accelerates in the backwash until it reaches a maximum backwash velocity when the retarding force due to bed friction balances the driving force due to the slope component of weight of water on the beach. Maximum uprush velocity is higher than maximum backwash velocity (although the actual maximum uprush velocity is not measured here because of the delay already described), the flow decelerates during the final stage of the backwash when the bed friction exceeds the driving force. À time-series is relatively small during uprush and for a significant part of the backwash. It becomes significant later in the backwash: for the rougher beaches, maximum backwash velocity is reached earlier and has lower magnitude.
Velocity profiles
Ensemble-averaged velocity profiles were generated from the simultaneous measurements of depth and velocity. Example profiles of bed-parallel velocity are shown for the 1.3 mm sand-rough beach in Fig. 13(a) and for the 8.4 mm gravel-rough beach in Fig. 13(b) . The bottom-most measurement in each profile corresponds to z~3 mm.
The velocity profiles are similar to the rough-beach profiles presented by O'Donoghue et al. (2010) : the profiles have a typical "forward-leaning" shape during uprush, become close to depthuniform at initial stages of the backwash, and become progressively more non-uniform as the velocity increases and depth decreases in the later stages of the backwash. Velocity gradients are highest close to the bed and, where the depth is large enough, approach near depth uniformity higher up the water column. Increasing bed roughness tends to increase the extent of the near-bed, high gradient flow; the effect is best seen by comparing the 1.3 mm sand-rough and the 8.4 mm gravel-rough profiles for x = 0.772 m. In the backwash, the flow depth decreases rapidly and the flow velocity increases (until it reaches the maximum backwash velocity). This results in bedparallel velocity profiles with very steep near-bed gradients. For example, at the time of maximum backwash velocity on the 1.3 mm sand-rough beach at x = 0.772 m, the velocity increases from zero at the bed to -1.8 m/s at the surface within a depth of 25 mm.
Example profiles of bed-normal velocity are shown for x = 0.772 m for the three beaches in Fig. 14 . The bed-normal velocities are close to zero for most of the swash event with the exception of the time just after bore arrival and at the late stage of the backwash, just before the time of maximum bed-parallel velocity. The short-lived, positive (upward) vertical velocities seen soon after bore arrival are likely due to the effect of the plunging wave: the resulting clockwise rotation (Miller, 1968; Petti and Longo, 2001) causes the fast fluid close to the free surface to hit the bed and move initially stagnant fluid forward and upward. In the backwash there is a tendency towards negative bed-normal velocity close to the bed. The reason for these negative velocities is unclear, but might be the local effect caused by the thin gap in bed roughness created to allow the light sheet to penetrate into the flow. tuation, e.g. u ' = u−ū, and overbar denotes ensemble-average), at selected times for three cross-shore locations (x = 0.072, 0.772 and 1.567 m) for the 1.3 mm sand-rough beach (Fig. 15a) and the 8.4 mm gravel-rough beach (Fig. 15b) . Each panel shows the TKE profile at times corresponding to selected values of the depth-averaged velocity (indicated in the panel) for uprush and backwash. Note that the same depth-averaged velocity can occur twice in the backwash: once during backwash prior to the time of maximum backwash velocity and again during the late stage of backwash (see Fig. 12 ). Consider first the results for the 1.3 mm sand-rough beach in Fig. 15a . Close to the initial shoreline location (x = 0.072 m) and soon after bore arrival, TKE is relatively high and approximately constant throughout the flow column until just above the bed. This turbulent kinetic energy is generated by the wave collapse and is transported with the flow onto the beach. The turbulent kinetic energy decays once the bore front has passed the measurement location and this trend persists over the upper section of the water column during the remainder of the uprush. Near the bed, high velocity gradients and intense shearing generate turbulence, so very soon after bore arrival the TKE profiles show a peak close to the bed. At later stages of the uprush, advected turbulence from lower locations is transported upwards and the peak in the TKE profile moves slightly away from the bed. At the same time the flow decelerates, thus decreasing TKE production and enhancing dissipation, so that the bed-generated TKE never reaches very high into the water column. By the end of the uprush most of the bore-generated turbulence has dissipated. The flow accelerates following flow reversal, creating high velocity gradients at the bed, developing the boundary layer and generating near-bed turbulence. These processes take time with the result that TKE is much lower than for the uprush (for the same depth-averaged velocity), and reaches significant levels only by the final stages of the backwash. Bore-generated turbulence dissipates Fig. 13. (a) . Ensemble-averaged, bed-parallel velocity profiles at x = 0.772 m for t = 2.67 s to 7.56 s (top 2 plots) and at x = 2.377 m for t = 3.26 s to 7.04 s (bottom 2 plots) for the 1.3 mm sand-rough beach; number above each profile is the time. (b). Ensemble-averaged, bed-parallel velocity profiles at x = 0.772 m for t = 2.67 s to 7.56 s (top 2 plots) and at x = 2.377 m for t = 3.26 s to 7.04 s (bottom 2 plots) for the 8.4 mm gravel-rough beach; number above each profile is the time.
as the bore progresses up the beach. At the same time bed-generated turbulence from lower locations on the beach is advected shorewards. The net result is TKE profiles that are much less depthuniform compared to the TKE profiles at x = 0.072 m. For the 8.4 mm gravel-rough beach, Fig. 15b , TKE production and dissipation undergo similar behaviour over the swash cycle as for the 1.3 mm sand-rough beach. As expected, the incoming bore-generated turbulence is approximately similar for the two beaches, but bedgenerated turbulence is higher for the rougher 8.4 mm beach. The results presented in Fig. 15 echo those of O'Donoghue et al. (2010) who presented TKE profiles based solely on bed-parallel velocity measurements and for somewhat lower depth-averaged velocities (0.8 m/s or less). Fig. 16 presents time-series of depth-averaged turbulent kinetic energy, 〈TKE〉, for the five measurement locations on the 1.3 mm sand-rough and the 8.4 mm gravel-rough beaches. During the uprush 〈TKE〉 decreases due to dissipation of the bore-generated turbulence. Lower down the slope, 〈TKE〉 is slightly higher for the 8.4 mm gravel beach because of the higher production of bed-generated turbulence. Higher up the slope, this difference between the TKE appears to all but disappear, however this is related to the later bore arrival at this location on the rougher slope. The decrease in 〈TKE〉 resulting from the dissipation continues at all locations well past the time of u h i À reversal which is in agreement with measurements of Sou et al. (2010) on a smooth beach. Since the TKE transport at early stages of the backwash is still very low, the lowest level of 〈TKE〉 probably corresponds to a short period when dissipation is in balance with the bedgenerated production. After this moment, 〈TKE〉 rapidly increases due to both higher production and higher transport resulting from the increasing flow velocities. At x = 0.072 m the increase continues until the time of maximum backwash velocity, while for locations further up the slope it continues for somewhat longer. At the final stage of backwash, 〈TKE〉 for the 8.4 mm gravel-rough beach is less than for the 1.3 mm sand-rough beach. This is related to the higher maximum backwash velocities in the latter case. Field estimates of TKE based on the root mean square of the vertical velocity by Hughes et al. (2007) showed that the mean turbulence intensity was higher during the uprush than the backwash, which is consistent with the results presented in Fig. 16 . In a similar manner to Fig. 15 for the TKE profiles, Fig. 17 presents profiles of Reynolds stress, −u 0 w 0 À , for three of the five measurement locations on the 1.3 mm sand-rough (Fig. 17a) and the 8.4 mm gravel-rough (Fig. 17b) beaches. After bore arrival at x = 0.072 m, Reynolds stress is non-zero near the free surface. This is probably the signature of the free surface turbulence remaining after the passage of the bore front; it diminishes further up the beach as expected.
Generally the −u 0 w 0 À profiles are consistent with the bed-parallel velocity profiles, with increasing stress nearer the bed where velocity gradients are steepest. The −u 0 w 0 À profiles are similar to the TKE profiles shown in Fig. 15 , except that the incoming turbulence comes with the shear stress close to zero. During uprush the bedgenerated peak in turbulent shear stress moves higher into the flow column, indicating bed-normal transport of turbulent momentum and the associated development of the boundary layer. The the change in the near-bed velocity direction by 0.6 s at the higher end of the beach and 0.9 s at the lower end. The delay is caused by the time it takes to generate turbulence at the bed level, and transport it in the bed-normal direction to the level of the lowest measurement point. This agrees with results from studies of unsteady flow generated by accelerating fluid in a pipe (He and Jackson, 2000; He et al., 2008) or by suddenly changing bed roughness (Chen and Chiew, 2003) , where it was found that transfer of turbulence in the wallnormal direction is slower than other transfer processes resulting from flow unsteadiness or flow non-uniformity. In the early stages of the backwash −u 0 w 0 À is therefore much lower than in the uprush, for the same velocity. However, at later stages of the backwash, −u 0 w 0 À values close to the bed are similar to the uprush values. By this time the turbulent shear stress has been transported throughout the whole (rapidly decreasing) flow depth.
Bed shear stress
The detailed measurements of velocity offer the possibility, in principle, to estimate indirectly the intra-swash bed shear stress using a number of different methods: (i) application of momentum balance to a control volume; (ii) logarithmic profile fitting to the measured velocity profiles; (iii) from the near-bed peak in the turbulent shear stress; and (iv) relating the shear velocity to the turbulent kinetic energy dissipation rate obtained using the second order structure function. Of these methods, only momentum balance is strictly applicable to unsteady flow; each of the other three is based on principles that apply to steady flow and hence assume that local turbulent production equals local turbulence dissipation. At the same time, practical considerations can limit the applicability of a particular method. Kikkert et al. (2009) assessed the theoretical and practical viability of applying the different methods in the present context and showed that, because the second order structure function assumes homogeneous and isotropic turbulence, bed shear stress estimates based on turbulent kinetic energy dissipation rate could only be determined at times around flow reversal, when bed shear stress values are very low. For this reason only methods (i) to (iii) are considered further here.
For the momentum balance method, the individual terms of the Reynolds-Averaged Depth-Integrated Navier Stokes equations were evaluated using control volumes within the PIV field of view. The length of the control volume therefore decreased from approximately 100 mm for the location closest to the toe of the beach to 50 mm for the location furthest up the slope. The accuracy of the estimates increased when the height of the control volume was limited to approximately 30 mm. The log-law was applied in the same way as O'Donoghue et al. (2010), fitting to the six velocity measurements immediately above the bed and only accepting profiles with a 0.95 correlation between data and fit. This criterion eliminated velocity profiles close to the time of flow reversal: flow near the bed changes direction before the flow in the rest of the profile, and in the backwash it takes some time for log layer to re-establish itself. The Reynolds stress method was applied by extrapolating the lower part of the Reynolds stress profile down to 2 mm above the bed (approximately the height of the measurement closest to the bed). Fig. 18 presents typical bed shear stress time-series estimated from the velocity measurements via the momentum balance, loglaw and Reynolds stress methods. The example results shown are for x = 0.772 m on the 1.3 mm sand-rough and 5.4 mm gravel-rough beaches. The results from the 1.3 mm sand-rough beach show a good overall agreement between the momentum balance and the log law method. The agreement is poorer close to flow reversal, when the momentum balance method is least accurate because all balance terms are very small. The Reynolds stress method agrees with the other two methods in the uprush, but in the backwash it produces results that lag behind them by up to 1 s. This delay is likely due to the same reason as that causing the delay in near-bed turbulent shear stress relative to the near-bed velocity, since the nearbed velocity is closely related to the bed shear stress. For the gravelrough beaches the accuracy of the measurements was not sufficient to obtain useful estimates from the momentum balance method (lower panel of Fig. 18 ). The limitation of the control volume size relative to the size of the sediments appears to have negatively affected the results. Therefore, even though the momentum balance method is better-founded theoretically than the log-law method, in the following we concentrate on bed shear stress results obtained using the loglaw method. Another benefit of the log-law method is that it has been extensively used in the literature, making comparison of our results with previous results more straightforward. Fig. 19 presents time-series of bed shear stress (obtained using the log-law method) for the five cross-shore measurement locations on the 1.3 mm sand-rough (Fig. 19a) , the 5.4 mm gravel-rough (Fig. 19b) and the 8.4 mm gravel-rough (Fig. 19c) beaches. The time-series shown in Fig. 19 have a similar shape for the three different beaches and five different locations. The bed shear stress is highest at the start of the uprush, although the maximum bed shear stress has not been captured because of the gap in time between bore arrival and first measurements of the velocities. During uprush, the logarithm of shear stress decays at nearly constant rate. After the time of flow reversal (between 5 and 6 s), bed shear stress first increases very quickly, followed by a tendency to plateau as the depth-averaged backwash velocity reaches its maximum. For a given beach, the highest backwash bed shear stress occurs at the most seaward location where backwash velocities are also highest. There is some indication that the shear stress decreases towards the very end of the backwash as both velocity and depth become low, but the effect is not completely captured because the very small flow depths did not allow the logarithmic profile to be fitted to the measurement data. The magnitude and time-varying behaviour of the bed shear stress are in good agreement with previous results reported by Barnes et al. (2009) , who measured swash bed shear stress directly using a shear plate. Comparison of the present results with those reported by O'Donoghue et al. (2010) shows consistently lower bed shear stresses in the present experiments, especially in the backwash. O'Donoghue et al. (2010) attributed the discrepancy between their measures of bed shear stress and those of Barnes et al. (2009) to the experimental difficulties in measuring high velocities combined with low depths in the backwash. In the present experiments these difficulties have been overcome by using the better PIV set-up and a non-intrusive depth measurement.
Swash models commonly predict bed shear stress using a simple quadratic resistance law (τ = c f ρU 2 /2, where ρ is the density and U a representative velocity) with constant friction factor, c f . Friction factor time-series for the 1.3 mm sand-rough and 8.4 mm gravel-rough beaches are presented in Fig. 20 , calculated from the measured instantaneous bed shear stresses and depth-averaged velocities. The general behaviour in c f for the two beaches is very similar. During uprush the friction factors are approximately constant until close to flow reversal, when they start to increase. During the early stages of the backwash the friction factors are much lower. They first increase rapidly, then more gradually, and reach an approximately constant value that is somewhat higher than the near-constant value seen in the uprush. These results are consistent with Masselink and Hughes (1998) who obtained an average friction factor for swash events in the field of 0.01 and uprush friction factor estimates of 0.005-0.01 and backwash estimates of 0.01-0.03 by Puleo and Holland (2001) inferred from uprush and backwash trajectories. However, the current results seem to contradict previously-published results from the field (Conley and Griffen, 2004) and from the laboratory (Barnes et al., 2009; Cowen et al., 2003; Cox et al., 2000) that have tended to conclude that uprush friction factors are greater than backwash friction factors. But we note that previous laboratory results for c f are not based on simultaneous measurements of shear stress and velocity profile, as they are here, while the method used in the field to obtain uprush and backwash velocities only allowed estimates for the friction factor during the time of bore arrival and late in the backwash.
The magnitudes of the friction factors for the two beaches are very similar over the majority of the swash cycle. This may be somewhat surprising since one would expect higher friction factors for the rougher beach. (For reference, friction factors calculated assuming steady and uniform flow and evaluated from the measured depths and velocities, with equivalent roughness of 1.3 mm and 8.4 mm, are consistently higher for the rougher beach by approximately 50%.) The fact that the friction factors are not very different in the present experiments suggests that the high flow unsteadiness and non-uniformity of swash have significant influence on the bed shear stress for a given instantaneous velocity. The boundary layer development is likely to play a significant role and its effect can be observed in the results during the uprush. At x = 0.072 m the boundary layer has developed to only a limited extent, so the friction factors for the two beaches are very close. Further up the slope, beyond x = 2.377 m, the friction factors are higher for the coarser 8.4 mm beach. The increase in friction factor as flow reversal is approached is consistent with c f behaviour in uniform, steady flow in that c f is increasing with decreasing Reynolds number and higher relative roughness. In contrast, c f behaviour during the early stage of the backwash is different from c f behaviour in uniform, steady flow in that c f is initially low, despite the Reynolds number being low and the relative roughness being high. Somewhat later, c f values for the 8.4 mm beach catch up on the values for the 1.3 mm beach and then become higher than the 1.3 mm beach values, but only for locations higher up the beach. At the two lowest locations on the beach c f values are surprisingly similar during the backwash. This means that the boundary layer development is not sufficient to explain c f behaviour throughout the whole swash cycle. Fig. 21 shows the effect of beach location (hence available length for boundary layer development) on c f , which is presented as a function of the Reynolds number (Re ¼ u h i À h À =ν, where ν is the dynamic viscosity). c f values corresponding to two locations on the 1.3 mm sand-rough beach are shown, one at a low beach position (x = 0.072 m) and one at a high beach position (x = 2.377 m). c f is plotted separately for uprush and backwash and the temporal sequence of the data points is indicated by arrows. (In the uprush the sequence is from right to left because the Reynolds number is initially highest and decreases thereafter as velocity and depth decrease; in the backwash the sequence is left-right-left because Re first increases as flow accelerates, it reaches a maximum, and then decreases late in the backwash as the flow decelerates and becomes shallower.) There are two distinct periods when the friction factors behave differently from what would be expected for steady uniform flow. In the late uprush, friction factors at the lower end of the beach are much higher than for same Reynolds number at the upper end of the beach; friction factors are also higher than the corresponding steady uniform flow friction factors (calculated using the Colebrook-White equation with roughness equal to the sediment size). In the early backwash, friction factors at all locations are much lower than the corresponding steady uniform flow values, and they increase with increasing Reynolds number. Both effects can be explained by the boundary layer development. In the late uprush the behaviour typical for smooth wall persists until higher Reynolds numbers at the lower end of the beach, where the boundary layer has little time to develop. By the time the flow has reached the upper end of the beach the boundary layer has developed and the friction factors are closer to the corresponding steady uniform flow values. In the early backwash however, the development of the boundary layer occurs in accelerating flow which started from zero velocity. Low velocities, combined with the developing boundary layer, result in low values of friction factors.
Conclusions
A detailed experimental investigation of the hydrodynamics of large-scale, bore-driven swash on impermeable, rough beach slopes has been conducted. The experiments were carried out on three 1:10 impermeable, rough slopes with different surface roughness, adding substantially to the existing range of conditions for experiments of this type. Simultaneous measurements of depth and velocity using LIF and PIV respectively have resulted in better resolution of the hydrodynamics than previous studies. In particular, the new experiments resolve the backwash shoreline position and the late backwash period when depths are shallow and velocities are high, and they provide measures of bed-normal as well as bed-parallel velocities, enabling determination of the two-component turbulent kinetic energy and the Reynolds stress throughout the swash cycle. The following are the main conclusions from the analysis of the experimental data.
i. As expected, increased beach roughness reduces the shoreward reach of the swash lens and the maximum run-up. ii. Roughness has limited effect on depth-averaged velocities during uprush. Differences in depth-averaged velocities between beaches of different roughness become significant only at the late stages of backwash, when flow over a rougher slope achieves lower (in absolute value) maximum velocity and starts to decelerate earlier than flow over a smoother slope. In contrast to previous studies, the late stages of backwash are well captured by the present measurements. iii. The shapes of the velocity profiles are similar to those reported by O'Donoghue et al. (2010) . Increasing bed roughness tends to increase the extent of the near-bed, high gradient flow. iv. The present results for TKE based on two velocity components echo the TKE results presented by O'Donoghue et al. (2010) based on one velocity component (the streamwise component). The results show the signature of incoming turbulence, developing bottom boundary layer and rapid TKE dissipation as flow decelerates; dissipation continues during the early stages of backwash, followed by enhanced generation as the bottom boundary layer develops. v. Reynolds shear stress profiles are consistent with the velocity profiles. As expected, the turbulent shear stress has a maximum close to the rough bed, where intense shearing generates turbulence. As the flow decelerates during uprush, the maximum shear stress is transported higher into the water column. vi. Bed shear stresses evaluated using momentum balance and log-law show good overall agreement for the sand-rough beach; bed shear stresses evaluated via the Reynolds stress profiles agree reasonably well with the other methods in the uprush, but show a lag in time compared to the other methods in the backwash; for the gravel-rough beaches, measurement accuracy was insufficient to obtain bed shear stress estimates via momentum balance. vii. Estimates of uprush bed shear stress based on log profile fitting to the measured velocities agree well with direct shear plate measurements reported by Barnes et al. (2009) , including for the late stages of the backwash. viii. Friction factors are of the same order of magnitude c f ≈ 0.01 for all three rough beaches. Factors other than Reynolds number and relative roughness have significant influence on the bed shear stress for given instantaneous velocity. Friction factors in the backwash appear somewhat higher than in the uprush, a result that contradicts conclusions from previous studies. ix. Fiction factors during the late stage of uprush and the early stage of backwash are affected by boundary layer development. At the lower end of the beach, friction factors during late uprush are higher than those for the corresponding steady uniform flow values; for all locations on the beach, friction factors during early backwash are lower than the corresponding steady uniform flow values. x. The results for bed shear stress and friction factor show that the usual velocity squared parameterization of bed shear stress, with constant or variable friction factor (calculated using a steady uniform flow friction factor formula) cannot give accurate prediction of the bed shear stress. It seems that location on the beach and whether the flow is accelerating or decelerating have significant effect on the bed shear stress.
The experiments have yielded detailed data that can be used to test and develop advanced numerical models for bore-driven waves on rough slopes. The complete data are available on request to the authors.
