Abstract-For large-scale programmable networks, flexible deployment of distributed control planes is essential for service availability and performance. However, existing approaches only focus on placing controllers whereas the consequent control traffic is often ignored. In this paper, we propose a black-box optimization framework offering the additional steps for quantifying the effect of the consequent control traffic when deploying a distributed control plane. Evaluating different implementations of the framework over real-world topologies shows that close to optimal solutions can be achieved. Moreover, experiments indicate that running a method for controller placement without considering the control traffic, cause excessive bandwidth usage (worst cases varying between 20.1%-50.1% more) and congestion, compared to our approach.
I. INTRODUCTION
The early definition of the control plane in a softwaredefined network (SDN) setting assumes that one controller handles flow requests over a set of associated switches. For the purpose of improving reliability and scalability, more recent solutions assume a distributed control plane, which consists of multiple physically distributed but logically centralized control instances. Deploying multiple control instances can help to decrease the control latency, prevent a single controller from overloading; and, tolerate controller failures.
However, as the number of deployed control instances increases, there is a significant risk that the consequent intercontroller traffic grows into an unacceptable overhead. Regardless of the consistency level (strong vs. eventual), updating shared state at one of the n controllers intuitively requires a one to many style communication to update the n − 1 remaining instances. Observations and investigations in [1] , [2] , [3] , [4] confirm this dramatic increase in the communication overhead for maintaining shared state among controllers.
In existing controller placement approaches, the importance of considering the control plane traffic as part of the solution is usually overlooked. Dealing with the traffic associated with a certain control plane deployment is typically ignored, although control plane traffic flows have to be forwarded timely and reliably through a network infrastructure with varying link capacities, availability, and other networking properties. Control traffic congestion, for example, is especially destructive since it may degrade control service performance, or worse, cause availability issues -the latter cannot be tolerated in e.g., services critical to human safety.
In this paper, we advance the current state of the art by: 1) proposing a novel formalization of the problem of distributed control plane optimization, enabling 2) tuning of reliability and bandwidth requirements (i.e., routability). Essentially, by analyzing the challenges and complexity of the controller placement and traffic routability problem, we introduce a generic black-box optimization process formulated as a feasibility problem. We specify each step of the process along with guiding implementation examples. Unlike existing approaches, our optimization process adds the extra steps needed for quantifying the consequences of deploying a control plane solution that fulfills the specified reliability and bandwidth requirements (Sections V-F). As a powerful prediction tool, the approach can be used by service providers and operators to fine-tune control plane deployment policies. In combination with the generic design of the black-box optimization process, virtually any existing method can be plugged in and used for control plane optimization and management.
II. RELATED WORK Existing works on control plane scalability generally focus on aspects such as switch-to-controller or controller-tocontroller delay reduction [5] , [6] , [7] ; controller capacity and utilization optimization [8] ; flow setup time and communication overhead minimization [9] , etc. Compared to delay or load, reliability or failure resilience is harder to compute, often requiring sophisticated modeling. Examples of prior work with reliability models or measurements include [10] , [11] , [12] , [13] , which instead use intuitive objective functions to obtain a placement solution. However, they do not provide an estimate of the achieved reliability. In contrast, the authors in [14] , [15] designed a way to estimate the network reliability in polynomial time and provide a lower bound of the actual reliability. Additionally, the authors have proposed a heuristic algorithm to decide the number of controllers and their locations, in order to guarantee a certain reliability requirement.
None of the aforementioned prior approaches address control traffic routability. A scalability optimization model for placement which have constraints on traffic demands and link bandwidths has been proposed in [16] , albeit in a simplified context by assuming 1) there is exactly one dedicated onehop link between each switch and each controller; 2) the control traffic between a switch and a controller is always routed on that dedicated link; and, 3) no inter-control traffic. In comparison, our approach can be applied to any network topology and can deal with any control traffic pattern, while quantifying reliability and bandwidth requirements associated with a certain control plane solution. Figure 1a illustrates two typical cases of the distributed control plane of a programmable network. The term aggregator here represents either an OpenFlow switch in the context of 978-1-5386-3416-5/18/$31.00 c 2018IEEE software-defined networks (SDN), or a radio access point in a software-defined radio access network (SoftRAN) context. In any case, the aggregator acts as a data forwarding device. The term controller refers to a distributed control instance. The outof-band control setting is shown on the left of Figure 1a . In this case, all the controllers are connected with dedicated networks and running in dedicated nodes, e.g., running all the controllers in a remote cloud infrastructure. The in-band control case, where both control and data traffic share the same network, is illustrated on the right of Figure 1a . A control instance can in this case be co-located with an aggregator in one node. In both cases, the control of the aggregators is distributed over two controllers, c 1 and c 2 ( Figure 1a) .
III. BACKGROUND AND MOTIVATION
Coordinating distributed controllers, appearing as one single logical control entity, requires that system events and network state information are shared between the controllers with a certain level of consistency. In general, the behavior of such intercontroller traffic depends on the control application and varies with the size and intensity of information transactions, number of controllers, as well as the consistency model. Hence, intercontroller traffic can become potentially expensive in terms of communication overhead in addition to control messages. For example, as observed in the evaluations of [1] , a single update of shared information can generate 4n transactions in the control plane, where n is the number of the controllers. This finding confirms our intuition behind the required amount of communication: 1) that it increases with the number of controller instances, and 2) it is a source of considerable overhead.
IV. OVERVIEW OF THE APPROACH

A. Problem formulation and challenges
Control plane management here refers to the planning of the controller placement and associated control traffic in the distributed control plane. There are two major challenges: First, the control instances must be placed in a way to satisfy the given constraints related to e.g. reliability and scalability. This includes decisions on how many control instances to use, where to place them and how to define their control regions. The controller placement problem in general is NP-hard [5] . To solve the problem, existing work [5] , [6] , [7] , [17] , [18] , [19] , [20] , [12] in general resort to heuristics to reduce the search space.
Second, we must verify that the control traffic introduced by a placement solution can be scheduled on the underlying network without overloading any link. Such verification can be modelled as a multi-commodity flow problem [21] . Depending on the underlying routing mechanisms of the infrastructure, if flows can be splittable [22] , then the problem can be formulated as a Linear Programming (LP) problem; otherwise [23] , it is a Mixed Integer Linear Programming (MILP) problem, which is known to be NP-hard. Moreover, the number of decision variables inside the problem increases exponentially with the topology size. Thus, even if it is a LP, it is still challenging to solve it in polynomial time [24] .
B. The proposed approach
Our approach addressing the aforementioned challenges is centered around an optimization process aimed at providing a feasible solution by the execution of four steps, as Figure 1b suggests. Next, we outline each step of the process:
a) The mapping step places controllers on a given network topology. The input here contains (but is not limited to) network topology including link bandwidths, as well as the constraints on the placement, such as reliability. The output is a controller location map. b) The association step associates aggregators to controllers. The input is the controller location map. The output is an aggregator-controller association plan. c) The traffic estimation step outputs the demand of each control flow according to the input aggregator-controller association plan, assuming a known traffic model (see an example in Section V-D). d) The routability check step outputs a decision variable which indicates whether all the control flows can be scheduled or not. The input is the network topology properties and the control flows.
The process of finding a feasible solution satisfying all conditions includes iteration over the four steps until the end condition is met, which means the limit of iterations is reached or the solution is found. A user-defined cost function is used for specifying the behavior of the optimization process when executing the mapping or association step (see Section V-B and Section V-C).
Note, that the process is generic and can be extended to include other (single or multiple) requirements related e.g. to load balancing and response delays, by adding proper constraints in the mapping and association step along with a cost function and end conditions. In principle, each step can be viewed as a black-box implementation matching the input and output at each step as previously defined. In the following section, we will exemplify how each step can be implemented to address aforementioned challenges and solve a control plane management problem. We also propose heuristic algorithms for mapping and association.
V. CONTROL PLANE OPTIMIZATION
According to [25] , the reliability of a system is defined as the probability that the system operates without failure in the interval [0, t], given that the system was performing correctly at time 0. In this section, we describe our optimization approach that targets at service reliability. The service reliability refers to the minimum reliability among all the aggregators (noted as Rmin). Here, the reliability of an aggregator corresponds to the probability that an operational aggregator is connected to at least one operational controller during the interval.
In the following parts of this section, we first formulate the control plane management problem as a feasibility problem. Then, we show how a solver for the feasibility problem can be implemented in line with the proposed optimization process. In Section V-F we demonstrate how to optimize different objective functions by using the solver. We will show that we can maximize the Rmin, given fixed link bandwidth. Also, we can minimize the link bandwidth, given Rmin should be guaranteed and higher than a certain threshold, which is referred as the reliability threshold and noted as β.
A. Feasibility problem formulation
Let G(V = N ∪ M, E) be a graph representing a network topology, where V and E denote nodes and links, respectively. Moreover, let N denote the set of nodes holding aggregators and M a candidate set of nodes eligible for hosting controller instances. Further, each aggregator n ∈ N and each control instance have a given probability of being operational, denoted by p n and p c , respectively. Analogously, links (u, v) ∈ E are operational with probability p u,v . We assume different i.i.d. operational probabilities for links, nodes, and controllers. Note, that this probability can be set based on expert knowledge or inferred by learning about the system performance.
We use binary variables y i , where y i = 1 if node i ∈ M hosts a controller, and y i = 0 otherwise. Let us define C = {i|y i = 1, i ∈ M } denotes the set of deployed controllers. Let binary variable a ij = 1 if aggregator j ∈ N is controlled by the controller in i ∈ C, otherwise a ij = 0. Although each aggregator j can only be controlled by one controller at a time, it can have multiple backup controllers (e.g., with Openflow V1.2 protocol [27] ). The reliability of node j is represented as R(G, j, C) (among |C| controllers), capturing the probability of node j connecting with at least one of the operational controllers. Solutions satisfying the constraints given topological conditions and reliability threshold β are found by Rmin = min(R(G, j, C) , ∀j ∈ N ) > β.
For the traffic routability problem in programmable networks, we can formulate it as a multi-commodity flow problem [28] by taking flow splitting into account [22] . Let u e be the reserved bandwidth capacity on each link e ∈ E for control plane traffic. Suppose (s f , t f ) being the (source, sink) of control traffic flow f . Let d f denotes the demand (throughput) of f . Let F = {f = (s f , t f , d f )} be the set of all the control traffic. Let F c ⊂ F be the inter-controller traffic that
Let κ f denote all the possible non-loop paths for f ∈ F , and let κ = ∪ f κ f . Let variable X(K) denote the amount of flow sent along path K, ∀K ∈ κ. Then, the reliable control plane management problem can be formulated as follows:
Note that the above formulation of the control plane management problem is general, and covers both in-band and outof-band control cases. For example, M ⊆ N , corresponds to an in-band control plane problem formulation, whereas N ∩ M = φ, corresponds to the out-of-band case 1 . Although the out-of-band case may additionally require that the paths for the inter-controller traffic F c should be limited within the control network, this limitation has already been implicitly included in the definition of the set κ f . The κ f is defined as the set of all the possible paths for a certain flow f . A possible path for flow f ∈ F c in the out-of-band case can only be selected among links belonging to the control network.
The main difference between this formulation and the traditional reliable controller placement problem [15] is that we model the control plane management as a feasibility problem without an optimization objective. The feasibility problem formulation takes into account the constraints on control traffic which, to our knowledge, has not been addressed previously.
This problem is hard in terms of computational complexity for the following reasons. First, constraints (1), (2), (3), (6) constitute a fault tolerant facility location problem. Second, constraints (4), (5), (7) form a multi-commodity flow problem. Third, the computation of the reliability R(G, j, C) can be an NP-hard problem by itself [15] . Fourth, the number of variables X(K) can be exponential in the number of nodes and edges.
B. Mapping
Recall, the generality of the optimization process allows for a black-box implementation, here exemplified by simulated annealing for mapping (SAM). In short, the SAM algorithm in general follows the standard simulated annealing template [29] , [30] , except that it generates a new solution and decreases the temperature when receiving the redoM apping signal. The function for generating a new solution is designed as randomly adding or removing a controller based on the current mapping solution. The cost (energy) function for evaluating a mapping is defined as cost = −min(0, log 10 1
The λ is calculated in the routability checking step. It is an indicator on whether control traffic is routable (λ ≥ 1) or not (λ < 1). When both routability and reliability constraints are satisfied, the cost function reaches its minimum value 0.
Since directly computing the reliability R(G, j, C) is NPhard [15] , the approximation method proposed in [15] is applied for computing a lower bound
The approximation method first computes the set of the disjoint paths from a node j to all the controllers C, noted as κ j . Given the i.i.d operational probability of links/nodes on each disjoint path, we can calculate the failure probability of each path, noted as [15] for more details.
C. Association
The algorithm implements simulated annealing for association (SAA) and is similar to SAM. The two main differences relate to the cost function cost = min(0, λ − 1) and the generating new solution function, which is implemented by random association of aggregators and controllers towards obtaining a satisfying solution.
D. Traffic estimation
The demands of aggregator-controller and controllercontroller flows have to be estimated. Let (s f , t f , d f ) represents the source, sink and demand of a flow f respectively. The objective of this step is to estimate each d f while s f and t f are known from the mapping and association steps.
In principle, since the optimization process treats the model of control traffic as an input variable, any traffic model can be applied for estimating each d f . For example, we can model either average or worst case demands, with either simple linear modelling method or advanced machine learning techniques.
However, as the scope of this paper concerns the generic optimization process, we just employ a simple traffic estimation model, assuming that the message sizes of aggregator request and corresponding controller response are T req = 128 and T res = 128 bytes, respectively. Furthermore, after dealing with a request, the controller instance sends messages of size T state = 500 bytes to each of the other |C| − 1 control instances notifying about the network state changes. Note that, this traffic model is essentially in line with the ONOS traffic model as described in [4] . The message sizes are here set according to [3] , [4] , [31] , but can be set arbitrarily. With these parameter settings and given the request rate r j , j ∈ N of each aggregator, we simply estimate the traffic between aggregator j and its associated controller is r j T req and r j T res , for aggregator-controller direction and controller-aggregator direction, respectively. We also use a simple linear model to estimate the outgoing inter-control traffic from controller i to another controller, which is described as T res j∈N a ij r j .
E. Routability check
Solving the routability problem means dealing with an undesired exponential number of variables, as indicated by the constraints (4), (5), (7). This issue can be circumvented by formulating a maximum concurrent flow problem [32] (as (9) , (10), (11), (12) suggest), which is easier to solve and equivalent to the multi-commodity flow problem.
The fundamental idea of the maximum concurrent flow problem is to keep the capacities of the link fixed while scaling the injected traffic so that all flows fit in the network. The optimization objective λ reflects the ratio of the traffic can be routed over the current injected traffic. If the we get λ ≥ 1, the current traffic is routable and all link utilizations are less than one. The interpretation is that more traffic variation can be tolerated with larger λ. maximize λ
s.t. :
The dual [33] of the above maximum concurrent flow problem has a linear number of variables and an exponential number of constraints. This elegantly allows for solving the problem to a desired level of accuracy using a primal-dual algorithm. We can apply the primal-dual algorithm designed by Karakostas [24] based on fully polynomial time approximation schemes (FPTAS). With this algorithm, we can get the nearoptimal λ, which is guaranteed within the (1 + ) factor of the optimal, within the time complexity of O( −2 |E| 2 log O(1) |E|). For details, please refer to [24] , [32] .
To accelerate the step further, we have in our implementation also introduced lower and upper bounds of λ, which allows for skipping the execution of Karakostas' algorithm under certain conditions. Moreover, considering that all the control flows are related to controllers (either originating from a controller or sink at a controller), we may further reduce the running time of the algorithm. We omit the details here as it is out of scope of this paper.
F. Usages
In this section, we list two usages of the feasibility solver as an example. Given constraints in the format f > k, k ∈ R in the feasibility problem, the outlined process can in general be used to optimize k [34] . Intuitively, with a binary search method to adjust the value of k and re-run the feasibility solver each time, a maximum value of k that still guarantees a feasible solution can be found. This method allows for estimating, for example, the maximum Rmin (defined in Section V-A), satisfying constraints u e on the bandwidth, or similarly, the minimum bandwidth needed for guaranteeing a given reliability threshold constraint β. Note however, that this approach is only applicable for optimizing single objectives. In the case of multi-objective optimization, hierarchical optimization or trade-off methods [35] can be applied.
We outline the two optimization cases further. The topology for the two cases is taken from the Internet toplogy Zoo(ITZ) [36] , called "Internetmci". For simplicity, we assume in-band control scheme that M = N . We assume that each node holds an aggregator with a request rate of 500 requests/s [37] and that the operational probability of each node, link and controller is 0.9999 [38] . The first case exemplifies minimization of the bandwidth u given a reliability threshold β = 0.99999 as a constraint on the minimum Rmin. In this case, assuming equal bandwidth consumption such that u e = u, ∀e ∈ E, a minimum bandwidth of 35.112 Mbits/s is needed to ensure that Rmin > β = 0.99999. An example of the deployment solution is shown in Figure 2 . The second case exemplifies maximization of Rmin using the aforementioned binary search method, with the bandwidth constraint u e of each link set as 24 Mbits/s. The maximum Rmin achieved under these particular conditions using the proposed method is 0.99989 (with SAM and SAA for mapping and association) and produces a similar deployment plan as in Figure 2 but with only two controller instances. VI. EVALUATION Next, we evaluate the performance of different implementations of the optimization process, followed by a scaling test on the bandwidth and reliability. In the end, we compare the resulting bandwidth utilization of running [15] stand-alone, with integrated [15] into the optimization process.
The parameters used in the experiments are set based on the context of a simple distributed control service which only manages flow-tables in OpenFlow switches. The aggregator request rate varies randomly within [250reqs/s, 750req/s] by the use of a truncated normal distribution where μ = 500, σ = 500 (in line with OpenFlow traffic characteristics [37] ). The operational probability of links and nodes is randomly drawn from a Weibull-distribution, with λ = 0.9999 and k = 40000, considering the long tails in the downtime distribution of WAN links with four nines of mean reliability [15] , [38] . To effectively display the minimum service reliability Rmin (defined in Section V) in the figures, we plot the failure probability (i.e., 1 − Rmin) instead, since it is more suitable for plotting in log-scale.
The main purpose of the evaluation is to illustrate the capabilities and shortcomings of our proposed optimization process. However, our optimization process is in general applicable to other more complicated control services with different traffic parameters.
A. Evaluation of implementations
Implementation comparisons of the mapping and association steps (while holding remaining steps fixed) encompass the following combinations referred to as EE, AA and FS, respectively: 1) exhaustive search mapping (ESM) -exhaustive association (ESA); 2) simulated annealing mapping (SAM) -simulated annealing association (SAA); and, 3) heuristic FTCP mapping [15] -closest aggregator-controller association (CAA).
In the context of the Rmin maximization similar to the use case outlined in Section V-F, we compare the performance in terms of achieved Rmin and the optimization time. Three small, three medium and five large topologies [36] are used as test cases. In all cases the link bandwidth u e = u varies within [μ/2, 3μ/2], randomly drawn using truncated normal distribution with μ, σ = 4. We set μ as 8 Mbits/, 24 Mbits/s and 48 Mbits/s for small, medium and large topologies, respectively, sufficient for satisfying at least 3-nine reliability, but not for yielding trivial solutions. All results are based on 100 repetitions.
In Figure 3a , the performance of AA and FS for the small topologies is shown as a ratio relative to the baseline implementation EE in terms of the failure probability (1 − Rmin) achieved. For the medium and large topologies, we only plot the performance ratio between FS and AA, as EE is too slow for getting any result. In Figure 3b the optimization time is shown as a ratio over each other, as the x-axis suggests.
Overall, the results in Figure 3a -3b demonstrate that the outlined optimization process in combination with suitable implementations of the mapping and association steps can provide a tunable control plane management solution close to optimal. The choice of methods is a trade-off between the ability to produce close to optimal solutions for different topology sizes and optimization time. For example, AA offers better performance (in terms of lower failure probability with the same link bandwidths), while FS provides faster running speed. As the comparisons in the context of bandwidth optimization (Section V-F) lead to similar results, we omit them.
B. Link bandwidth scaling test
We systematically quantify the influence on the achieved maximum Rmin relative to an increasing link bandwidth constraint. In general, when scaling up the link bandwidths in a topology, the failure probability decreases, and hence Rmin increases. Figure 4 illustrates this effect for the "Internetmci" topology. Note however, that the failure probability decrease does not scale linearly with the bandwidth. By analyzing Figure 4 , we are able to quantify the reliability gain relative to a certain bandwidth limit, at around 40Mbit/s. Beyond this point, increasing the bandwidth will only lead to a insignificant increase in reliability. The experiment demonstrates that the proposed optimization process can be used by service providers and operators as a practical tool for quantifying the trade-off between bandwidth and reliability gains, enabling development of flexible and finetuned controller deployment policies.
C. A comparative study
To the best of our knowledge, we are the first addressing the control plane management problem by the outlined process. Hence, it is hard to find existing work suitable for quantitative comprehensive comparisons. Instead, we evaluate two cases using the method in [15] for mapping, when: 1) integrated into the optimization process as in the FS implementation in Section VI-A; and, 2) combined with only an association step (CAA) to enable it to work in a practical scenario, here referred to as AL. Given a minimum reliability constraint β, our optimization process offers the capability to estimate the control traffic and decide the bandwidth required to avoid congestion, as opposed to the AL approach which is limited to only providing a placement satisfying β. This limitation immediately leads to the following dilemma: manually reserving too little bandwidth will likely cause congestion, while reserving too much is a waste. We exemplify this dilemma in Table I , showing the bandwidth utilization ratio (BUR) for fixed bandwidth reservations relative to the estimates produced by FS. The average running time of FS is around 8 times longer than AL in the topology used (Table I ). The dilemma regarding the trade-off between congestion risk and bandwidth reservation is apparent by the second case in Table I . Further, we observe that for the third case in particular, the bandwidth consumption when applying the outlined optimization process can be heavily reduced by at least 36.6% in half of the observed cases without the risk of introducing any congestion.
VII. CONCLUSION
We have proposed an optimization approach for flexible deployment of distributed control plane. The approach can automatically decide the number of controllers, their locations and control regions, and is guaranteed to find a noncongestion plan fulfilling requirements on reliability and bandwidth reserved for control traffic. This feature is specifically relevant in the context of future distributed control service applications, where the inter-control traffic required for shared information consistency could potentially become very large with the number of controller instances. Evaluation results indicate that the approach allows for finding close to optimal solutions under varying conditions and in comparison with relevant state-of-the-art. Moreover, the approach can be used as a practical tool for quantifying and predicting the tradeoff between bandwidth and reliability, suitable for service providers and operators to develop control plane deployment policies. We have made the code for our tool available at https://github.com/nigsics/dcpmtool.
