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Abstract
We suggest a new mass generation mechanism for gauge fields. The quantum field
theory constructed in this paper is renormalizable, nonabelian, gauge invariant, massive
and asymptotically free. For zero coupling constant the new theory is equivalent to several
copies of the massive vector field. We also calculate the S-matrix for the theory and prove
that the theory is unitary and has a mass gap.
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1 From the massive vector field to a massive gauge invari-
ant theory: abelian case.
It is well known that the naive mass generation mechanism can not be applied in case of the
nonabelian Yang-Mills theory. We recall that if Fµν = ∂µAν − ∂νAµ is the strength tensor of







then one can easily construct the action S0m generating the corresponding massive theory (see,













Here and thereafter we use the standard convention about summations and lowering tensor
indexes with the help of the standard metric gµν of the Minkowski space, g00 = 1, gii = −1 for
i = 1, 2, 3, and gij = 0 for i 6= j.
In contrast to (1) action (2) is not invariant under gauge transformations
Aµ 7→ Aµ + ∂µϕ, (3)
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where ϕ is any scalar function on the Minkowski space. However, if m 6= 0 the equations of
motion generated by action (2),
∂µFµν +m
2Aν = 0, (4)
imply the Lorentz gauge fixing condition
∂µAµ = 0. (5)
Condition (5) is obtained by taking the divergence of equation (4).
Since action (2) is quadratic in Aµ the field theory associated to (2) can be easily quantized, the
key point in the quantization procedure being the gauge fixing condition (5) which automatically
appears in the massive case.
If G is a compact simple Lie group the construction of the massive quantum vector field theory
outlined above can not be carried over in case of the Yang-Mills field associated to G. Formally
the action similar to (2) can be written down. But the new action containing selfinteraction
terms turns out to be nonrenormalizable (see [11], Sect. 12.5.2). The main obstruction to
renormalizability in the nonabelian case is nonlinearity of the corresponding gauge action. This
leads, in turn, to the fact that the gauge fixing condition similar to (5) does not automatically
appear in the nonabelian case.
Usually one overcomes this difficulty by using spontaneous symmetry breaking and the Higgs
mechanism [8, 9]. But as a byproduct of that mechanism one gets extra unwanted boson fields.
In order to avoid the Higgs mechanism for constructing a massive nonabelian gauge quantum
theory we start by slightly modifying action (2) in such a way that the new action Sm for the















(PA)µ = Aµ − ∂µ−1∂νAν (7)
is the orthogonal projection of the field Aµ onto the kernel of the divergence operator ∂ · A =





and  = ∂µ∂µ is the d’Alambert operator. Observe that (PA)µ is the gauge transform (3) of
Aµ for ϕ = −−1∂νAν .
By definition the quantity (PA)µ is invariant under gauge transformations (3). Indeed, if
Aµ 7→ Aµ + ∂µϕ then
(PA)µ 7→ Aµ + ∂µϕ− ∂µ−1∂ν(Aν + ∂νϕ) = (PA)µ.
(PA)µ is actually the gauge invariant part of Aµ. Moreover, (PA)µ satisfies the Lorentz con-
dition (5),
∂µ(PA)µ = ∂
µAµ − ∂µ∂µ−1∂νAν = 0. (8)
Note that (PA)µ linearly depends on Aµ since the gauge action is linear in the abelian case.
Since (PA)µ is invariant under gauge transformations action (6) is also gauge invariant.
Observe that the lagrangian density associated to (6) is not local. From the first sight this is a
serious obstruction for using action (6) in quantum field theory. However, if
∂µAµ = 0
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one has by definition (7)
(PA)µ = Aµ − ∂µ−1∂νAν = Aµ.
Therefore after imposing gauge condition (5) action (6) coincides with action (2) and, hence,
generates the same equations of motion as (2) modulo gauge transformations. We conclude
that action (6) can be quantized similarly to (2), and the corresponding Green functions for
local gauge invariant observables constructed with the help of (6) satisfy the locality condition.
From the above discussion we infer that actions (2) and (6) are physically equivalent and
generate the same quantum field theory. In this sense action (6) is a trivial generalization of
(2). But a remarkable property of the former one is that it has a gauge invariant renormalizable
counterpart in the nonabelian case!
Formula (6) is not yet the most suitable for generalizing to the nonabelian case since it contains
the operator P which is related to the explicit form of the gauge action (3). In order to exclude
the operator P from formula (6) we observe that since (PA)µ is a gauge transform of Aµ, and
the strength tensor is gauge invariant, one also has
Fµν = ∂µAν − ∂νAµ = ∂µ(PA)ν − ∂ν(PA)µ. (9)

















The linearity of the gauge action in the abelian case is actually not crucial for formula (10)
since it does not explicitly contain the operator P .
2 Massive gauge invariant nonabelian theory: formal def-
inition.
Now it is easy to write down a nonabelian counterpart of action (10). First we fix the notation
as in [11]. Let G be a compact simple Lie group, g its Lie algebra with the commutator denoted
by [·, ·]. We fix a nondegenerate invariant under the adjoint action scalar product on g denoted
by tr (for instance, one can take the trace of the composition of the elements of g acting in the
adjoint representation). Let ta, a = 1, . . . ,dimg be a linear basis of g normalized in such a way
that tr(tatb) = − 12δab.





Let Dµ be the associated covariant derivative,
Dµ = ∂µ − gAµ,
where g is a coupling constant, and Fµν the strength tensor (curvature) of Aµ,
Fµν = ∂µAν − ∂νAµ − g[Aµ, Aν ].




The covariant d’Alambert operator can be applied to any tensor field defined on the Minkowski
space and taking values in a representation space of the Lie algebra g, the g-valued gauge field
Aµ acts on the tensor field according to that representation. Note that the operator A is
scalar, i.e. it does not change types of tensors.
Finally recall that the gauge group of G-valued functions g(x) defined on the Minkowski space




−1 + gAµg−1. (11)
The corresponding transformation laws for the covariant derivative and the strength tensor are
Dµ 7→ gDµg−1, (12)
Fµν 7→ gFµνg−1. (13)
Formula (12) implies that the covariant d’Alambert operator is transformed under gauge action
(11) as follows
A 7→ gAg−1. (14)
In the last formula we assume that the gauge group acts on tensor fields according to the
representation of the group G induced by that of the Lie algebra g.
From formulas (13) and (14) it follows that the natural nonabelian analogue of action (10)












where in the expression (−1A Fµν) we assume that Fµν is in the adjoint representation of g and
the scalar operator −1A acts on Fµν componentwise. The first term in (15) is simply the action
of the Yang-Mills field.
Note that in order to completely define the inverse operator −1A in formula (15) one has to
fix boundary conditions for the covariant d’Alambert operator A. These boundary conditions
will be discussed in Section 6. In this section we take rather a formal point of view, and do not
specify the boundary conditions.
But now a new problem immediately appears. Due to nonlinearity of the gauge action in the
nonabelian case it is impossible to make the lagrangian density associated to action (15) local by
imposing a gauge fixing condition. However, the appearance of nonlocal quantities in quantum
field theory is not a new fact. One should recall, first of all, the Faddeev-Popov determinant
[5] that can be made local using additional anticommuting ghost fields. In this paper we are
going to apply a similar trick to action (15).
Similarly to the case of pure Yang-Mills field (see [11], Sect. 12.2; [6], Ch. 3, §3) let us first
formally write down the expression for the generating functional Z(J) of the Green functions

















where Jµ is the source for Aµ taking values in the Lie algebra g, F(A) is a gauge fixing term,
M the corresponding Faddeev-Popov operator, η, η are the anticommuting scalar ghost fields
(Faddeev-Popov ghosts) taking values in the adjoint representation of g and satisfying the
following reality conditions η∗ = η, η∗ = η. Here and later we always assume that the measure
D in Feynman path integrals is properly normalized. The boundary conditions for the variables
of integration will be discussed in Section 6.
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The key observation is that the nonlocal part of action (15) is the quadratic form of the operator

−1
A . Therefore to make the expression in the exponent in formula (16) explicitly local it is
natural to use a formula for Gaussian integrals relating the exponent of the quadratic form of
the operator and the exponent of the quadratic form of the inverse operator. For operator K














Since in formula (16) the operator −1A acts on the skew-symmetric (2,0)-type tensor field Fµν ,










one has to introduce a new skew-symmetric (2,0)-type tensor field Φµν (bosonic ghost) with
values in the adjoint representation of the Lie algebra g.




























where the operator A is assumed to act componentwise in the space Ω
2(g) of skew-symmetric
(2,0)-type tensors with values in the adjoint representation of g. The numerical factors in the
r.h.s. of the last formula appear since the Feynman path integral in (19) is only taken with
respect to the linearly independent components Φµν , µ < ν of the skew-symmetric tensor Φµν .
The r.h.s. of (19) still contains a nonlocal term, (detA|Ω2(g)) 12 . But since Ω2(g) is the direct
sum of six copies of the space Ω0(g) of scalar fields with values in the adjoint representation of
g and the operator A acts componentwise in Ω





Therefore recalling the Faddeev-Popov trick (see [6], Ch. 3, §3; [11], Sect. 12.2.2) and in-
troducing six scalar anticommuting ghost fields ηi, ηi, i = 1, 2, 3 taking values in the adjoint
















Here we assume that the following reality conditions are satisfied: η∗i = ηi, η
∗
i = ηi for i = 1, 2, 3.
Now substituting (19) and (20) into (16) we derive an expression for the generating function
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Formula (21) looks a little bit complicated. But it is equivalent to the compact expression (16).
Note that when deriving (21) starting from (16) we only used tricks with Gaussian Feynman
path integrals. From (16) it also follows that when m = 0 the generating function Z(J) is
reduced to that of the quantized Yang-Mills theory.
More generally, one can consider the generating functional



































where I, ξ, ξ, ξi, ξ
i
are sources coupled to the ghost fields.
3 Hamiltonian formulation
Due to nonlocality of the classical action (15) our manipulations with Feynman path integrals
in the previous section were rather formal. In particular, we did not take care of the boundary
conditions for the fields. Now we have to study the dynamical properties of the system described





















We shall construct a correct quantization of the system with Lagrangian (23). We shall see
that the quantized system contains a nonphysical negative energy sector, and in the physical
positive energy sector the quantized system associated to Lagrangian (23) describes a massive
field. When the coupling constant g vanishes this massive field is equivalent to several copies
of the quantized massive vector field.
We start with the Hamiltonian formulation for the dynamical system generated by Lagrangian
(23). For the needs of the Hamiltonian formulation we split the coordinates on the Minkowski
space into spatial and time components, x = (x0, x1, x2, x3) = (t,x), x = (x1, x2, x3). We
shall also write d3x = dx1dx2dx3, and · will always stand for the scalar product in three-
dimensional Euclidean space. For any g–valued quantity X the superscript a will indicate
the a-th component of X , X = Xata; the Latin indexes will always take values 1, 2, 3, i.e.
i, j, k = 1, 2, 3; and summations over all repeated indexes will be assumed.
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In order to find the Hamiltonian formulation for the system associated to the Lagrangian L we























where the quantities pi = p
a
i t
a, i = 1, 2, 3 and pµν = pµνata are introduces as follows







µν , ρi = −iD0ηi, ρi = iD0ηi, (25)




















































C = Dipi +
∑
µ<ν
[pµν ,Φµν ] + [ρi, ηi]+ + [ρi, ηi]+. (27)
In the formulas above and thereafter [·, ·]+ stands for the anticommutator.
From formulas (24), (26) and (27) we deduce that the dynamical system described by Lagrangian
(23) is a generalized Hamiltonian system with Hamiltonian H =
∫










i ), for i = 1, 2, 3, µ < ν, a = 1, . . . ,dim g are canonical conjugate
coordinates and momenta on the phase space Γ of our system, Aa0 are Lagrange multipliers,
and Ca are constraints generating the gauge action on the phase space.
The (super)Poisson structure on Γ has the standard form,
{Aai (x), pbj(y)} = −δijδabδ(x− y), {Φaµν(x), pγδ
b
(y)} = −δγµδδνδabδ(x− y), (28)
{ηai (x), ρbj(y)}+ = δijδabδ(x− y), {ηai (x), ρbj(y)}+ = δijδabδ(x− y),
and all the other (super)Poisson brackets of the canonical variables vanish.
One can also show that the constraints Ca have the following Poisson brackets
{Ca(x), Cb(y)} = g Cabc Cc(x)δ(x − y), (29)
where Cabc are the structure constants of the Lie algebra g, [t
a, tb] = Cabc t
c.
Moreover, for any a the Poisson bracket of the Hamiltonian H and of the constraint Ca vanish,
{H,Ca} = 0. (30)
Formulas (29) and (30) imply that the constraints Ca are of the first class. Therefore, according
to the general theory of constrained Hamiltonian systems (see [6], Ch.3, §2), the generalized
Hamiltonian system with first class constraints described above is equivalent to the associated
usual Hamiltonian system defined on the reduced phase space Γ∗. The description of Γ∗ pre-
sented below is similar to that in case of the Yang-Mills field, and we refer the reader to [6],
Ch. 3, §2 for technical details.
Recall that in order to explicitly describe the reduced space one needs to impose additional
subsidiary (gauge fixing) conditions on the canonical variables. In the Hamiltonian formulation
the most convenient gauge fixing condition is the Coloumb condition,
∂iAi = 0. (31)
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This condition is admissible in the sense that the determinant of the matrix of Poisson brackets
of the components of the constraint C and of the components of subsidiary condition (31) does
not vanish.
The realization of the reduced space Γ∗ associated to subsidiary condition (31) is a Poisson
submanifold in Γ defined by the following equations
∂iAi = 0, C = Dipi +
∑
µ<ν
[pµν ,Φµν ] + [ρi, ηi]+ + [ρi, ηi]+ = 0, (32)
and the Hamiltonian of the associated Hamiltonian system on Γ∗ is simply the restriction of
the original Hamiltonian H to Γ∗.
The first equation in (32) suggests that it is natural to use the transversal components of
the field with spatial components Ai, i = 1, 2, 3, their conjugate momenta and the variables
(Φaµν , p






i ) as canonical coordinates on the reduced space Γ
∗.
Indeed, let ei(k), i = 1, 2 be two arbitrary orthonormal vectors such that ei(k) · k = 0 and
e1(−k) = e2(k). Let u1(k) = e1(k)+e2(k)√
2
and u2(k) = i e
1(k)−e2(k)√
2
be the complex linear
combinations of e1 and e1 satisfying the property ui(k) = ui
∗










3kd3y, i = 1, 2 (33)










3kd3y, i = 1, 2, (34)
i.e.
{Aia(x), pj b(y)} = −δijδabδ(x− y).











vanishes on Γ∗ while using the second equation in (32), and the fact that subsidiary condition

















) (Φaµν , p





i ) introduced on Γ
∗ above. The canonical variables on Γ∗ are the true dynamical variables
for the system described by Lagrangian (23).
4 The classical unperturbed system
In Sections 4 – 6 we assume that the mass parameter m is not equal to zero.
In order to construct a correct quantization for the dynamical system described in the previous
section let us first investigate the classical unperturbed system for which the coupling constant
g vanishes, and the corresponding equations of motion become linear. For the unperturbed























Fµν = ∂µAν − ∂νAµ.
In view of the discussion in Section 1 we expect that in the physical sector the unperturbed
system describes the massive vector field with values in the Lie algebra g.
For convenience we introduce the following notation for the components Φaµν of the ghost field
















ija, piak = p
0ka,
and define g–valued vector fields A, p, G, P , φ, pi on R3. By definition these vector fields have
spatial components Ai, pi, Gi, Pi, φi, pii, respectively. We also write B for the g–valued vector






Let H0 be the free Hamiltonian corresponding to H , i.e. H0 is obtained from H by putting







φa) · (pa − m
2




(Ga · △Ga − φa · △φa) + m
2






where △ = ∂i∂i is the Laplace operator.
For the unperturbed system the constraint C = 0 is reduced to
C = ∂ipi = 0, (39)
and the subsidiary condition remains the same,
∂iAi = 0. (40)
Clearly, the reduced space Γ∗0 associated to constraints (39) and subsidiary conditions (40) is
isomorphic to Γ∗.
To describe the dynamics generated by Hamiltonian (38) on Γ∗0 we shall use the canonical
coordinates on Γ∗ introduced in Section 3. One can further simplify the study of the equations
of motion generated by H0 on the reduced phase space Γ
∗
0 by introducing the longitudinal
and the transversal components of the coordinates and of the momenta. The longitudinal
components G‖ and φ‖ of G and φ are defined by formulas similar to (35) with A replaced by
G and φ, respectively, and the longitudinal components P‖ and pi‖ of P and pi, which are the
conjugate momenta to G‖ and φ‖, are introduced by formulas similar to (36). By definition the
transversal component A⊥ of A is equal to A− grad△−1∂iAi,
A⊥ = A− grad△−1∂iAi, (41)
and the transversal components of other bosonic canonical variables are defined by formulas
similar to (41).
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Now the restriction of H0 to the reduced space Γ
∗












a ·Ba)− 2P a⊥ · P a⊥ + 2pia⊥ · pia⊥ +
+2pia⊥ · pia⊥ +
1
8
(Ga⊥ · △Ga⊥ − φa⊥ · △φa⊥) +
m
2









φa‖(−△+m2)φa‖ + i(ρai ρai + (Dkηi)a(Dkηi)a)}.
Note that in the expression above the transversal and the longitudinal components are com-
pletely separated.
To investigate the dynamics generated by Hamiltonian (42) we observe that the expression in
the r.h.s. of (42) is quadratic in canonical variables. Therefore, according to the general theory
of normal forms for quadratic Hamiltonians (see [1], Appendix 6), Hamiltonian (42) can be
reduced to a canonical form by a linear symplectic transformation.







































































), defined by formulas similar














i ) are canonical conjugate coor-
dinates and momenta on the reduced phase space Γ∗0. Moreover, in terms of the new variables












(ra1 · ra1 + ra2 · ra2 ) +




−2P a‖ P a‖ +
1
8
Ga‖△Ga‖ + i(ρai ρai + (Dkηi)a(Dkηi)a)}.
Note that Hamiltonian (44) and the momenta r1 and r2 have the following Poisson brackets
{H0, r1} = curl r2, {H0, r2} = −curl r1, (45)
and hence r1 and r2 can be regarded as first class constraints.
Therefore recalling the general scheme of constrained reduction (see [6], Ch.3, §2) one can
further reduce the effective number of degrees of freedom using first class constraints
r1 = 0, r2 = 0. (46)
Since r1, r2 are the momenta conjugate to coordinates q1 and q2 the subsidiary conditions
q1 = 0, q2 = 0 (47)
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are admissible for constraints (46), i.e. the determinant of the matrix of Poisson brackets of
the components of the constraints and of the components of the subsidiary conditions does not
vanish. The reduced space Γ∗∗0 associated to constraints (46) and subsidiary conditions (47) is
defined by the following equations in Γ∗0
r1 = 0, r2 = 0, q1 = 0, q2 = 0,




of the transversal parts A⊥, p⊥, the longitudinal components G
a
‖,












i are canonical variables on Γ
∗∗
0 . We denote by H
r
0 the Hamiltonian





















−2P a‖ P a‖ +
1
8
Ga‖△Ga‖ + i(ρai ρai + (Dkηi)a(Dkηi)a)}.
The equations of motion generated by Hamiltonian (48) read
G‖ = 0, ηi = 0, ηi = 0, (49)
( +m2)φ‖ = 0, (50)
( +m2)A⊥ = 0. (51)
Therefore the Hamiltonian Hr0 effectively describes propagation of the two massive transversal
components of the field A⊥, the massive longitudinal component of the field φ, the massless
longitudinal component of G and the massless fermions ηai , η
a
i .

































(−bai (k)ei(k)eik·x + bai ∗(k)ei(k)e−ik·x),

























































a(k)e−ik·x + aa∗(k)eik·x), (54)




































The new complex coordinates bai , b
a
i
∗, cai , c
a
i
∗, cai , c
a
i
∗, aa, aa∗, ba, ba∗ have the standard
(super)Poisson brackets,
{aa(k), ab∗(k′)} = iδabδ(k − k′),
{bai (k), bbj
∗
(k′)} = iδijδabδ(k− k′), {ba(k), bb∗(k′)} = iδabδ(k− k′), (56)
{cai (k), cbj
∗
(k′)}+ = iδijδabδ(k− k′), {cai (k), cbj
∗
(k′)}+ = iδijδabδ(k− k′).









d3k|k|(cai ∗cai − cai cai ∗ + aa∗aa). (57)











2 (ba∗ba + bai
∗bai ), (59)
corresponding to the first line in formula (48) describes propagation of the two transversal
massive components of the gauge field A⊥ and the massive longitudinal component of the field
φ. According to formula (59) they propagate with positive energy (positive energy sector).
These three components can be regarded as three independent components of one massive
vector field with values in the Lie algebra g (see [11], Sect. 3-2-3 for the description of the
dynamics of the massive vector field). We conclude that in the positive energy sector we have
obtained the desired result: the Hamiltonian H+0 describes the massive vector field with values
in the Lie algebra g.
The second part H−0 ,
H−0 = −
∫
d3k|k|(cai ∗cai − cai cai ∗ + aa∗aa), (60)
corresponding to the last line in (48) describes the massless fields (negative energy sector). Note
that according to formula (60) the massless fields indeed propagate with negative energy (for
fermions it is true in the quantum case).
An important property of decomposition (58) is that the positive and the negative energy
sectors are Poincare´ invariant.
Indeed, consider the coordinate transformation which is inverse to (43),



























































The transformation induced by (61) on the reduced space Γ∗∗0 has the following form
A⊥ = A⊥,
p⊥ = 0,


















Now observe that the positive energy solutions to equations of motion (49)–(51) are the only
solutions which satisfy the Poincare´ invariant condition
dΦ = 0, (63)
where Φ = Φµνdx
µ ∧ dxν is the differential form with components Φµν , and d is the exterior
differential defined on the Minkowski space. Indeed, condition (63) takes the following form in
components
−∂0G+ curl φ = 0, ∂iGi = 0. (64)
Using formulas (62) and recalling equations (50), (51) one checks directly that for the positive
energy solutions conditions (64) are satisfied. Therefore the positive energy sector is Poincare´
invariant.




d4xtr(Φ ∧ ∗Ψ), (65)
is
d∗Φ = 0, (66)
where ∗ is the Hodge star operator associated to the standard metric on the Minkowski space,
and d∗ is the operator conjugate to d with respect to scalar product (65).
Condition (66) takes the following form in components:
∂0φ = −curl G, ∂iφi = 0. (67)
Using the definition of the component G‖ and reconstructing the vector field Ĝ‖ on R3, which





one immediately obtains that Ĝ‖ is the only solution to equation of motions (49)–(51) that
obeys Poincare´ invariant condition (67). Finally observe that the fermionic part of Lagrangian
(37) is obviously Poincare´ invariant. Therefore the negative energy sector is Poincare´ invariant
as well. The unwanted negative energy sector can be easily split off in the quantum case.
5 Quantization, unitarity and energy positivity
We start by discussing quantization procedure for the unperturbed system defined on the phase
space Γ∗0. Note that for the unperturbed system it would be more convenient to construct
quantization using the reduced space Γ∗∗0 . But since we do not explicitly know the counterparts
for constraints (46) in the nonabelian case it is impossible to explicitly define the analogue of
the reduced space Γ∗∗0 for nonvanishing coupling constant g. For this reason we prefer to use
the space Γ∗0 from the very beginning.
To construct the quantized unperturbed system we shall use the following coordinates on Γ∗0:
the holomorphic coordinates cai , c
a
i
∗, cai , c
a
i
∗, aa, aa∗, ba, ba∗, bai , b
a
i













(k′)] = δabδ(k− k′),
[ba(k),bb
∗
(k′)] = δabδ(k− k′), [bai (k),bbj
∗





(k′)]+ = δijδabδ(k− k′), [cai (k), cbj
∗









(y)] = iδijδabδ(x − y).
(69)
We shall use the standard coordinate representation HQ for the operators qi1a, ri1a, qi2a, ri2a.




. The operators cai
∗, cai




ba, ba∗, bai , b
a
i
∗ act as usual in the fermionic and in the bosonic Fock spaces, respectively; all
the operators with superscript ∗ being regarded as creation operators. We denote the Hilbert
space tensor product of the fermionic and of the bosonic Fock spaces by HF .










Let H be the Hilbert space tensor product of the coordinate representation space HQ and of the
Fock space HF , H = HQ
⊗HF . H is the space of states for the quantized system associated
to Hamiltonian (44).
We overemphasize that the quantized Hamiltonian H0 is a selfadjoint operator H0 acting in the
Hilbert space H equipped with a positive definite sesquilinear scalar product. But the quanti-
zation procedure described above does not guarantee that the energy spectrum of H0 belongs
to the positive semiaxis! The negative energy states have, of course, no physical meaning.
Now recall that actually we need to quantize the system associated to the reduced Hamiltonian
(48). According to Dirac’s quantum constraint reduction scheme the quantized Hamiltonian
(48) acts in the space H0red which can be obtained from H by imposing the constraints r1 and
r2,
H0red = {|v >∈ H : ri1
a|v >= 0, ri2
a|v >= 0}. (70)
Note that by construction H0red ≃ HF .
Now we can define the space of the physical states H0phys for the reduced Hamiltonian (48) by
removing the unwanted Poincare´ invariant negative energy sector. As we observed in the end of
the last section the Poincare´ invariant negative energy sector for the reduced free Hamiltonian
Hr0 contains all the fermions and the longitudinal component G‖ of the spatial part of the field
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Φµν . Therefore, in view of formulas (53), (54) and (68), H0phys can be naturally defined as the
subspace of H0red which does not contain states with excitations created by the operators cai ∗,
cai
∗, aa∗. In other words
H0phys = {|v >∈ H0red : cai |v >= cai |v >= aa|v >= 0}. (71)
From the definition of the space H, the description (71) of the physical subspace and the









H0phys is simply the bosonic Fock space for the operators ba, ba∗, bai , bai ∗, all the operators
with superscript ∗ being regarded as creation operators.





2 (ba∗ba + bai
∗bai ).
Therefore the quantized Hamiltonian H0 restricted to H0phys can be identified with that of the
quantized massive g–valued vector field.
Now we turn to the perturbed case. First observe that the phase space Γ∗0 for the unperturbed
system is isomorphic to Γ∗, and hence we can use the above constructed quantization of Γ∗0 and
the Hilbert space H to define the quantized system associated to Lagrangian (23). Following
our notation we denote the quantized Hamiltonian H by H.
In the unperturbed case the space Hred should be constructed with the help of nonabelian
counterparts R1, R2 of the constraints r1, r2. The constraints R1,2 can be constructed with




By definition W+ has the intertwining property, HW+ = W+H0.




Here and below it is assumed that identities for vector-valued operator expressions hold com-












Using the quantized version of formulas (45),
[H0, r1] = curl r2, [H0, r2] = −curl r1, (73)
and the intertwining property of the wave operator one can calculate the commutators R3 =
[H,R1] and R4 = [H,R2],
R3 = W+ curl r2W
∗
+, R4 = −W+ curl r1W∗+. (74)
Note that since the operator curl does not commute with the wave operator W+ the commu-
tators R3,4 are not linear combinations of R1,2. Therefore R3,4 should be regarded as new
constraints (secondary constraints according to the classification given in [7]). Moreover, one
has to consider all the iterated commutators Ri of R1,2 and of the Hamiltonian H as new con-
straints, and the space Hred can be obtained from the space H by imposing all the constraints
Ri,
Hred = {|v >∈ H : Rji
a|v >= 0}. (75)
For g = 0 and i > 2 the constraints Ri are linear combinations of r1,2 and we return to the
unperturbed case.
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We conclude that when g → 0 the space Hred degenerates into H0red, and the restriction of H
to Hred reduces to the restriction of H0 to H0red.










By definition the operator S is Poincare´ covariant, unitary and commutes with the unperturbed
Hamiltonian H0.
Moreover, if we assume, as usual in perturbation theory, that the interaction is adiabatically
switched off then the subspace H0red ⊂ H is S-invariant, and hence the subspace of physical
states H0phys ⊂ H is S-invariant as well.
Indeed, if the interaction is adiabatically switched off then the constraints are asymptotically
linearized (see [6], Ch.3, §2 for discussion of a similar situation for the Yang-Mills field in the




−iH0t = ri, i = 1, 2, . . . , (77)
where ri, i = 1, 2, . . . are the unperturbed counterparts of Ri, i.e. ri are iterated commutators
of r1,2 and of the Hamiltonian H0.
Now let |v >∈ H0phys be a physical state. By construction we have r1|v >= 0, r2|v >= 0 (in
these formulas and in similar expressions below it is assumed that the components of r1,2 act on
vector |v >). Note also that H0phys is a Poincare´ invariant subspace in H0red, and the operator
S is Poincare´ covariant. Therefore in order to prove that S|v >∈ H0phys it suffices to show that
r1S|v >= 0 and r2S|v >= 0.
From the definition of the S-matrix we have














′ |v > .




















where (ad H)(·) = [H, · ].










Finally recalling formulas (73) and conditions r1|v >= 0, r2|v >= 0 we have
r1S|v >= lim
t′→−∞
S(cosh(t′ curl)(r1)− i sinh(t′ curl)(r2))|v >= 0.
Similarly one can show that r2S|v >= 0. Thus for any |v >∈ H0phys we have S|v >∈ H0phys.
Hence the S–matrix defined by formula (76) is a unitary operator acting in the space H0phys of
the physical states of the unperturbed system.
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Since the elements of the physical subspace H0phys belong to the continuous spectrum matrix
elements of the S-matrix for the physical states are singular in the sense that if |e, v >= |e >







a|e >, then (compare with [6], Ch.3, §2)





) < v|S|w > . (79)
The expression < v|S|w > in the r.h.s. of the last formula should be regarded as the definition
of the matrix element of the S-matrix for physical states. Obviously we have
< v|S|w >=
∫








where the measure of integration is properly normalized.
The last expression can be represented in a more convenient form. In order to do that we
introduce a complete set of eigenstates |Q > for the operators qji
a
acting in the space HQ,
qji
a|Q >= Qji
a|Q >. Now we can rewrite formula (80) as follows
< v|S|w >=
∫













where again the measure of integration is properly normalized. Since < e|Q > is the transition
element from the coordinate to the momentum realization of HQ the integral over e in the r.h.s.
















Integrating over Q in the last formula we finally obtain
< v|S|w >= (< v|⊗ < Q = 0|)S|0, w >=< v,Q = 0|S|0, w >, (82)
where for convenience we denoted the vector < v|⊗ < Q = 0| by < v,Q = 0|.
To derive an expression for the S-matrix via Feynman path integral we shall further simplify
formula (82). Observe that by definition S commutes with the unperturbed Hamiltonian H0.
We proved also that S leaves the physical subspace H0phys invariant. Therefore for any |w >∈
H0phys we have
Hr0S|w >= H0S|w >= SH0|w >= SHr0|w >,
where Hr0 is the quantized reduced Hamiltonian (48). The last formula obviously implies that
Hq0S|w >= SHq0|w >, (83)





(ra1 · ra1 + ra2 · ra2) + curl qa2 · ra1 − curl qa1 · ra2}d3x. (84)
Since in (82) |0, w >∈ H0phys formulas (82), (83) and the definition of the S-matrix yield




< v,Q = 0|e−iHq0t′′eiH0t′′e−iH(t′′−t′)e−iH0t′ |0, w > .
17
Definition (84) ofHq0 also implies thatH
q






0|0, w >= 0.
Therefore
< v|S|w >= lim
t′′ → +∞
t′ → −∞
< v,Q = 0|eiHr0t′′e−iH(t′′−t′)e−iHr0t′ |0, w > . (86)
Finally observe that |v >, |w >∈ H0phys, and hence
< v,Q = 0|Hr0 = (< v|⊗ < Q = 0|)(Hr0 ⊗ 1) =
= (< v|⊗ < Q = 0|)(H+0 ⊗ 1) =< v,Q = 0|H+0 .
Similarly
Hr0|0, w >= H+0 |0, w > .
From the last two equalities and (86) we obtain
< v|S|w >= lim
t′′ → +∞
t′ → −∞
< v,Q = 0|eiH+0 t′′e−iH(t′′−t′)e−iH+0 t′ |0, w > . (87)
We shall use formula (87) to derive an expression for the S-matrix via Feynman path integral.
6 The normal symbol of the S-matrix
In this section we show that the normal symbol SN = SN (b
a
i
∗, ba∗; bai , b
a) of the regularized






































where M = ∂kDk is the Faddeev-Popov operator corresponding to the subsidiary condition
∂kAk = 0, and the components of the variables of integration in the Feynman path integral


























































































































































−ik·x − cai ∗(k, t)eik·x),






















a(k, t)e−ik·x + aa∗(k, t)eik·x),
aa(k, t) →
t→−∞










In the formulas above the variables with subscripts in and out are arbitrary, and one has to
integrate over them in (88).
We start to derive formula (88) by writing down the expression for the kernel U(t′, t′′) of the
evolution operator exp(−iH(t′′− t′)) for the system generated by the quantum Hamiltonian H











∗(k, t′′)cai (k, t
′′) + cai
∗(k, t′′)cai (k, t
′′) +
+cai
∗(k, t′)cai (k, t
′) + cai
∗(k, t′)cai (k, t
′) + aa∗(k, t′′)aa(k, t′′) + aa∗(k, t′)aa(k, t′) +
+ba∗(k, t′′)ba(k, t′′) + ba∗(k, t′)ba(k, t′)) + bai
∗(k, t′′)bai (k, t
′′) + bai
















a · ∂0A⊥a − (99)
−A⊥a · ∂0p⊥a + (∂0ηai )ρai − ηai ∂0ρai + (∂0ηai )ρai − ηai ∂0ρai + (∂0G‖a)P‖a −















In the formula above the Feynman path integral is taken over all canonical variables on the
space Γ obeying the following boundary conditions:
qi1
a

















∗(k, t′′) = aa∗(k), aa(k, t′) = aa(k),
ba
∗(k, t′′) = ba∗(k), ba(k, t′) = ba(k),
bai
∗(k, t′′) = bai
∗(k), bai (k, t
′) = bai (k),
cai
∗(k, t′′) = cai
∗(k), cai
∗(k, t′′) = cai
∗(k),
cai (k, t
′) = cai (k), c
a
i (k, t
′) = cai (k).
Here it is assumed that all the variables of integration, except for q1, r1, q2, r2, are expressed in
terms of the holomorphic coordinates by formulas (52), (53), (54) and (55).
Now combining the expression for the evolution operator of the free quantized harmonic oscil-
lator (see [6]), Ch.2, §2) and formulas (99), (87) we can immediately write down the kernel of













∗(k, t′′)cai (k, t
′′) + cai
∗(k, t′′)cai (k, t
′′) +
+cai
∗(k, t′)cai (k, t
′) + cai
∗(k, t′)cai (k, t
′) + aa∗(k, t′′)aa(k, t′′) + aa∗(k, t′)aa(k, t′) +
+ba∗(k, t′′)ba(k, t′′) + ba∗(k, t′)ba(k, t′)) + bai
∗(k, t′′)bai (k, t
′′) + bai
















a · ∂0A⊥a − (100)
−A⊥a · ∂0p⊥a + (∂0ηai )ρai − ηai ∂0ρai + (∂0ηai )ρai − ηai ∂0ρai + (∂0G‖a)P‖a −














where the Feynman path integral is taken over all canonical coordinates on the space Γ obeying
the following boundary conditions:
qi1
a
(x, t′′) = 0, ri1
a
(x, t′) = 0,
qi2
a
(x, t′′) = 0, ri2
a
(x, t′) = 0,
aa
∗(k, t′′) = 0, aa(k, t′) = 0,
ba
∗(k, t′′) = ba∗(k)ei
√




∗(k, t′′) = bai
∗(k)ei
√
(k2+m2)t′′ , bai (k, t





∗(k, t′′) = 0, cai
∗(k, t′′) = 0,
cai (k, t
′) = 0, cai (k, t
′) = 0.
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Here we took into account that according to formula (87) the variables q1, r1, q2, r2 have to
satisfy the mixed boundary conditions; for t = t′ we have r1,2(x, t′) = 0, and for t = t′′ we have
q1,2(x, t
′′) = 0.
Expression (100) can be transformed to form (88) in the standard way (see [6], Ch. 2, §2 for
similar calculation in case of the Yang-Mills field). The technical details of that calculation are
lengthy, and we only outline the main steps.






























∗(k, t′′)cai (k, t
′′) + cai
∗(k, t′′)cai (k, t
′′) +
+cai
∗(k, t′)cai (k, t
′) + cai
∗(k, t′)cai (k, t
′) + aa∗(k, t′′)aa(k, t′′) + aa∗(k, t′)aa(k, t′) +
+ba∗(k, t′′)ba(k, t′′) + ba∗(k, t′)ba(k, t′)) + bai
∗(k, t′′)bai (k, t
′′) + bai
















a · ∂0A⊥a − (101)
−A⊥a · ∂0p⊥a + (∂0ηai )ρai − ηai ∂0ρai + (∂0ηai )ρai − ηai ∂0ρai + (∂0G‖a)P‖a −
−G‖a∂0P‖a + (∂0φ‖a)pi‖a − φ‖a∂0pi‖a
)











(L − L0)dt, h0 is the unperturbed Hamiltonian density, J stands for the sources
coupled to coordinates and momenta, and VJ is the source term linear in J and in coordinates
and momenta.
The Feynman path integral in the r.h.s. of (101) is Gaussian, and hence it can be explicitly
calculated. We only show how to calculate integral over q1, q2, r1 and r2. Integration over all
the other variables can be performed exactly as in case of the Yang-Mills field.















a) · r1a + (∂0q2a) · r2a − hq0 + (102)
+Iaq1 · qa1 + Iaq2 · qa2 + Iar1 · ra1 + Iar2 · ra2
))
D(q1)D(q2)D(r1)D(r2),
where hq0 is the Hamiltonian density for H
q






(ra1 · ra1 + ra2 · ra2 ) + curl qa2 · ra1 − curl qa1 · ra2 , (103)
the boundary conditions for the variables of integration are
qi1
a
(x, t′′) = 0, ri1
a
(x, t′) = 0,
qi2
a
(x, t′′) = 0, ri2
a
(x, t′) = 0,
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and Iaq1 , I
a
q2
, Iar1 , I
a
r2
are the sources coupled to q1, q2, r1, r2, respectively.







∗, i = 1, 2 by


























i(k)e−ik·x + aai (k)e
i(k)eik·x),

























i(k)e−ik·x − aai (k)ei(k)eik·x).
The new coordinates have the standard Poisson brackets,
{aai (k), abj
∗
(k′)} = iδijδabδ(k− k′), (106)
{aai (k), abj
∗
(k′)} = iδijδabδ(k− k′). (107)
However, they satisfy nonstandard reality conditions, (aai )
∗ = aai , (a
a
i
∗)∗ = −aai ∗.










e−ik·xIaq1 (x, t) · ei(k),
γa2







e−ik·x curl Iaq2(x, t) · ei(k),
δa1







e−ik·xIar1(x, t) · ei(k),
δa2







e−ik·x curl Iar2(x, t) · ei(k),


































)))D(aai )D(aai ∗)D(aai )D(aai ∗),
and the boundary conditions take the form
aai
∗(k, t′′) = aai
∗(k, t′′) = 0, aai (k, t
′) = aai (k, t
′) = 0. (109)
Gaussian integral (108) equals to the exponent of the quadratic form in the r.h.s. of (108)
evaluated at the extremal point. The extremal point is the solution to the classical equations
22
of motion
a˙ai + i|k|aai + i(γa1 i + γa2 i) = 0,
a˙
a
i − i|k|aai − i(γa1 i
∗
+ γa2
i∗) = 0, (110)
a˙ai
∗






+ iaai + i|k|aai ∗ − i(δa1 i + δa2 i) = 0
subject to boundary conditions (109).
The solution to the system of ordinary differential equations (110) can be easily found,













































Iaqi ·GRIaqi − (GR△Iaqi) · (GRIaqi)− 2(GRI˙aq2 ) · (GR curl Iaq1 )− (112)
−(curl Iap2 ) · (GRIaq1) + (curl Iap1) · (GRIaq2 )− (I˙api) · (GRIaqi )
))
,






and it is assumed that in (112) the Green function acts by convolution on the argument standing
on the right.
Now substituting formula (112) into (101) and calculating the Feynman path integrals in (101)
over the other variables one can obtain an expression for the kernel of the regularized S-matrix
acting in the physical subspace. The corresponding normal symbol of the S-matrix can be
represented in form (88). This calculation is similar to that in case of the Yang-Mills field, and
we refer to [6], Ch. 3, §2 for details.
Applying the usual Faddeev-Popov trick one can also obtain an expression for the normal


































where f(x) is an arbitrary g-valued function on the Minkowski space, ML = ∂µDµ is the
Faddeev-Popov operator corresponding to the subsidiary condition ∂µAµ = f , and the compo-
nents of the variables of integration in the Feynman path integral obey boundary conditions
(89)–(97). Similarly to the case of the Yang-Mills field (see [6], Ch. 3, §3) one can also obtain
boundary conditions for the nonphysical components A‖, A0 of the gauge field and for the
ghosts η, η. Namely, the longitudinal component A‖ and A0 can be expressed as











































0 obey the radiation boundary conditions for
d’Alambert operator .





















































0 in (114) obey the radiation boundary conditions for the operator
+m2, and the boundary conditions for the other variables of integration are the same as for
integral (113).
The particular choice of the gauge fixing term F(A),
F(A) = tr(∂µAµ∂νAν +m2∂µAµ(−1F ∂νAν)), (116)
in formula (115) is convenient since in this case the free propagator Dabµν of the gauge field Aµ




where ( +m2)−1F is operator inverse to  +m
2 with the radiation boundary conditions.
The generating function Z(J, I, ξ, ξ, ξi, ξ
i
) of the Green functions corresponding to (115) is:









































where Jµ, Iµν , ξ, ξ, ξi, ξ
i
, i = 1, 2, 3 are the sources for the fields Aµ, Φµν , η, η, ηi, ηi,
i = 1, 2, 3, respectively; the boundary conditions for the variables of integration are obtained
from the boundary conditions for integral (115) by putting bai (k) = b
a
i
∗(k) = ba(k) = ba∗(k) = 0
in formulas (89)–(97), (114).
Formula (117) is the most suitable one for the study of renormalization of Lagrangian (23).
Summarizing the results of this section one can say that the gauge invariant quantum field
theory with Hamiltonian H acting in the physical subspace Hphys ⊂ H is unitary and has
perturbatively a mass gap.
7 Renormalization and asymptotic freedom
Now we can discuss renormalization of Lagrangian (23). By simple dimensional counting the
quantum field theory with generating function (117) is renormalizable. Moreover, using di-
mensional regularization and the BRST technique one can show, similarly to the case of the
Yang-Mills field (see [11]), that gauge invariance is preserved by the renormalization. The de-
tails of those proofs and of other calculations that we are going to discuss can be found in
[17].
The coupling constant renormalization calculated at the one–loop order using dimensional reg-















where g0 is the bare coupling constant, ε → 0 when the regularization is removed, µ is an







with the help of the structure constants Cabc of the Lie algebra g, [t
a, tb] = Cabc t
c.
It is easy to see that the coupling constant renormalization in the theory with generating
function (117) calculated within the dimensional regularization framework coincides with the
coupling constant renormalization for the pure Yang-Mills theory to all orders of perturbation
theory. Indeed, by the results of [10] in the case of dimensional regularization the coupling
constant renormalization is independent of the mass for dimensional reasons. Therefore the
coupling constant renormalization in the theory with generating function (117) is the same
as in the massless case. From formula (16) and the discussion in Section 1 it follows that in
the massless case the coupling constant renormalization in the theory with generating function
(117) must coincide with the coupling constant renormalization in the theory with generating
function (16) for m = 0. When m = 0 the generating function (16) degenerates into the
generating function for the Green functions of the Yang-Mills field. Therefore the coupling
constant renormalization in the theory with generating function (117) is the same as in case of
the Yang-Mills field.















where m0 is the bare mass.
The wave function renormalization at the one–loop order has the same form as in case of the
Yang-Mills field,










From (118), (119) and (120) one can get the corresponding renormalization group coefficients































The Fourier transform Γ(p1, . . . , pn,m, g, µ) of any one-particle irreducible Green function with
engineering dimension d is transformed under rescaling of the momenta as follows (see [16],
Sect. 4.6)
Γ(sp1, . . . , spn,m, g, µ) = (124)




















= m(s)(γm(g(s))− 1), m(1) = m. (126)
Applying standard renormalization group arguments (see, for instance, [11], [16]) we have
g(s) → 0 when s → ∞ since the beta function β(g) is negative in (125), and the theory
with generating function (117) is asymptotically free.
Similarly, m(s) → 0 when s → ∞ since in that case g(s) → 0 as we have just observed, and
hence by (122) γm(g(s))−1 is negative in (126) for large s. Therefore the mass can be neglected
for large momenta.
In conclusion we remark that the mass term in action (15) can be regarded as the result of a
renormalization of the Yang-Mills action. Such possibility was discussed in [4]. However, the
mass term can not be observed perturbatively at large momenta. We also note that there should
be no serious problems with generalizing to our theory the program of rigorous construction of
Green functions for the quantized Yang-Mills field outlined in [15].
One can also add to action (15) a fermionic part coupled to the gauge field Aµ in the minimal
way.
A natural application of the results of this paper is formulation of the Standard Model without
the Higgs field. This formulation will be presented in a subsequent paper.
Acknowledgements. When this work was completed the author has received informa-
tion that the gauge invariant mass term that appears in formula (10) in the abelian case was
considered in [13], and the nonlocal mass term in formula (15) was recently introduced in [3].
However, the unitarity and the energy positivity problems are not discussed in [17], and the
complex ghost fields B and G used in [3] have some extra massless components. As a conse-
quence the theory constructed in [17] describes, beside of the massive vector field, some massless
fields and has no mass gap.
Another action describing massive gauge fields was proposed in [14]. However, the model
discussed in [14] has the renormalization group coefficients different from those for the Yang-
Mills field.
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Prof. R. Jackiw also communicated to me that in case of three dimensions the mass generation
mechanism similar to the one introduced in this paper was suggested in [12].
The author would like to thank him, David Dudal, Amitabha Lahiri and Jean-Luc Jacquot for
pointing out the references quoted above.
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