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Abstract: - The article presents an adaptive method, called Free Search. It implements ideas different from 
other evolutionary algorithms such as Genetic Algorithms, Particle Swarm Optimisation, Differential 
Evolution and Ant Colony Optimisation. Free Search is based on original concepts for individual intelligence 
and independence of the population members. It is applied to optimisation of time dependent data and tries to 
find and to track optimal solutions, which change their locations during the period of search. The aim is to find 
an answer to the question - how Free Search behaves when the global optimum leaves the search space. The 
achieved experimental results are presented and discussed. 
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1   Introduction 
The paper presents exploration of an adaptive 
method for search and optimisation called Free 
Search (FS) [11][12][13]. The new method is 
population based and models behaviour of animals 
in the natural world.  The individuals of the 
population are called animals. The term “animal” is 
an abstraction of essential characteristics and 
relationships for the purposes of the search.  
Abstraction is understood as a form of cognition, 
based on separation in thought of important for 
particular purposes entities, features and 
relationships. Abstractive cognition is defined as any 
act of cognition, in virtue of which, it cannot be 
evidently known whether the apprehended object 
exists or does not exist, and in virtue of which, an 
evident contingent judgment cannot be made [10]. 
It is assumed that, the sense and the mobility of 
the animals support the search within the natural 
environment. It is assumed, also, that, the 
relationship between the sense and the action 
supports the search process. The sense, the mobility 
and the relationship between them are abstracted and 
modelled in an optimisation algorithm.  
The animals, in the model, have individual sense. 
The sense is ability for orientation within the search 
space. The animals consider the experience of the 
previous generations as knowledge, but not as a rule 
or restriction. Even if the previous experience (the 
best achieved from the previous generation value of 
an objective function) suggests exploration in the 
certain direction, the animals, following their own 
sense, can select any other search direction. This 
ability is accepted as fundamental for the algorithm.  
The animals in this algorithm are mobile. Each 
animal can operate either with small precise steps 
(local search) or with large steps (global 
exploration). Each animal decides how to search: 
with small or with large steps. The previous 
experience can be taken into account, however it is 
not decisive. In the algorithm, the mobility and the 
sense are related. This relation is also fundamental 
for the algorithm [11].  
The aim of the study is to clarify, how Free 
Search performs on optimisation of time dependent 
data, and in particular how Free Search behaves 
when the global optimum leaves the search space.  
The algorithm is explored in a series of tests. The 
search space has several movable peaks, and during 
the search process, the highest peak crosses the 
border, and leaves the search space. A generalised 
for multidimensional space objective function, for 
all experiments, is used. The movement of the peaks 
is discrete and can be likened to jumping from 
location to location. The aim of the algorithm is to 
find the location of the current highest peak within 
the search space, before the next peaks’ jump. The 
experiments are made with different size of the peak 
jumps. The results are presented and discussed. 
 
 
2 Free Search conceptual model 
Free Search concept is different from other 
population-based algorithms such as: Genetic 
Algorithms (GA) [3][4][9], Particle Swarm 
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Optimisation (PSO) [6], Differential Evolution (DE) 
[13][14] and Ant Colony Optimisation (ACO) [5]. 
Free Search has similarities with ACO modified for 
continuous search space [1], real-coded GA [8], 
PSO [6] and DE  [14] [15]. However, Free Search is 
not ant, swarm of genetic algorithm. The ACO, 
PSO, GA and DE concepts cannot describe 
operation of the algorithm.  
In particular, the models, on which are based 
these algorithms, cannot explain a free, uncertain, 
individual behaviour. The Free Search concept is 
suitable to explain the functioning of the algorithm 
and the behaviour of the individuals [13].  
The difference from all other population based 
optimisation methods is that the behaviour of the 
animals in FS is not defined. It is not strictly 
controlled and can be described by some probability, 
only. In FS, the animals have individual intelligence 
and independence. They have a freedom to make a 
decision where and how to search.  
In the model the animals can move step by step 
(discrete movement) through multi-dimensional 
non-discrete search space. During the search each 
animal takes exploration walks. The aim is to find a 
favour. In terms of numerical optimisation, the aim 
is to find a better solution of an objective function. 
The walks are for a fixed period. The period is 
limited by a number of steps. The first walk starts 
from a random or certain (for example the middle) 
location within the search space and the directions 
are random. During the exploration each animal 
achieves some favour (an objective function 
solution) and distributes a pheromone in amount 
proportional to the amount of the found favour (the 
quality of the solution).  
The pheromone is fully replaced with a new one, 
after each walk. The animals identify, essential for 
the search, entities from the information in the 
locations marked with pheromone. It is memorised 
as cognition about the search space. This knowledge 
can be used from all animals during the decision 
making process for the next walk. The search 
continues until the termination criterion is met. Then 
the search termination, results presentation, and 
optimisation end follows [12].  
The animals have a sense for the distributed 
pheromone. The animal uses its sense for selection 
of the next walk space. The decision is a function of 
two variables the pheromone amount and the 
sensibility. The animal can select a search direction 
from amongst the marked with pheromone locations, 
where the pheromone amount, which suits its sense. 
The sense is a conceptual improvement of 
population-based optimisation methods. It has no 
analogue in Genetic Algorithms, Evolution 
Strategies, Differential Evolution, Particle Swarm 
Optimisation and Ant Colony Optimisation. In terms 
of numerical optimisation, the sense is a tool for 
regulation of the divergence and the convergence, 
within the search process, and a tool for guiding of 
the space exploration. During the exploration walk, 
the animals make steps within the neighbouring 
space. The neighbouring space is limited and can 
vary during the walk and during the whole search 
process. It, also, varies for the different animals. The 
search space borders are the ultimate restriction to 
the neighbouring space limits, only. The probability 
for access to any location of the search space is non-
zero. The step is a model of the ability for action. 
The action can be large or small, and can vary. In 
terms of numerical optimisation, the neighbouring 
space is a tool for tuning of rough and precise 
searches. The neighbouring space in Free Search is 
continuous area appropriate for numerical 
optimisation.  
The animal in FS can explore in any direction 
irrespective of, whether this is the direction of own 
the best solution found, or the best solution found by 
another animals, or the best solution found by all the 
population. By enhancement of the sensibility, the 
animal can be forced to search into the direction of 
the best-found solution from all animals. By 
reducing the sensibility, the animal can be allowed 
to explore directions found from other animals, but 
not best for the population. The sensibility is not 
determined. Different animals can have different 
sensibility. It varies also during the optimisation 
process, and one animal can have different 
sensibility prior to different walks.  
In Free Search the sense, the step limit, which 
define an action potential, and the pheromone trail 
are subject of adaptive self-regulation, during the 
stochastic search process, on a random principle. In 
FS the sense and the action are related, which is 
considered as a model of artificial thinking [12].  
Its architecture consists of the events – 
initialisation, exploration, and termination. The 
algorithm simplifies and reduces overall structure of 
Evolutionary Algorithms [7]. It integrates the events 
modification and replacement in the event 
exploration. Based on the conceptual model the 
algorithm architecture is designed. 
 
 
3 Free Search algorithm 
architecture 
The algorithm architecture is presented as a flow 
chart in Fig. 1 and as an example in pseudo-code in 
Fig. 2. The structure of the algorithm consists of 
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three major events initialisation, exploration and 
termination and it is simple for implementation in 
different programming languages.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.  Free Search – algorithm architecture 
 
Fig. 2.  Free Search – example in pseudo code. 
 
In Fig. 2 - Xmini and Xmaxi are the search space 
borders, m is population size, j = 1,..,m, k = 1,..,m,  
i = 1,..,n, n is number of dimensions. T is step limit 
per walk. t is current step. Rji is variable 
neighbouring space Rji  [Rmin, Rmax].  
Acceptable initialisation strategies are: 
- random values:  
 
x0ji = Xmini + (Xmaxi – Xmini)*randomji(0,1) (01) 
 
- certain values:  
 
x0ji = aji ,   aji  [Xmini ,Xmaxi]  (02) 
- one location:  
 
x0ji = ci ,   ci  [Xmini ,Xmaxi]  (03) 
 
Where random(0,1) is a random value between 0 
and 1, aji and ci are constants.  
The exploration walk generates coordinates of a 
new location xtji as: 
  
xtji = x0ji - 'xtji + 2*'xtji*randomtji(0,1).  (04) 
 
The modification strategy is:  
 
'xtji = Rji * ( Xmaxi – Xmini )*randomtji(0,1)  (05) 
 
where i = l for uni-dimensional step, i = 1,..,n for 
multi-dimensional step. T is step limit per walk. t is 
current step, t = 1,..,T. 
The modification strategy is independent from a 
current or the best achievements. The strategy 
allows nonzero probability for access to any location 
of the search space and highly encourages escaping 
from trapping in local sub-optima.  
The individual behaviour, during the walk, is 
modelled and described as: 
 
ftj = f(xtji),   fj = max (ftj),  (06) 
 
where fj is the, only, location marked with 
pheromone from an animal after the walk.  
The pheromone generation is:   
 
Pj = fj / max (fj)  (07) 
 
The sensibility generation is:   
 
Sj  = Smin + 'Sj ,  (08) 
'Sj  = (Smax –Smin)*randomj(0,1)  (09) 
 
where Smin and Smax are minimal and maximal 
possible values of the sensibility. Pmin and Pmax 
are minimal and maximal possible values of the 
pheromone trials. 
 
Smax = Pmax, Smin = Pmin.  (10) 
 
Selection and decision-making for a start location 
x'0ji for an exploration walk is: 
 
x'0ji = xji (Pk tSj ),  (11) 
 
where j = 1,..,m, k = 1,..,m, k is the marked 
locations number.  
Acceptable criteria for termination are: 
Free Search { 
   Initialisation {  
      initialise Xmaxi, Xmini, n, m, G, x0ji, T, Rji 
      take initial walks, ftj (x0ji+'xt) 
      generate an initial pheromone Pk 
      distribute the initial pheromone Pk->xkP 
      learn the initial achievements Pk ->xjkP 
   } // end initialisation 
 do{ // exploration  
      generate sensibility Sj 
      select start locations for a walk x’0j = xk(Sj,Pk) 
      take exploration walks ftj (x’0j+'xt) 
      generate a pheromone Pk 
      distribute the pheromone Pk->xkP  
      learn the achievements Pk ->xjkP 
  } while (f(xj)<fopt && g<G) // termination 
  Output the result 
// end Free Search 
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- reaching of optimisation criteria:  
 
fmax t fopt,   (12) 
 
where fmax is maximal achieved solution, fopt is 
an acceptable value of the objective function. 
- expiration of generation limit:   
 
g tG,  (13) 
 
 where G is a limit and g - current values. 
- complex criterion:  
 
(( fmax t fopt) || ( g t G )).  (14) 
 
The Free Search structure is similar to the 
general description of the evolutionary algorithms 
[2] [3]. The difference is that the FS architecture is 
reduced and consists of generalised events 
initialisation, exploration and termination. An 
example, of possible implementation in pseudo 
code, is presented in Fig. 1. The algorithm is 
implemented as a computer program and it is 
applied to the heterogeneous test problems [12].  
 
 
4   Optimisation problem  
The optimisation problem is generalised for 
multidimensional search space. The search space is 
considered as continuous and the results can be 
clarified to an arbitrary precision.  The objective 
function is maximise: 
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where: xi are the variables, m is number of peaks. 
j=1,..,m, n is number of dimensions i=1,..,n, zj are the 
heights of the peaks,  kj are the widths of the peaks’ 
hills, aji are the initial locations of the peaks, dAji(t) 
are the time dependent components, t is the time 
dependant component, which defines the period for 
change. The peaks location is changed during the 
search with dAji(t) for a period t. The aim of the 
algorithm is to find the optimum before the change 
of the optimums location.  
According to the categorisation of the dynamic 
environments [2] the selected experimental 
environment can be described as follows: 
- frequency of the change: on every 500 
iterations the environment is changed continuously 
during the whole search process. 
- severity of the changes: the change affects all 
locations of the search space including the locations 
of all maxima. 
- predictability of the changes: the changes are 
predictable and measurable, and they are used as 
criterion whether the algorithm can identify them, 
good idea for further research is to make the changes 
unpredictable by including a random component to 
the time dependent addend dAji(t).  
- cycle length/ cycle accuracy: the changes are 
not cyclic, the maxima do not repeat their locations.  
- visibility of the changes: the changes are not 
visible for the algorithm, and the algorithm has to 
detect the changes. 
- necessity to change representation: the changes 
do not require a change of the representation. 
- aspect of the changes: the changes affect the 
objective function, they do not affect the search 
space borders.  
- an algorithm influence on the environment: the 
algorithm does not produce an influence on the 
search space.  
 
 
5   Experimental results 
Search space is continuous, non-linear and multi-
modal. The test function is implemented for m = 3 
(three peaks). During the search process, the peaks 
make discrete movement (jumps) through non-
discrete space. And after several jumps, the highest 
peak leaves the space. Then, after further several 
jumps, the second highest peak leaves the space. 
The aim of the algorithm is to locate and to track the 
highest peak available currently within the search 
space.  
For each n =2, 3, 4 and 5 (n is the number of 
dimensions) 320 experiments with random initial 
populations are made. The search space is limited to 
xi  [0, 150]. The jumps are dAji(t) = 10. The 
number of iterations between two jumps is t=500. 
All experiments are limited to 5500 iterations - 11 
jumps. The heights of the peaks are f1 = 9, f2 = 3 and 
f3 = 7. After the peaks jump animals move to new 
random positions.  
On the third jump the peak f1 leaves the search 
space. On the eighth jump the peak f3, also, leaves 
the search space. As successful are accepted the 
experiments, which achieve the highest peak in the 
search space. Fig. 3, Figs 4, 5, 6 and 7 presents the 
results from the experiments when highest peak 
leaves the search space. 
Fig. 3 represents the successful results in 
percentage from 320 experiments. 2D indicates the 
results for n = 2 two dimensional variant, 3D for  
n = 3, 4D for n = 4, and 5D for  n = 5. 
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Fig. 3. Successful results – highest peak leaves the 
search space 
 
Figs. 4 - 7 present the average performance of the 
results accepted as successful.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4 Average performance – higher peak leaves the 
2D search space 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Average performance – higher peak leaves the 
3D search space 
 
For all experiments population size is 10 (ten), 
neighbour space vary from 0.7 to 1.7, sensibility is 
enhanced and vary within the highest possible 10%.   
The number of iterations between the jumps is 500. 
For tow-dimensional space FS achieves the highest 
peak within the search space before each jump. For 
three-dimensional space Free Search has a delay in 
the achievement of the second peak. In some cases it 
loses the second peak during the search. For four-
dimensional space Free Search has an average delay 
of one jump in the achievement of the second and 
the third peaks. For five-dimensional space Free 
Search has an average delay of two jumps in the 
achievement of second and third peaks. An 
improvement of the algorithm for multi dimensional 
search can be a subject of further research.  
How Free Search behaves when the highest peak 
leaves the search space? For two-dimensional (2D) 
space FS can achieve the highest peak before the 
first change of the space.  
FS can reach and can track the locations of the 
highest peak before the next change. When the 
highest peak leaves the search space, FS achieves 
the second highest peak before the next change.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 6 Average performance – higher peak leaves the 
4D search space 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7 Average performance – higher peak leaves the 
5D search space 
 
For the three-, four- and five- dimensional (3D, 
4D, 5D) space FS can achieve highest peak and can 
follow it before changes. However, for the achieving 
of the second highest peak when the highest peak 
leaves the search space, for 3D, Free Search delays 
in some cases, for 4D space, FS delays one jump, for 
the most of experiments, and for 5D space, FS 
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delays two jumps, for the most of experiments. For 
four- and five-dimensional, time dependent, search 
space FS requires more than 500 iterations for 
orientation. Further research can focus on FS 
acceleration, elimination of the delay without 
increasing of the number of iterations between the 
jumps and experimental comparison to GA, PSO, 
DE and ACO modified for continuous space. 
 
 
5   Conclusion 
The experimental results suggest that FS has a 
potential to cope with time dependent data space. 
For two-dimensional space for 500 iterations 
between the changes of the search space FS can 
achieve the highest peak when it leaves the search 
space and can track it during the search process. For 
three-, four-, and five-dimensional search space FS 
delays in finding of the second highest peak when 
the first highest peak leaves the search space. An 
increase of the number of dimensions requires 
relevant enhance of the period for search. For the 
explored significance of the changes, once, FS 
achieves the highest peak, it can track the peak 
during the process of search.  
Further research for acceleration of the decision-
making and selection of the current best peak when 
the highest peak leaves the search space can lead to 
an improvement of the FS behaviour within time 
dependent data space.  
The achieved results are a premise for further 
detailed exploration end evaluation with other test 
and real-world problems.  
Overall summary of the presented study 
suggests, the new method can benefit significantly a 
wide range of disciplines in optimisation of time 
dependent data. 
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