Introduction
Water scarcity threatens public welfare, economic development, and water-dependent ecosystems. However, climate change has important impacts on water resources, especially in semiarid regions. Bates et al., (2008) documented many scientific studies on impacts of global warming such as changes in precipitation patterns, intensity, and extremes; reduction in the snow cover and widespread melting of ice; and changes in soil moisture and runoff over the last few decades. With advances in development, meeting the increasing demand of water is becoming more challenging due to climate change (Vörösmarty et al., 2000) . Population growth and its direct impact on water demand in Iran (Ardakanian, 2005) , in addition to possible reduction in water availability, particularly in arid and semiarid basins (Wagener et al., 2010; Hoekstra et al., 2012; Sterling et al., 2013) , may threaten sustainable development. Hence, an assessment of the impacts of climate change on water resources is crucial for determining the future possible challenges.
General circulation models (GCMs) are the most current tools employed in climate change studies (Beyene et al., 2010; Bekele and Knap, 2010; Setegn et al., 2011; Zhang et al., 2011) . Harma et al. (2012) developed climate change scenarios using two GCMs to predict water supply and demand in a basin located south of British Colombia. Raje and Mujumdar (2010) downscaled outputs of three GCMs to study the changes in inflow, operation, and power generation of a reservoir in future climate change condition in India. Barron et al. (2012) employed outputs of 15 GCMs to assess the impacts of climate change on water resources and, consequently, the changes in water-dependent ecosystems in Southwestern Australia. According to their study, changes are not uniform throughout the region, but reductions in flow duration of rivers are likely to affect surface water-dependent ecosystems adversely. Also in the dry scenario, some groundwater-dependent ecosystems may also be affected. Montenegro and Ragab (2012) simulated the changes in land use and also in climate using two GCMs for a semiarid region in northeastern Brazil. Results show a decrease in water availability. In addition, climate change is likely to have more effect on water resources reduction than changes in land use.
The impact of climate change is more important in the water-scarce regions. The area of study in this research is selected from the Urmia Lake watershed in Iran. Urmia Lake, the second largest salty lake on the earth, is now drying up because of climate change and other factors (Abbaspour et al., 2012; Hassanzadeh et al., 2012) . In recent studies, Abbaspour et al. (2009) investigated the impacts of climate change on water availability in Iran. They concluded that even precipitation is expected to increase in some parts of the country; in western parts of Urmia Lake, runoff may be reduced. Zarghami et al. (2011) studied the responses of runoff to climate change in three sub-basins flowing into Urmia Lake. Results indicate a considerable fall in the hydrograph of these sub-basins. Amir Rahmani and Zarghami (2013) simulated climate change in northwestern provinces of Iran using different GCMs. Results of their study indicate that, although changes in precipitation are not uniform across the region, temperature is likely to rise.
Employing GCMs in impact assessment studies is, however, a challenging issue. Coarse spatial resolution, missing subgrid scale feature, and inclusion of some assumptions to overcome computation limitations make GCM results inconsistent to be used directly. Therefore, to have a more reliable description of the local-scale climate, downscaling of the outputs of GCMs is necessary. Statistical downscaling methods are mainly categorized into three groups: weather types, weather generators, and regression methods. Weather generators have a great advantage of being able to produce a large ensemble of projections on a daily scale in comparison to other downscaling methods (Wilby et al., 2004) .
LARS-WG is a weather generator that is capable of simulating temperature and precipitation with a reasonable confidence in climate change condition, according to former studies (Lawless et al., 2005; Semenov and Doblas-Reyes, 2007; Semenov, 2009; Hashmi et al., 2011; Zarghami et al., 2011; King et al., 2012; Gohari et al., 2013; Kim et al., 2013; SeungHwan et al., 2013) . In this study, it has been used to downscale GCMs and generate synthetic weather data in the real case study.
To simulate runoff in future climate change condition, hydrologic models are essential. In this study, climatic outputs of the downscaling model are considered as inputs for the rainfall-runoff model to be developed. Checking of the outputs of LARS-WG revealed a need for a nonlinear interpolator model. Two types of data-driven models are used to develop the rainfall-runoff relation because of the uncertainty. Artificial neural network (ANN) and an M5 model tree are selected to develop a rainfall-runoff model in the selected basin.
ANN is an accurate predictive tool that is able to detect complex nonlinear relationships. Over the last few decades, ANN has extensively been used to model the nonlinear relation between rainfall and runoff processes (Hsu et al., 1995; Anctill and Tape, 2004; Wu et al., 2010; Kisi et al., 2013) . Because of a low correlation between monthly rainfall and runoff data, common approaches in data-driven modeling do not meet the accepted performance criteria. As a solution to this deficiency, Garbrecht (2006) developed an ANN model considering each calendar month that will be used in this study.
To not just lean on the ANN method, another data-driven method has also been used. An M5 model tree, a classification-regression model, is employed to discover the rainfallrunoff relation and its results are compared with those of ANN. By combining linear models following the methods of Becker and Kundzewicz (1987) , to model nonlinearity of a flood routing problem, the idea of splitting a complex model into some linear problems was entered into water engineering. Afterward, the M5 regression technique was employed in water engineering by Solomatine and Dulal (2003) , Bhattacharya and Solomatine (2005) , Shrestha and Solomatine (2008) , Solomatine and Shrestha (2009) and Singh et al. (2010) .
During the last decade, wavelet transform (WT) has widely been used as a tool for analysis, decomposing, denoising, and compression of hydrological time series. Initially in hydrology, it has been used to analyze and compare the time series (Smith et al., 1998; Saco and Kumar, 2000; Brunsell, 2010; Labat, 2010; Mishra et al., 2011) and employed to denoise rainfall and runoff time series (Chou, 2011) . Recently, WT has also been applied extensively to decompose hydrological time series to improve the performance of black-box hydrological models. Wang and Ding (2003) studied the application of WT in predicting daily stream-flow and monthly groundwater levels with a threelayer network and back propagation (BP) training method. WT is also used in conjunction with an ANN in stream-flow forecasting (Anctill and Tape, 2004; Kisi, 2009; Wang et al., 2009; Tiwari and Chatterje, 2010; Dhanya and Kumar, 2011; Nourani et al., 2011) . Although none of the former studies integrated an M5 model tree and WT, it has been performed in this research.
To study the effects of runoff changes on the supply of water resources, simulation tools are needed. System dynamics (SD) is a mathematical modeling technique for analyzing and solving complex systems. It is used in different fields of water engineering, e.g., flood control, hydrological simulation, and climate change impacts assessments. In recent years, Simonovic et al. (1997) developed a model for simulating the Aswan High Dam to manage the Nile River basin. They used SD to allocate water for irrigation demands and understand the effect of other management scenarios in the region. Simonovic and Lanhai (2003) studied the impacts of climate change on a complex flood control system using SD for hydrological modeling and flood control system. Ahmad and Simonovic (2006) also used SD to simulate the operation of Shellmouth reservoir in Canada. SD is an important tool in the management of water resources and has also been used frequently for several cases in Iran (e.g., Salavitabar et al., 2006; Madani and Marino, 2009; Bagheri et al., 2010; Hassanzadeh et al., 2012; Zarghami and Akbariye, 2012) .
The entire flowchart of the process is shown in Figure 1 . Briefly, it consists of applying statistical downscaling methods for climate change studies. It then uses data-driven approaches for rainfall-runoff modeling, and reservoir operation is simulated by an SD model. This process has been applied successfully in a real case study and suggested for other cases, especially in arid and semiarid regions.
Case Study
Zolachay sub-basin in the northwest of Urmia Lake basin, Iran, is located between 37°52' and 38°24' North latitude and between 44°13' and 45°29' East longitude. Salmas County with an area of 2,528 km 2 is located in West Azerbaijan Province. Hydrologic borders of Zolachay coincide with the political borders of Salmas County (Figure 2 ). Zolachay River, which originates from mountains between Iran and Turkey and then flows into Urmia Lake, is the main river of this watershed with a length of 100 km. Zola Dam constructed on Zolachay River meets the domestic water consumption needs of Salmas city and supplies irrigation water for about 17,400 hectares of agricultural fields. Salmas, with a population of more than 80,000, is an important city in the province; however, its development is now threatened by water scarcity. This paper aims to investigate climate change, its impact on runoff in Zolachay, and finally the performance of Zola Reservoir.
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Methodology
This study aims to assess changes in precipitation and temperature in horizon 2020 for Zolachay by downscaling results of GCMs under three emission scenarios. To analyze the results of GCMs, a Kernel density estimator has been used to clarify the trend of changes in the region. Two data-driven methods in conjunction with WT have been used to develop a rainfall-runoff model appropriate for climate change study. A simulation model based on the SD approach has been developed to study the performance of Zola Reservoir. The general process is already shown in Figure 1 , and the next subsections illustrate the detail of each method.
Downscaling
Weather generators as statistical downscaling methods are used in climate change impact projections (Semenov and Stratonovitch, 2010; Fatichi et al., 2011) . LARS-WG (Semenov and Barrow, 2002) was first developed to generate stochastic weather data. It is capable of producing daily weather data and monthly climate change projections. LARS-WG 5.0 uses predictions of 15 GCMs approved by the IPCC (AR4) under three socioeconomic scenarios of SRES storylines of A1B, A2, and B1 (Arnell et al., 2004) . However, for some GCMs, all the three emission scenarios are not available and the number of total combinations is 35. Names and characteristics of the 15 GCMs used in this research are shown in Table 1. LARS-WG determines the precipitation status for a given day, based on the length of wet and dry sequences chosen from a semiempirical distribution fitted to the observed data of a station (Semenov et al., 1998) . Daily minimum and maximum temperatures are generated through stochastic processes, with daily means and standard deviations conditioned on the precipitation status of that day (Zhang et al., 2011) . For determining calibration status, statistical characteristics (mean, standard deviation, and distributions) of observed and generated data can be compared by chisquared test, Student's t-test, and F-test. After calibrating the LARS-WG, future synthetic data are generated based on the results of GCMs. To meet the objectives of this research, generated daily data for the study period (2011 ~ 2030) have been converted to a monthly scale. LARS-WG produces climatic time series for future periods by adjusting the Δ-changes of monthly GCM predictions to a historical period for the grid covering the site (Semenov and Stratonovitch, 2010) . 
Artificial Neural Network
The ANN method is a parallel distributed informationprocessing system that resembles the biological neural network of human brain (Haykin, 1994) . A three-layer network with one intermediate (hidden) layer is used in this study. Although multilayer networks can be employed, the study of Coulibaly et al. (2000) has shown that a single hidden layer can estimate any complex nonlinear function sufficiently. Levenberg-Marquardt algorithm (LMA), which is a gradient-descent method, is employed to train the network. This method is the most efficient one among gradient-based methods (Piotrowski and Napiorkowski, 2011) . The purpose of the training algorithm is to minimize the total error of E:
where p e is the error of the network for pattern p, n the number of patterns selected to train, p y the target value of the pth pattern, and ˆp y the output value of network for the pth pattern.
According to the LMA training method, approximates are updated by the following equation:
where 1k
y + is an approximate for network in k + 1 epoch, J is the Jacobian matrix of partial derivations of the network with respect to the weights and biases, e is a vector matrix of network errors, I is the identity matrix, and  is the learning rate where 0 1    . In gradient-descent algorithms,  is known as a step-size parameter. A high value of  can oscillate the network about the true solution or diverge completely. In addition, the network will take a long time to converge to the solution by choosing a low value of  . In this study, the value of  changes after each step according to the increase or decrease in the error value, and the selected values of  are multiples of 0.07, which is the initialized value of the step-size parameter to train a three-layer network with ten neurons in the middle.
M5 Model Tree
Despite its high performance, the M5 model tree technique is not a popular machine learning method in water engineering. This technique is able to solve high-dimensional complex problems fast and precisely. In addition, interpretability characteristics of an M5 model tree make it advantageous over other black-box data-driven methods such as ANN. A model tree splits data into subsets and uses multivariate linear regression fittings. In other words, model trees resolve complex models by dividing them into simple tasks and then combining their solutions. The M5 model tree employed in this paper follows the algorithm already presented by Quinlan (1992) . The first step is to select an input variable for splitting and then to divide it. This divide-and-conquer method is based on searching the best split for the selected variable and finally treating it with formed subsets separately. To find the best split, the treated measure is the standard deviation reduction, error  , as follows:
in which sd represents the standard deviation of a set, T denotes a selected set of inputs, and i T is a divided subset of T.
After finding the best split, fitting a linear equation to each subset is the next step. 
Wavelet Transform
WT, a further development of Fourier transform, is an efficient tool to study stationary and nonstationary time series. WT has an ability to capture precisely low-frequency information using long time intervals and high-frequency information using shorter intervals (Mishra et al., 2011) . Continuous WT is defined as the sum of the signals over the whole time, multiplied by a scaled, shifted version of the wavelet function ( ) t  . Equation (5) shows how a function ( ) f t is decomposed: (7):
where 1 2 s  is called energy normalization. Because of redundancy and not having an analytical solution for many wavelets, using a continuous form of WT directly is not practical. Therefore, discrete WTs have been introduced to overcome these problems. Discrete WTs are stretched and translated into discrete steps. Equation (8) presents a continuous function called a discrete wavelet:   are usually attributed to dilation and translation parameters, respectively. However, it is necessary to emphasize that discrete WTs are not time discrete; they are discrete just in dilation and translation.
System Dynamics
Effective water management can be achieved using a comprehensive model. The SD approach with the capability of easy object-oriented programming has attracted a great deal of interest for integrated water resources management. In the context of SD, variables are stocks, flows, auxiliaries, or constants. The concept of SD is based on the interaction of stocks and flows and their feedbacks. Stocks are integrals, such as the amount of water in a reservoir. Generally, stock variables describe the state of a system and produce the information, based on which decisions and dealings are prepared, in advance. Flow variables define rates that can alter stock variables. The volume of a reservoir at any time can be computed as follows:
V t Q t Regulated t Evaporation t Spill t dt
where V(t) is the reservoir volume, Q(t) is the inflow to the reservoir, Regulated(t) is the regulated water supplied to meet the demands, Evaporation(t) represents evaporation from the reservoir, Spill(t) is the water spilled from the reservoir because of its limited capacity, and V(t 0 ) is the initial reservoir volume. Within the SD model, the Standard Operating Policy (SOP) is used to decide how much water can be allocated. In this approach, regulated water is considered equal to demands if:
Q(t) + V(t) -Evaporation(t) -Demand(t) > Vmin.
Demands(t) is the sum of demands and V min , a constant variable, is the minimum volume of the reservoir required to have an outflow. If the above condition is not satisfied, the regulated flow would be equal to: 
Q(t) + V(t) -Evaporation(t) -Vmin

Results
The objective of this study is to find the changes in precipitation, temperature, and runoff in Zolachay basin. Then this study tries to simulate Zola Reservoir operation in future conditions. Hence, results of this study are presented in three subsections. The first subsection demonstrates the results of down-scaling the climatic change, and the second subsection discusses the impacts of climate change on runoff using rainfallrunoff models. The performance of Zola Reservoir in different scenarios is discussed in the last subsection.
Downscaling of Climatic Change
Input variables of LARS-WG, used to analyze the probable future condition, are the daily precipitation and temperature data of 1968 ~ 2010. For calibration and validation of LARS-WG, distributions of seasonal wet/dry series, daily precipitation, and minimum and maximum temperatures for observed and generated data are compared by χ 2 statistics. In addition, t-and F-test are used to determine whether two sets of observed and generated data are significantly different or not. Calibration step in LARS-WG determines only how well the model can perform in the chosen site, to determine whether or not it is suitable (Semenov and Barrow, 2002) . In the calibration step, LARS-WG performed quite well in simulating the statistical characteristics of stations in Zolachay basin. After calibration of LARS-WG, a validation step for picking proper random seed is necessary. For generating climate variables from distributions, a random number is needed and LARS-WG 5.0 provides six random seeds. The same process and tests are used in the calibration step to evaluate perfor- mances of LARS-WG with random seeds. Comparing results, a random seed of 3571 was chosen to generate climate data. Differences in the results of GCMs make it impossible for researchers to rely on the change values. Hence, dealing with a probability function of changes or an aggregation of results is recommended to assess the changes. In this paper, for revealing the condition that is more likely to occur, the Kernel density estimator is employed to estimate the probability of temperature and precipitation changes using 15 GCMs. Concentration of lines shows more probable changes. Density plots for A1B, A2, and B1 scenarios in four time periods of December-January-February (DJF), March-April-May (MAM), June-July-August (JJA), and September-October-November (SON) are shown in Figure 4 . A brief discussion on the results is as follows:
DJF: Changing to a warmer and wetter climate for A1B and A2 scenarios is more probable. However, GCM predicttions show a drier climate under the B1 scenario.
JJA: Drier and warmer climate is more likely to occur under A1B scenario. Predictions of GCMs under A2 scenario do not reveal a uniform tendency to a specific change. Although an increase in temperature is more probable, change in precipitation is not considerable under B1 scenario.
MAM: A warmer climate is expected for this season under all three scenarios. Precipitation change in A1B scenario is not important. For A2 and B1 scenarios, a tendency toward increasing precipitation is predicted.
SON: The basin is expected to experience a warmer and wetter climate in A1B and A2 scenarios. In addition, precipitation value will not experience a significant change under B1 scenario. Kernel density contours provides an assessment of a more likely condition. Figure 5 illustrates density lines for 35 combinations of different GCMs and emission scenarios (available in LARS-WG 5.0) in four periods of DJF, MAM, JJA, and SON. In Figure 5 , an obvious warming tendency is shown for all four seasons. In DJF, precipitation change is likely not to be significant. According to the results shown in Figure 5 , seasons of MAM and JJA are more probable to be drier in 2011 ~ 2030. In addition, precipitation changes are expected to be more positive in SON. In Figure 5 , inner density contour lines contain the area with the most probability density. The center of this area shows the changes with the maximum probability, determined by a Kernel density estimator, and the results are summarized in Table 2 . Observational data on annual precipitation (mm) and climate change projections are plotted in Figure 6 . Potential of changes contain the domains of minimum and maximum precipitation values in all 35 climate change projections. 1965 1970 1975 1980 1985 1990 1995 
Runoff
Designs applied to the rainfall-runoff model in the case of ANN and M5 model tree approaches are different. To elaborate this issue, this section includes two parts: the first part discusses the results of hybrid models and the second part describes the assessment of climate impacts on runoff.
Performance of hybrid wavelet models depends on the function employed to decompose time series. Haar mother WT is employed to decompose inputs as follows:
Haar transform is highly recommended to be used in rain-fall-runoff modeling because it is similar to the signal and can capture signal features, especially peak values (Nourani et al., 2009) . To evaluate the performance of the rainfall-runoff models, R 2 and RMSE measures are used:
Here i Q is the observed value andˆi Q the simulated value of stream-flow in the ith time step. i Q is the average of observed values.
Hybrid Models
One of the main challenges of rainfall-runoff modeling applied in climate change studies is its nonpredictable initial condition. High performances of many black-box rainfall-runoff models are attained using the flow of a previous time step as an input. Since the future stream-flow is unknown, this type of an assumption would increase the uncertainty. Hence, a model that is independent of the initial condition is preferred. For this reason, a model with just boundary conditions as inputs is ideal. In this study, variables of climate change projections represent the boundary conditions of the rainfall-runoff model.
In this circumstance, different designs and approaches of modeling are tested to assess the best rainfall-runoff model. Two modeling approaches and four designs (combination of inputs) have been tested in this study. Time-series modeling and calendar month modeling are the modeling approaches examined for monthly rainfall-runoff process. Each combination of inputs is presented in Table 3 . Due to sensitivity of runoff changes to temperature (Tang and Lettenmaier, 2012) , minimum and maximum temperatures are considered as inputs in rainfall-runoff modeling.
In Table 3 , Q(t) is the runoff in month t, P(t) is the precipitation in month t, Tmin(t) is the average minimum tempera- Table 4 . To verify models, 25% of available data are used to test them. Performances of models are measured by R 2 and RMSE, as shown in Table 4 . According to Table 4, Design 4 has the best performance among all designs. Table 4 reveals the calendar month modeling approach provides a better performance. Also, impacts of wavelet decomposing on performances are obvious in Table 4 . The best performance belongs to the conjunction of wavelet and ANN in Design 4 of calendar month modeling.
Runoff Impact Assessment
Dealing with a large ensemble of climate change projections may confuse decision makers about the right approach. Hence, dealing with a simple or weighted average of projections to assess the risk of changes is recommended. In this study, simple averaging of projections has been selected to consider the ensemble of all projections. To determine the impacts of climate change on discharges in Zolachay Dam station, monthly runoff in 2011 ~ 2030 has been simulated by outputs of LARS-WG (climate change projections) and a rainfall-runoff model developed (selected in previous subsection, wavelet-ANN in Design 4 of calendar month modeling). For a better presentation, historical hydrograph and simulated hydrographs in A1B, A2, and B1 scenarios are all plotted in Figure 7 . In climate change condition, the peak of hydrographs has been shown to be transferred from May to April. Also, hydrographs in climate change condition are thinner, meaning a decrease in the annual runoff. The annual runoff in Zola Dam site is now approximately 3.84 cubic meters per second (cms), which is expected to be reduced to 3.47 cms in A1B, 3.53 cms in A2, and 3.62 cms in B1 scenarios. The annual volume of these expected changes varies between 6.8 and 11.5 million cubic meters (MCM), which are high for the semiarid basin of Zolachay.
Reservoir
Zola Reservoir now supplies about 10 MCM of domestic demands of Salmas city. Agricultural water demand for approximately 18,000 hectares is also satisfied by regulating water from the reservoir and by groundwater. Permissible limit of groundwater extraction is approximately 150 MCM. Based on the development plans, the domestic water need would increase to 13 MCM and cultivation area to 30,000 hectares in 2020. Hence, studying the impact of temporal and quantitative changes of river runoff is essential. Moreover, the modified Tennant (Montana) method (Tennant, 1976) , approved by the Ministry of Energy in Iran, is used to determine the environmental need of the river and its surrounding ecology. To study the performance of the system in meeting the demands, reliability and deficiency measures are selected. Reliability measure of a reservoir, α p , is defined as follows:
where X S is the amount of water supply, X D is the amount of demand, P represents the percentage of reliability selected to study, and n is the number of time steps where demand is not equal to zero.
Deficiency states the percent of water shortage in supplying demands: 100
Average volume of not delivered demands Deficiency
Average volume of demands  
Performance measures are calculated, under existing and development conditions, using the projected inflows obtained in the last subsection and the results are summarized in Table  5 . From Table 5 , it is evident that flows under climate change conditions can meet the existing demands well. However, in the development condition, this system is not able to meet agricultural demands fully. The volume of extraction from groundwater resources to irrigate cultivation areas is shown in Table  6 .
Impact of climate change on the average levels of Zola Reservoir under existing demands is plotted in Figure 8 . Climate change has been shown to affect considerably the operation of the reservoir under existing demands. In climate change condition, the reservoir would reach its minimum level two months earlier. In case of development, the levels of Zola Reservoir under existing demands are depicted in Figure 9 . Climate change has been shown to affect considerably the operation of Zola Reservoir in existing and development scenarios. If the development plan is implemented, in climate change condition, Zolachay will be able to satisfy domestic needs with a reliability of about 95% and environmental needs with about 90% reliability, which are satisfactory. In addition, the reliability of supplying agricultural demand is 70%, which is fair. Irrigating 30,000 hectares of areas increases the dependency on groundwater in this basin, while its water table is continuously falling.
Hence, change in crop pattern as a nonstructural alternative and utilization of surface resources in the basin considering the condition of Urmia Lake can compensate for the shor- tages in satisfying agricultural demand. In addition, because of climate change, a revision in the rule curve for Zola Reservoir operation is crucial. A comprehensive study on optimization of the reservoir operation to adapt to the extreme events (floods and droughts) due to climate change is also needed.
Conclusions
Downscaling the results of GCMs using a Kernel density function estimator has revealed that the Zolachay basin would have a warmer climate in horizon 2020. An analysis of seasonal changes shows that although annual precipitation in this watershed is expected to decrease, precipitation in fall season will rise. Simulating runoff in climate change condition reveals that, in all three emission scenarios, the inflow will decrease and the peak of the monthly hydrographs will experience a temporal change. The proposed methodology presented successfully the impacts of the climate change on operation of Zola Reservoir in existing and development conditions. According to the results, the reliability of water supply will decrease and its deficiency will increase, which shows the need for adapta- tion strategies in the Urmia Lake basin.
