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Introduction
At first glance, image processing for purposes of content-based image retrieval (CBIR) systems seems to be deceptively simple because human brain appears to be so good at it. However, for the computer, processing of images is very challenging. Determining how to store images in big databases, and later, how to retrieve information from them, is an active area of research for many computer science fields, including graphics, image processing, information retrieval and databases.
Although, attempts have been made to perform CBIR in an efficient way based on shape, colour, texture and spatial relations, it has yet to attain maturity. A major problem in this area is computer perception. In other words, there remains a big gap between low-level features like shape, colour, texture and spatial relations, and high-level features like windows, roofs, flowers, etc.
The purpose of this paper is to investigate image processing with special attention given to segmentation and selection of separate objects from the whole image. After computing the object features, the image and its objects are included into the database.
In the last 15 years, CBIR techniques have drawn much interest, and image retrieval techniques have been proposed in context of searching information from image databases. In the 90's, the Chabot project at the UC Berkeley [1] was initialized to study storage and retrieval of a vast collection of digitized images. Also, at IBM Almaden Research Centre, CBIR was prepared with a very interesting query system which gave the possibility for the users of defining their own graphical query [2, 3] . This approach let the user find images on the basis of extraction of a set of features. These features were defined for the whole images. This approach was improved in later research works which made possible to find the foreground object on the image, basing on colour or shape [4, 5] . There also existed a database in which mainly shape was used as a distinguishing feature, containing about 1100 images of marine creatures, created by Mokhtarian, Abbasi, and Kittler [6] at the Department of Electronic and Electrical Engineering UK. Each image shows one distinct species on a uniform background. Every image is processed to recover the boundary contour, which is then represented by three global shape parameters and the maxima of the curvature zero-crossing contours in its curvature scale space image.
In the case of acquiring images from the Internet, when image retrieval system has to recognize all kinds of images, the pre-classification is conducted on the basis of annotations [7, 8] .
The transition between the second and the third millennium has caused an overwhelming need for managing digitized multimedia information. Few standards have been created as an answer for this demand, from which only one gained recommendation of the International Organization for Standardisation, namely the MPEG-7 [9] . The work on this standard began in 2002 and still continues. MPEG-7, formally named the multimedia contend description interface, provides a rich set of standardized tools to describe multimedia content. These tools are not aimed at any application in particular, they are rather meant to support as wide a range of applications as possible. The goal of the MPEG-7 standard is to allow interoperable searching, indexing, filtering and access of audio-visual (AV) content by enabling interoperability among devices and applications that deal with AV content description. MPEG-7 describes specific features of AV content as well as information related to AV content management. Hence, some authors of CBIR systems followed it but some did not, depending on the specialization of their database.
Though much effort has been invested in CBIR, many techniques have been proposed and many prototype systems have been developed, the problems with retrieving images according to image content are far from being solved. A new research trend is to use high-level descriptions, instead of low-level features, in the matching process. In this case, the crucial point is how to extract high-level descriptions from images and to fill the gap between the low-level features and human perception of image contents.
The newest approaches combine many different methods to fill this gap, from conversion of high level semantic features using fuzzy production rules based on extraction of low level features [10] to using tree-structured features and multi-layer self-organizing map [11] .
Some promising researches have been led by Castelli [12] , Jaimes [13] , and Hong [14] who suggested the use of a hierarchical structure in order to reach progressive image analysis. According to their method, the contents of images can be represented on different levels, from the three-level representation up to five-level representation introduced by Jaimes [13] in 1999. The three-level representation includes feature, object and scene level content while fivelevel representation includes region, perceptual region, object part, object and scene level. There have been also some suggestions to make a feedback connection between queries and low-level image features [15, 16] .
Bamidele, Stentiford, and Morphett [17] made some attempts to use high-level metadata. In their approach, a visual attention map (VAM) was created to define regions of interest (ROI). ROIs were used to find strong similarity between objects in spite of being placed on different image backgrounds. Images in a collection were processed off-line to produce metadata stored in the database.
In this paper, we would like to present the first stage of the work on our CBIR, namely the image content analysis. We will focus on the low-level stage of this analysis, finding objects and their features. We will obtain them as a result of image segmentation. Object extraction is the crucial process for creating higher level representation, therefore, for the whole building of CBIR system. This approach is little similar to the Wang and Rui concept [18] . They, however, went on to semantic-level model and spatial relationship based on constraint region found in images, whereas we go further and show how to exactly extract particular objects and what spatial relationships exist between them. In order to achieve this purpose, we present two new methods, one is a very fast algorithm for colour image segmentation, and the second one is a new approach to description of textured objects, using discrete wavelet transformation. For objects extracted by these two methods we intend to create spatial relations, as it has been proposed, for instance, by Song and Zhang [19] who have analyzed scenery image by monotonic tree. In the next stage, we will build a full visual perception level.
CBIR conception overview
Our CBIR system is dedicated to support estate agents. In the estate database there are images of houses, bungalows, and other buildings. To be effective in terms of presentation and choice of houses, the system has to be able to find the image of a house with defined architectural elements, for example, windows, roofs, doors, etc [20] . Figure 1 shows the block diagram of our CBIR system. As it is seen, the biggest and the most crucial part of this system is image content analysis block which is processed off-line. The hierarchical structure from the segmentation level to the object recognition level covers the present approach to a multi-layer image description model in order to reach progressive image analysis and understanding (Gao, [21] ). In this structure, image content is analyzed and represented on three levels. There is a context between adjacent levels, i.e., the representation for the upper level is directly extracted from the lower level.
In the first stage of our analysis, we have split the original image into several meaningful clusters; each of them provides certain semantics in terms of human understanding of image contents. We then, extracted proper features from these clusters to represent the image content on the visual perception level. In the interest of following up processes, such as object recognition, the image features should be selected carefully. Nevertheless, our efforts have been put into extracting elements from an image in the unsupervised way. Another important part of the image content analysis block is relationship determination, which provides more semantic information among the different objects of the image.
On the object recognition level, a semi-interactive procedure is used to achieve the correct recognition result. The case-based reasoning method will be used, when the basic objects will have been defined at the higher level and objects will have been classified to the particular classes.
New images (in JPEG format) as well as all the results achieved on each level of image content analysis are stored in the related database. For our project, we chose Oracle DB system according to its flexibility and completeness. In order to enforce the process of image retrieval, many multi-dimensional indexes have to be implemented for this Opto-Electron. Rev., 15, no. 4, 2007 T. Jaworska database. Some of them were proposed by Amsaleg and Gros [22] and also by G³omb [23] .
The right half of the diagram is dedicated to users, hence, it is processed on-line. The first element of the right part of this system is the user's query interface. In our system, the user's interface is offered on WWW page. Users can select separate features such as colour, or texture, they can also select an architectonical element, which automatically defines many features as a query. If the users have a vague target image in mind, they have the possibility of composing their imaginary house and the system presents them some optional houses based on these chosen elements [24] .
The next element of the system is the matching engine which uses a distance function between the features on the low-level [25] , the dissimilarity function on the middle-level and the case-based reasoning on the high-level to search "better images". Therefore, at this stage a careful image content analysis is very crucial, otherwise, the proper result will not be reached.
New fast algorithm for object extraction from colour images
Colour is a straight forward visual feature and is widely used in CBIR systems. A suitable colour descriptor is one that is accurate, compact, and natural. Conventional colour histogram has been widely used in colour-based retrieval systems [26, 27] . However, whereas it characterizes the whole image, its thresholding is not effective enough in terms of colour images.
There are many different methods of image segmentation. Each of them was developed for different kinds of images, from medical to satellite [28] . We definitely prefer unsupervised techniques of image processing. Therefore, the first stage of our work was the choice of an appropriate algorithm which would serve our purposes best.
The well known clustering algorithm and the most often applied are the C-means clustering [29, 30] , and later developed the fuzzy C-means clustering algorithm (FCM) [31] . In general, these methods are used for unsupervised clustering. The search for data sets, which is conducted by clustering algorithms, is based on certain criteria which evaluate the ac- curacy of a partition. It means that each datum belongs to exactly one cluster of the partition. It was due to this fact that we started from these methods. In our case, we found clusters in the 3D colour space RGB. We expected that clusters would separate different image elements according to colours. Unfortunately, these results were unsatisfying. Next commonly used descriptor is MPEG-7 DCD [32] . This is an effective, compact and intuitive representation of salient colours in an image region [33] . It accepts different colour spaces. Thereunder, we will present a comparison of some segmentation results in the RGB colour space.
Object extraction as a basic process for content-based image retrieval (CBIR) system
After examining the point distribution in the colour space it turned out that points created one tight set. The shape of sets was similar for nearly all images which we analyzed. In Fig. 3 , such a shape is exemplified only in RGB space omitting the point distribution (x, y) in the image. What was characteristic was locating all points very close to a diagonal. It meant that clusters were not distributed regularly in RGB space.
These results forced us to work out a new algorithm which uses colour information about a single point to greater extent than the C-means does. With the aim of labelling a pixel, we chose the biggest value from the triple (R,G,B) and we defined it as a cluster colour. In this way, we obtained three segments, red, green, and blue. Additionally, the points with equal values of RGB were labelled as grey. Tentatively it was accepted, but for better result we divided each colour into three shades according to the darkness of colour. These shades are shown as three regions (I, II, III) which determine point brightness. The idea of segmentation is illustrated in Fig. 10 . The radius r of the dividing sphere was counted in Euclidean measure, namely
Generally, R max = G max = B max £ 255 because full saturation of colours is rare. Moreover, we added three segments, black, grey, and white for the pixels where R = G = B or was not exactly equal according to their region (I, II, III). We assumed that 'not exactly equal' meant that |R -G| < s and |R -B| < s, where 10 < s < 15. Having done this, we obtained images segmented into 12 clusters. We called this algorithm 'colour one'.
Experimental results
At first, when we used the C-means algorithm, we obtained segmentation which looked as if the brightness of pixels was the only criterion. Hence, it did not serve our purpose. Increasing cluster numbers c did not change the situation from our point of view (examples in Figs. 5 and 6 ). It is easy to see, especially in Fig. 5 where c = 5, that the grey roof and dark green leaves are included into one cluster, which is useless for our segmentation. Moreover, in Fig. 6 , where c = 12, the situation is even much worse, because the sky, for instance, is divided in two clusters.
Examples of the MPEG-7 segmentation are produced by demo offers in the Internet. When we compare the pairs of segmentation in Figs difficult to extract architectural elements from Fig. 7 . Two walls in the bungalow corner create one segment whereas the sky is separated into two segments. Chimney, on the other hand, is included into the roof segment. The balcony guard rail is not extracted as a one segment. When we compare Figs. 10 and 11, we can see differences in wall segments or windows segments. Figure 8 presents the image shown in Fig. 4 divided into 12 clusters using the above-described algorithm. The next example of this segmentation is presented in Figs. 11  and 13 for the original images seen in Figs. 9 and 12 , respectively.
This approach is very fast because it uses only operations of comparison for each pixel, and not multiplication nor square as it is necessary for the C-means algorithm. The comparison of computing times for both algorithms is presented in Table 1 . It is easy to notice that the colour algorithm is tenfold faster than the C-means algorithm. Moreover, it should be pointed out that the bigger image, the greater difference between the algorithms in terms of counting time. We are not presenting the counting times for MPEG-7 algorithm because it was implemented on a different system. 
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Object extraction on the basis of the new algorithm
Based on this segmentation, the separate objects are obtained. We separate each colour segment, so we obtain 12 parts of the image. Example of such a segment is visible in Fig. 14 Fig. 11 . 12-cluster segmentation of Fig. 9 obtained by using the 'colour' algorithm. We additionally make morphological operations such as close and open for each of 12 segments in order to receive objects from each one. A close operation fills small holes and closes short gaps in strokes, whereas an open operation smoothes contours of objects, breaks narrow strokes and eliminates small objects. It is worth mentioning that the size of the structuring elements for these morphological operations is fitted automatically according to the image size.
To illustrate that procedure we chose the middle blue segment of Fig. 14 from which the roof and the shutters were extracted. We present it in Fig. 15 . Each object is visualized in its average colour. The figures below illustrate the roof and windows with shutters separately extracted from the shown segment.
After this extraction, the following features for all objects were counted:
• average colour, • parameters for textures, • region-based shape descriptors, • contour-based shape descriptors, • location in the image as a region-based representation. 
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Determination of texture parameters
The texture information presented in images is one of the most powerful additional tools available. There are many methods which can be used for texture characterization. Regrettably, they are mostly useless for our purposes.
One of those methods is the two-dimensional frequency transformation. For our purposes, we could apply as well the classical Fourier transformation as several spatialdomain texture-sensitive operators, for instance, the Laplacian 3×3 or 5×5, the Gaussian 5×5, Hurst, Haralick, or Frei and Chen [34] . Unfortunately, all of them are useful for relatively small neighbourhoods.
The other method of texture recognition for monochromatic image is the histogram thresholding. But, it can be used mainly for distinguishing 2-3 textured regions. There also exists the two-dimensional histogram of pixel pairs, proposed by Haralick in 1973 [35] , which bases on probability of co-occurrence of a similar pixel in a similar distance. However, the co-occurrence matrix reveals certain properties of the spatial distribution, it can only be used for grey images and, additionally, its implementation is inconvenient.
One more method is the multi-channels texture analysis which involves decomposing an image into many channels using frequency and orientation selective Gabor filters. Unluckily, this approach generates and later has to operate on up to 30-dimensional texture features [36] .
Introduction to wavelet transformation for images
Before describing the next frequency method, couple of words of introduction should be written. In a word, the two-dimensional wavelet transformation is the orthogonal projection of an image [treated as a function f (x,y)] over the scaling orthogonal basis Daubechies [37] and Mallat [38] . According to wavelet domain, there exist continuous, dyadic and discrete wavelet transformations. Because the images are discrete in their nature, we decided to use the discrete wavelet transformation implemented in Wavelet Toolbox for Matlab ver. R2006b. A separable two-dimensional wavelet orthonormal basis of L 2 (R 2 ) is constructed with separable one-dimensional products of scaling function f and one-dimensional wavelet y. To any wavelet orthonormal basis { } , ,
The functions y j,k (x)y l,m (x) mix information at two different scales 2 j and 2 l along x and y, which we often want to avoid.
Mallat proved that the basis can be reduced and still can be used in the case of discrete wavelets [39] . Hence, he ob- Not only did Mallat show that wavelet basis, Eq. (3), is possible, but he also worked out the fast wavelet transform (FWT). According to this method, FWT is based on a fast filter bank algorithm that computes the orthogonal wavelet coefficients of a discrete signal [38] .
In our work, we decided to use FWT because it is efficient and productive enough for frequent use for our purpose. Moreover, FWT is implemented in Wavelet Toolbox for Matlab.
Due to the reason presented above, the wavelet domain approach seemed to be natural continuation of texture description researches. In 2001, Balmelli and Mojsiloviae [40] proposed the wavelet domain for texture and pattern. They have found features such as directionality, symmetry and regularity for regular textures, geometrical patterns and floral ornaments. Unfortunately, they have not proposed any application of their method for real images. So far, only Lewis and Fauzi managed to perform automatic texture segmentation for CBIR based on discrete WT (DWT). They have applied their method for texture image retrieval in museum collections [41] .
Distance map based on 2D wavelet transform
One of the most important features of details is their directionality. We present this feature in Fig. 24 Fig. 7.26 ). If we use this feature and compute the convolution of an image consisting of regular tiles or bricks and relevant wavelet, we obtain a 2D transform whose maximum values are placed in the connection spots among these tiles or bricks. We have applied the Haar wavelet [42] for all our counts because it is the simplest and the most suitable kind of wavelet for analysis of geometrical elements. An example of its application is the roof region shown in Fig. 28 . Then, we obtained three matrices of details d d and minima in this figure are equivalent to connections between tiles in Fig. 28 .
Having computed horizontal details, we have measured distances between maxima for each column of this matrix (shown in Fig. 26 ) and we have measured distances between minima for each column of this matrix (shown in Fig. 27 ). We have located one threshold on the level of 1% of the maximum value of the whole matrix and we have measured distances between positive coefficients on that level. Analogously, we have set the next threshold on the level of 1% of the minimum value of the whole matrix and we have measured distances between negative coefficients on that level. It has turned out that these distances which are equivalent to the size of tiles are good distinctive parameters for textured region.
After counting the distances we have created two distance maps for all positive and negative horizontal coefficients. Figures 31 and 32 present these distance maps.
Analogical procedure has been carried out for the vertical wavelet coefficients d 1 2 . Vertical distance maps are presented in Figs. 33 and 34 . We have to remember that wavelet transforms are counted by subsampling, therefore, the distance maps are half smaller than the original image.
Experimental results
We apply the method described in Sec. 5.2 to textured objects after their extraction as it is seen in Fig. 30 .
Opto Basing on the above distance maps we can estimate that the vertical size of tiles is equal to 15-20 wavelet lengths which means 30-40 pixels and horizontal size of tiles is equal to 22-40 wavelet lengths which means 44-80 pixels.
Conclusions and further works
As it has been said in the introduction, the database is under construction that is why we do not present the database indexing methods and measures for matching engine.
To sum up, this paper shows how to extract elements from images in the unsupervised way and analyze objects parameters. As we have said before, the description of texture parameters in case of colour images is a very difficult task. It is so because the most already prepared algorithms base on the grey-scale images. Moreover, a single element of architectural texture covers a bigger space than some pixels which is difficult to recognize by the methods based on pixels co-occurance. Additionally, the early frequency domain methods classify textures using only statistical features of details.
The achieved results indicate that it is possible to separate objects in the image with acceptable accuracy for further interpretation in the unsupervised way. In computer terms, objects are recognized by finding the above-mentioned features of each object and a new object is classified to one of the previous created classes. So far, we have no interpretation, which of these objects are doors, windows, etc. At present, the database structure is being prepared. This structure will cover all elements necessary for image content analysis; namely basic object features as well as logical and spatial relations.
In our future works, we plan to use the case-based reasoning method for object interpretation in human terms. Logical features and spatial relations will then be used for this purpose. 
