Abstract. The purpose of this paper is to propose methodologies for statistical inference of low-dimensional parameters with high-dimensional data. We focus on constructing confidence intervals for individual coefficients and linear combinations of several of them in a linear regression model, although our ideas are applicable in a much broader context. The theoretical results presented here provide sufficient conditions for the asymptotic normality of the proposed estimators along with a consistent estimator for their finite-dimensional covariance matrices. These sufficient conditions allow the number of variables to far exceed the sample size. The simulation results presented here demonstrate the accuracy of the coverage probability of the proposed confidence intervals, strongly supporting the theoretical results.
Introduction
High-dimensional data is an intense area of research in statistics and machine learning, due to the rapid development of information technologies and their applications in scientific experiments and everyday life. Numerous large, complex datasets have been collected and are waiting to be analyzed; meanwhile, an enormous effort has been mounted in order to meet this challenge by researchers and practitioners in statistics, computer science, and other disciplines. A great number of statistical methods, algorithms, and theories have been developed for the prediction and classification of future outcomes, the estimation of high-dimensional objects, and the selection of important variables or features for further scientific experiments and engineering applications. However, statistical inference with high-dimensional data is still largely untouched, due to the complexity of the sampling distributions of existing estimators. This is particularly the case in the context of the so called large-p-smaller-n problem, where the dimension of the data p is greater than the sample size n.
Regularized linear regression is one of the best understood statistical problems in highdimensional data. Important work has been done in formulation of problems, development of methodologies and algorithms, and theoretical understanding of their performance under sparsity assumptions on the regression coefficients. This includes 1 regularized methods [Tib96, CDS01, GR04, Gre06, MB06, Tro06, ZY06, CT07, ZH08, BRT09, Kol09, MY09, vdGB09, Wai09b, Zha09, YZ10, KLT11, SZ11], nonconvex penalized methods [FF93, FL01, FP04, KCO08, Zha10, ZZ11] , greedy methods [Zha11a] , adaptive methods [Zou06, HMZ08, ZL08, Zha11b, ZZ11], screening methods [FL08] , and more. For further discussion, we refer to related sections in [BvdG11] and recent reviews in [FL10, ZZ11] .
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Among existing results, variable selection consistency is most relevant to statistical inference. An estimator is variable selection consistent if it selects the oracle model composed of exactly the set of variables with nonzero regression coefficients. In the large-p-smaller-n setting, variable selection consistency has been established under incoherence and other ∞ -type conditions on the design matrix for the Lasso [MB06, Tro06, ZY06, Wai09b] , and under sparse eigenvalue or 2 -type conditions for nonconvex methods [FP04, Zha10, Zha11a, Zha11b, ZZ11] . Another approach in variable selection with high-dimensional data involves subsampling or randomization, including notably the stability selection method proposed in [MB10] . Since the oracle model is typically assumed to be of smaller order in dimension than the sample size n in selection consistency theory, consistent variable selection allows a great reduction of the complexity of the analysis from a large-p-smaller-n problem to one involving the oracle set of variables only. Consequently, taking the least squares estimator on the selected set of variables if necessary, statistical inference can be justified in the smaller oracle model.
However, statistical inference based on selection consistency theory typically requires a uniform signal strength condition that all nonzero regression coefficients be greater in magnitude than an inflated noise level to take model uncertainty into account. This inflated noise level can be written as Cσ (2/n) log p, where σ is the noise level with each response. Based on the sharpest existing results, C ≥ 1/2 is required for variable selection consistency with a general standardized design matrix [Wai09a, Zha10] . This uniform signal strength condition is, unfortunately, seldom supported by either the data or the underlying science in applications when the presence of weak signals cannot be ruled out. Without this uniform signal strength assumption, consistent estimation of the distribution of the least squares estimator after model selection is impossible [LP06] . Conservative statistical inference after model selection or classification has been considered in [BBZ10, LM11] . However, such conservative methods may not yield sufficiently accurate confidence regions or p-values for common applications with a large number of variables.
We propose a low-dimensional projection (LDP) approach to constructing confidence intervals for regression coefficients without assuming the uniform signal strength condition. We provide theoretical justifications for the use of the proposed confidence interval for a preconceived regression coefficient or a contrast depending on a small number of regression coefficients. We believe that in the presence of potentially many nonzero coefficients of small or moderate magnitude, construction of a confidence interval for such a preconceived parameter is an important problem in and of itself and was open before our paper [LP06] , but the proposed method is not limited to this application.
Our theoretical work also justifies the use of LDP confidence intervals simultaneously with multiplicity adjustment. In the absence of a preconceived parameter of interest, the proposed simultaneous confidence intervals provide more information about the unknown regression coefficients than variable selection, but this is not the main point.
The most important difference between the proposed LDP and existing variable selection approaches concerns the requirement known as the uniform signal strength condition. As we have mentioned earlier, variable selection consistency requires all nonzero regression coefficients be greater than Cσ (2/n) log p, with C ≥ 1/2 at the least. This is a necessity for the simultaneous correct selection of all zero or nonzero coefficients. If this criterion is the goal, we can not do better than technical improvements over existing methods. However, a main complaint about the variable selection approach is the practicality of the uniform signal strength condition, and the crucial difference between the two approaches is precisely in the case where the condition fails to hold. Without the condition, neither large nor zero coefficients are guaranteed to be correctly selected by existing variable selection methods in the presence of potentially many nonzero coefficients below the radar screen, but the proposed method can. The power of the proposed method is small for testing small nonzero coefficients, but this is unavoidable and does not affect the correct selection of other variables. In this sense, the proposed confidence intervals decompose the variable selection problem into multiple marginal testing problems for individual coefficients as Gaussian means.
Methodology
We develop methodologies and algorithms for the construction of confidence intervals for the individual regression coefficients and their linear combinations in the linear model
where y ∈ R n is a response vector, X = (x 1 , . . . , x p ) ∈ R n×p is a design matrix with columns x j , and β = (β 1 , . . . , β p ) T is a vector of unknown regression coefficients. When rank(X) < p, β is unique under proper conditions on the sparsity of β and regularity of X, but not in general. To simplify the discussion, we standardize the design to x j 2 2 = n. The design matrix X is assumed to be deterministic throughout the paper, except in Subsection 3.4.
The following notation will be used. For real numbers x and y, x ∧ y = min(x, y), x ∨ y = max(x, y), x + = x ∨ 0, and x − = (−x) + . For vectors v = (v 1 , . . . , v m ) of any dimension, supp(v) = {j : v j = 0}, v 0 = |supp(v)| = #{j : v j = 0}, and v q = { j |v j | q ) 1/q , with the usual extension to q = ∞. For A ⊂ {1, . . . , p}, v A = (v j , j ∈ A) T and X A = (x k , k ∈ A), including A = −j = {1, . . . , p} \ {j}.
2.1. Bias corrected linear estimators. In the classical theory of linear models, the least squares estimator of an estimable regression coefficient β j can be written as
where x ⊥ j is the projection of x j to the orthogonal complement of the column space of X −j = (x k , k = j). Since this is equivalent to solving the equations (
can be viewed as the score vector for the least squares estimation of β j . For estimable β j and β k ,
In the high-dimensional case p > n, rank(X −j ) = n for all j when X is in general position. Consequently, x ⊥ j = 0 and (2) is undefined. However, it may still be interesting to preserve certain properties of the least squares estimator. This can be done by retaining the main equation z T j (y − β j x j ) = 0 in a score system z j : v → z T j v and relaxing the constraint z T j x k = 0 for k = j, resulting in a linear estimator. One advantage of (2) is the explicit formula (3) for the covariance structure. This feature holds for all linear estimators of β.
For any score vector z j not orthogonal to x j , the corresponding univariate linear regression estimator satisfies
with a similar covariance structure to (3). A problem with this linear estimator is its bias. For every k = j with z T j x k = 0, the contribution of β k to the bias is linear in β k . Thus, under the assumption of β 0 ≤ 2, which is very strong, the bias of β (lin) j is still unbounded when z T j x k = 0 for at least one k = j. We note that for rank(X −j ) = n, it is impossible to have z j = 0 and z T j x k = 0 for all k = j, so that bias is unavoidable. Still, this analysis of the linear estimator suggests a bias correction with a nonlinear initial estimator β (init) :
One may also interpret (4) as a one-step self bias correction from the initial estimator and write
The estimation error of (4) can be decomposed as a sum of the noise and the approximation errors:
We require that z j be a vector depending on X only, so that z T j ε/ z j 2 ∼ N (0, σ 2 ). A full description of (4) still requires the specification of the score vector z j and the initial estimator β (init) . These choices will be discussed in the following two subsections.
2.2. Low-dimensional projections. We propose to use as z j a relaxed orthogonalization of x j against other design vectors. Recall that z j aims to play the role of x ⊥ j , the projection of x j to the orthogonal complement of the column space of X −j = (x k , k = j). In the trivial case where x ⊥ j 2 is not too small, we may simply take z j = x ⊥ j . In addition to the case of rank(X −j ) = n, where x ⊥ j = 0, a relaxed projection could be useful when x ⊥ j 2 is positive but small. Since a relaxed projection z j is used and the estimator (4) is a bias-corrected projection of y to the direction of z j , hereafter we call (4) the low-dimensional projection estimator (LDPE) for easy reference.
A proper relaxed projection z j should control both the noise and approximation error terms in (5), given suitable conditions on {X, β} and an initial estimator β
(init)
. By (5), the approximation error of (4) can be bounded by
This conservative bound is conveniently expressed as the product of a known function of z j and the initial estimation error independent of j. For score vectors z j , define
We refer to η j as the bias factor since η j β (init) − β 1 controls the approximation error in (6) relative to the length of the score vector. We refer to τ j as the noise factor, since τ j σ is the standard deviation of the noise component in (5). Since z T j ε ∼ N (0, σ 2 z j 2 2 ), (5) yields
Thus, we would like to pick a z j with a small η j for the asymptotic normality and a small τ j for estimation efficiency. Confidence intervals for β j and linear functionals of them can be constructed provided the condition in (8) and a consistent estimator of σ.
We still need a suitable z j , a relaxed orthogonalization of x j against other design vectors. When the unrelaxed x ⊥ j is nonzero, it can be viewed as the residual of the least squares fit of x j on X −j . A familiar relaxation of the least squares method is to add an 1 penalty. This leads to the choice of z j as the residual of the Lasso. Let γ j be the vector of coefficients from the Lasso regression of x j on X −j . The Lasso-generated score is
It follows from the Karush-Kuhn-Tucker conditions for (9) that |x T k z j /n| ≤ λ j for all k = j, so that (7) holds with η j ≤ nλ j / z j 2 . This gives many choices of z j with different {η j , τ j }.
Explicit choices of such a z j , or equivalently a λ j , are described in the next subsection. A rationale for the use of a common penalty level λ j for all components of b in (9) is the standardization of all design vectors. In an alternative in Subsection 2.3 called the restricted LDPE (R-LDPE), the penalty is set to zero for certain components of b in (9).
2.3. Specific implementations. We have to pick β (init) , σ, and the λ j in (9). Since consistent estimation of σ and fully automatic choices of λ j are needed, we use methods based on the scaled Lasso and the least squares estimator in the model selected by the scaled Lasso (scaled Lasso-LSE).
The scaled Lasso [Ant10, SZ10, SZ11] is a joint convex minimization method given by
with a preassigned penalty level λ 0 . This automatically provides an estimate of the noise level in addition to the initial estimator of β. We use λ 0 = λ univ = (2/n) log p in our simulation study. Existing error bounds for the estimation of both β and σ require λ 0 = A (2/n) log(p/ ) with certain A > 1 and 0 < ≤ 1 [SZ11] .
The estimator (10) has appeared in the literature in different forms. The joint minimization formulation was given in [Ant10] , and an equivalent algorithm in [SZ10] . If the minimum over b is taken first in (10), the resulting σ appeared earlier in [Zha10] . The square root Lasso [BCW11] gives the same β (init) with a different formulation, but not joint estimation. The formulations in [Zha10] and [SZ10] allow concave penalties and a degrees of freedom adjustment. The Lasso is biased, as is the scaled Lasso. Let S (init) be the set of nonzero estimated coefficients by the scaled Lasso. When S (init) catches most large |β j |, the bias of (10) can be reduced by the least squares estimator in the selected model S (init) :
This defines the scaled Lasso-LSE. We use the same notation in (10) and (11) since they both give initial estimates for the LDPE (4) and a noise level estimator for statistical inference based on the LDPE. The specific estimators will henceforth be referred to by their names or as (10) and (11). The scaled Lasso-LSE enjoys similar analytical error bounds as the scaled Lasso and outperformed scaled Lasso in a simulation study [SZ11] .
The scaled Lasso can be also used to determine λ j for the z j in (9). However, the penalty level for the scaled Lasso, set to guarantee performance bounds for the estimation of regression coefficients and noise level, may not be the best for controlling the bias and the standard error of the LDPE. By (7) and (8), it suffices to find a z j with small bias factor η j and small noise factor τ j . These quantities are always available. This is quite different from the estimation of {β, σ} in (10) where the effect of over-fitting is unobservable.
We choose λ j by tracking η j and τ j in the Lasso path. One of our ideas is to reduce η j by allowing some over fitting of x j as long as τ j is reasonably small. Ideally, this slightly more conservative approach will lead to confidence intervals with more accurate coverage probability. Along the Lasso path for regressing x j against X −j , let
be the coefficient estimator γ j , residual z j , the bias factor η j , and the noise factor τ j , as functions of λ. We compute z j according to the algorithm in Table 1 .
In Table 1 , Step 1 finds a feasible upper bound η * j for the bias factor and the corresponding noise factor τ * j .
Step 2 seeks z j = z j (λ j ) in (12) at a certain level λ = λ j with a smaller η j = η j (λ j ), subject to the constraint τ (λ j ) ≤ (1 + κ 0 )τ * j on the noise factor. It follows from Proposition 1 (i) below that η j (λ) is non-decreasing in λ, so that searching for the smallest η j (λ) is equivalent to searching for the smallest λ in Step 2, subject to the constraint.
In the search for z j with smaller η j in Step 2, the relative increment in the noise factor τ j is no greater than κ 0 . This corresponds to a loss of relative efficiency no greater than 1 − 1/(1 + κ 0 ) 2 for the estimation of β j . In our simulation experiments, κ 0 = 1/4 provides a suitable choice, compared with κ 0 = 0 and κ 0 = 1/2. We would like to emphasize here that the score vectors z j computed by the algorithm in Table 1 are completely determined by the design X. Step 1: (verify/adjust η * j and compute the corresponding noise factor
Step 2: (further reduction of the bias factor)
A main objective of the algorithm in Table 1 is to find a z j with a bias factor η j ≤ C √ log p to allow a uniform bias bound via (6), (7), and (8). It is ideal if C = √ 2 is attainable, but a reasonably small C also works with the argument. When η * j = √ 2 log p is not feasible, Step 1 finds a larger upper bound η * j for the bias factor. When sup λ η j (λ) < √ 2 log p, η * j < √ 2 log p after the adjustment in Step 1, resulting in an even smaller η j in Step 2. This does happen in our simulation experiments. The choice of the target upper bound √ 2 log p for η j is based on its feasibility as well as the sufficiency of η j ≤ √ 2 log p for the verification of the condition in (8) based on the existing 1 error bounds for the estimation of β. Proposition 1 below asserts that max j≤p η * j ≤ C √ log p is feasible when X allows an optimal rate of sparse recovery. In our simulation experiments, we are able to use η * j ≤ √ 2 log p in all replications and settings for all variables, a total of more than 1 million instances. Moreover, the theoretical results in Subsection 3.4 prove that for the η * j in Table  1 , max j≤p η * j ≤ 3 √ log p with high probability under proper conditions on random X. It is worthwhile to note that both η j and τ j are computed, and control of max k η k is not required for the LDPE to apply to variables with small η j .
We have also experimented with an LDPE using a restricted Lasso relaxation for z j . This R-LDPE (restricted LDPE) can be viewed as a special case of a more general weighted low dimensional projection with different levels of relaxation for different variables x k according to their correlation to x j . Although we have used (6) to bound the bias, the summands with larger absolute correlation |x T j x k /n| are likely to have a greater contribution to the bias due to the initial estimation error | β
A remedy for this phenomenon is to force smaller |z T j x k /n| for large |x T j x k /n| with a weighted relaxation. For the Lasso (9), this weighted relaxation can be written as
with w k being a decreasing function of the absolute correlation |x T j x k /n|. For the R-LDPE, we simply set w k = 0 for large |x T j x k /n| and w k = 1 for other k. Here is an implementation of the R-LDPE. Let K j,m be the index set of the m largest |x T j x k | with k = j and P j,m be the orthogonal projection to the linear span of Table 1 as a mapping (x j , X −j ) → z j . We compute the R-LDPE by taking the projection of all design vectors to the orthogonal complement of {x k , k ∈ K j,m } before the application of the procedure in (12) and Table 1 . The resulting score vector can be written as
We use the rest of this subsection to present some useful properties of the Lasso path (12) for the implementation of the algorithm in Table 1 and some sufficient conditions for the uniform bound max j η * j ≤ C √ log p for the bias factors in the output. Let
be the solution of σ in (10) with {X, y, λ 0 } replaced by {X −j , x j , λ}.
Proposition 1. (i)
In the Lasso path (12), z j (λ) 2 , η j (λ), and σ j (λ) are nondecreasing functions of λ, and
and in this case, the algorithm in Table 1 provides Table 1 .
The monotonicity of z j (λ) 2 and η j (λ) in Proposition 1 (i) provides directions of search in both steps of the algorithm in Table 1 .
Proposition 1 (ii) provides mild conditions for controlling the bias factor at η j ≤ η * j ≤ C √ 2 log p and the standard error to the order τ j = O(n −1/2 ). It asserts that η * j ≤ √ 2 log p when the scaled Lasso (14) with λ = λ univ yields a positive σ j . In the completely collinear case where
This suggests a connection between the minimum feasible η j and certain "near estimability" of β j , with small η j for nearly estimable β j . It also provides a connection between the smallest η j (λ) and an 1 recovery problem, leading to Proposition 1 (iii).
Proposition 1 (iii) asserts that the validity of the upper bound max j η * j ≤ C √ log p for the bias factor is a consequence of the existence of an estimator δ with the 2 recovery bound in the noiseless case of ε = 0. In the more difficult case of ε ∼ N (0, σ 2 I), 2 error bounds of the same type have been proven under sparse eigenvalue conditions on X, and by Proposition 1 (iii), max j η * j ≤ C √ log p is also a consequence of such conditions.
Confidence intervals.
In Section 3, we will provide sufficient conditions on X and β under which the approximation error in (5) is of smaller order than the standard deviation of the noise component. We construct approximate confidence intervals for such configurations of {X, β} as follows. The covariance of the noise component in (5) is proportional to
Let β = ( β 1 , . . . , β p ) T be the vector of LDPEs β j in (4). For sparse vectors a with bounded a 0 , e.g. a 0 = 2 for a contrast between two regression coefficients, an approximate (1 − α)100% confidence interval is
where Φ is the standard normal distribution function. We may choose { β
, σ} in (10) or (11) and z j in Table 1 or (13) in the construction of β and the confidence intervals. An alternative, larger estimate of σ, producing more conservative approximate confidence intervals, is the penalized maximum likelihood estimator of [SBvdG10] .
Theoretical Results
In this section, we prove that when the 1 loss of the initial estimator β
is of an expected magnitude and the noise level estimator σ is consistent, the LDPE based confidence interval has approximately the preassigned coverage probability for statistical inference of linear combinations of β j with sufficiently small η j . Under proper conditions on X such as those given in Proposition 1, the width of such confidence intervals is of the order τ j n −1/2 . The accuracy of the approximation for the coverage probability is sufficiently sharp to allow simultaneous interval estimation of all β j and sharp error bounds for the estimation and selection errors of thresholded LDPE. We use existing error bounds to verify the conditions on β (init) and σ under a capped-1 relaxation of the sparsity condition β 0 ≤ s, provided that s log p n 1/2 . Random matrix theory is used in Subsection 3.4 to check regularity conditions. 3.1. Confidence intervals for preconceived parameters, deterministic design. Here we establish the asymptotic normality of the LDPE (4) and the validity of the resulting confidence interval (18) for a preconceived parameter. This result is new and useful in and of itself since high-dimensional data often present a few effects known to be of high interest in advance. Examples include treatment effects in clinical trials, or the effect of education on income in social-economical studies. Simultaneous confidence intervals for all individual β j and thresholded LDPE for the entire vector β will be considered in the next subsection as consequences of this result.
Let λ univ = (2/n) log p. Suppose (1) holds with a vector β satisfying the following capped-1 sparsity condition:
This condition holds if β is 0 sparse with β 0 ≤ s or q sparse with β
A generic condition we impose on the initial estimator is
for a certain fixed constant C 1 and all α 0 /p 2 ≤ ≤ 1, where α 0 ∈ (0, 1) is a preassigned constant. We also impose a similar generic condition on an estimator σ for the noise level:
with a fixed C 2 . We use the same in (20) and (21) without much loss of generality.
By requiring fixed {C 1 , C 2 }, we implicitly impose regularity conditions on the design X and the sparsity index s in (19). Existing oracle inequalities can be used to verify (20) for various regularized estimators of β under different sets of conditions on X and β [CT07, ZH08, BRT09, vdGB09, Zha09, Zha10, YZ10, SZ11, ZZ11]. Although most existing results are derived for penalty/threshold levels depending on a known noise level σ and under the 0 sparsity condition on β, their proofs can be combined or extended to obtain (20) once (21) becomes available. For the joint estimation of {β, σ} with (10) or (11), specific sets of sufficient conditions for both (20) and (21), based on [SZ11] , are stated in Subsection 3.3. In fact, the probability of the union of the two events is smaller than in the specific case where λ 0 = A (2/n) log(p/ ) in (10) for a certain A > 1. Theorem 1. Let β j be the LDPE in (4) with an initial estimator β (init) . Let η j and τ j be the bias and noise factors in (7),
If in addition (21) holds with C 2 s(2/n) log(p/ ) ≤ n , then for all t ≥ (1 + n )/(1 − n ),
where Φ n (t) is the student-t distribution function with n degrees of freedom. Moreover, for the covariance matrix V in (17) and all fixed m,
where Φ(t) = P {N (0, 1) ≤ t} and A n,p,m = {a : a 0 ≤ m, max j≤p |a j |η j ≤ η * }.
Since (z T j ε/ z j 2 , j ≤ p) has a multivariate normal distribution with identical marginal distributions N (0, σ 2 ), (22) establishes the joint asymptotic normality of the LDPE for finitely many β j under (20). This allows us to write the LDPE as an approximate Gaussian sequence
Under the additional condition (21), (23) and (24) justify the approximate coverage probability of the resulting confidence intervals. Remark 1. In Theorem 1, all conditions on X and β are imposed through (20), (21), and the requirement of relatively small η j to work with these conditions. The uniform signal strength condition,
required for variable selection consistency [Wai09a, Zha10] , is not required for (20) and (21). This is the most important feature of the LDPE that sets it apart from variable selection approaches. More explicit sufficient conditions for (20) and (21) are given in Subsection 3.3 for the initial estimators (10) and (11).
Remark 2. Although Theorem 1 does not require τ j to be small, the noise factor is proportional to the width of the confidence interval and thus its square is reciprocal to the efficiency of the LDPE. The bias factor η j is required to be relatively small for (1) and (4), but no condition is imposed on {η k , k = j} for the inference of β j . Since η j and τ j are computed in Table 1 , one may apply Theorem 1 to a set of the easy-to-estimate β j with small {η j , τ j } and leave out some hard-to-estimate regression coefficients.
In our implementation in Table 1 , z j is the residual of the Lasso estimator in the regression model for x j against X −j = (x k , k = j). It follows from Proposition 1 that under proper conditions on the design matrix, η j √ log p and τ j ≤ 1/ z j 2 n −1/2 for the algorithm in Table 1 . Such rates are realized in the simulation experiments described in Section 4 and further verified for Gaussian designs in Subsection 3.4. Thus, the dimension constraint for the asymptotic normality and proper coverage probability in Theorem 1 is s(log p)/ √ n → 0.
3.2. Simultaneous confidence intervals and the thresholded LDPE. Here we provide theoretical justifications for simultaneous applications of the proposed LDPE confidence interval, with multiplicity adjustments, in the absence of a preconceived parameter of interest. In Theorem 1, (22) is uniform in ∈ [α 0 /p 2 , 1] and (23) is uniform in the corresponding t. This uniformity allows Bonferroni adjustments to control familywise error rate in simultaneous interval estimation. This uniformity also applies to the approximation in (25), leading to sharp 2 and selection error bounds of a thresholded LDPE for the estimation of the entire vector β. We present these consequences of Theorem 1 in the following two theorems.
Theorem 2. Suppose (20) holds with η * C 1 s (2/n) log(p/ ) ≤ n . Then,
If (21) also holds with C 2 s(2/n) log(p/ ) ≤ n , then for all j ≤ p and t ≥ (1 + n )/(1 − n ),
If, in addition to (20) and (21), max j≤p η j ≤ η * and max( n , ) → 0 as min(n, p) → ∞, then for fixed α ∈ (0, 1) and c 0 > 0,
The error bound (27) asserts that the o P (1) in (25) is uniform in j. This uniform central limit theorem and the simultaneous confidence intervals (28) and (29) are valid as long as (20) and (21) hold with s log p = o(n 1/2 ). Since (20) and (21) are consequences of (19) and proper regularity conditions on X, these results do not require the uniform signal strength condition (26).
It follows from (25) and Proposition 1 (ii) that for a fixed j, the estimation error of β j is of the order τ j σ and τ j n −1/2 under proper conditions. With penalty level λ = σ (2/n) log p, the Lasso may have a high probability of estimating β j by zero when β j = λ/2. Thus, in the worst case scenario, the Lasso inflates the error by a factor of order √ log p. Of course, the Lasso is super efficient when it estimates the actual zero β j by zero. The situation is different for the estimation of the entire vector β. The raw LDPE has an 2 error of order σ 2 p/n, compared with σ 2 s(log p)/n for the Lasso. However, this is not what the LDPE is designed for. The thrust of the LDPE approach is to turn the regression problem (1) into a Gaussian sequence model (25) with uniformly small approximation error and a consistent estimator of the covariance structure. The raw LDPE is sufficient for statistical inference of a preconceived β j . For the estimation of the entire β or variable selection, our recommendation is to use a thresholded LDPE. We may use either the hard or soft thresholding methods:
where β j is as in Theorem 1 and t j ≈ στ j Φ −1 (1 − α/(2p)) with α > 0. Although the theory is similar between the two [DJ94] , our explicit analysis focuses on soft-thresholding.
Theorem 3. Let L 0 = Φ −1 (1 − α/(2p)), t j = τ j σL 0 , and t j = (1 + c n ) στ j L 0 with positive constants α and c n . Suppose (20) holds with η * C 1 s/ √ n ≤ n , max j≤p η j ≤ η * , and
, . . . , β (thr) p ) T be the soft thresholded LDPE (30) with these t j . Then, there exists an event Ω n with P {Ω c n } ≤ 3 such that
Theorem 3 asserts that thresholding the LDPE provides similar error bounds to thresholding a Gaussian sequence N (β j , τ 2 j σ 2 ), j ≤ p. Since max j≤p η j ≤ C √ log p can be achieved under mild conditions, the main requirement is s (log p)/n → 0 for the estimation and selection error bounds in (32) and (33). This is a weaker requirement than s(log p)/ √ n → 0 for the asymptotic normality in (24). When C 2 s(2L 2 0 /n) ≤ n , (31) follows from (21) and
The condition on σ * /σ is easy to check since (σ * /σ) 2 ∼ χ 2 n /n. In what follows, we always assume that proper small constants c n > 0 are taken in (31) so that it is a consequence of (21).
Remark 3. The major difference between (33) and the existing variable selection consistency theory is again in the signal requirement. Variable selection consistency requires the uniform signal strength condition (26) as discussed in Remark 1, and existing variable selection methods are not guaranteed to select correctly variables with large |β j | or β j = 0 in the presence of small |β j | = 0. In comparison, Theorem 3 makes no assumption of (26). Under the regularity conditions for (33), large |β j | are selected by the thresholded LDPE and β j = 0 are not selected, in the presence of possibly many small nonzero |β j |.
The analytical difference between the thresholded LDPE and existing regularized estimators lies in the quantities thresholded. For the LDPE, the effect of thresholding to the approximate Gaussian sequence (25) is explicit and requires only univariate analysis to understand. In comparison, for the Lasso and some other regularized estimators, thresholding is applied to the gradient X T (y − X β)/n via the Karush-Kuhn-Tucker type condition, leading to more complicated nonlinear multivariate analysis.
For the estimation of β, the order of the 2 error bound in (32), p j=1 min(β 2 j , σ 2 λ 2 univ ), is slightly sharper than the typical order of β 0 σ 2 λ 2 univ or σλ univ p j=1 min |β j |, σλ univ in the literature, where λ univ = (2/n) log p. However, since the Lasso and other regularized estimators are proven to be rate optimal in the 2 estimation loss for many classes of sparse β, the main advantage of the thresholded LDPE seems to be the clarity of the effect of thresholding to the individual β j in the approximate Gaussian sequence (25).
3.3.
Checking conditions by oracle inequalities. Our main theoretical results, stated in Theorems 1, 2, and 3 in the above two subsections, provide justifications for the LDPEbased confidence interval of a single preconceived linear parameter of β, simultaneous confidence intervals for all β j , and the estimation and selection error bounds for the thresholded LDPE for the vector β. These results are based on conditions (20) and (21). We have mentioned that for proper β (init) and σ, these two generic conditions can be verified in many ways under condition (19) based on existing results. The purpose of this subsection is to describe a specific way of verifying these two conditions and thus provide a more definitive and complete version of the theory.
In regularized linear regression, oracle inequalities have been established for different regularized estimators and loss functions. We confine our discussion here to the scaled Lasso (10) and the scaled Lasso-LSE (11) as specific choices of the initial estimator, since the confidence interval in Theorem 1 is based on the joint estimation of regression coefficients and the noise level. We further confine our discussion to bounds for the 1 error of β (init) and the relative error of σ involved in (20) and (21).
We use the results in [SZ11] where properties of estimators (10) and (11) were established based on a compatibility factor [vdGB09] and sparse eigenvalues. Let ξ ≥ 1, S = {j : |β j | > σλ univ }, and C (ξ, S) = {u : u S c 1 ≤ ξ u S 1 }. The compatibility factor is defined as
Let φ min and φ max denote the smallest and largest eigenvalues of matrices respectively. For positive integers m, define sparse eigenvalues as
The following theorem is a consequence of checking the conditions of Theorem 1 by Theorems 2 and 3 in [SZ11] .
Theorem 4. Let {A, ξ, c 0 } be fixed positive constants with ξ > 1 and A > (ξ + 1)/(ξ − 1). Let λ 0 = A (2/n) log(p/ ). Suppose β is sparse in the sense of (19), κ 2 (ξ, S) ≥ c 0 , and (s ∨ 1)(2/n) log(p/ ) ≤ µ * for a certain µ * > 0.
and σ be the scaled Lasso estimator in (10). Then, conditions (20) and (21) hold for certain constants {µ * , C 1 , C 2 } depending on {A, ξ, c 0 } only. Consequently, all conclusions of Theorems 1, 2, and 3 hold with C 1 η * (sλ 0 /A) ≤ n and C 2 s(λ 0 /A) 2 ≤ n .
(ii) Let β (init) and σ be the scaled Lasso-LSE in (11). Suppose ξ 2 /κ 2 (ξ, S) ≤ K/φ + (m, S) and φ − (m, S) ≥ c 1 > 0 for certain K > 0 and integer m − 1 < K|S| ≤ m. Then, (20) and (21) hold for certain constants {µ * , C 1 , C 2 } depending on {A, ξ, c 0 , c 1 , K} only. Consequently, all conclusions of Theorems 1, 2, and 3 hold with C 1 η * (sλ 0 /A) ≤ n and C 2 s(λ 0 /A) 2 ≤ n .
Remark 4. Let A > (ξ + 1)/(ξ − 1) as in Theorem 4 (i). Then, there exist constants {τ 0 , ν 0 } ⊂ (0, 1) satisfying the condition (1 − τ 2 0 )A = (ξ + 1)/{ξ − (1 + ν 0 )/(1 − ν 0 )}. For these {τ 0 , ν 0 }, n ≥ 3, and p ≥ 7, we may take
.
(36)
The main conditions of Theorem 4 are
where m is the smallest integer upper bound of K|S|. While Theorem 4 (i) requires only the first inequality in (37), Theorem 4 (ii) requires all three. Let
be respectively the restricted eigenvalue and sign restricted cone invertibility factor for the Gram matrix. It is worthwhile to note that
always holds and lower bounds of these quantities can be expressed in terms of sparse eigenvalues [YZ10] . By [SZ11] , one may replace κ 2 (ξ, S) throughout Theorem 4 with F 1 (ξ, S). In view of (38), this will actually weaken the condition. However, since more explicit proofs are given in terms of κ(ξ, S) in [SZ11] , the compatibility factor is used in Theorem 4 to facilitate a direct matching of proofs between the two papers.By [ZH08, Zha10, HZ12], (37) can be replaced by the sparse Riesz condition,
Proposition 2 below provides a way of checking (37) for a given design in (1).
Proposition 2. Let {ξ, M 0 , c * , c * } be fixed positive constants, λ 1 = M 0 (log p)/n, and
be the thresholded Gram matrix. Suppose φ min ( Σ) ≥ c * and sλ 1 (1 + ξ) 2 ≤ c * /2. Then, for all |S| ≤ s, κ 2 (ξ, S) ≥ c * /2. Let K = 2ξ 2 (c * /c * + 1/2). If in addition, φ max ( Σ) ≤ c * and sλ 1 (1 + K) + λ 1 ≤ c * /2, then φ − (m, S) ≥ c * /2 and (37) holds with c 0 = c * /2.
The main condition of Proposition 2 is a small s (log p)/n. This is not restrictive since Theorem 1 requires the stronger condition of a small s(log p)/ √ n. It follows from [BL08] that after hard thresholding at a level of order λ 1 , sample covariance matrices converge to a population covariance matrix in the spectrum norm under mild sparsity conditions on the population covariance matrix. Since convergence in the spectrum norm implies convergence of the minimum and maximum eigenvalues, φ min ( Σ) ≥ c * and φ max ( Σ) ≤ c * are reasonable conditions. This and other applications of random matrix theory are discussed in the next subsection.
3.4. Checking conditions by random matrix theory. The most basic conditions for our main theoretical results in Subsections 3.1 and 3.2 are (20), (21), and the existence of z j with small η j and τ j . For deterministic design matrices, sufficient conditions for (20) and (21) are given in Theorem 4 in the form of (37), and sufficient conditions for the existence of η j ≤ C √ log p and τ j n −1/2 are given in Proposition 1. These sufficient conditions are all analytical ones on the design matrix. In this subsection, we use random matrix theory to check these conditions with more explicit constant factors.
The conditions of Theorems 1 and 4 hold in the following classes of design matrices:
for certain positive {s, c * , δ, ξ, K}, where {η j , τ j } are computed from X by the algorithm in Table 1 with κ 0 ≤ 1/4 and 3/(1 + κ 1 ) > √ 8, and κ(ξ, S) and φ ± (m, S) are the compatibility factor and sparse eigenvalues of X given in (34) and (35), with m − 1 < Ks ≤ m. We note that 1/σ 2 j ≤ 1/c * by (44), so that max j≤p τ 2 j ≤ 2/(nc * ) in X s,n,p (c * , δ, ξ, K). Let P Σ be probability measures under which
The column standardized version of X = ( x 1 , . . . , x p ) is
Since our discussion is confined to column standardized design matrices for simplicity, we assume without loss of generality that the diagonal elements of Σ all equal to 1. Under P Σ , X does not have independent rows but x j is still related to X −j through
where ε j is independent of X −j . Let Θ jk be the elements of Σ −1 . Since the linear regression of x j against ( x k , k = j) has coefficients −Θ jk /Θ jj and noise level 1/Θ jj , we have
The aim of this subsection is to prove that P Σ (X s,n,p ) is uniformly large for a general collection of P Σ . This result has two interpretations. The first interpretation is that when X is indeed generated in accordance with (41) and (42), the regularity conditions have a high probability to hold. The second interpretation is that X s,n,p , a deterministic subset of R n×p , is sufficiently large as measured by P Σ in the collection. Since X s,n,p does not depend on Σ and the probability measures P Σ are nearly orthogonal for different Σ, the use of P Σ does not add the random design assumption to our results.
The following theorem specifies {c * , c * , δ, ξ, K} in (40) for which P Σ {X s,n,p (c * , δ, ξ, K)} is large when s(log p)/n is small. This works with the LDPE theory since s(log p)/ √ n → 0 is required anyway in Theorem 1. Define a class of coefficient vectors with small q tail as
We note that B q (s, σλ univ ) is the collection of all β satisfying the capped-1 sparsity condition (19).
, and all rows of Σ −1 are in B 1 (s, λ univ ). Then, there exist positive numerical constants {δ 0 , δ 1 , δ 2 } and K depending only on {δ 1 , ξ, c * , c * } such that
Consequently, when the X in (1) is indeed generated from (41) and (42), all conclusions of Theorems 1, 2, and 3 hold for both (10) and (11) with an adjustment of a probability smaller than 2e −δ 2 n , provided that β ∈ B 1 (s, σλ univ ) and λ 0 = A (2/n) log(p/ ) in (10) with a fixed A > (ξ + 1)/(ξ − 1).
Remark 5. It follows from Theorem II.13 of [DS01] that for certain positive {δ 0 , δ 1 , δ 2 },
satisfies P Σ {X n,p } ≥ 1−e −δ 2 n for all Σ in Theorem 5 [CT05, ZH08] . Let K = 4ξ 2 (c * /c * )(1+ δ 1 )/(1 − δ 1 ) and {k, } be positive integers satisfying 4 /k ≥ K and max{k + , 4 } ≤ δ 0 n/ log p. For X ∈ X n,p , the conditions
hold for all |S| ≤ k, where m is smallest integer upper bound of K|S|.
The P Σ -induced regression model (43) provides a motivation for the use of the Lasso in (12) and Table 1 to generate score vectors z j . However, the goal of the procedure is to find z j with small η j and τ j for controlling the variance and bias of the LDPE (4) as in Theorem 1. This is quite different from the usual applications of the Lasso for prediction, estimation of regression coefficients, or model selection.
Simulation Results
We set n = 200, p = 3000, and run several simulation experiments with 100 replications in each setting. In each replication, we generate an independent copy of ( X, X, y), where, given a particular ρ ∈ (−1, 1), X = ( x ij ) n×p has iid N (0, Σ) rows with Σ = (ρ |j−k| ) p×p , x j = x j √ n/| x j | 2 , and (X, y) is as in (1) with σ = 1. Given a particular α ≥ 1, β j = 3λ univ for j = 1500, 1800, 2100, . . . , 3000, and β j = 3λ univ /j α for all other j, where λ univ = (2/n) log p. Our simulation design is set to test the performance of the LDPE methods beyond the assumptions of the theorems in Section 3; this setup gives (s, s * (log p)/n 1/2 ) = (8.93, 5.05) and (29.24, 16.55) respectively for α = 2 and 1, while the theorems require Table 2 . Summary statistics for various estimates of the maximal β j = |β| ∞ : the Lasso, the scaled Lasso (scLasso), the scaled Lasso-LSE (scLasso-LSE), the oracle estimator, the LDPE, and the R-LDPE.
In addition to the Lasso with penalty level λ univ , the scaled Lasso (10) with penalty level λ 0 = λ univ , and the scaled Lasso-LSE (11), we consider an oracle estimator along with the Figure 1 . Histogram of errors when estimating maximal β j using the scaled Lasso, the scaled Lasso-LSE, the LDPE, and the R-LDPE. From left to right, plots correspond to simulation settings (A), (B), (C), and (D). LDPE (4) and its restricted version derived from (13), the R-LDPE. The oracle estimator is the the least squares estimator of β j when the β k are given for all k = j except for those k with |k − j| among the smallest three. It can be written as
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where K j = {j − 1, j, j + 1} for 1 < j < p, K 1 = {1, 2, 3}, K p = {p − 2, p − 1, p}, and z
Here, P ⊥ K is the orthogonal projection to the space of n-vectors orthogonal to {x k , k ∈ K}. Note that the oracular knowledge reduces the complexity of the problem from (n, p) = (200, 3000) to (n, p) = (200, 3), and that the variables {x k , k ∈ K j } also have the highest correlation to x j . For both the LDPE and the R-LDPE, the scaled Lasso-LSE (11) is used to generate β (init) and σ, while the algorithm in Table 1 is used to generate z j , with κ 0 = 1/4. The default η * j = √ 2 log p passed the test in Step 1 of Table 1 without adjustment in all instances in the simulation study. This guarantees η j ≤ √ 2 log p for the bias factor. For the R-LDPE, m = 4 is used in (13).
The asymptotic normality of the LDPE holds well in our simulation experiments. Table 2 and Figure 1 demonstrate the behavior of the LDPE and R-LDPE for the largest β j , compared with that of the other estimation methods. The scaled Lasso has more bias and a larger variance than the Lasso, but is entirely data-driven. The bias can be significantly reduced though the scaled Lasso-LSE; however, error resulting from failure to select some maximal β j remains. This is clearest in the histograms corresponding the distribution of errors for the scaled Lasso-LSE in settings (B) and (D), where α = 1 and the β j decay at a slower rate. For a small increase in variance, the LDPE and R-LDPE further reduce the bias of the scaled Lasso-LSE. This is also the case when β
is a heavily biased estimator such as the Lasso or scaled Lasso, and the improvement is most dramatic when estimating large β j . Although the asymptotic normality of the LDPE holds even better for small β j in the simulation study, a parallel comparison for small β j is not meaningful; the Lasso typically estimates small β j by zero, while the raw LDPE is not designed to be sparse. Table 3 . Mean coverage probability of LDPE and R-LDPE.
The overall coverage probability of the LDPE-based confidence interval matches relatively well to the preassigned level, as expected from our theoretical results. The LDPE and R-LDPE create confidence intervals β j ± 1.96 στ j with approximately 95% coverage in settings (A) and (C) and somewhat higher coverage probability in (B) and (D). Refer to Table 3 for precise values. Since the coverage probabilities for each individual β j are calculated based on a sample of 100 replications, the empirical distribution of the simulated relative coverage frequencies exhibits some randomness, which matches that of the binomial(n, p) distribution, with n = 100 and p equal to the simulated mean coverage, as shown in Figure 2 .
Two separate issues may lead to some variability in the coverage. As is the case with settings (B) and (D), overall coverage may exceed the stated confidence level when presence of many small signals in β is interpreted as noise, increasing σ and hence the width of the confidence intervals, along with the coverage; however, this phenomenon will not result in under-coverage. In addition, compared with the overall coverage probability, the coverage probability is somewhat smaller when large values of β j are associated with highly correlated columns of X. This is most apparent when plotting coverage versus index in (C) and (D), the two settings with higher correlation between adjacent columns of X. For additional clarity, the points corresponding to maximal values of β j in Figure 2 are emphasized by larger circles, and the coverage of the LDPE and R-LDPE for maximal β j are listed separately from the overall coverage in the last two rows of Table 3 . It can be seen from these details that the R-LDPE (13) further eliminates the bias caused by relatively Table 4 . Median of the width ratio medians in Figure 3 .
The LDPE and R-LDPE confidence intervals are of reasonable width, comparable to that of the confidence intervals derived from the oracle estimator. Consider the median ratio between the width of the LDPE (and restrictd LDPE) confidence intervals and the oracle confidence intervals, shown in Figure 3 . The distribution of the median ratio associated with each β j is uniform over the different j = 1, . . . , 3000 in settings (A) and (B). The anomalies at j = 1 and j = 3000 in settings (C) and (D) are a result of the structure of X. When the correlation between nearby columns of X is high, the fact that the first and last columns of X have fewer highly-correlated neighbors gives the oracle a relatively greater advantage. Since the medians of the ratios are uniformly distributed over j, it is reasonable to summarize the ratios in each simulation setting with the median value over every replication of every β j , as listed in Table 4 . Note that the LDPE is more efficient than the oracle estimator in the high-correlation settings (C) and (D). This is probably due to the benefit of relaxing the orthogonality constraint of x ⊥ j when the correlation of the design is high and the error of the initial estimator is relatively small. The median ratio between the widths for the LDPE estimator reaches its highest value of 1.6400 in setting (B), where the coverage of the LDPE intervals is high and the benefit of relaxing the orthogonality constraint is small, if any, relative to the oracle.
Recall that the R-LDPE improves the coverage probability for large β j at the cost of an increase in the variance of the estimator; thus, the R-LDPE confidence intervals are somewhat wider than the LDPE confidence intervals. Although the improvement in coverage probability is focused on the larger values of β j , all β j are affected by the increase in variance and confidence interval width. Table 5 . Medians of the MSE ratios in Figure 4 .
We may also consider the performance of LDPE as a point estimator. Table 5 and Figure 4 compare the MSEs of the LDPE and R-LDPE estimators β j to that of the oracle estimator of β j . This comparison is consistent with the comparison of the median width of confidence intervals in Table 4 and Figure 3 discussed earlier.
The Lasso and scaled Lasso estimators have larger biases for bigger values of β j but perform very well for smaller values. On the other hand, the LDPE and the oracle estimator are not designed to be sparse and has very stable errors over the β j . For the estimation of the entire vector β or its support, it is appropriate to compare a thresholded LDPE with the Lasso, the scaled Lasso, the scaled Lasso-LSE, and a matching thresholded oracle estimator. Hard thresholding was implemented: β j I{| β j | ≤ t j } for the thresholded LDPE with t j = στ j Φ −1 (1 − 1/(2p)) and β
j } for the thresholded oracle with t
j } are as in (45). Since β j = 0 for all j, the comparison is confined to the 2 estimation error. Table 6 lists the mean, standard deviation, and median of the 2 loss of these five estimators over 100 replications. Of the five estimators, only the scaled Lasso, the scaled Lasso-LSE, and the thresholded LDPE are purely data-driven. The performance of the scaled Lasso-LSE, thresholded LDPE, and thresholded oracle are comparable and they always outperform the scaled Lasso. They also outperform the Lasso in cases (A), (B), and (C). In the hardest case, (D), which has both a high correlation between adjacent columns of X and a slower decay in β j , the thresholded oracle slightly outperforms the Lasso and the Lasso sightly outperforms the scaled Lasso-LSE and thresholded LDPE. Generally, the 2 loss of the thresholded LDPE remains slightly above that of the scaled Lasso-LSE, which improves upon the scaled Lasso by reducing its bias. Note that our goal is not to find a better estimator for the entire vector β since quite a few versions of estimation optimality of regularized estimators have already been established. What we demonstrate here is that the cost of removing the bias with the LDPE, and thus giving up shrinkage, is small.
Discussion
We have developed the LDPE method of constructing β 1 , . . . , β p for the individual regression coefficients and estimators for their finite dimensional covariance structure. Under proper conditions on X and β, we have proven the asymptotic unbiasedness and normality of the finite-dimensional distribution functions of these estimators and the consistency of their estimated covariances. Thus, LDPE yields an approximate Gaussian sequence as in (25), also called raw LDPE, which allows one to assess the level of significance of each unknown coefficient β j without the uniform signal strength assumption (26), compared with the existing variable selection approach. The proposed method applies to making inference about a preconceived low-dimensional parameter, an interesting practical problem and a primary goal of this paper. It also applies to making inference about all regression coefficients via simultaneous interval estimation and correct selection of large and zero coefficients in the presence of many small coefficients.
The raw LDPE estimator is not sparse, but it can be thresholded to take advantage of the sparsity of β, and the sampling distribution of the thresholded LDPE can still be bounded Table 6 . Summary statistics for the 2 loss of five estimators of β: the Lasso, the scaled Lasso, the scaled Lasso-LSE, the thresholded oracle estimator (T-oracle), and the thresholded LDPE (T-LDPE)
based on the approximate distribution of the raw LDPE. A thresholded LDPE is proven to attain 2 rate optimality for the estimation of an entire sparse β. The focus of this paper is interval estimation and hypothesis testing without the uniform signal strength condition. Another important problem is prediction. Since prediction at a design point a is equivalent to the estimation of the "contrast" a T β, with possibly large a 0 , the implication of LDPE on prediction is an interesting future research direction. We use the Lasso to provide a relaxation of the projection of x j to x ⊥ j . This choice is primarily due to our familiarity with the computation of the Lasso and the readily available scaled Lasso method of choosing a penalty level. We have also considered some other methods of relaxing the projection. Among these other methods, a particularly interesting one is the following constrained minimization of the variance of the noise term in (5):
Similar to the Lasso in (9), (46) is a quadratic programme. The Lasso solution (9) is feasible in (46) with λ j n/|z T j x j | = λ j . Our results on these and other extensions of our ideas and methods will be presented in a forthcoming paper.
Appendix
Proof of Proposition 1. (i) For γ j (λ) = 0, z j (λ) 2 = x j 2 = √ n and η j (λ) = max k =j |x T k x j |/ √ n do not depend on λ. Consider γ j (λ) = 0. Since γ j (λ) is continuous and piecewise linear in λ, it suffices to consider a fixed open interval λ ∈ I 0 in which s = sgn( γ j (λ)) do not change with λ. Let A = {k = j : s k = 0}, and let Q A be the projection operator b → b A . It follows from the Karush-Kuhn-Tucker conditions for the Lasso that
where
A is the projection to the column space of X A . Thus,
(ii) Since the Lasso path γ j (λ) is continuos in λ and η j (λ) is nondecreasing, the range of η j (λ) is an interval. Within the interior of this interval, γ j (λ) = 0 and η j (λ) = nλ/ z j (λ) 2 . We have shown in the proof of (i) that σ j (t) is a solution of η j (σt) = t √ n when t √ n is in the range of η j (λ). If η j (λ) < t √ n for all λ, then σ j (t) = x j 2 / √ n = 1 is attained at γ j (∞) = 0. If η j (λ) > t √ n for all λ, then σ j (t) = 0. This gives (15). The upper bounds follow for η * j and τ j . It remains to verify the last assertion of part (ii) for z j (0) = 0. Consider vectors b with b − γ j (0+) 1 ≤ and the loss function in (14) at {tb, σ} with 0 ≤ t ≤ 1. Since X −j γ(0+) = x j and x j 2 = √ n, the minimum of the loss function over σ is approximately
When λ γ j (0+) 1 > 1, the minimum of the above expression is attained at t ≈ 0 for sufficiently small . This gives σ j (λ) > 0. Conversely, when λ γ j (0+) 1 < 1, the optimal t for γ(λ) with very small λ is t ≈ 1, so that by the joint convexity of the loss function, σ j (λ) = 0. Since, by (15), η j (0+) = inf{λ √ n : σ j (λ) > 0}, the relationship between η j (0+) and the 1 minimization problem follows.
(iii) Let γ j be the solution of x j = X −j γ j with the shortest γ j 1 , and λ = 1/ γ j 1 . Let β −j = sλ univ λγ j , and β j = −sλ univ λ. Then, Xβ = 0 and Taking s = a 0 n/(log p) gives λ 2 ≤ (4C 0 /a 0 )(log p)/n. Thus, by part (ii), max j η 2 j (0+) ≤ λ 2 n ≤ (4C 0 /a 0 ) log p. This implies the upper bound for max j≤p η * j by Step 1. j ( β j − β j ) − z T j ε/ z j 2 ≤ σ * n and | σ/σ * − 1| ≤ n , τ −1 j | β j −β j | ≥ σt implies |z T j ε|/ z j 2 ≥ σt−σ * n ≥ σ * {(1− n )t− n }. Since ε ∼ N (0, σ 2 I) and z j depends on X only, z T j ε/( z j 2 σ * ) ∼ √ nε 1 / ε 2 . Thus, for x ≥ 1, P |z T j ε|/ z j 2 ≥ σ * x = P (n − x 2 )ε 2 1 ≥ x 2 (ε 2 2 + · · · + ε 2 n )} ≤ 2Φ n (−x). The same argument also implies (24) with fixed m, since max( n , n ) → 0 and V in (17) is the approximate covariance between β j and β k .
Proof of Theorem 2. Since (22) is uniform in ∈ [α 0 /p 2 , 1], (27) and (28) follow directly. By Lemma 1 of [SZ11] , 2Φ n (− n{exp(2t 2 /(n − 1)) − 1}) ≤ (π −1/2 + o(1))e −t 2 /t as min(n, t) → ∞. When s log p = o(n 1/2 ), n = o(1) and n = o(n −1/2 ). Let t = 2 log(p/α) + c 0 . Since log(p/α) n and α is fixed, −(1 − n )t + n = −t + o(1) = − n{exp(2t 2 /(n − 1)) − 1} − c 0 + o(1).
Thus, the right-hand side of (28) is no greater than α in the limit. This and a similar inequality with the true σ yields (29).
The following lemma, needed in the proof of Theorem 3, controls the loss of a perturbed soft threshold estimator. It extends Lemma 8.3 of [Joh98] and Lemma 6.2 of [Zha05] . Lemma 1. Let s t (x) = sgn(x)(|x| − t) + , z = µ + ε with ε ∼ N (0, σ 2 ). Suppose that for certain constants t and ∆, | z − z| + | t − t| ≤ ∆ ≤ t and t > t + | z − z| in an event Ω. Then, E s t ( z) − µ 2 I Ω ≤ min 2E(ε − t) 2 + + µ 2 , σ 2 + (t + ∆) 2 + ∆ 2E(ε − t) + + 3∆P (ε > t)
≤ min µ 2 , σ 2 + (t + ∆) 2 + ϕ(t/σ) 4σ 5 /t 3 + 2∆σ 3 /t 2 + 3∆ 2 σ/t , where ϕ(x) and Φ(x) are the N (0, 1) density and distribution functions.
Proof. Assume without loss of generality that µ > 0. Let f t,∆ (z, µ) = | − (z + t) − − µ|I {z<0} + |(z − t − ∆) + − µ|I {z>0} .
By assumption z + t ≤ z + t and z − t − ∆ ≤ z − t ≤ z − t. Since s t (z) = (z − t) + − (z + t) − , |s t ( z) − µ| 2 I Ω ≤ | − (z + t) − − µ| 2 I {z<0} + |(z − t − ∆) + − µ| + ∆I {z−t>µ} 2 I {z>0} ≤ f 2 t,∆ (z, µ) + ∆{2(z − t − µ + ∆) + ∆}I {z>t+µ} . Since (∂/∂µ)f 2 t,∆ (ε + µ, µ) = 2µI {−t<ε+µ<t+∆} , Ef 2 t,∆ (ε + µ, µ) ≤ Ef 2 t,∆ (ε, 0) + µ 0 2xdx and Ef 2 t,∆ (ε + µ, µ) ↑ σ 2 + (t + ∆) 2 . Since Ef 2 t,∆ (ε, 0) ≤ Ef 2 t,0 (ε, 0) = 2E(ε − t) 2 + , we have Let u * = u A c ∞ . Since u ∈ C (ξ, S), u A c 1 ≤ u S c 1 − u * ≤ ξ − u * . Let u A c be the minimizer of w T X A c u A c subject to u A c 1 ≤ ξ − u * and B 0 = {j ∈ A : u j = 0}. Then, B 0 is the index set of certain |B 0 | largest |w T x j | with j ∈ A c and |u j | = u * for j ∈ B 0 with one possible exception. Since 1 = u S 1 ≤ k 1/2 u A 2 and w 2 = 1, (35) gives (k/n) 1/2 X A u A 2 ≥ c * (1 − δ 1 ) and w T X B /n 1/2 2 ≤ c * (1 + δ 1 ) for all B ⊆ B 0 with |B| ≤ 4 . For |B 0 | ≥ 4 , let B 1 be the index set of certain 4 largest |w T x j | with j ∈ B 0 , so that |w T x j | 2 /n ≤ c * (1 + δ 1 )/(4 ) for j ∈ B 0 \ B 1 . For |B 0 | ≤ 4 , (w T X A c u A c ) 2 /n ≤ c * (1 + δ 1 ) u A c 2 2 ≤ c * (1 + δ 1 )u * (ξ − u * ) ≤ c * (1 + δ 1 )ξ 2 /(4 ). For |B 0 | > 4 , |w T X A c u A c /n 1/2 | ≤ c * (1 + δ 1 )u 2 * 4 + u B 0 \B 1 1 c * (1 + δ 1 )/(4 ) = c * (1 + δ 1 )/(4 ) u A c 1 . In either cases, κ(ξ, S) ≥ {c * (1 − δ 1 )} 1/2 − {kc * (1 + δ 1 )/(4 )} 1/2 ξ = {c * (1 − δ 1 )} 1/2 1 − {kK/(16 )} 1/2 ≥ {c * (1 − δ 1 )} 1/2 /2.
Since m − 1 < K|S| ≤ m implies m ≤ 4 , we also have ξ 2 φ + (m, S)/κ 2 (ξ, S) ≤ K. Thus, the conditions on κ(ξ, S) and φ ± (m, S) of X s,n,p (c * , δ 1 , ξ, K) hold in X n,p . By Proposition 1 (ii), the conditions on η j and τ j of X s,n,p (c * , δ 1 , ξ, K) hold when 
We have P {X n,p } ≥ 1 − 2e −nδ 2 , taking a smaller δ 2 if necessary. Consider the event X n,p . Since (Θ jk , k = j) T ∈ B 1 (s, λ univ ) for all j, the coefficients γ jk in (51) satisfy k =j min{| γ jk |/(σ j λ univ ), 1} ≤ k min{(1 + δ 3 )|Θ jk |/λ univ , 1} ≤ (1 + δ 3 )s.
We treat λ 0 as (1 + κ 1 ) −1 3 (log p)/n = A (2/n) log(p 4 ) with A = (1 + κ 1 ) −1 3/ √ 8 > 1. By checking regularity conditions as in Remarks 4 and 5, the scaled Lasso error bound for noise estimation gives P σ j (λ 0 ) √ n/ ε j 2 ≥ (1 − δ 3 )/(1 + δ 3 ), X n,p ≤ 1/p 3 .
In the same event, σ j (λ 0 )/σ j = ( σ j (λ 0 )/σ j ) √ n/ x j 2 ≥ ( ε j 2 /σ) x j −1 2 (1−δ 3 )/(1+δ 3 ) ≥ (1 − δ 3 ) 2 /(1 + δ 3 ) 2 = (1 + κ 0 )/ √ 2. This gives (50) in the intersection of these events and completes the proof.
