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SPECTRAL ANALYSIS OF 2D OUTLIER LAYOUT
MIHAI PUTINAR
Abstract. Thompson’s partition of a cyclic subnormal operator into
normal and completely non-normal components is combined with a non-
commutative calculus for hyponormal operators for separating outliers
from the cloud, in rather general point distributions in the plane. The
main result provides exact transformation formulas from the power mo-
ments of the prescribed point distribution into the moments of the uni-
form mass carried by the cloud. The proposed algorithm solely depends
on the Hessenberg matrix associated to the original data. The robust-
ness of the algorithm is reflected by the insensitivity of the output under
trace class, or by a theorem of Voiculescu, under certain Hilbert-Schmidt
class, additive perturbations of the Hessenberg matrix.
1. Introduction
The Lebesgue decomposition of a positive measure supported on the real
line or the circle and the spectral analysis of symmetric or unitary Hilbert
space linear operators cannot be dissociated. We take for granted nowadays
operator arguments and Hilbert space geometry features of scattering theory,
dynamical systems or approximation schemes, all generally reflecting the fine
structure of some underlying spectral measure.
The association of Lebesgue decomposition of measures in higher dimen-
sions with spectral analysis is much less studied and developed. It naturally
appeared in perturbation theory questions [39, 42, 26] and it also proved
to be essential in some elaborate classification results concerning classes of
non-normal operators [32, 19, 37]. In the present note we exploit such a clas-
sical, but not widely circulated chapter of modern operator theory with the
specific aim at bringing forward an abstract tool with some statistical flavor,
namely detecting “outliers” (that is the discrete part) from the “cloud” (the
continuous, or better, 2D-absolutely continuous part) of a measure in the
real plane. From the mathematical point of view the “subnormal dissection”
of planar measures we propose is more convoluted, and hence more inter-
esting. We are well aware of the ambiguity of terminology when mentioning
outliers [17].
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The case of two dimensions is special, not last because two real coordi-
nates can be arranged into a single complex variable. Also the spectrum,
broadly understood as the tangible numerical support of a linear transform,
is contained in the complex plane, as well as its localized resolvents, usually
interpreted as generalized Cauchy transforms of innate data. This immedi-
ately leads to the ”black box” approach of restoring the whole from indirect
measurements; we tacitly adopt such a perspective, familiar in more applied
sciences.
The mathematical construct we propose can be summarized as follows.
A compactly supported, positive measure µ in the complex plane is given.
The closure of complex polynomials in the associated Lebesgue L2-space
is a Hilbert space whose inner product solely dependens on the real power
moments of it. The multiplier S by the complex variable on this space is
a cyclic subnormal operator whose spectrum contains the support of the
generating measure. A landmark result of Thomson [37] decomposes this
subnormal operator into orthogonal matrix blocks. One of these blocks, the
normal component, gathers the point masses and some singular parts of µ.
The other blocks are irreducible and fill with their spectrum some of the
connected components of the complement of the support of µ. They provide
a dissection of µ into mutual disjoint essential parts. In order to construc-
tively identify these continuous components of µ we convert the moment
data following a non-commutative calculus. Central to this step is Helton
and Howe formula which relates traces of commutators of non-commutative
polynomials in S and S∗ to the principal function of S, a spectral invari-
ant proposed by Pincus half a century ago [32, 11]. Trace class estimates
in this situation go back to Berger and Shaw [4] and Voiculescu [40]. Fi-
nally, the conditioned moments are organized into an exponential transform
which plays the role of “equilibrium potential” of the possibly thickened,
continuous part of µ. The exponential transform is a superharmonic func-
tion decreasing on the complement from the value 1 at infinity, to the value
0, and behaving close to the boundary of these components as euclidean
distance. See [14] for a recent survey of basic properties of the exponen-
tial transform. All in all, putting aside technical ingredients, we offer to
the practitioner an algorithm for separating a simply connected cloud, or
a union of of simply connected clouds, from scattered outliers, which can
be points, non-closed curves or even more complicated ”thin” shapes; all in
terms of moment data. The complex orthogonal polynomials and the asso-
ciated Hessenberg matrix representing S naturally enter into computations.
A different non-commutative perspective on outlier identification recently
appeared in [3] for a rather different path.
Omnipresent in our study, although not always explicit, are bounded point
evaluations and reproducing kernels associated to some functional Hilbert
spaces. For L2 spaces of polynomials of a prescribed degrees, these are the
well known Christoffel-Darboux kernels. In the classical one variable set-
ting, the fine analysis and in particular asymptotics of these kernels provide
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the main separation tool between the 1D-absolute continuous part and sin-
gular part of a measure. In this direction an informative account is Nevai’s
eulogy of Geza Freud work [31]. The ultimate results, with far reaching
consequences to approximation theory and beyond, are due to Totik and
collaborators [38, 28]. For a novel application to ergodic theory see [30].
An operator point of view to the same topics, with unexpected applications
to spectral theory, was recently advocated by Simon [35, 36, 34]. Not sur-
prising, the multivariate analog of the Christoffel-Darboux kernel analysis is
only nowadays slowly developing [8, 7, 23, 22, 6]. On this ground, potential
benefits to the statistics of point distributions are emerging [24, 6, 20].
The present note remains at the purely theoretical level. Computational
and numerical aspects will be addressed in a forthcoming article. Having in
mind such a sequel and its potential wider audience prompted us to balance
the text and briefly comment a rather comprehensive bibliography.
2. Thomson’s partition of a measure
Let H be a separable, complex Hilbert space. A linear bounded operator
S ∈ L(H) is called subnormal if there exists a larger Hilbert space H ⊂ K
and a normal operator N ∈ L(K), such that N leaves invariant H and
N |H = S. Subnormal operators are well studied, mainly with function
theory tools, as the quintessential example is offered by multiplication by
the complex variable on a Hilbert space of analytic functions. A subnormal
operator S is called irreducible if it cannot be decomposed into a direct
sum S = S1 ⊕ S2 of non-trivial operators. Under a canonical minimality
condition one proves that the spectrum of the normal extension is contained
in the spectrum of the original operator:
σ(N) ⊂ σ(S),
the difference consisting in filling entire bounded “holes” of the complement,
that is every U ⊂ C \ σ(N) bounded and connected satisfies either U ∩
σ(S) = ∅ or U ⊂ σ(S). The authoritative monograph [12] accurately exposes
the basics of subnormal operator theory. In the sequel we freely use some
standard terminology (essential spectrum, index, reproducing kernel, trace,
...) well explained there in a unifying context.
A cyclic subnormal operator is necessarily of the following type. Let µ
be a compactly supported, positive Borel measure on the complex plane
C. The multiplier Sµ = Mz acting on the closure P
2(µ) of polynomials in
Lebesgue space L2(µ) is obviously subnormal (the minimal normal extension
is N = Mz acting on L
2(µ)) and has the constant function 1 as a cyclic
vector. If the measure µ is not finitely atomic, then one can speak without
ambiguity of the basis of P 2(µ) formed by the orthonormal polynomials
Pn(z) = γnz
n + . . . ∈ C[z], n ≥ 0,
where γn > 0 and
〈Pk, Pj〉2,µ = δjk, j, k ≥ 0.
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The spectrum of N is equal to the closed support of µ, while the spectrum
of Sµ contains supp(µ) plus some “holes” of its complement.
Theorem 2.1 (Thomson). Let µ be a positive Borel measure, compactly
supported on C. There exists a Borel partition ∆0,∆1, . . . of the closed
support of µ with the following properties:
1) P 2(µ) = L2(µ0)⊕ P 2(µ1)⊕ . . ., where µj = µ|∆j , j ≥ 0;
2) Every operator Sµj , j ≥ 1, is irreducible with spectral picture:
σ(Sµj ) \ σess(Sµj ) = Gj , simply connected ,
and
suppµj ⊂ Gj , j ≥ 1;
3) If µ0 = 0, then any element f ∈ P 2(µ) which vanishes [µ]-a.e. on
G = ∪jGj is identically zero.
The proof appeared in [37], even for Lp spaces, 1 ≤ p < ∞. The imme-
diate relevance of Thomson’s Theorem for the general theory of subnormal
operators is already discussed in [12] (published almost simultaneously with
the original article). We confine to comment briefly the statement.
The operator Sµ0 =Mz ∈ L(L2(µ0)) is the normal component of Sµ. If Sµ
is not normal, then at least one of the summands Sµj , j ≥ 1, is non-trivial.
There can be finitely many, or at most countably many such irreducible
summands. The spectral picture described in part 2) of the theorem means
that the adjoint of every operator Sµj admits a continuum of eigenvalues of
multiplicity one, labelled by the simply connected open set Gj :
λ ∈ Gj ⇒ [ker(Sµj − λ) = 0, ker(S∗µj − λ) = 1],
and the range of Sµj −λ is closed. Moreover, the corresponding eigenvectors
span P 2(µj), to the extent that this functional Hilbert space possesses a
reproducing kernel. To be more specific, for every λ ∈ Gj the corresponding
point evaluation is bounded as a linear functional on P 2(µj), and hence on
P 2(µ):
Λµj (λ) := inf{‖p‖2µj ; p ∈ C[z], p(λ) = 1} > 0.
Above Λτ (λ) is the Christoffel function associated to the measure τ and
point λ. This means that the support of µj must disconnect the simply
connected open set Gj from the interior points of its complement. We will
depict some examples in the last section.
The specific aim of the present note is to extract from the subnormal
operator Sµ its non-normal part and relate this operation to the split-
ting, henceforth called Thompson’s partition, of the original measure µ =
µ0+[µ1+µ2+. . .]. At this stage we turn the page and invoke some distinctive
results concerning a wider class of linear operators. We will give details in-
cluding terminology in the proof of the following theorem. Below dA stands
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for Lebesgue two dimensional measure and [·, ·] denotes the commutator of
two operators.
Theorem 2.2. Let µ = µ0 + µ1 + µ2 + . . . be Thompson’s partition of
a positive measure µ with compact support on C. Let S = Sµ be the
corresponding subnormal operator with irreducible parts having spectrum
σ(Sµj ) = Gj , j ≥ 1.
For every pair of non-negative integers k, ℓ the following trace exists and
equals a moment integral:
(1) Tr[(S∗)k+1, Sℓ+1] =
(k + 1)(ℓ + 1)
π
∑
j
∫
Gj
zkzℓdA(z).
Proof. The subnormal operator S is hyponormal, that is its self-commutator
is non-negative:
[S∗, S] = S∗S − SS∗ ≥ 0.
Since S is also cyclic, a theorem due to Berger and Shaw [4] asserts that the
the above self-commutator is also trace class:
(2) Tr[S∗, S] <∞.
Due to non-negativity Tr[S∗, S] = 0 if and only if S is normal. A different
proof of Berger-Shaw Theorem is due to Voiculescu [40], where the modu-
lus of quasi-triangularity and other perturbation theory concepts enter into
discussion.
Hyponormal operators with trace-class self-commutators are modeled by
singular integrals (with Cauchy kernel singularity) on Lebesgue space on
the real line. Early on, starting from such functional models Pincus [32]
has identified a spectral invariant called the principal function. A decade
of astounding discoveries led to the following trace formula, which can also
be taken as a definition of the principal function. Let T ∈ L(H) be a hy-
ponormal operator with trace-class self-commutator. There exists a function
gT ∈ L1comp(C,dA) with compact support, satisfying:
(3) Tr[p(T, T ∗), q(T, T ∗)] =
1
π
∫
C
(
∂p
∂z
∂q
∂z
− ∂q
∂z
∂p
∂z
)dA(z).
Above p, q ∈ C[z, z] are polynomials, and the order of factors T , T ∗ in the
functional calculus p(T, T ∗) does not affect the trace, due to relation (2).
Originally, Carey and Pincus have defined gT via a multiplicative commu-
tator determinant, in its turn inspired by the perturbation determinant in
the 1D theory of the phase shift. The trace formula above appeared in the
works of Helton and Howe [19]. Proofs and historical details can be found
in the monograph [27]. Important for our note is the observation that, for
an irreducible hyponormal, but not normal operator T , the support of the
principal function coincides with its spectrum:
(4) supp gT = σ(T ).
For a proof see pg. 243 of [27].
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To give a sense of principal function, for a point λ disjoint of the essential
spectrum of T one finds the Fredholm index formula:
(5) gT (λ) = −ind(T − λ) = dimker(T ∗ − λ)− dimker(T − λ).
The principal function enjoys a series of functoriality properties which are
inherited from its curvature type definition (3).
Another relevant theorem due to Carey and Pincus [11] asserts that the
principal function of a subnormal operator is integer valued.
Returning to Thompson’s partition setting we can assemble the above
observations: consider an irreducible component Sj = Sµj , j ≥ 1, of S.
According to the index formula (5), gSj (λ) = 1 for every λ ∈ Gj . Moreover,
Thompson’s Theorem yields σ(Sj) = Gj , and on the other hand σ(Sj) =
supp gSj . According to the cited Carey and Pincus Theorem we infer
gSj = χGj .
Thus, for a fixed integer j ≥ 1 Helton and Howe formula reads
Tr[(S∗j )
k+1, Sℓ+1j ] =
(k + 1)(ℓ + 1)
π
∫
Gj
zkzℓdA(z), k, ℓ ≥ 0.
Since S is a direct sum of these irreducible operators and S0 does not
contribute to the trace of commutators, the statement is proved.

By exploiting another feature of the principal function, namely Berger’s
cyclic multiplicity inequality
gT ≤ mult(T ),
see [5], we derive the following notable property of the open chambers Gj .
Corollary 2.3. In the conditions of Thompson’s Theorem, the area measure
of every intersection Gj ∩Gk, j 6= k, is zero.
Proof. Indeed,
gS = gS1 + gS2 + . . . ≤ 1
and
gS ≤ 1, dA− a.e.
While gSj = χGj , j ≥ 1. 
An array of function theoretic results, some providing answers to long
standing open questions, stream from Thompson’s partition of a measure
and the structure of a cyclic subnormal operator, cf. Chapter VIII of [12].
An elaborate analysis of the limiting values of elements of P 2(µ) on the
boundary of each chamber Gj is pursued in [2], with applications to the
structure of invariant subspaces of the operator blocks Sj.
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3. Shape reconstruction
In this section we focus on the special nature of the power moments
derived from the commutator formula (1) by sketching some known recon-
struction algorithms. The specific nature of the generating measure of the
new moments (absolutely continuous, with a bounded weight with respect
to Lebesgue 2D measure) simplifies and enhances the reconstruction and
approximation procedures.
3.1. First we resort again to the theory of hyponormal operators, this time
subject to a more restrictive self-commutator constraint. Details covering
technical aspects touched below and additional bibliographical comments
can be found in the recent lecture notes [14].
The starting point is Pincus’ bijective correspondence between “shade
functions” g ∈ L1comp(C,dA), 0 ≤ g ≤ 1, and irreducible hyponormal oper-
ators T ∈ L(H) with rank one self-commutator:
[T ∗, T ] = ξ〈·, ξ〉.
The explicit formula linking the two classes is:
det[(T − w)(T ∗ − z)(T − w)−1(T ∗ − z)−1] =
1− 〈(T ∗ − z)−1ξ, (T ∗ − w)−1ξ〉 =
(6) exp(
−1
π
∫
C
g(ζ)dA(ζ)
(ζ − w)(ζ − z)).
Above z, w are originally outside the spectrum of T , equal to the support
of g, but the second identity can be extended to the whole C2. As a matter
of fact this is the multiplicative analog, and equivalent, of Helton and Howe
additive formula, identifying g with the principal function gT of T .
In our specific situation of a positive measure µ carrying its Thompson’s
partition, we face, returning to the notation of the preceding section, a
characteristic function
g = gSµ =
∑
j
χGj .
Its moments appear in relation (1):
akℓ =
∫
C
ζkζ
ℓ
g(ζ)dA(ζ), k, l ≥ 0,
and will be organized in the exponential of a formal generating series:
Eg(w, z) = exp[
−1
π
∞∑
k,ℓ=0
akℓ
wk+1zℓ+1
].
This is of course the power expansion at infinity of the double Cauchy inte-
gral appearing in (6). In general we define
Eg(w, z) = exp(
−1
π
∫
C
g(ζ)dA(ζ)
(ζ − w)(ζ − z)), z, w ∈ C, z 6= w.
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We recall a few of the properties of the exponential transform Eg:
(a) The function Eg can be extended by continuity to C
2 by assuming the
value Eg(z, z) = 1 whenever
∫
C
g(ζ)dA(ζ)
|ζ−z|2
=∞;
(b) The function Eg(w, z) is analytic in w ∈ C \ supp(g) and antianalytic in
z ∈ C \ supp(g);
(c) The kernel 1− Eg(w, z) is positive semi-definite in C2;
(d) The behavior at infinity contains as a first term the Cauchy transform
of g:
Eg(w, z) =
1
z
[
−1
π
∫
C
g(ζ)dA(ζ)
ζ − w +O(
1
|z|2 ), |z| → ∞.
The case of a characteristic function g = χΩ of a bounded domain Ω is
particularly relevant for our note. In this case we simply write EΩ instead of
Eg, and we record the following properties (all proved and well commented
in [14]).
(i) The equation
∂EΩ(w, z)
∂w
=
EΩ(w, z)
w − z
holds for z ∈ Ω and w ∈ C \ Ω;
(ii) The function EΩ(w, z) extends analytically/antianalytically from
(C \Ω)2 across real analytic arcs of the boundary of Ω;
(iii) Assume ∂Ω is piecewise smooth. Then z 7→ EΩ(z, z) is a superharmonic
function on the complement of Ω, with value 1 at infinity, vanishing on
Ω and satisfying
EΩ(z, z) ≈ dist(z, ∂Ω)
for z close to ∂Ω;
A Riemann-Hilbert factorization also characterizes EΩ, see [14]. The
feature which turns the exponential transform into a suitable shape recon-
struction from moments tool is its rationality on a class of domains which
approximate in Hausdorff distance any planar domain. More specifically, a
bounded open set U of the complex plane is called a quadrature domain for
analytic functions if there is a distribution of finite support τ in U (combi-
nation of point masses and their derivatives), such that∫
U
fdA = τ(f), f ∈ L1a(U,dA),
where L1a(U,dA) stands for the space of analytic functions in U which are
integrable. Such a quadrature domain has always a real algebraic boundary,
even irreducible if U is connected. The simplest example is of course a disk.
Any simply connected quadrature domain is a conformal image of the disk
by a rational function. The term was coined by Aharonov and Shapiro for
specific function theory purposes, but soon it was realized that quadrature
domains are relevant in fluid mechanics, geophysics, integrable systems and
operator theory. An informative and accessible survey is [16].
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Quadrature domains can be exactly reconstructed from moments via for-
mal algebraic manipulations of the exponential transform. Namely, let d be
a fixed integer and let (akℓ)
d
k,ℓ=0, be a hermitian matrix of potential moments
of a “shade function” g(z), 0 ≤ g ≤ 1,. Consider the truncated exponential
transform
F (w, z) = exp[
−1
π
d∑
k,ℓ=0
akℓ
wk+1zℓ+1
] =
1 +
∞∑
m,n=0
bmn
wm+1zn+1
.
A necessary and sufficient condition that (akℓ)
d
k,ℓ=0 represent the moments of
a quadrature domain is the existence of a monic polynomial P (z) of degree
d and a rational function of the form
Rd(w, z) =
∑d−1
m,n=0 cmnw
mzn
P (w)P (z)
,
such that, at infinity
F (w, z) −R(w, z) = O( 1
wd+1zd
,
1
wdzd+1
).
The reader will recognize above a typical 2D Pade´ approximation scheme.
Moreover, for any shade function g, the exponential transform Eg coincides
with EΩ, where Ω is a quadrature domain if and only if
Eg(w, z) =
∑d−1
m,n=0 cmnw
mzn
P (w)P (z)
, |z|, |w| ≫ 1.
In this case the zeros of P coincide with the quadrature nodes, while the
numerator is the irreducible defining polynomial of the boundary of Ω:
∂Ω ⊂ {z ∈ C;
d−1∑
m,n=0
cmnz
mzn = 0}.
The above Pade´ approximation procedure was proposed for the recon-
struction of planar shapes in [13] and it is also fully explained in [14].
3.2. One can approximate unions of simply connected domains with smooth
boundary without going through the costly non-linear exponential trans-
form. This time one can invoke simply the Christoffel-Darboux kernel and
its behavior inside, outside or on the boundary of the set. The necessary
estimates for this approach appear in [15], while a refinement of the method,
for non-simply connected sets (an “archipelago of islands with lakes”) ap-
pears in [33]. The give only one glimpse in this direction, if Ω is such an
archipelago, and Pn(z) denote the associated complex orthogonal polynomi-
als, then Christoffel’s function:
ΛΩn (λ) = inf{‖p‖22,Ω, p ∈ C[z], deg(p) ≤ n, p(λ) = 1},
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satisfies:
√
πdist(z, ∂Ω) ≤
√
ΛΩn (z) ≤ Cdist(z, ∂Ω)
for z ∈ Ω, close to ∂Ω. Moreover:
ΛΩn (λ) = O(
1
n
), λ ∈ Γ.
In the exterior of Ω Christoffel’s function decays exponentially to zero. On
analytic boundaries one have sharp estimates, complemented by some com-
putational analysis and graphical experiments, see again [15, 33].
3.3. Finally, if it is a priori given that the boundary of an open set Ω is
given by a single real polynomial q of degree d, and Ω is its sublevel set, then
Stokes Theorem (of geometric measure theory) allows to identify q from all
power moments of Ω of degree less than or equal to 3d. The additional
assumption that Ω is convex drops this bound to 2d. For details see [25].
The same idea is generalized there to the reconstruction of algebraic domains
carrying an exponential weight.
4. Exclusion of outliers
We start this concluding section with a few examples, validating, or show-
ing the limits, of the ideal separation of “outliers” from the “cloud” we pro-
pose. Thompson’s decomposition of a positive Boreal measure in 2D strongly
uncouples (in orthogonal Hilbert space directions) the normal part of the
multiplier by the complex variable from its pure subnormal part. This will
be the first step in our scheme. On simple examples, that is a cloud of uni-
form area mass versus finitely many atoms, the partition we propose will do
as expected. However, on more sophisticated measures, the decomposition
might be counterintuitive.
Example 4.1. Two measures supported by the unit circle T produce the
same essential spectrum, yet their Thompson’s partition is very different.
Specifically, let dθ denote arc length, and
µ =
∞∑
k=1
1
2k
δzk ,
where (zk) is an everywehere dense sequence on T.
The operator Sdθ is pure subnormal; this is the unilateral shift acting on
Hardy space of the disk. The spectrum is the closure of the unit disk,
σ(Sdθ) = D,
the essential spectrum is the boundary
σess(Sdθ) = T,
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and the principal function is the characteristic function of the disk. The
associated exponential transform is
ED(w, z) = exp[
−1
π
∫
D
dA(ζ)
(ζ − w)(ζ − z) ] = 1−
1
wz
, |z|, |w| > 1,
and indeed z = 0 is the quadrature node of D and 1−zz = 0 is the equation
defining the boundary.
On the other hand, Sµ is a normal operator, with spectrum equal to its
essential spectrum
σ(Sµ) = σess(Sµ) = T.
As a matter of fact, µ can be any singular measure with respect to arc
length, and support equal to the full circle.
Example 4.2. We remain in the closed unit disk, and consider after Kriete
[21] a measure µ which inside the disk is rotationally invariant
µ|D = G(r)rdrdθ
while on the boundary has the form
µ|T = wdθ + νs,
where G,w are positive, continuous weights and νs is singular with respect
to arc length. In general, L2(νs) is a direct summand of P
2(µ), but wether
L2(wdθ) is also a direct summand of P 2(µ) is a challenging question, touch-
ing delicate harmonic analysis chapters; a sufficient condition depending on
the growth of the function G and the behavior of the boundary weight w.
Without entering into details, we mention that there exists an example (at-
tributed by Kriete to Vol’berg) with G(r) = 1, r ∈ [0, 1), and weight w(θ)
necessarily satisfying ∫ π
−π
logw(θ)dθ = −∞,
so that
P 2(χDdA + wdθ) = L
2
a(D)⊕ L2(wdθ).
Above L2a(D,dA) = P
2(χDdA) is the Bergman space of the unit disk, that
is the space of analytic functions in Ω which are square summable on Ω.
In such a case, our splitting schema will separate the area measure in the
disk from the boundary component wdθ.
Speaking about the Bergman space of a simply connected domain Ω,
classical results of Carleman (1923), then later Markushevich and Farrell
(1934) prove that
L2a(Ω,dA) = P
2(χΩdA),
for a Jordan domain, respectively for a Carathe´odory domain. In this situa-
tion, Thompson’s partition has obviously only one chamber, equal to Ω, and
no normal part. By definition, Ω is a Carathe´odory domain if its boundary
equals the boundary of the unbounded connected component of the com-
plement of its closure. For example, a Carathe´odory domain does not have
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internal slits. The early survey [29] is invaluable for information on the
contributions of the Russian and Armenian schools to this very topics.
Asking the same completeness of polynomials in Bergman space question
beyond Carathe´odory domains turns out to be very challenging, and inter-
esting. It is not our aim to enter into inherent technical details. We confine
to record a recent outstanding observation of Akeroyd [1] stating that there
exists a slit Γ joining an internal point to a boundary point of the unit
disk, so that L2a(D \ Γ,dA) = P 2(χD\ΓdA). In general, this is not the case,
the relative geometry of the curve Γ inside D altering the completeness of
polynomials . See [9] for an authoritative text, containing definitive results.
Example 4.3. To get closer to the aim of this note, we have to mention
the weighted Bergman space case also. Let Ω be a simply connected domain
and w : Ω −→ (0,∞) a continuous weight. We denote by L2a(Ω, wdA) the
space of analytic functions in Ω which are square summable with respect to
the measure wdA on Ω. Early theorems of Hedberg [18] assert that
L2a(Ω, wdA) = P
2(χΩwdA),
if either w(z) = |f(z)|, where f is an analytic function in Ω subject to the
growth condition ∫
Ω
(|f |−δ + |f |1+δ)dA <∞,
for some δ > 0, or
L2a(D, (w ◦ φ)dA) = P 2(χD(w ◦ φ)dA),
where φ : D −→ Ω is a conformal mapping. For instance a positive weight w
making the pull-back on the disk w ◦ φ rotationally invariant is appropriate
for polynomial density in the weighted Bergman space. In other terms w
is constant on the level sets of the inner Green function of Ω. See [10] for
complementary results and history of this completeness problem.
After this lengthy and still sketchy preparation for a possible delimitation
of the mathematical meaning of a “cloud”, we are ready to put forward the
announced algorithm.
Algorithm for separation of outliers from a cloud. Let µ = χΩwdA+
ν be a positive measure, where Ω is a bounded simply connected domain with
piece-wise smooth boundary, w is a positive continuous weight on Ω and ν
is a finite atomic measure. We assume that complex polynomials are dense
in the weighted Bergman space
(7) L2a(Ω, wdA) = P
2(χΩwdA)
and the power moments
skℓ =
∫
C
zkzℓdµ(z), k, ℓ ≥ 0,
are known.
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(1) Compute the associated complex orthogonal polynomials Pk(z), k ≥
0, and the corresponding truncated Christoffel-Darboux kernel
K
µ
d (w, z) =
d∑
j=0
Pj(w)Pj(z), d ≥ 0.
(2) For ever pair of integers k, ℓ ≥ 0 compute the trace of commutator
Tr[(S∗)k+1, Sℓ+1] =
∞∑
j=0
lim
d→∞
∫
C
(zℓ+1zk+1|pj(z)|2−zℓ+1pj(z)
∫
C
K
µ
d (z, ζ)ζ
k+1
pj(ζ)dµ(ζ))dµ(z) =
∞∑
j=0
lim
d→∞
∫
C×C
K
µ
d (z, ζ)z
ℓ+1pj(z)[z
k+1pj(z)− ζk+1pj(ζ)]dµ(ζ)dµ(z).
(3) The moments of the “cloud” carrying uniform mass equal to one are:
akℓ =
∫
Ω
zkzℓdA(z) =
π
(k + 1)(ℓ + 1)
Tr[(S∗)k+1, Sℓ+1], k, ℓ ≥ 0.
(4) Use one of the reconstruction of shapes from moments procedures
(outlined in Section 3) to approximate, or find exactly Ω.
The limits above, that is the trace of the commutator, exist by Berger
and Shaw Theorem. The decomposition
P 2(µ) = P 2(χΩwdA)⊕ L2(ν)
is trivial, given the finite dimensionality of the space L2(ν) and the exis-
tence of a polynomial which vanishes exactly at the support of ν. Notice
that in Step 2) solely depends on the moments of the measure µ. The hy-
potheses in the algorithm can be obviously be much relaxed, allowing for
instance a union of disjoint simply connected domains and an array of sin-
gular measures ν (with respect to area) whose support does not disconnect
the plane.
A simple consequence of the algorithm can be formulated in terms of the
associated Hessenberg matrix. We provide one such instance with numerical
matrix analysis flavor. To be more precise, write, in the conditions and
notation adopted in the algorithm:
zpk(z) =
k+1∑
n=0
hnkpn(z), k ≥ 0.
The Hessenberg matrix (hnk)
∞
n,k=0 has only the first sub-diagonal non-zero
and it represents the subnormal operator S = Sµ with respect to the or-
thonormal basis (pk)
∞
k=0.
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Fix an integer j ≥ 0. Then
〈S∗Spj, pj〉 = ‖Spj‖2 =
j+1∑
n=0
|hnj |2,
while
〈SS∗pj, pj〉 = ‖S∗pj‖2 =
∞∑
k=0
|〈S∗pj , pk〉|2 =
∞∑
k=0
|hjk|2.
Hence
Tr[S∗, S] =
∞∑
j=0
∞∑
k=0
(|hkj |2 − |hjk|2).
In view of Helton and Howe formula we infer:
Proposition 4.4. Let (hkj) denote Hessenberg’s matrix associated to the
complex orthogonal polynomials in P 2(µ). If the measure µ satisfies the
conditions in the Algorithm, then the area of the “cloud” Ω can be recovered
from the identity:
Area(Ω) = π
∞∑
j=0
∞∑
k=0
(|hkj |2 − |hjk|2).
Similarly one can derive a formula for the center of mass of Ω:
∫
Ω
zdA(z) =
π
2
∞∑
j=0
∑
ℓ≤k+1
hℓk(hkjhℓj − hjℓhjk).
The alert reader will recognize that the ordering of terms and summation
in Proposition 4.4 is crucial. For instance, if
∞∑
j,k=0
|hjk|2 <∞,
that is S is a Hilbert-Schmidt operator, then Area(Ω) = 0. Recall also
that Tr[A,B] = 0 for any trace-class operator A and bounded operator B.
Consequently a trace class perturbation of the Hessenberg matrix S will not
affect Step 2) in the Algorithm, and hence the transformed moments (akℓ).
Even more, a theorem of Voiculescu [41] implies the same invariance of traces
of commutators (appearing in Step 2)) by any Hilbert-Schmidt perturbation
of S subject to [S∗, S] being trace-class. We put together these observations
in the following statement.
Proposition 4.5. In the conditions of the Algorithm, a trace-class addi-
tive perturbation S˜ of Hessenberg’s matrix S, or a Hilbert-Schmidt additive
perturbation S˜ satisfying Tr|[S˜∗, S˜]| <∞, will not alter the output:
Tr[(S∗)k+1, Sℓ+1] = Tr[(S˜∗)k+1, S˜ℓ+1], k, ℓ ≥ 0.
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More details about an asymptotic triangularization with respect to the
Hilbert-Schmidt class of the operator S∗ (fulfilling the constraints of the
Algorithm) can be found in [41].
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