ABSTRACT MapReduce is a popular programming model for big data processing. Although the distributed processing framework Hadoop greatly reduced the development complexity of MapReduce applications, fine tuning of the Hadoop systems for optimal performance remains a major challenge. Configuration tuning is one of the most effective means to improve the performance of MapReduce applications on Hadoop systems, which invariably adopt the default configuration. However, the huge Hadoop configuration parameter space makes it impractical to explore the parameter combinations exhaustively. In this paper, we propose HTune, an effective Hadoop configuration tuning approach for MapReduce applications. We design a nonintrusive performance profiler whose runtime overhead remains less than 2%, to capture the runtime details of the MapReduce applications and generate their performance evaluations. Based on the performance profiles, a two-level fusion model is constructed based on ensemble modeling for each application in the execution predictor, considering both Hadoop configuration, and input data size. Leveraging the execution predictor, a metaheuristic-based configuration optimizer is able to search for the optimal configuration for a given application. Experimental results demonstrate that the optimal Hadoop configuration is often application-specific and data-specific, and it is more suitable to take all relevant configuration parameters into consideration and optimize them together. H-Tune improves the performance of the MapReduce applications by factors of 1.5× and 9.6× on average, respectively, over the state-of-the-art approach and the default configuration.
I. INTRODUCTION
As technology advances, a deluge of data has been collected in distinctive domains [1] and needs to be efficiently processed. The presence of large data leads to new ways of conducting business and science [2] . Hence big-data applications that aim to manage and process exponentially growing data volumes or time-sensitive data streams have attracted considerable attention. Thanks to the distributed processing framework Hadoop [3] , which allows for the processing of large data sets across computers using MapReduce [4] model, the complexity to develop big data applications has been greatly reduced. Configuration tuning is one of the most effective means to improve the performance of these MapReduce applications on Hadoop systems, which invariably adopt the default configuration. However, fine tuning of To explore the huge search space of Hadoop configuration parameters efficiently, one potential approach is to build models to predict the performance of an application with a given configuration rather than measuring it through actual execution. Though the performance models may not be as accurate, they are much faster to obtain, especially when the input data size is very large. Performance models are built based on the execution flow of the applications. For a typical MapReduce application running on Hadoop YARN [5] , the new resource negotiator of Hadoop, the map/reduce tasks are executed by dynamically allocated containers. Such dynamic container-based execution improves resource utilization but makes the runtime behaviors of the application complicated. Consequently, it is very difficult to construct models based on simplifying assumptions or execution wave based analyses. Moreover, previous approaches treat the configuration parameters as belonging to two separate categories for map and reduce tasks and try to optimize them independently. Neglecting the complex interactions among configuration parameters, such subspace based explorations ultimately lead to suboptimal results. A novel approach of accurate performance modeling and efficient full space optimization is therefore highly desirable for fine tuning Hadoop applications.
Without deep knowledge and detailed information, it is challenging to tune the Hadoop configuration properly. To address this problem, we present H-Tune, an effective tuning approach of Hadoop configuration for MapReduce applications. One major advantage of H-Tune over existing approaches is that H-Tune model the performance of MapReduce applications in a two-level fashion without any simple assumption, making the prediction more accurate. Since it is difficult to formulate the complex interactions among the parameters, the involved models are considered from the black box perspective and are trained based on ensemble modeling. Another advantage is that instead of dividing the parameter space into separate subspaces, H-Tune takes all relevant configuration parameters into consideration and optimizes them together. To explore the parameter space efficiently, H-Tune employs a metaheuristic based optimization algorithm with a partition-based selection operator. Then H-Tune is able to search and deploy the optimal configuration for an application once it is cast into the Hadoop cluster.
The primary contributions of this paper are summarized as follows:
• We propose an approach to support accurate performance modeling and effective configuration tuning for MapReduce applications.
• We build an execution predictor based on ensemble modeling to predict the execution time of a MapReduce application accurately.
• We implement a metaheuristic based configuration optimizer, which automatically searches and deploys the optimal configuration for MapReduce applications.
• We perform experiments over five representative MapReduce applications, demonstrating that the average error rate of the execution predictor is less than 6%, far more accurate than the state-of-the-art performance model. H-Tune achieves the average speedups of 1.5× and 9.6× over the state-of-the-art approach and the default configuration, respectively. The rest of this paper is organized as follows. Section II presents background and motivation. Section III gives an overview of the proposed approach and describes the detail design. Section IV shows the experimental setup and analyzes the experimental results. Section V discusses related work. Finally, the conclusion is drawn in Section VI.
II. BACKGROUND AND MOTIVATION A. MAPREDUCE AND YARN
Hadoop is a popular open-source MapReduce implementation to store and process extremely large data sets on commodity hardware. It provides reliable, scalable, distributed computing for big data applications [6] , [7] , and has attracted great attention of the open source community and industry. Usually data is stored in the Hadoop Distributed File System (HDFS). The execution of the job is divided into a Map stage and a Reduce stage. In the Map stage, the input data is divided into data blocks and an individual map task is launched for each block. The implementation of the Map stage is further divided into five phases, including read, map, collect, spill, and merge, as shown in Fig. 1 (a) . In the Reduce stage, each reduce task is launched to fetch and process the relevant results from the map tasks. The Reduce stage is divided into copy, merge, sort, reduce, and write phases, as shown in Fig. 1 (b) . It should be noted that in a Hadoop MapReduce application only the map and reduce phases apply user defined functions to the data, and the rest of phases are handled by the Hadoop framework, making it difficult for users to understand the runtime behaviors. Hadoop has adopted YARN as its job scheduler and resource manager since Hadoop-0.23. In the slot-oriented resource negotiator before YARN, the cluster resources are managed as static slots for map and reduce respectively. The number of map and reduce slots are fixed so that fallow 44162 VOLUME 6, 2018 reduce capacity, which are the resources allocated for reduce tasks but no reduce task is using, can not be used to spawn map tasks as shown in Fig. 2 (a) and vice versa. In contrast, YARN dynamically allocates containers (Java Virtual Machine (JVM) processes) to run map/reduce tasks as long as there are available resources. As illustrated in Fig. 2 (b) , the container-based execution and dynamic resource allocation mechanism of YARN let applications take full advantage of the available resources, resulting in higher resource utilization and faster execution. 
B. LIMITATIONS OF EXISTING APPROACHES
To optimize the performance of MapReduce applications, some previous studies focus on tuning the Hadoop configuration parameters [8] - [12] . Instead of executing the applications, these studies build performance models to predict the performance of an application. Herodotou et al. [9] - [11] propose a what-if engine, which mainly uses a model-based estimation at the phase level, to simulate the execution of an application. Its analytical models are constructed based on the assumption that the execution time of per-byte or perrecord processing only depends on the resources. Lama and Zhou [12] construct a support vector machine (SVM) regression model, based on the assumption that jobs with similar resource consumption pattern exhibit similar performance behaviors, to estimate the completion time of jobs. However, these assumptions simplify the impact of different configurations as well as complex relationships between configuration parameters and consequently reduce the accuracy of the performance models. Bei et al. [8] construct performance models using a random forest [13] approach for execution phases. However, there is overlapping among the tasks in the timeline and complex interaction between the phases of a job. All these make the execution wave based analytical modeling used in Bei's approach less accurate.
Based on the performance models, exploring the huge Hadoop configuration space to search for the optimal configuration becomes practical. Existing approaches [8] , [10] make the simplifying assumption that Hadoop configuration parameters affect one type of task-either map or reduce tasks, not both. While the assumption reduces search space dimensionality, the result can be far from optimal. The reason is threefold. First, some configuration parameters have direct impacts on both map and reduce tasks. Optimizing these parameters for only one kind of task is not ideal. In fact, this case becomes more common in YARN because many parameters affect the containers, which run both map and reduce tasks. Second, parameters that affect map task can indirectly affect reduce tasks through intermediate data. Last but not least, map and reduce tasks compete for resources on YARN, further increasing their interactions.
C. MOTIVATION
Existing approaches build performance models based on simplifying assumptions and linear modeling, and explore the configuration space with a subspace based strategy. This ultimately leads to reduced accuracy in prediction and suboptimal performance in tuning. These limitations and the dynamic execution of Hadoop YARN motivate us to propose a novel effective Hadoop configuration tuning approach for big data processing. To accurately model the performance of MapReduce applications and effectively search for the optimal configuration, we propose H-Tune based on ensemble modeling and metaheuristic optimization.
Ensemble modeling has grown in popularity as single model based approaches can have biases, variability or inaccuracies that affect the reliability of their analytical findings. One common example of ensemble modeling is a gradient boosting model. Gradient boosting [14] - [16] is a machine learning technique for regression or classification problems and is robust against outliers. It produces a prediction model in the form of an ensemble of weak prediction models, which are typically decision trees. In this paper, we adopt gradient boosted regression trees (GBRT) to train the performance models.
There are many algorithms to search the otherwise intractably large configuration space, such as pattern search and recursive random search. However pattern search usually converges slowly and random recursive search suffers from getting stuck in local optima. As a good metaheuristic optimization method to use in self-tuning systems, genetic algorithm mimics natural evolution to adapt solutions towards more optimal versions [17] - [20] and has shown great potentials in finding intelligent solutions of conventional optimization problems involving tricky tradeoffs [21] . We therefore employ genetic algorithm to explore the configuration space.
III. H-TUNE DESIGN

A. OVERVIEW
The architecture of H-Tune is shown in Fig. 3 . For the applications that need to be optimized, we first collect their VOLUME 6, 2018 performance evaluations across various configurations with different input data sizes by a performance profiler. The resulting profiles are used to train the regression models in the execution predictor, which is ultimately used to predict the execution time of an application. Using a predictor, it is practical for the configuration optimizer to search the huge Hadoop configuration space to find the optimal configuration. The main components are described in detail in the following subsections.
B. EXECUTION PREDICTOR 1) PERFORMANCE PROFILER
We first introduce the performance profiler. To inspect the running application and generate performance evaluations, the profiler naturally mimics the application's master-slave structure and consists of three major components, namely container tracker, data aggregator, and central analyzer, as shown in Fig. 4 . The container trackers instrument the containers running on each slave node while the data aggregator and the central analyzer work on the master node in an offline fashion. The key component is the container tracker and developed as a pluggable module. It is responsible for tracking containers, which run tasks of an application such as a map task or a reduce task. To be deployed non-intrusively, the container tracker employs bytecode instrumentation based on ASM [22] to dynamically modify the bytecode of classes loaded by the JVM process. To reduce the performance overhead introduced by the container tracker and the size of sampling data, the container tracker is implemented based on an event trigger mechanism and running in a separate thread to monitor the specified events. Since the container tracker only tracks the classes and methods in the runtime provided by Hadoop and works as an agent of the JVM process, no modifications to Hadoop and applications are required. We also implement a lightweight script-based data aggregator to collect the distributed performance data and a central analyzer to reconstruct the execution of the application based on the low-level performance events and provide performance evaluations.
2) TWO-LEVEL FUSION MODEL
It is impractical to apply all Hadoop configurations exhaustively to find the optimum. To address this problem, an appropriate approach is to predict the performance of an application with a given configuration rather than to execute the application in practice. We build the execution predictor to predict the performance of an application on Hadoop. The performance of an application on Hadoop is influenced by many factors, including the behavior of the application, the input data, the cluster resource, and the Hadoop configuration. The performance of an application can be thought of as a function of these factors:
where Perf represents a performance metric (e.g., execution time), app is the specified application, data is the input data set, res is the cluster resource, conf is the Hadoop configuration, and F is the performance model. Since it is difficult to derive the mathematical expression of F, we build a separate two-level fusion model for each application. The two-level fusion models for all applications thereby constitute our execution predictor. As illustrated in Section II, the workflow of a MapReduce application running on YARN can be divided into 10 low-level phases. To provide better prediction performance, the two-level fusion model is built to match the workflow. That is, the first level of the two-level model is devoted to modeling the low-level phases and the second level of the two-level model is applied to model the performance of the overall job. The two-level fusion model for a specified application is constructed based on the performance profiles. The profiles are generated by running the application with different input data sets across various Hadoop configurations on a given cluster, which implies the cluster resource to be fixed. Then the two-level fusion model is defined as follows:
where profile i is the ith performance profile in the collected N profiles, T j is the data model for the execution time of the jth phase in the M low-level phases, and T job is the data model for the execution time of the overall job. {profile i } represents the set of N job profiles. The involved data models, which have no formula expressions, are obtained by ensemble training, as described below. As shown in Fig. 5 , to capture the underlying features while maintaining a simple model, the five phases of a map task are arranged into two phase groups: map and spmg. The map group contains the read, map, and collect phases, which are tightly coupled to deal with each key/value pair of the input data. And the spmg group contains the spill and merge phases, which handle the output of the map phase group. Similarly, the five phases of a reduce task form two groups: shuffle and reduce. The shuffle group contains the copy, merge, and sort phases, which are responsible for preparing data. The reduce group contains the reduce and write phases. Then the four phase-level models are constructed for the four phase groups respectively to predict their execution time, i.e., T map , T spmg , T shuffle , and T reduce .
We focus on building model for the overall job. Since there are complex interactions between the phases and overlapping among the tasks in the timeline, the execution time of the overall job and the low-level phases don not bear a simple linear relationship in such dynamic situation. Therefore, to model the overall job we construct a job-level model based on the four sub models. Specifically, the job-level model takes the outputs of the four sub models as new additional attributes and is trained to predict the total execution time of a MapReduce application. Ultimately, there is a two-level fusion model for each MapReduce application, which consists of four phase-level models and one job-level model.
Without deep knowledge and detailed information about the complex interactions among the parameters, the performance models are black boxes. Fortunately, it is practical to train the models based on the performance profiles. To train the models in the two-level fusion models, a gradient boosted regression trees (GBRT) based algorithm is employed in the execution predictor. GBRT is a typical ensemble modeling method for regression. The general idea is to compute a sequence of trees, where each successive tree is built for the prediction residuals of the preceding tree. In other words, GBRT combines decision trees into a single strong model in an iterative fashion. Algorithm 1 illustrates the process for two-level fusion model training. 
Algorithm 1 Two-Level Fusion Model Training
4:
; / * Fit a regression to the residuals * / 6: For a given application, we run it with random configuration and data size repeatedly to collect the training set. To avoid spending too much time waiting for applications with large input data sets to finish, we choose to use relative small input data sets in the training stage. Subsequently, the training set is used to train the four phase-level models. During Step 1, the algorithm takes the configurations and input data sizes as input and returns a regression model for each phase-level model (lines 2 to 10). Then during Step 2, the configurations and input data sizes as well as the outputs of the phase-level models are fed into the algorithm to train the job-level model (lines 12 to 18). The four phaselevel models and the job-level model thereby constitute the two-level fusion model for the specified application. In the GBRT algorithm, ''least absolute deviation'' is used as the loss function. And the number of decision trees in GBRT is decided by varying its value from 100 to 800. We observe that the MAPEs, defined in Section IV-A, for all benchmarks converge when the number of decision trees is larger than 500. So we set it to 500.
It takes time to collect the profiling data for a large cluster with large parameter space due to running the application for, say, hundreds of times. However, in the real world, when a new application is deployed on a given cluster, it is common to run the application for a specific purpose hundreds and thousands times with different data sets, day in and day out. In such a typical case, the one-time dedicated profiling effort is easily justified. Besides, to alleviate the limitation of the time-consuming profiling, the maximum input data size is limited to be just large enough to launch all available containers to emulate a busy cluster. Since the containers run simultaneously, for a cluster of an arbitrary size, the execution time of a training job can be controlled within an acceptable range. Moreover, to improve the scalability of the proposed approach and explore the large parameter space efficiently, the random configuration is generated in a special way. For instance, if 1,000 configurations are required, 10,000 candidate configurations will be randomly generated first. Then a clustering method such as k-means will be applied to the 10,000 configurations to obtain 100 clustering centers. After 10 iterations of the above process, 1,000 configurations, which are likely to be unique and representative, will be generated. Implicit in the clustering based configuration generation is the assumption that similar configurations may exhibit similar performance, e.g., changing the task.io.sort.mb from 100 to 101 will not affect the performance significantly.
Alternatively, our proposed approach can be implemented in the runtime system to perform profiling gradually. In such a situation, the performance models will not be available until their accuracies reach a predefined threshold.
We also experimented with some straightforward modeling methods. For instance, we can directly build performance models based on the profiles with least squares linear regression or support vector regression like [23] and [24] . However that results in inferior prediction performance. We will discuss some quantitative analyses in Section IV-D.
With the two-level fusion models for all applications, the execution predictor is capable of predicting the execution time of any MapReduce application. The details of training methodology and parameters selection are discussed in Section IV-A.
C. CONFIGURATION OPTIMIZER
In the previous subsection, we have built performance models, which reflect the complex relations between the performance of application, the input data, the cluster resource, and the Hadoop configuration. To find the optimal configuration for a given application on Hadoop, the optimization problem here is formulated as:
where C opt is the optimal configuration, S is the full space of configuration parameter settings, and F is the objective function, which in our case is the prediction model. To accelerate tuning and avoid local optima, the configuration optimizer uses a metaheuristic approach-a modified genetic algorithm.
The basic idea of a genetic algorithm is to process the evolution of the solution population using bio-inspired operators including selection, crossover, and mutation. Its workflow is as follows:
• Generate the initial population;
• Evaluate the fitness for every individual;
• Loop until the termination condition is satisfied: a) Select some elite individuals to survive, b) Crossover individuals to produce offsprings, c) Mutate the population by making small changes, d) Update and evaluate the population. Since we aim to find an optimal configuration for a given application with a given input data set running on a given cluster, the value of F in (5) only depends on conf . Every Hadoop configuration is represented as a vector: h = (c 1 , c 2 , . . . , c n ), where c i is the value of ith configuration parameter. In the context of the genetic algorithm, the configuration is the chromosome and every parameter is a gene. Note that instead of classifying the parameters into groups, we treat the parameters as independent with equal importance. The execution predictor serves naturally as the fitness function to evaluate the solution domain.
The individual in the initial population is generated by randomly selecting a value of c i within its value range. In the original implementation of genetic algorithm, the elite individuals are selected based on their fitness values. As a result, an evaluation on the entire population is required for every evolution iteration, which may be time-consuming when the fitness function is complicated and the dimensionality of the optimization space is large. To alleviate this limitation, we propose a partition-based selection operator, inspired by sampling based methods [25] . As illustrated in Algorithm 2, the selection operator splits the population into two parts and eliminates the part with worse fitness continually. It first selects two extreme configurations, the left and right (lines 3 to 7). Then all the configurations are projected onto the line joining left and right to obtain their projected lengths to left based on the law of cosines (lines 8 to 13). The configurations are sorted by the projected lengths (line 14). After that, lines 15 to 19 evaluate the fitness values of left and right and select the better part to survive. Since the execution predictor serves as the fitness function, the lower output of F is better. It should be noted that only the two representatives, i.e., the left and right, need to be evaluated by the execution predictor.
The ratio of elite individuals is controlled by the parameter k, the number of split times in Algorithm 2. In this paper, k is set to 3, which implies that in each evolution iteration 1/8 of the individuals will survive to the next Replace H with the second half of H ; 19: end if 20: count + +; 21: end while 22: return H generation unchanged. The rest 7/8 of the individuals in the next generation are generated by crossover operation. Specially, a single point crossover operator is employed in the configuration optimizer. Two configurations from the current generation and a crossover point are selected at random. Then all configuration parameters beyond that point in either parent configuration is swapped between the two parent configurations to produce child configurations.
After crossover, a mutation operator is applied on the child configurations. For each parameter of a configuration, the mutation probability is 0.1. When a mutation occurs, the value of a parameter is randomly changed as follows:
where value and new_value are the values before and after mutation, dir can be +1 or −1 at random, range determines the change range and is setup uniquely for each parameter according to its value range, de_factor controls the magnitude of the mutation and it decreases as the evolution continues.
Once an application is deployed into the Hadoop cluster, the configuration optimizer automatically searches for the optimal configuration as discussed above. The initial population size is set to 500 and the termination condition is set as the point when the number of evolution generations reaches 200. After the optimal configuration is found, the configuration optimizer automatically deploys the configuration onto the Hadoop cluster.
IV. EXPERIMENTAL EVALUATION A. EXPERIMENT SETUP
We perform the evaluations based on a nine-node cluster. In the cluster, all the nodes are virtual machines configured with the same hardware (8 cores, 8 GB memory, and 160 GB disk). One master node takes charge of cluster management and the rest eight slave nodes are responsible for data processing. Thus the cluster is able to launch 64 containers simultaneously (i.e., 1 core and 1 GB memory is allocated for each container by default).
In [26] . PageRank is an algorithm used to rank websites in the search engine results and its input is generated by BDGS [27] . AdjList is used to generate the adjacency list in the area of graph processing and its input is generated by BDGS as well. The sizes of the input data sets of the benchmarks vary depending on the experiments.
It is critical that the performance profiler has negligible performance impacts on the running applications. So we first evaluate the runtime overhead of the performance profiler. The overhead is measured as follows:
where ET enable and ET base are the execution time of a specified application with and without the performance profiler, respectively. In the execution predictor, we build a separate two-level fusion model for each benchmark. For a specified benchmark, we use 1,000 input data sets to train the regression models, and 250 separate input data sets to validate them. For the data size, it can be small in order to reduce the time consumption in the data collecting phase, but cannot be too small. We recommend that the maximum input data size should be large enough to launch all available containers in the cluster at least once to twice. In our cluster, the data block size of HDFS is set to 128 MB (a data split for each map task) and there can be 64 containers in total running simultaneously. Therefore we set the input data sets varying between 2 to 16 GB (128 MB * 64 * 2 = 16 GB). Random values of 12 Hadoop configuration parameters are selected during the training stage and the evaluation stage. The default values and data ranges of the relevant parameters are listed in Table 1 . The reason for selecting these parameters is threefold. First, the influences of these parameters cover many resources in a cluster. Second, these parameters have a great impact on different phases of the MapReduce workflow. Finally, they can be applied to the applications independently. Generally speaking, various factors that affect the performance of the MapReduce application are comprehensively considered.
Mean Absolute Percentage Error (MAPE) is used as a figure of merit to evaluate the predictions. MAPE is computed as follows:
where pre i is the execution time predicted, act i is the actual execution time, err i is the prediction error, and N is the number of the evaluated samples. In addition, the standard deviation (σ ) of the prediction errors is used to estimate the robustness of the job-level models. It quantifies the amount of dispersion of the prediction errors as follows:
where N is the number of the evaluated samples, err i is the prediction error, and err is the average prediction error. To compare our design with alternatives, we implement a RFHOC-like model based on [8] . RFHOC is a state-of-theart execution wave based analytical model. In this model, the outputs of the phase models are regarded as the per-wave execution time to compute the execution time for the map and reduce stages by multiplying the number of execution waves. Its phase models are trained based on random forest, which blends decision trees (e.g., average for regression) that analyze different sample data sets. The number of execution waves is calculated from the number of map/reduce tasks and the number of all available containers. As the original RFHOC did not predict the execution time of the overall job explicitly, for the RFHOC model, we aggregate its map and reduce stage execution time to give a prediction on the execution time of the overall job. Different from the RFHOC model, we take the outputs of these phase-level models as new additional attributes to train the job-level model for overall job prediction. Thus the phase-level models as well as the joblevel model together constitute the two-level fusion model. To illustrate the merit of the two-level modeling approach, we also construct a linear model with least squares linear regression and an SVR model like [23] and [24] with support vector regression directly based on the performance profiles, ignoring the phase-level models.
Then, we evaluate the configuration optimizer. Speedup is defined as follows to measure the performance improvement: (11) where ET default is the execution time of a specified application with the default Hadoop configuration and ET tuned is the execution time of a specified application with a tuned Hadoop configuration. Similar to the approach to evaluate the execution predictor, we implement a RFHOC like optimizer in our environment. The RFHOC optimizer classifies the configuration parameters into two groups, i.e., parameters mainly affect the map task (named map parameters) and parameters mainly affect the reduce task (named reduce parameters). Then it searches the Hadoop configuration subspaces for optimal map parameters and optimal reduce parameters respectively based on a genetic algorithm and combines them to obtain the optimal Hadoop configuration. The objective function used in the map subspace is the execution time of the map stage, i.e., the output of the performance model for map stage in the RFHOC model. And the objective function used in the reduce subspace is the reduce task cost, which can be derived from the processed data size and the processing time. In contrast, our configuration optimizer takes the execution time of overall job as objective function and optimizes the relevant configuration parameters together based on full space searching.
B. PERFORMANCE PROFILER RUNTIME OVERHEAD
In this experiment, the input data sizes of the benchmarks are set to 30, 40, and 50 GB, respectively. As it is evident from Fig. 6 , the relative overheads introduced by the performance profiler are all less than 2%. This negligible performance impact shows that our performance profiler is very lightweight. That is mainly because the container tracker in the performance profiler, which is the major source of performance overheads, is implemented based on an event trigger mechanism and running in a separate thread to monitor the specified events. Thus only the specified performance events are captured, resulting in minimum intervention to the running application. We can also see that when the input data size increases, the overheads change slightly, demonstrating the good scalability of the profiler. 
C. PHASE-LEVEL MODEL ACCURACY
To evaluate the performance of the execution predictor, we first evaluate the prediction accuracy of the phase-level models of the two-level model. Fig. 7 shows the prediction error of the phase-level models for the four phase groups across the five benchmarks. On average, the error rate of the model for map, spmg, shuffle, and reduce is 7.6%, 9.0%, 14.5%, and 9.5%, respectively. Compared to other phaselevel models, the model for shuffle phase group has a relative high error rate. This occurs mainly because that in the shuffle phase group, the reduce tasks attempt to fetch the intermediate results of map tasks over network and apply merging and sorting to them, causing uncertainty in the execution time. Moreover, during the process, the reduce tasks may have to wait for some slow map tasks to complete, which further complicates the execution of shuffle phase group. Overall, the phase-level models have an average error rate of 10.1%, which we believe that is accurate enough in capturing the underlying features of the applications. 
D. JOB-LEVEL MODEL ACCURACY
In the execution predictor, we use a job-level model to predict the execution time of a given application. The job-level model is denoted as H-Tune model and Fig. 8 shows its prediction accuracy. As is evident from the figure, the H-Tune model outperforms all the alternative models on all benchmarks significantly. For the H-Tune model, the maximum error rate is observed for InvertedIndex (8.1%). The error rate for other four benchmarks is less than 7.0%. Overall, the average error rate of the H-Tune model is 5.7%. The H-tune model is built based on the phase-level models, whereas the linear model and the SVR model attempt to construct a performance model for the job execution time based on the performance profiles directly. As can be seen, the linear model and the SVR model fail to perform well in predicting the job execution time, especially for InvertedIndex and PageRank. The average error rate of the linear model and the SVR model are 31.1% and 24.2%, respectively, far more higher than that of the H-Tune model. This observation proves two important things. Firstly, the input data size, Hadoop configurations, and execution time of the overall job do not bear a linear relationship. Secondly, it is difficult for a straightforward model for the overall job, ignoring the phase-level models, to predict the performance accurately.
The RFHOC model adds up the execution time of map and reduce stages and determines their weights by execution wave calculation. Its average error rate is 17.7%, which is much higher than that of the H-Tune model. The reason is that in the situation of dynamic resource allocation, the running map/reduce tasks overlap with each other in a complicated way and there is complex interaction between the low-level phases, making it difficult to predict the performance with execution wave based analytical modeling. Another observation is that, the RFHOC model outperforms the the linear model and the SVR model except on WordCount and TeraSort. It is because that aggregate the outputs of phaselevel models as the total execution time for the job will take the errors from each phase regression model and add them up in some ways. Sometimes the error cancels, but other times they accumulate. In contrast, the accuracy of the H-Tune model is higher than that of the phase-level models. It is because that stacking typically yields performance better than any single one of the trained low-level models. The H-Tune model is trained to make a final prediction using the predictions of the phase-level models as additional inputs, which is indeed a stacking-based ensemble. The lower bound of the error rate of the H-Tune model, i.e., the H-Tune ideal in Fig. 8 , for each application is 2.8%, 4.2%, 6.9%, 6.1%, FIGURE 8. Prediction accuracy of the performance models. VOLUME 6, 2018 and 3.7%, respectively. It can be obtained by using the actual execution time of the phases to predict the execution time of the overall job. Obviously, the error rate of the H-Tune model is close to its lower bound, indicating that the H-Tune model is well trained and performs satisfactorily. Fig. 9 illustrates the prediction results of the performance models for InvertedIndex. Each data point represents a single job of InvertedIndex in the validation set. The horizontal axis represents the measured execution time of the application and the vertical axis represents the execution time predicted by the performance model. It is evident that the scatter data points in Fig. 9 (a) do not concentrate to a line, indicating that the prediction errors of the RFHOC model change a lot for different jobs, i.e., the RFHOC model is not robust enough. In contrast, for the H-Tune model the data points are located around the bisector as shown in Fig. 9 (b) , indicating that the predictions are close to the measurements. In this perspective, the H-Tune model is both accurate and robust in predicting the execution time. We observe better results for the other benchmarks for the H-Tune model. (Note that for InvertedIndex the H-Tune model has the highest average error rate as shown in Fig. 8 . The performance of the linear model and the SVR model are even worse than the RFHOC model and are not shown here for brevity.) To quantify the amount of dispersion of the prediction errors, Fig. 10 shows the standard deviation of the prediction errors of the four different models. A low standard deviation indicates that the data points tend to be close to the mean of the set, which indicates a higher robustness. As can be seen, the standard deviation for the H-Tune model is significantly lower than that for the RFHOC model, the linear model, and the SVR model. Overall, the H-Tune model achieves a standard deviation of 0.05, on average, whereas that of the RFHOC model, the linear model, and the SVR model are about 0.13, 0.29, and 0.22, respectively.
E. PERFORMANCE MODEL ROBUSTNESS
F. PERFORMANCE IMPROVEMENT
In this experiment, we run the benchmarks with the configuration optimizer, denoted as the H-Tune optimizer, and the RFHOC optimizer, respectively. The input data sizes of the benchmarks vary from 30 to 50 GB. The speedup relative to the default configuration is shown in Fig. 11 . First of all, it is indeed an effective approach to improve the performance of Hadoop applications by configuration tuning. Overall, the average and maximum speedup of the H-Tune optimizer over the default configuration is 9.6× and 17.9×. As can be seen, WordCount obtains the smallest speedup compared to other four benchmarks. This is attributed to the relative simple processing logic of WordCount. Meanwhile, WordCount produces less intermediate data than other benchmarks. Thus the default configuration is sufficient. In other words, the performance of WordCount has less potential to be improved. In contrast, for the benchmarks with complex processing logic, there is a lot of room to optimize the operations in their executions, resulting in a relative big improvement after tuned. In addition, the H-Tune optimizer achieves a higher average speedup as the size of the input data grows larger except on InvertedIndex. It is probably because that a larger input data set for InvertedIndex will introduce more combine operations caused by temporary data in MapReduce workflow, resulting in more processor contention and lower speedup. This again proves that the performance of an application is influenced by not only the configuration but also the input data, indicating the optimal Hadoop configuration is often application-specific and data-specific. The RFHOC optimizer achieves a 6.3× speedup on average. Therefore, the H-Tune optimizer outperforms the RFHOC optimizer by 1.5× (9.6× vs. 6.3×). The reason mainly lies in the subspace based searching strategy used in the RFHOC optimizer. It searches the optimal configuration for map and reduce tasks separately. Though this strategy reduces the dimensionality of the optimization space, it is easy to fall into suboptimal results because the configuration parameters take effect in a complex way due to their complicated interactions. Furthermore, optimizing map and reduce tasks separately implies using all the cluster resources for map or reduce tasks at a time. However, map and reduce tasks will compete for resources on YARN, especially when the data size is large and lots of tasks are launched, making the separate optimization of map or reduce task less effective.
Additionally, to evaluate the scalability of H-Tune, we also run H-Tune with larger input sets (100 GB) and still observe an average speedup of 11.6× compared to the default configuration.
G. EXECUTION EFFICIENCY ANALYSIS
To further illustrate the complicated interactions of the configuration parameters and demonstrate the effects of the configuration optimization, we perform an execution efficiency analysis on the execution of PageRank with 50 GB input data. In this subsection, we denote the execution of PageRank using the configuration found by the RFHOC optimizer in Table. 2 as job a; and the execution of PageRank using the configuration found by the H-Tune optimizer as job b. Fig. 12 shows the execution breakdown of the two jobs. Note that the horizontal axis represents the execution time consumed to process one megabyte data, i.e., smaller number indicates higher efficiency. We observe that job b processes more efficiently in the map and collect phases of the map task compared job a. This is mainly caused by the lower settings for the spill phase (task.io.sort.mb, map.sort.spill.percent, and task.io.sort.factor), which results in more, but individually smaller spills. Since combine operation, a computeintensive operation, is invoked on these spills, smaller spills in job b lead to fair less processor contention compared to job a. Hence, although smaller spills reduce the efficiency in the spill phase of job b, all the compute-intensive operations, such as executing the user-defined map function, serializing and sorting the map output, are positively affected, improving the efficiency of the map and collect phases of job b; yet the reverse happens in job a.
Another interesting observation is that although the higher setting for reduce. shuffle.parallelcopies can increase the efficiency in the copy phase, the setting of more reduce tasks may dwarf this effect as shown in job a. More reduce tasks means more complexity in the merge phase as well as more network transfer costs, resulting in reduced efficiency in the merge phase of map task and copy phase of reduce task. Moreover, the sort phase in reduce task is also affected by the setting of task.io.sort.factor, higher setting for the parameter leads to reduced efficiency as shown in job a. Additionally, the compression of output files is likely to consume extra processor resources, causing a little overhead in the reduce phase. In return, it is quite helpful for the write phase as shown in job b.
Overall, although the configuration found by our configuration optimizer performs less well in the spill phase of map task and reduce phase of reduce task, it works more efficiently than the one found by the RFHOC optimizer in all other phases. The speedup gained from the proposed configuration optimizer and the RFHOC optimizer are 17.9× and 13.6×, respectively. Similar results are obtained for the other benchmarks. This indicates that it is more suitable to take all relevant configuration parameters into consideration and optimize them together.
H. DISCUSSION
Performance modeling based approaches like RFHOC and our H-Tune rely on training data to build the performance models, which makes these approaches more robust and flexible. They explore the optimization space through three serial stages, including profiling, modeling, and searching. While profiling takes a long time to collect data, usually dozens of hours, it is a one-time cost and is still attractive compared to manually tuning and brute-force searches. Based on the profiling data, it takes only several minutes for model training for both RFHOC and H-Tune. For searching optimal configuration, the process for a specified application can be completed in minutes for both RFHOC and H-Tune. Furthermore, H-Tune employs a partition-based selection operator to eliminate the excess model evaluations, resulting in less time consumption compared to the standard GA used in RFHOC. For the long-running applications in data centers, this extra time cost is easily justified.
In addition, although H-Tune is designed for a scenario that only one application is running on a given cluster, it can be applied to a multi-tenant cluster by modifying its optimizer. Typically, if two tenants share one cluster but they are assigned different scheduling priorities, we might improve one application's performance at the cost of degrading other's performance. In such a scenario, the H-Tune optimizer can reduce the resource allocated for the application that has lower priority by specifying the restricted ranges of the configuration parameters. However, the effects of H-Tune may be limited in a multi-tenant cluster because the resource allocated for a specified application may change and thus make the performance models not be as accurate. We have left the performance modeling with variable cluster resource and the combination of H-Tune and resource schedule as important future work.
V. RELATED WORK
To tune the performance of Hadoop applications, the related studies can be classified into three main categories, including data flow optimization, task/resource schedule optimization, and Hadoop configuration optimization.
Focusing on data flow optimization, Chowdhury et al. [28] improve data transfers by optimizing the communication patterns and transfer-level scheduling. Kwon et al. [29] attempt to reduce job execution time in the presence of skew by repartitioning the input data. Wang et al. [30] present a reconfigurable architecture for map-side shuffle. Guo et al. [31] decouple shuffles from reduce tasks and convert it into a platform service to reduce the job execution time.
Regarding task/resource schedule optimization, Zaharia et al. [25] propose an algorithm called delay scheduling to take advantage of data locality to increase throughput. Ahmad et al. [32] design a multi-tenant MapReduce scheduler to improve cluster performance by reducing shuffle traffic. Karanasos et al. [33] present a hybrid resource management framework, allowing applications to trade-off between scheduling overhead and execution guarantees, to improve task throughput. Cheng et al. [34] develop a cross-platform resource scheduling middleware to improve the resource utilization and application performance in multitenant Spark-on-YARN clusters.
Performance model and Hadoop configuration optimization are yet another research focus. Lama and Zhou [12] develop a system that groups jobs with similar utilization patterns of resources and employ support vector machines to predict the performance of Hadoop applications with different configurations. Yigitbasi et al. [23] and Yeh et al. [24] directly model the relationship between configuration parameters and the application performance using machine learning algorithms such as SVR. Chen et al. [35] build up a cost function to model the relationship among the time cost, the input data, the resources, and the complexity of the target MapReduce job. Li et al. [36] tune the parameters on YARN based on the cost of each task. An actual test run with modified execution flow of each job is required to try out an optimal configuration using the hill climbing algorithm. JellyFish [37] assesses map-relevant configuration and the reduce-relevant configuration separately, considering the execution time, the number of spill records, and the ratio of Java heap size. Lee and Fortes [38] , [39] concentrate on a sequence of MapReduce jobs and propose to improve the resource usage and application performance by adjusting the number of concurrent jobs, which is orthogonal to our work. MR-Advisor [40] , [41] focuses on tuning MapReduce applications on HPC clusters, utilizing the available system resources to deploy Hadoop clusters concurrently with different combinations of tuning parameter values. MEST [42] accelerates the searching process for the optimal configuration by on demand profiling and accumulative modeling. The studies closest to our work are Herodotou's what-if engine [10] and RFHOC [8] . They both build performance models and use them to search the Hadoop configuration space for optimal performance for MapReduce applications. However, their analytical models are based on simplifying assumptions or linear modeling and they search optimal in subspaces, leading to reduced accuracy in prediction and suboptimal performance in optimization. In contrast, we build a two-level fusion model without any assumption in the execution predictor for each application to capture the complex relationship among the execution time, input data, and Hadoop configuration. Subsequently, the configuration optimizer searches the whole configuration space for the optimal configuration based on the outputs of the execution predictor.
VI. CONCLUSION
In this paper, we propose H-Tune, an effective Hadoop configuration tuning approach for big data applications on Hadoop. We first design a lightweight and non-intrusive performance profiler to capture the runtime details of the MapReduce applications and generate their performance evaluations. To predict the execution time of big data applications with any input data sets and any Hadoop configurations accurately, we build a two-level fusion model based on ensemble modeling for each application in the execution predictor. To find the optimal configuration, the metaheuristic based configuration optimizer takes all relevant configuration parameters into consideration and optimizes them together once an application is cast into the Hadoop cluster. Experimental results show that the average error rate of the execution predictor is less than 6%, far more accurate than the state-of-the-art model. H-Tune achieves 9.6× speedup over the default configuration and 1.5× speedup over the state-ofthe-art optimizer.
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