Market demand models capable of representing heterogeneous preferences in a consumer population have seen increased use in engineering design problems. This paper explores how the choice of a Latent Class multinomial logit or hierarchical Bayes mixed logit model of consumer preference can influence the results of a feature-package design problem. In this case study, three different approaches to optimizing a product family design with respect to preference share are demonstrated: designing optimal products for each latent class, designing an optimal product family spanning all latent classes, and designing an optimal product family spanning all individual respondents. The preference share and the computational expense for each solution are reported and discussed. Analysis of the results shows that individual products designed for each latent class capture maximum preference share in both the latent class and hierarchical Bayes models. Finally, a product architecture study is conducted to balance the conflicting objectives of market coverage and product family complexity.
optimal product family design. In particular, the effectiveness of applying latent-class multinomial logit (LC) or hierarchical Bayes mixed logit (HB) demand models to product family design problems is explored.
II. Background
This research extends prior work in product platform design, discrete choice modeling, and the application of heuristic optimization techniques to multiobjective and multidisciplinary problems.
A. Market demand models
Determining the most effective combinations of product features requires the use of a market demand model that captures the heterogeneity in preferences amongst the customer population. Stated most generally, and in keeping with terminology used by Train 6 , heterogeneity in customer preferences can be defined as variation in taste across individuals. Discrete representations of heterogeneity are most common in earlier engineering design applications, perhaps because their development and interpretation are more intuitive. The fundamental approach is to subdivide a sample of respondents into discrete groups and to represent the tastes within each group using scalar parameters. McConville and Cook 7 observed striking differences in self-explicated willingness to pay for certain automotive features and consequently segmented the market into smaller groups with much more uniform preference structures. Ferguson et al. 8 applied the S-Model to a product family design problem using different vectors of weighting factors in the value function to account for variations in taste across market segments. Li and Azarm 9,10 fielded conjoint surveys and fit utility functions at respondent level. Wassenaar et al. 11 explored the use of a latent class multinomial logit model in a passenger vehicle engine case study. For the purpose of this paper, we classify this as a discrete representation because the latent variable is used to subdivide the sample of respondents, even though the stochastic term in the multinomial logit model provides a continuous representation of unobserved variation in customer tastes.
Models with continuous representations of heterogeneity have recently become more prevalent in market-based engineering design. By nature, all random utility models in the generalized extreme value family include continuous representations of heterogeneity in some form through their stochastic terms. This includes the popular multinomial logit model applied by Wassenaar and Chen 12 , Wassenaar et al. 13 , Michalek et al. 14 , and Kumar et al. 15 as well as the nested logit models used by Kumar et al. 16, 17 . Researchers have avoided random coefficient models, despite their much less restrictive assumptions concerning stochastic utility terms, because of the computational expense involved in both fitting and evaluating these models 15 . However, mixed logit models have recently been applied to market-based engineering problems by Shiau et al. 18 and Michalek et al. 19 . The evaluation of alternative approaches to modeling heterogeneity in customer preferences was originally motivated by a desire to enhance the predictive accuracy of the demand model 11 and by some researchers' interpretations of the consequences of Arrow's General Possibility Theorem 12 . More recently, the motivation has shifted to investigating the consequences of representing heterogeneity in preference specifically for engineering design applications. Donndelinger et al. 20 demonstrated that results of a vehicle configuration design problem can be highly sensitive to the specification of the market demand model. More importantly, Shiau and Michalek 21 established that when using multinomial logit to model customer choice when simultaneously perturbing more than one alternative in a design optimization problem, every perturbed design alternative will converge to the same solution. Although this result was originally presented to motivate the absolute necessity for a heterogeneous choice model in designing a product in context of a competitive market, the same argument extends to product family design: to arrive at an optimal product family design solution with multiple differentiated products, it is absolutely necessary to apply a heterogeneous choice model.
While the use of market modeling techniques is becoming more prevalent in engineering design research, work in the area of combining demand modeling and product platforming 22 has been limited. Also, the computational complexity associated with such an analysis requires a strong background in heuristic and other largescale optimization techniques that will allow for results to be obtained with an acceptable level of cost.
B. Product platforming
To leverage product families across multiple market segments, Meyer and Lehnerd 23 introduced the market segmentation grid. Using horizontal leveraging, vertical leveraging, and beachhead strategies of targeting market segments, two basic approaches to product family design have been identified 24 . A top-down approach is used to manage a family of products and its variants when starting with a core product architecture. Conversely, a bottomup approach permits the redesign or consolidation of a group of distinct products in an effort to standardize components and control costs. In a scalable product family [24] [25] [26] [27] , designers determine which parameters should be included in the platform, and then scale those variables to satisfy various customer needs. Many scalable product family approaches originally required the definition of the product platform a priori 28 ; however, an increasing number of recent works (such as Dai and Scott 29 ) allow for simultaneous platform determination and variable scaling. While many programming techniques have been explored -traditional nonlinear algorithms, heuristic techniques, physical programming 25 , analytical target cascading 30 -Simpson 31 advocates genetic algorithms as the most effective technique given the combinatorial nature of product family design. Alternatively, configurational product family design focuses on creating variants by adding, interchanging, and/or removing functional components from a modular architecture 28, 32 . Challenges in configurational product family design include module identification 33 , interface standardization 34 , and architecture embodiment. More comprehensive discussions of product platforming fundamentals and research within the field [35] [36] are available for the inquisitive reader.
C. The need for heuristic optimization techniques
Reducing computational effort is an important aspect of this research as the multiobjective optimization of feature packages typically are formulated with a large number of design variables. A technique such as the branchand-bound algorithm for this discrete and combinatorial problem is initially attractive as it is a heuristic approach that also guarantees optimality of the solution. Some research efforts 37, 38 have focused on the use of branch-andbound algorithms in the context of multiobjective optimization. However, the nonlinear and multiobjective nature of the problem may pose potential challenges to arriving at an optimal solution set. Computational efficiency for this problem can be further increased with the application and use of genetic programming techniques. A multiobjective genetic algorithm (MOGA) can capture the Pareto frontier in a single optimization run without the need for repeated conversions to a single objective optimization problem. A significant advantage of MOGAs is that they typically require far fewer function evaluations to converge to a set of solutions than other methods such as grid searches or iterative weighted sums. Additionally, MOGAs are quite robust to ill-conditioned problems (multimodal, discontinuous, discrete, etc) which improves the density and uniformity of sampling acxross the entire nondominated frontier. Furthermore, like branch-and-bound, MOGAs are zero order; the form of the evaluation function is irrelevant to the workings of the algorithm. This method therefore lends itself well to use with simulation codes for which there are no analytical evaluation functions.
Having introduced the fundamental concepts associated with the work in this paper, the next section introduces the methodology developed to explore how discrete choice models can best be exercised in a feature combination problem to facilitate thesegmentation of the market and the development of a product family. The specific case study to be used in this work will also be introduced.
III. Methodology and case study description
In this paper, we consider the following scenario. A company is bringing a new product to market. A number of features are available on the product; each feature is offered in a number of different levels that represent either removal of the feature from the product or upgrades from basic feature functionality. The motivation for modeling product features in this manner is twofold: 1) customers are apt to upgrade or downgrade their preferred product configuration based on the available variants and the number and types of feature packages available, and 2) unforeseen changes in technology, supply chains, or other factors introduce substantial uncertainty in feature offerings, possibly resulting in cost increases for features or lacks of feature availability.
To identify the most effective combinations of product features, a market simulation model that captures the heterogeneity in preferences across the customer population must be used. The goal of this investigation is to compare solutions of the feature optimization problem from the LC and HB logit models to assess their suitability for this application.
A. Identification of product features and levels
The 20 unique product features offered in the case study considered in this work are shown in Table 1 . Additionally, minimum allowable prices for incorporating each feature into a product have been determined based on feature costs and various business goals. Examples of minimum prices for features in product feature group x 4 are shown in Table 2 . Prices may, of course, be set at levels higher than the minimum allowable prices and exploring the effects of price changes on preference share is an integral component of this problem. The procedures used to collect data and fit models to estimate the effects of these 20 product features on overall product preference share are covered in the next sub-section.
B. Deployment and analysis of the choice-based conjoint study
A choice-based conjoint study was fielded to capture the heterogeneous preferences of consumers for the product features considered in this study. The data consists of roughly 2275 respondents choosing from an average of approximately 19 choice tasks, yielding 43,225 choice tasks in total. The CBC/Web System for Choice Based Conjoint from Sawtooth Software 46 was used to collect the choice task data. HB models were fit using the Sawtooth Software CBC/HB module 47 . Additionally, LC models were fit using the Sawtooth Software CBC Latent Class module 48 .
C. Problem Formulation
Determining the optimal feature package content for a product requires a mixed-integer multiobjective optimization problem formulation. In this problem, for a pre-defined number of feature packages, the design variables are the levels of each feature to be offered in each package and the price of each feature package. The objective in this problem formulation is to maximize preference share in the market simulation model.
The objective function in this problem is evaluated directly from the response of the market simulation model. We make the simplifying assumption in this work that preference share may be interpreted as market share. In a comprehensive product-market analysis, preference share is not likely to be an accurate estimator of market share 49 ; however, the reliability of these estimates improves substantially when changes in preference share are evaluated relative to an established base case.
Three different approaches to identifying an optimal product family will be evaluated. In the first approach, the LC market simulation model will be used and one optimal product will be designed specifically for each latent class. In the second approach, the LC model will still be used and the number of products in the product family will still equal the number of latent classes in the market simulation model; however, the constraint of unique correspondence between products and latent classes will be relaxed -every product in the product family will be offered across all of the latent classes. In the third approach, the number of products in the product family will remain unchanged, but the correspondence between products and respondents will be further relaxed to the individual level through application of the HB market simulation model.
IV. Case study results
A significant challenge in any product family design problem is determining the proper number of alternatives to offer. The HB model does not readily lend itself to segmentation because of its smooth mixing distribution, although clustering techniques could be applied to the HB model coefficients to effectively divide the heterogeneous population into 'like-minded' groups. Segmentation could also be performed through latent class modeling. Sawtooth Software's CBC Latent Class module allows users to LC models with anywhere from two to thirty latent classes. Results of this modeling approach are a multinomial logit model for share of preference within each latent class along with probabilities for each respondent's membership in each latent class.
While a number of statistical measures [50] [51] [52] [53] are available to assess goodness of fit for latent class models, these statistics can provide conflicting information about the optimal degree of segmentation 48 . Trends in these statistics must be used to identify the optimal segmentation scheme. When latent class models are fit from the conjoint choice task data, statistically significant segmentation occurs for models two to five latent classes. The model with five latent classes was selected for use in this work.
Once the number of latent classes was determined for the LC model, the probabilities of class membership were determined for each of the 2275 respondents. As shown in Table 3 , respondents may be assigned to a single class (such as Respondent #4), or may be assigned probabilities of memberships in multiple classes (such as Respondent #212). The weights for preference shares of each class may be found by summing the individual probabilities of class membership and dividing by the number of respondents. These weights, shown in Table 4 , indicate by their relatively even distribution that no single class dominates the population -avoiding another common challenge in representing preferences across a heterogeneous population. An example of the utilities found by the Sawtooth CBC Latent Class module for one feature group and the outside good are shown in Table 5 . One noteworthy distinction in this model is between customers with strong inclination to purchase the product (Classes 3 and 5) and those with weaker inclinations to purchase the product (Classes 1, 2, and 4). Having fit the Latent Class model, the first optimization approach, in which one optimal product is specifically designed for each latent class, may be executed. This is covered in the next section.
A. First Approach: Latent Class without Class Crossover
The least complex (and most constrained) approach to this problem is to create one product specifically for each of the five latent classes. This task is completed by applying Sawtooth Software's Advanced Simulation Module 54 using the multinomial logit utilities within each individual latent class. In these simulations, the alternatives are to choose either the single product offered to the latent class or the outside good. The Randomized First Choice simulation method was selected with 200,000 sampling iterations and a 'none weight' of unity. The search method chosen was a genetic approach with an objective of maximizing preference share. The pool size was set at 300 products, with 150 children products created each generation, a relative mutation rate set at the default value of 0.05, and a stopping criterion of no objective function improvement over 3 generations. 1,920 product simulations were completed in an average of 2.10 seconds per product for an overall run time of approximately one hour. The optimal product found in each simulation is shown in Table 6 . The share of each product, along with the total share captured by all products, is shown in Table 7 . 
B. Second Approach: Latent Class with Class Crossover
In the first approach, the alternatives offered within each class were constrained to one product tailored specifically for that class plus the outside good. In the second approach, this constraint is relaxed such that the choice set offered within each class is every product in the product family plus the outside good. Thus all five products in the product family are now designed simultaneously. A Randomized First Choice simulation was used with 600,000 sampling iterations and a 'none weight' of unity. The search method chosen was a genetic approach with an objective of maximizing preference share. The pool size was set at 600 products, with 300 children products created each generation, a relative mutation rate set at the default value of 0.05, and a stopping criteria of no objective function improvement over 3 generations. For this run, 10,500 product simulations were completed at a rate of 14.89 seconds per product for an overall run time of approximately 43 hours and 26 minutes. The optimal feature packages shown in Table 8 . The share each package captures, by class, is shown in Table 9 . 
C. Third Approach: Hierarchical Bayes model
The approaches in the previous two sections relied on a designer-defined number of latent classes as a means of segmenting the respondent population. A hierarchical Bayes mixed logit model provides no simple means of segmenting the population. Instead, in this model utilities are estimated for each respondent, as shown in Table 10 . For the third approach, a Randomized First Choice simulation method was selected with 600,000 sampling iterations and a 'none weight' of unity. The search method chosen was a genetic approach with an objective of maximizing preference share. The pool size was set at 600 products, with 300 children products created each generation, a relative mutation rate set at the default value of 0.05, and a stopping criteria of no objective function improvement over 3 generations. For this simulation, 9,000 product simulations were completed in an average of 14.85 seconds per product for an overall run time of approximately 37 hours. The optimal feature packages are shown in Table 11 . The share of each package, along with the total share captured by all products, is shown in Table 12 . When comparing the solutions of the three optimization approaches, some similarities are readily apparent. First, each solution has at least one feature combination that effectively acts as a base product. In these packages (PackA2, PackB2, PackB4, and PackC3) at least one-third (and up to 73% for PackC3) of the features are set at the 'none' level. Correspondingly, these products are offered at the lower end of the price range. These products are targeted at customers with relatively low interest in purchasing the product, such as those in Class 2. Consumers in these classes have strong preferences for the outside good, and very high preferences for lower price levels (variable x 20 ). As features are included and feature package prices increase, the probability that these customers will choose the base product increases.
In each solution there is also one mid-range offering (PackA1, PackB3, and Pack C1), while the prices of the remaining packages approach the highest price level offered in the conjoint study. The presence of feature package solutions near the upper limit of price in this study is not surprising; there is a known artifact in this conjoint choice task from social pressure to choose highly contented alternatives offered at high price levels. This may be observed by comparing utilities for different price levels between classes, as shown in Table 13 . Note that Class 5 has large negative utilities for lower priced packages and relatively small negative utilities for higher priced packages. These are markedly different than the results are directly opposite of Group 2, in which utilities for price levels decrease monotonically and the utility for the outside good is very high..
Although the results of each approach have been presented and discussed, the question of which optimization approach is best has yet to be addressed. This will be covered in the next section. 
V. Analysis of Results
The results for three different optimization approaches obtained using Sawtooth Software's Advanced Simulation Module have been presented in the previous section. By summarizing the performance of the three approaches, as shown in Table 14 , it would appear that the hierarchical Bayes approach is by far the 'best' -it captures a significantly greater preference share and requires less time than the Latent Class with crossover approach when using the same genetic search configuration parameters. However, it is important to note that the Latent class approach without crossover requires far less time than either the Latent Class approach with crossover or the hierarchical Bayes approach. The results in Table 14 , however, can be misleading because the scale factors in the LC and HB models are not necessarily equal; i.e. the ratios of systematic to stochastic utility may differ between the two models based on each model's unique ability to account for variance in the underlying choice task data. To accurately compare these solutions, the solutions reported from each approach must be re-analyzed using the procedures and choice models from the other two approaches. This yields directly comparable preference shares that may be used to accurately assess the quality of the solutions.
A. Comparison of Model Solutions
To compare the results of the three approaches, the Product Simulation option was used within Sawtooth's Advanced Simulation Module. As opposed to the Product Search option, in which design variable ranges are allowed to vary to find the optimal configurations, a Product Simulation requires fixed designs. For reference, the results in Table 15 include the predicted share for the solution from the Latent Class approach without crossover. Once multiple products are allowed to span the market (as in the second and third approaches, a.k.a. the PackB and PackC scenarios), customers' preference shares may be allocated to all of the available products and to the outside good. Because of this, the LC without crossover model form mimics the behavior of the LC with crossover solution. As shown in Table 15 , a new approach emerges as 'best' when accounting for differences in scale factors between the LC and HB models. Regardless of the choice model used, the Latent Class without crossover approach (PackA) outperform the other solutions. This is a surprising result that raises a number of discussion points. First, the fact that solution with greatest preference share in HB simulations was designed using an LC model raises the question of whether either solution is the global optimum for the HB model. Heuristic optimization techniques such as genetic algorithms are typically successful at avoiding local optima. However, these results suggest that due to its sheer complexity, the HB model may require a more tailored and customized optimization approach to ensure that the global optimum is achieved. This could also be true for the Latent Class approach with crossover because the solution from this approach is dominated by the Latent Class without crossover solution. Developing heuristic optimization techniques that are better suited to explore the complex design and performance space associated with a heterogeneous population is a source of future work to be addressed by the authors.
Second, it appears that designing products for individual latent classes and then offering them to all consumers yields a high quality solution at a significantly reduced computational cost. While none of the reported solutions may be true global optima, it cannot be ignored that the Latent Class without Crossover approach required approximately one-eighth the time of the larger simulations. Balancing computational expense and solution quality is a practical necessity when tackling highly complex problems such as product family optimization. The authors will further investigate how product designs for individual latent classes may be leveraged to provide high quality design solutions with reduced computational cost in their future work.
Third, in comparing the preference shares between the LC and HB models shown in Table 15 , substantial differences in scale factors are observed between the two choice models and a rank reversal occurs when simulating shares of the three optimal solutions in the two different choice models. Although they are not material to the identification of the 'best' solution, the differences in model forms used to fit this choice data lead to appreciable differences in model behavior and goodness of fit that should be explored in future work.
Finally, in examining the results from the Latent Class without crossover solution presented in Table 6 , multiple opportunities for commonality across the feature packages may be identified. An investigation of the impact of increasing commonality on preference of share is presented in the next section.
B. Product family development and simulation
In this problem, if price is excluded, there are approximately 1,074,954,240 possible feature combinations within each feature package. Considering only feature levels selected in the optimal solutions, there are still 3,981,312 possible combinations for the Latent Class without crossover solution, 442,368 for the Latent Class with crossover solution, and 26,873,856 for the HB solution. Obviously, the cost and organizational complexity associated with maintaining such large numbers of build combinations quickly become unbearable.
Especially for this problem, there is a strong desire to reduce the number of possible combinations to a more tractable level. The methods outlined in this section are applied to the results shown in Table 6 to identify opportunities to eliminate available feature levels (thereby reducing complexity) while minimizing reduction of market coverage.
To define a base product architecture for this study, the following heuristics are applied:
• When at least 3 of the non-base packages share the same feature level, this level is made common across all packages (e.g. variable x 3 ); • When feature levels are split evenly across the four non-base packages, each feature level present in the optimal result is made available in the product search (e.g. variable x7); • When base-content feature levels are present in non-base packages, the base-content feature level is made available in the product search (e.g. variable x15).
Applying these rules, the core architecture of the feature packages becomes: Table 16 , the number of possible feature combinations is reduced to 1,536. When a product search is run in Sawtooth's Advanced Simulation Module using this feature package architecture and the HB model, the solution captures 65.15% of the preference share. The results, shown in Table 17 , also reveal an opportunity for further platforming on variable x 15 , reducing the number of possible feature combinations to 768. When a product search is run using this feature package architecture in Table 16 and the LC model, the solution captures 53.58% of the preference share. In this solution, shown in Table 18 , the number of possible feature combinations is 1,152. Comparing the results of the two models, the HB solution creates packages at the high end of the price scale with very few features set at their 'none' level. However, in the LC solution, there are two feature packages (PackPB3 and PackPB5) that cater to more price sensitive consumers. Note that in both solutions, the low priced packages tailored to consumers least likely to purchase the product have been eliminated. Table 19 show that, as expected, implementation of a feature package architecture decreases preference share; in the HB simulation, the decrease is nearly 10%. However, this decrease in share could potentially be offset by product and engineering cost savings resulting from the reduced number of build combinations. Further exploration in this area requires modeling the potential cost savings due to platforming and translating them to bottom-line metrics such as net income. The authors will investigate this in future work. 
VI. Conclusions
In this paper, three different approaches were explored for optimizing the design of a feature-based product family with respect to market share. Both Latent Class and Hierarchical Bayes logit models were applied for market simulation; for the Latent Class model, the effect of allowing or constraining the crossover of products between latent classes was explored. Surprisingly, it was found that results of the Latent Class solution with no product crossover dominated the results of the other two approaches, offering dramatically reduced computation time and increases in preference share that were found to be robust against model form uncertainty. It is definitely true that some (if not all) of the product family solutions found in this work are local optima. Tailoring genetic algorithms specifically to improve performance on this problem is one avenue of further research, as are repeating this experiment with different pools of choice task data and investigating differences in behavior and goodness of fit between the HB and LC choice models.
A feature package architecture was also applied in this work to explore the balancing of market coverage and product family complexity. In this problem, it was found that eleven of nineteen design variables could be fixed to a single value; four more could be constrained to two levels. This reduced the number of possible feature combinations by several orders of magnitude -with an appreciable decrease in preference share. Further research is required to determine whether the savings of product and engineering costs realized by this aggressive level of platforming outweigh reductions in product line revenue to yield favorable bottom-line results.
