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Abstract
The multicommodity flow problem involves shipping multiple com-
modities simultaneously through a network so that the total flow over
each edge does not exceed the capacity of that edge. The concurrent
flow problem also associates with each commodity a demand, and in-
volves finding the maximum fraction z, such that z of each commoditys
demand can be feasibly shipped through the network. This problem
has applications in message routing, transportation, and scheduling
problems. It can be formulated as a linear programming problem, and
the best known solutions take advantage of decomposition techniques
for linear programming. Often, quickly finding an approximate solu-
tion is more important than finding an optimal solution. A solution is
-optimal if it lies within a factor of (1+) of the optimal solution. We
present a combinatorial approximation algorithm for the concurrent
flow problem. This algorithm consists of finding an initial flow, and
gradually rerouting this flow from more to less congested paths, until
an -optimal flow is achieved. This algorithm theoretically runs much
faster than linear programming based algorithms.
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11 Introduction
A common problem in many networks is deciding the best way transport
resources from one place to another. Whether it is a network of warehouses
across the country, computers on the internet, or electrical signals on a com-
puter chip, this problem arises time and again. A flow in a network is a
program for how to transport these resources. In this paper we begin by dis-
cussing two simple network flow problems. We first discuss the problem of
finding a maximum flow, that is, of finding a way to transport the maximum
possible units of a resource from one place in the network to another. We
next present the minimum cost flow problem. Here, the goal is to transport
a certain amount of a resource in the cheapest way possible. We formulate
the linear programming problems (LPs) associated with these network flow
problems and use the theory of LP duality to present an algorithm for solving
the minimum cost flow problem.
Another problem altogether is when there are multiple resources, or com-
modities, that need to be transported within the network. This is known
as the multicommodity flow problem, and it is well known to be very dif-
ficult. Unfortunately, this problem appears in many different applications.
In Section 3 we formalize this problem by presenting two equivalent LP for-
mulations. We then discuss a more general problem, concurrent flow. The
concurrent flow problem is not only to find a feasible flow for all commodities,
but to find a flow such that the network will be the least “congested”. This
has an interesting dual problem known as the sparsest cut problem. We end
the section by studying two common applications of multicommodity flow
problems. In very-large-scale integrated (VLSI) circuit design the goal is to
design a computer chip using the minimum amount of space, which we for-
mulate as a concurrent flow problem. A video-on-demand (VOD) service is
something provided by most cable companies, in which a user can request a
video which is then downloaded directly to a home television or PC. We for-
mulate this as a minimum cost multicommodity flow problem. An algorithm
to solve a multicommodity flow problem would not be suitable for both of
these applications. In the VLSI case, the problem only needs to be solved
once, and then production on the chips can begin. A VOD service would
be willing to sacrifice an optimal solution to gain speed. Every time a user
requests a video, the problem needs to be solved again. Because of this, a
VOD service would only need to quickly approximate an optimal solution.
In Section 4 we present an approximation algorithm developed by Leighton
2et al. [8] to solve the concurrent flow problem. Given some  > 0, this algo-
rithm finds a flow that is within (1 + ) of optimal. Although this algorithm
never deals with the LP directly, it is still guided by the complementary
slackness conditions given by LP duality. Because of this, it is known as
a primal-dual algorithm. The minimum cost flow algorithm presented in
Section 2.2.1 is also of this type. We conclude the paper by discussing our
Mathematica implementation of this approximation algorithm.
2 Simple Network Flow Problems
In this section we discuss the basic framework of multicommodity flow by
describing two simpler network flow problems. In Section 2.1, the details of
a single commodity maximum flow are discussed. Section 2.2 deals with the
minimum cost single commodity flow problem.
2.1 Maximum Flow
Consider a directed network G = (V,E). Here, V is a finite set of objects
which we call nodes or vertices, and E ⊆ V × V is a finite set of ordered
pairs of V , called edges or arcs. Pair (x, y) ∈ E can be thought of as the
edge from node x ∈ V to node y ∈ V . Throughout this paper we will let
|V | = n and |E| = m. We call a non-negative vector f ∈ Rm a flow on G if
it satisfies f+(x) = f−(x) for all x ∈ V , where
f+(x) =
∑
x:(x,y)∈E
f(x, y) and f−(x) =
∑
x:(y,x)∈E
f(y, x).
These can be thought of as the value of the flow leaving and entering node
x, respectively. The condition that f+(x) = f−(x) for all x ∈ V means that
the flow leaving a node must be equal to the flow entering that node. This
is known as conservation of flow. We will often assign a capacity, b(x, y), to
each edge. We call a flow f feasible if f(x, y) ≤ b(x, y) for all (x, y) ∈ E.
This is known as the capacity constraint. Although we will not need to deal
with it in this paper, some applications also require a lower bound, l(x, y)
on the flow. For our problems, we can think of l(x, y) = 0 for all (x, y) ∈ E.
We must also define nodes to be a flow source and a sink, denoted s and
t, respectively. These nodes do not need to obey the conservation of flow
3constraint. We define the value of a flow to be v = f+(s) − f−(s). This is
the total net flow leaving the source. Since conservation of flow must hold
at all other nodes, it is clear that v = f−(t) − f+(t) is the total net flow
entering the sink.
Given these definitions, the maximum flow problem is to find a flow f
such that
1. the flow satisfies the capacity constraint on each edge,
2. flow is conserved at every node (excepting s and t),
3. the flow is of maximum possible value.
This problem can be formulated as that of maximizing a linear function
subject to a set of linear constraints. This is know as a linear programming
problem (LP). The LP to find a maximum flow is
max v (1a)
s.t. f+(s)− f−(s) = v, (1b)
f+(x)− f−(x) = 0 ∀x ∈ V \ {s, t}, (1c)
f+(t)− f−(t) = −v, (1d)
0 ≤ f(x, y) ≤ b(x, y) ∀(x, y) ∈ E. (1e)
Figure 1 shows an example network. If we order the edges from top to
bottom and left to right, then one possible flow on this network is
f =

2
2
0
2
1
1
3
1

.
It is a simple matter to check that this is a feasible flow, and that it has
a value of four. There are often many feasible flows for a given network.
4Figure 1: An example network
Another feasible flow for this network is
f =

3
2
0
3
0
2
3
2

,
and the value of this flow is five. We claim that this is the maximum possible
value for a flow on this network. To prove this, we need another definition
and a theorem.
We call the set C ⊆ E an s-t cut if it partitions the nodes into two sets,
X 3 s and X¯ 3 t such that
C = {(x, y) : x ∈ X, y ∈ X¯}.
Intuitively, a cut is a set of edges that, when deleted, split the network into
at least two connected components (of which one contains s and the other t.
We define the capacity of a cut to be
C¯ =
∑
(x,y)∈C
b(x, y).
5Ford and Fulkerson [5] proved the following max-flow min-cut theorem:
Theorem 2.1. For any network the maximimum flow value from s to t is
equal to the minimum cut capacity of all cuts separating s and t.
This theorem is a consequence of linear programming duality, which we
will discuss in more detail in the next section. Using the max-flow min-cut
theorem we see that if we can find a flow f and a cut C such that the value
of the flow is equal to the capacity of the cut (v = C¯), then we have found
a maximum flow and a minimum cut. For the network in Figure 1 we have
found a flow of value five. If we let C = {(c, t), (b, d)}, then C¯ = 5. This
assures us that the maximum flow value in this network is five.
2.2 Minimum Cost Flow
If, in addition to capacities, we assign a cost p(x, y) to each edge (x, y) ∈ E,
then we may also consider the minimum cost flow problem. The objective of
this problem is to find a flow of a given value d (known as the demand) from
s to t which has a minimum cost. The cost of a flow f is defined as
C(f) =
∑
(x,y)∈E
p(x, y)f(x, y).
As solving a minimum cost flow problem is the main subroutine of the algo-
rithm presented in Section 4, it will be helpful to describe an algorithm to
solve this problem.
We first wish to find necessary and sufficient conditions for a flow of value
v from a source s ∈ E to a sink t ∈ E to be of minimum cost. To find a
minimum cost flow we wish to solve the LP
min
∑
(x,y)∈E
p(x, y)f(x, y) (2a)
s.t. f+(s)− f−(s) ≥ d, (2b)
f+(x)− f−(x) = 0 ∀x ∈ V \ {s, t}, (2c)
f+(t)− f−(t) ≤ −d, (2d)
0 ≤ f(x, y) ≤ b(x, y) ∀(x, y) ∈ E. (2e)
We wish to find the dual of this LP. It will simplify calculations later if,
instead of minimizing the objective function, we maximize the negative of it.
6Although this will cause the optimal objective value to change, the optimal
flow will remain the same. One common trick when constructing the dual
of an LP is to replace equality constraints with two inequality constraints,
and to make every inequality symbol a less than or equal to. Applying these
changes to (2), the LP becomes
max
∑
(x,y)∈E
−p(x, y)f(x, y) (3a)
s.t. f−(s)− f+(s) ≤ −d, (3b)
f+(x)− f−(x) ≤ 0 ∀x ∈ V \ {s, t}, (3c)
−(f+(x)− f−(x)) ≤ 0 ∀x ∈ V \ {s, t}, (3d)
f+(t)− f−(t) ≤ −d, (3e)
0 ≤ f(x, y) ≤ b(x, y) ∀(x, y) ∈ E. (3f)
Now, we apply dual variables pi(x) to constraints (3b)-(3e), and γ(x, y) to
(3f). The dual LP is then
min −d(pi(t)− pi(s)) +
∑
(x,y)∈E
γ(x, y)b(x, y) (4a)
s.t. −pi(s) ≥ −p(s, x) ∀(s, x) ∈ E, (4b)
pi(t) ≥ −p(x, t) ∀(t, x) ∈ E, (4c)
pi(x)− pi(y) + γ(x, y) ≥ −p(x, y) ∀(x, y) ∈ E, (4d)
γ(x, y) ≥ 0 ∀(x, y) ∈ E. (4e)
We can now apply the Complementary Slackness Theorem [2] to give neces-
sary and sufficient conditions for optimality.
Theorem 2.2. For optimal feasible solutions of the primal and dual systems,
whenever slack occurs in the kth relation of either system, the kth variable
of its dual vanishes. If the kth variable is positive in either system, the kth
relation of its dual is equality.
Using this theorem, we can see that, for an optimal flow f , if there is slack
in (4d), the flow over edge (x, y) will be zero. That is, pi(x)−pi(y)+γ(x, y) >
−p(x, y)⇒ f(x, y) = 0. To simplify notation, we let pˆ(x, y) = pi(x)− pi(y) +
p(x, y). Because of this, (4d) reduces to pˆ(x, y) ≥ −γ(x, y). This means that
7pˆ(x, y) > −γ(x, y)⇒ f(x, y) = 0. Because of this, it is clear that
f(x, y) > 0⇒ pˆ(x, y) = −γ(x, y) ≤ 0. (5)
Using the second statement in the Complementary Slackness Theorem, we
see that, for an optimal flow, γ(x, y) > 0 ⇒ f(x, y) = b(x, y). Alternatively,
f(x, y) < b(x, y) ⇒ γ(x, y) = 0. Since pˆ(x, y) ≥ −γ(x, y), this condition
becomes
f(x, y) < b(x, y)⇒ pˆ(x, y) ≥ 0. (6)
The Complementary Slackness Theorem states that if we can find a feasible
flow and a set of variables that satisfy the constraints of (4) such that (5) and
(6) hold, then this flow is of minimum cost. The algorithm we will use to find
minimum cost flows will make use of this fact. Because of this, it is know as a
primal-dual algorithm. Interestingly, although the algorithm will never deal
directly with the LP (it is completely combinatorial), the complementary
slackness conditions will be the driving force behind the algorithm, and will
guarantee its success.
2.2.1 An Algorithm to find a Minimum Cost Flow
The algorithm in this section was taken from [3]. Given a network G =
(V,E), a source-sink pair (s, t), a demand d, and a cost p(x, y) and capacity
b(x, y) for each edge, we wish to find the minimum cost of a feasible flow
that satisfies the demand. We initialize pi(x) = 0 for all x ∈ V . This means
that pˆ0(x, y) = p(x, y) for all (x, y) ∈ E. The exponent of zero signifies that
we are in the initialization phase (the “zero-th” iteration) of the algorithm.
We next use Dijkstra’s algorithm to find d0(x), the shortest distance (using
pˆ as lengths) from s to x for every x ∈ V . We find P 0, the shortest s-t path
relative to lengths pˆ. We next compute ∆ = min(x,y)∈P 0 b(x, y), and we send
min{∆, d} amount of flow across path P 0. To end the initialization phase,
we update pi0(x) = d0(x).
We will now describe the steps taken during the kth iteration. At the
start of this iteration we have some flow, fk We begin by updating pˆk(x, y) =
pik−1(x)−pik−1(y)+p(x, y). We must now construct what is known as an aux-
iliary network. This is a common construction also used in many maximum
flow algorithms. We define the kth auxiliary network to be Gk = (V,Ek).
Here Ek = Ek+ ∪ Ek−, where Ek+ = {(x, y) ∈ E : f(x, y) < b(x, y)}, and
Ek− = {(y, x) : f(x, y) > 0}. Intuitively, Ek+ is the set of edges in G for which
8the flow is not at capacity; it is still possible to send flow along these edges.
If an edge is at capacity, then it is deleted from the auxiliary network. The
set Ek− is the set of edges which have a positive flow, but we reverse these
edges. That is, if there is flow over edge (x, y), then we add the edge (y, x) to
the auxiliary graph. This is necessary to allow flow backtracking within the
algorithm; if flow is sent over edge (x, y), but we later decide that this was
the wrong choice, sending flow over the reverse edge is similar to removing
flow from the forward edge. If (x, y) ∈ Ek+, then we update the capacity of
this edge bk(x, y) = b(x, y)− fk(x, y). For edges (y, x) ∈ Ek−, we update the
capacity to bk(y, x) = f(x, y). We must also define the costs on these edges.
We do this by letting pˆk(x, y) = −pˆk(y, x).
After having defined the auxiliary network, we again use Dijkstra’s al-
gorithm to find dk(x), the shortest distance from s to x, for every node
x ∈ V , using pˆk as lengths. If there is no path from s to x, then we let
dk(x) = ∞. We also need to find P k(x), the shortest path from s to t. If
there is no path from s to t, then the algorithm terminates. The current
flow is of maximum value (and of minimum cost). For this path P k, we find
∆ = min{min(x,y)∈Ek{bk(x, y)}, (d−v)}, where v is the value of flow fk. Note
that we are taking the minimum value of the capacities over both forward
and reverse edges that are in P k. This ∆ is either the maximum amount of
flow that we can send along P k, or the amount of flow that we need to send
in order to satisfy the total demand, whichever is smaller. We now update
the flow by
fk+1(x, y) =

fk(x, y) + ∆ : for (x, y) ∈ P k ∩ Ek+,
fk(x, y)−∆ : for (x, y) ∈ P k ∩ Ek−,
fk(x, y) : otherwise.
We end the iteration by updating pik(x) = pik−1(x)+dk(x). Our Mathematica
implementation of this algorithm appears in Appendix A.
3 Multicommodity Flow
Now that we have described the basics of network flow, we can discuss mul-
ticommodity flow. We will first define the multicommodity flow problem.
In Section 3.2 we provide two different, but equivalent, LP formulations of
the problem. In Section 3.3 we describe the concurrent flow problem, a gen-
9eralization of the multicommodity flow problem. The chapter ends with a
discussion of a few applications of this problem.
3.1 The Multicommodity Flow Problem
Recall the maximum flow problem described in Section 2.1. In this problem,
the goal was to find a flow of maximum value from a source, s, of a network
to a sink, t. Instead of trying to find the maximum possible flow from s to
t, suppose we only wanted to satisfy some demand d. That is, we wish to
find a feasible flow of value d from s to t. We will refer to this as the single
commodity flow problem.
Now suppose we want to transport multiple commodities within the same
network. For each commodity i = 1, 2, . . . k, we have a demand di that
we want to transport from si to ti. We call (si, ti) the source-sink pair of
commodity i. The multicommodity flow problem is simply to find a feasible
flow for each commodity i from si to ti that satisfies demand di, where the
sum of the flow of all commodities over an edge is subject to that edge’s
capacity constraint. This problem will be formalized in the next section.
It is important to note that this problem is different than that of a multi-
source multi-sink single commodity flow problem. In that problem there is
still only one commodity, but it may have many sources or sinks. This can
easily be transformed by creating a supersource node and joining it to all of
the other sources by an edge with a capacity of ∞, and doing the same with
a supersink. In the multicommodity flow problem, each source si is paired
with a specific sink ti, and transporting commodity i from si to a different
sink tj will not satisfy the requirements of the flow.
Unfortunately, for integral flows (that is, flows of integer values), the mul-
ticommodity flow problem is very difficult. While it may seem as simple as
solving k different single commodity flow problems, it is in fact NP-complete,
even for two commodities. When interpreted as a decision problem, the mul-
ticommodity flow problem asks: given a directed graph G = (V,E) with
edge capacities and a set of commodities, does there exist a feasible integral
flow satisfying the demands of every commodity? Even et al. [4] show that
the boolean satisfiability problem can be reduced to a multicommodity flow
problem on two commodities in polynomial time. The boolean satisfiablity
problem is to determine whether or not there exists a set of true-false values,
{x1, x2, . . . , xn} that satisfies a boolean expression. An example of a boolean
10
expression is
(x1 ∨ x4 ∨ x2) ∧ (x2 ∨ ¬x3 ∨ x5) ∧ (¬x1 ∨ ¬x4),
where ¬ stands for NOT, ∨ stands for OR, and ∧ stands for AND. The
boolean satisfiability problem is known to be NP-complete. Since it can
be transformed into an instance of a two commodity multicommodty flow
problem in polynomial time, this means that the problem of deciding if a
feasible multicommodity flow exists is NP-hard. If there was a polynomial
time algorithm to decide the multicommodity flow problem, then the boolean
satisfiability problem could be decided in polynomial time as well. In turn,
the multicommodity flow problem can easily be written as an integer LP,
which is known to be NP-complete. If we could solve an integer linear pro-
gram in polynomial time, then a multicommodity flow could be found as
well.
3.2 LP Formulations
Because we cannot expect to find a polynomial time algorithm to find an
integral multicommodity flow, we need to relax the integrality constraint.
Many algorithms take advantage of the structure of the relaxation for the
integer LP. While we will not investigate this type of algorithm in this paper,
it will be informative to look at two different formulations of the LP.
3.2.1 Node-Arc Formulation
For these formulations, let us consider the directed graph G = (V,E), with
|V | = n and |E| = m. We want to transport k commodities, where commod-
ity i has source-sink pair (si, ti) and demand di. Instead of using the ordered
pair (x, y) to define an edge, for the rest of the paper we will define edges
by a single symbol j. This will greatly simplify notation for the following
discussions. If j = (x, y) then we refer to x and y as the tail and head of j,
respectively. Let M be the incidence matrix of G. The incidence matrix is
an n×m matrix defined by the entries
mij =

1 : node i is the tail of edge j,
−1 : node i is the head of edge j,
0 : otherwise.
11
Let fi be the flow vector for commodity i, in the sense that the j
th entry
of fi (call it fi(j)) is the flow of commodity i on edge j. Let ri ∈ Rn be a
vector of all zeros except for component si = di and ti = −di. If b(j) is the
capacity of arc j, then the goal is to find a flow which satisfies the following
conditions:
Mfi = ri for i = 1, . . . k, (7a)
0 ≤ fi for i = 1, . . . k, (7b)
0 ≤
k∑
i=1
fi(j) ≤ b(j) ∀j ∈ E. (7c)
This is known as the node-arc formulation. The first condition is the con-
servation of flow condition described in 2.1, while the second condition is a
simple nonnegativity constraint. The third condition is what separates the
multicommodity flow problem from the single commodity flow problem, in
that it is necessary for the different commodities to interact.
To illustrate how this formulation may work in practice, consider the
network shown in Figure 2, where d1 = 4 and d2 = 2. If we order the edges
and nodes from top to bottom and left to right, then the incidence matrix
will be
M =

−1 1 1 0 0 0 0
1 0 0 1 0 0 0
0 −1 0 0 1 0 0
0 0 −1 −1 0 1 0
0 0 0 0 −1 −1 1
0 0 0 0 0 0 −1

so we will have two conservation of flow constraints,
Mf1 =

4
0
0
0
0
−4
 and Mf2 =

0
2
0
0
−2
0
 .
12
Figure 2: Multicommodity flow example
The capacity constraints will be
f1 + f2 ≤

3
2
3
1
2
5
5

.
Given these constraints, it can easily be verified that one feasible solution is
f1 =

0
2
2
0
2
2
4

and f2 =

1
0
1
1
0
2
0

.
3.2.2 Arc-Chain Formulation
In certain applications, it may be beneficial to use a different formulation of
the problem. Instead of using the entire flow vector of a commodity as the
13
variable to solve for, we will split up the flow into separate paths. This can
be done in the following manner: Let Ni be the number of paths from si to
ti and let pii(p) be the vector defined by the entries
piij(p) =
{
1 : j belongs to path p,
0 : otherwise.
If fi(p) is the value of the flow of commodity i along path P , then the
multicommodity flow problem is to find the flow values fi(p) that satisfy the
following constraints:
Ni∑
p=1
fi(p) = di for i = 1, . . . k, (8a)
0 ≤ fi(p) for i = 1, . . . , k, p = 1, . . . , Ni, (8b)
0 ≤
k∑
i=1
Ni∑
p=1
piij(p)fi(p) ≤ b(j) ∀j ∈ E. (8c)
This is known as the arc-chain formulation. It is clear that this formulation
will often be too cumbersome for many networks (it requires finding all si-ti
paths for every i), but for certain applications this may be simple. There
may be very few paths, or some paths may be ignored. This formulation
may have its benefits, though, as the structure of the constraints may lead
to simple subproblems or decompositions. A survey of these methods can be
found in [10].
To illustrate this formulation, we return again to the example network in
Figure 2. We see that there are two s1-t1 paths, given by the vectors
pi1(p1) =

0
1
0
0
1
0
1

and pi1(p2) =

0
0
1
0
0
1
1

.
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There are also three s2-t2 paths, given by
pi2(p3) =

1
1
0
0
1
0
0

, pi2(p4) =

1
0
1
0
0
1
0

and pi2(p5) =

0
0
0
1
0
1
0

.
The problem now is to find the fi(p) values such that
pi1(p1)f1(p1)+pi1(p2)f1(p2)+pi2(p3)f2(p3)+pi2(p4)f2(p4)+pi2(p5)f2(p5) ≤

3
2
3
1
2
5
5

,
and that the demands are satisfied. One feasible set of flow values is
f1(p1) = 2, f1(p2) = 2, f2(p3) = 0, f2(p4) = 1, f2(p5) = 1.
3.3 Concurrent Flow
Now that we have described the problem of finding a feasible flow, we can
discuss a more general problem. In this problem we not only want to find a
feasible flow, but we want to find the maximum possible z such that a demand
of z · di can be satisfied for all commodities i. This z is called the throughput
of the network. It is easy to see that if we find that z ≥ 1, then we have a
flow that can satisfy all demands. If z < 1 then there is no flow that will
satisfy the demands. This problem can be formulated similarly to the arc-
chain formulation for multicommodity flow, but now we want to maximize
a function subject to a set of constraints. We call this the concurrent flow
problem. Since we will not need to deal with the linear program explicitly,
we will drop the pii(p) notation, and simply say that Pi is the set of paths
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from si to ti. The LP then becomes
max z (9a)
s.t.
k∑
i=1
∑
p∈Pi
fi(p) ≤ b(j) ∀j ∈ E, (9b)∑
p∈Pi
fi(p) ≥ z · di ∀i, (9c)
fi(p) ≥ 0 ∀i, ∀p ∈ Pi. (9d)
The problem of maximizing z is equivalent to that of minimizing λ = 1/z
(assuming z 6= 0). Here, λ is interpreted as the fraction by which all of the
capacities must be scaled in order to permit a feasible flow. That is, with the
capacity of all edges j being λb(j), then a flow satisfying all of the demands
is possible, and no more. We call the minimum such λ the congestion of the
network. Once again, it is clear that if λ ≤ 1 then a feasible flow is possible
in the original network. If λ > 1 then the capacities must be increased in
order to permit a feasible flow. We can formulate this equivalent LP as
min λ (10a)
s.t.
k∑
i=1
∑
p∈Pi
fi(p) ≤ λ · b(j) ∀j ∈ E, (10b)∑
p∈Pi
fi(p) = di ∀i, (10c)
fi(p) ≥ 0 ∀i, ∀p ∈ Pi. (10d)
3.3.1 Sparsest Cut
We will now describe a different problem, and show that its relaxation
is the dual of the concurrent flow problem. Let G = (V,E) be a net-
work in which each edge j ∈ E has cost b(j), and each commodity i has
source-sink pair (si, ti) and demand di. For each set of nodes S ⊆ V let
τ(S) = {(u, v) ∈ E : u ∈ S, v /∈ S}. This is the set of edges that disconnects
S from V \ S. Let I(S) be the set of commodities whose source-sink pairs
are disconnected by removing the edges in τ(S) from G. Then the sparsity
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ratio of S is given by
ρ(S) =
∑
j∈τ(S)
b(j)∑
i∈I(S)
di
.
The goal of the sparsest cut problem is to find the set S∗ which minimizes
ρ(S). Intuitively, the goal of this problem is to disconnect the most demand
in the cheapest way possible. The sparsest cut for the network shown in
Figure 2 is to remove the edge set {e2, e3, e4}. The cost of this cut is 6, and
the demand separated is 6, giving a sparsity ratio of 1.
When we formulate this as an integer LP, instead of searching directly
for the set S, we will instead search for a set of edges which disconnects the
graph, which we call F . If S = {S1, . . . Sn} is a partition of V in which each
Si is a connected component of the graph made by the deletion of F , then
we can rewrite the sparsity cut ratio as
ρ(S) =
∑
j∈F
b(j)∑
i∈I(S)
di
.
We now define l(j) to be the 0-1 variable that indicates whether or not
edge j belongs to the cut and y(i) to be the 0-1 variable that indicates if si
is disconnected from ti. The sparsest cut problem can now be formulated as
min
∑
j∈E
b(j)l(j)
k∑
i=1
diy(i)
, (11a)
s.t. ∑
j∈p
l(j) ≥ y(i) ∀p ∈ Pi, for i = 1, . . . k, (11b)
y(i) ∈ {0, 1} for i = 1, . . . k, (11c)
l(j) ∈ {0, 1} ∀j ∈ E. (11d)
We will relax this integer LP by replacing the integrality constraints (11c)
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and (11d) with y(i) ≥ 0 and l(j) ≥ 0, respectively. It is easy to see that if
(l, y) is a feasible solution for this relaxation, then for any z > 0, (zl, zy)
is also a feasible solution, and both solutions have an equal objective value.
Because of this, we can choose to normalize the variables by the requirement
that
k∑
i=1
diy(i) = 1.
With this relaxation and normalization, the LP for the sparsest cut prob-
lem becomes
min
∑
j∈E
b(j)l(j), (12a)
s.t.
k∑
i=1
diy(i) = 1, (12b)
∑
j∈p
l(j) ≥ y(i) ∀p ∈ Pi, for i = 1, . . . k, (12c)
y(i) ≥ 0 for i = 1, . . . k, (12d)
l(j) ≥ 0 ∀j ∈ E. (12e)
To find the dual of this LP, we apply the multiplier of z to the normal-
ization constraint (12b). This tells us that the dual objective function is to
maximize z, with z being unrestricted (because of the equality in (12b)).
When applying the multiplier fi(p) to (12c), the first term gives us the dual
constraint
∑k
i=1
∑
p∈Pi fi(p) ≤ b(j), while the second term gives the dual
constraint
∑
p∈Pi fi(p) ≥ z · di. Since
∑
j∈p l(j) − y(i) ≥ 0, we see that we
18
must have fi(p) ≥ 0. Putting these together, we get the dual
max z (13a)
s.t.
k∑
i=1
∑
p∈Pi
fi(p) ≤ b(j) ∀j ∈ E, (13b)∑
p∈Pi
fi(p) ≥ z · di ∀i, (13c)
fi(p) ≥ 0 ∀i, ∀p ∈ Pi. (13d)
which is the LP for the concurrent flow problem given in (9). Because these
two problems are duals, their optimal objective values should be the same.
Indeed, it can be seen that the maximum throughput for the network in
Figure 2 is 1, exactly equal to the minimum sparsity ratio.
3.4 Applications
In this section we will provide two important applications of the multicom-
modity flow problem.
3.4.1 VLSI Circuit Design
The process of very-large-scale integration (VLSI) is that of combining thou-
sands of transistors to create an integrated circuit. The transistors may be
laid out on a grid, where every node of the grid is an allowable location for a
transistor, and the edges of the grid are allowable paths for wires to connect
these nodes. We want to design the grid so that certain transistors can com-
municate with certain others. These can be thought of as the source-sink
pairs of the network. Consider the pairs given by the colors in Figure 3. We
wish to route a flow (current) between the red nodes and the blue nodes, with
the extra condition that the separate flows cannot share a wire, and that the
wires carrying different flows cannot cross. This is because the information
passed between the nodes will become distorted if they pass over the same
wire at the same time. If the red flow is routed as in Figure 4, then there is
no way for a flow to pass between the blue nodes without crossing an edge
taken up by the red flow. What we do now is place another layer of wires on
top of the first layer, and route the blue flow as shown in Figure 5. The goal
in VLSI design is to use as few layers as possible to connect every source-sink
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Figure 3: A VLSI grid
Figure 4: A flow in the VLSI grid
pair of transistors. There will generally be many thousands (even millions
or billions) of transistors, so many layers will be needed. Minimizing the
number of layers required saves on cost and production time, and will reduce
the size of the chip.
The problem of minimizing the layers can be formulated as an instance of
the concurrent flow problem. We define our network G to be a grid similar
to that in Figure 3, with each node being a transistor. We let the source-sink
pairs of this network be the pairs of transistors that need to communicate.
We assume that each wire can hold the maximum amount of current needed
for the communication between each separate pair, so we can set the demand
for each pair to one. We also want the capacity of every edge (wire) to be
one. Now, solving the concurrent flow problem on this network will give us
a minimum congestion, λ∗. This λ∗ will be large, since the network will be
very congested. The λ∗ (rounded up) is how many layers the chip will need
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Figure 5: A two layered grid
in order to perform all of its functions. Nodes or edges that do not have a
flow or transistor do not need to be included in the final design. This grid
structure is merely a template for the possible placements of transistors and
wires.
A company manufacturing a chip may be willing to spend hundreds of
computer hours to solve this problem to optimality. It must only be solved
once, and once it is solved the company may begin to produce the chip. This
is unlike the application discussed in the next section.
3.4.2 Video-On-Demand Service
Video on demand (VOD) is a service provided by many cable and telecommu-
nications companies in which a movie or television show can be downloaded
directly to a home television or personal computer. These videos are gener-
ally provided through cable networks (as opposed to satellites) because of the
high bandwidth available. In this network, there will often be many users in
different homes requesting different movies at the same time. We will assume
that a cable company stores the video information in several servers spread
throughout the network. When a user requests a video it can be delivered by
a server or, if it is faster, by a nearby user who has already downloaded the
video. Also, different segments of the video may come from different sources,
with priority given to the beginning of the video so that veiwing may occur
immediately (as in streaming media).
To interpret this as a multicommodity flow problem, we must define the
network G. The nodes of G will be the homes with VOD service, the servers
storing the videos, and any intermediate relay nodes that the network requires
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(for example, a relay at a street intersection to split the incoming cable). The
edges of the network will be the cables joining these nodes. It is clear that
the flow in this network is constantly changing as users request new videos.
Every time a user requests a video, that user’s home becomes a sink, and
every home and server with that video becomes a source. Because of the
high bandwidth, we assume that the capacities on the edges are very large,
so that a feasible flow always exists. The problem now is to minimize the
time that it takes to send the video.
In many problems like this, a cost function similar to
C(j) =
k∑
i=1
fi(j)
b(j)− fi(j)
is used [10]. It is clear that as the total flow on edge j approaches the
capacity, the cost of using the edge is highly penalized. This function makes
sense in the setting of VOD, because the more information a cable is carrying,
the slower the transmission of that cable becomes. We can think of C(j) as
being relative to the time it will take to transmit the video along edge j. The
goal now is to minimize
∑
j∈E C(j) subject to constraints (8). The arc-chain
formulation of the constraints is useful in this setting, because a cable network
is almost tree-like in structure. Often, sources that are geographically distant
from their sinks can be ignored, because a closer source is usually preferable.
Paths from geographically close sources which travel a very long distance to
get to the sink can also be ignored. This can drastically reduce the number
of relevant paths, so the problem may be easier to formulate in this way.
Although we have not discussed the problem of finding a minimum cost
multicommodity flow, the concept should be clear from Section 2.2 and the
discussion in Section 3.1 of extending the concept of a single commodity flow
to a multicommodity flow.
An algorithm to solve a VOD problem such as this has different require-
ments than one needed to solve a VLSI design problem (besides the obvious
fact that one is used to solve a minimum cost multicommodity flow problem
and the other to solve the concurrent flow problem). In VLSI design, we
would be willing to spend many hours to solve the problem to optimality
or near optimality. A VOD service must decide very quickly how to begin
sending the video. The network is constantly changing, so if it takes even
ten minutes to find a solution, it may no longer be close to optimal. Because
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of this, quickly finding an approximate minimum solution is preferred. This
is the type of problem that motivates the algorithm presented in Section 4.
4 An Approximation Algorithm
In this chapter we will describe a combinatorial algorithm created by Leighton
et al. [8] to approximate the minimum congestion of a network. This algo-
rithm does not find an optimal flow. Instead, given some error bound ,
this algorithm will find flow that is within (1 + ) of optimal. This is useful
for many applications where finding an almost optimal flow very quickly is
preferred to finding an exactly optimal flow but taking more time. One such
application is discussed in Section 3.4.2. The concept of the algorithm is
very simple: find any initial (not necessarily feasible) flow and continuously
reroute portions of this flow until it is within (1 + ) of optimal. The details
of the algorithm are much more intricate, though. Choosing which flow and
how much of it to reroute has a deep mathematical basis.
4.1 Preliminary Definitions
This algorithm works by decreasing the congestion of each resultant flow.
Given any flow
f =
k∑
i=1
fi,
where fi is the flow vector of commodity i, we define the congestion of edge
j to be
λ(j) =
f(j)
b(j)
,
where f(j) is the total flow over edge j. The congestion of the flow will be
λ(f) = maxj λ(j). If λ
∗ is the minimum possible congestion for the network,
then a flow f is -optimal if λ(f) ≤ (1 + )λ∗.
For a flow f , we will later define a length function l(j) on each edge
j ∈ E. Let Ci be the cost of the flow fi subject to the length function as a
cost. That is,
Ci =
∑
j∈E
fi(j)l(j).
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Now let f ∗i be a minimum cost flow of commodity i that is subject to costs
l(j) and capacities λ(f)b(j), and define
C∗i =
∑
j∈E
f ∗i (j)l(j)
to be the cost of that flow with respect to the cost function l.
Finding the dual of (10) will help to determine some optimality criteria
for a flow f . In the same manner as finding the dual to (12), we apply
multiplier l(j) to the capacity constraint (10b) for all j. We also apply y(i)
to the demand constraint (10c), for each commodity i. From these we obtain
max
k∑
i=1
diy(i), (14a)
s.t.
∑
j∈E
l(j)b(j) = 1, (14b)∑
j∈P
l(e) ≥ y(i) ∀P ∈ Pi, for i = 1, . . . , k, (14c)
l(j) ≥ 0 ∀j ∈ E. (14d)
The complementary slackness conditions (given in Theorem 2.2) imply that
f is optimal if and only if there exists a nonzero length function for which
either l(j) = 0 or f(j) = λ(f)b(j) for every j ∈ E.
Leighton et al. provide the following theorem.
Theorem 4.1. [8] Given a length function l and a flow f satisfying capacities
f(j) ≤ λ(f)b(j),we have
λ(f)
∑
j∈E
b(j)l(j) ≥
k∑
i=1
∑
j∈E
fi(j)l(j) =
k∑
i=1
Ci ≥
k∑
i=1
C∗i .
Furthermore, λ(f) = λ∗ if and only if there exists a nonzero l such that all
of the terms above are equal.
This theorem provides us with a second condition for a flow f to be
optimal. If f is optimal, then
∑k
i=1Ci =
∑k
i=1C
∗
i , and because Ci ≥ C∗i for
every commodity i, it is clear that Ci = C
∗
i for all i.
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To summarize, λ(f) = λ∗ if and only if there exists a nonnegative and
non-zero length function l such that
1. For every j ∈ E, either l(j) = 0 or f(j) = λ(f)b(j),
2. For every commodity i, Ci = C
∗
i .
Just as in the minimum cost flow algorithm, these conditions that arise from
the Complementary Slackness Theorem will guide the algorithm, even though
the LP is never dealt with explicitly.
We must now characterize the conditions for a flow to be -optimal. For
a given  > 0 and flow f , we say that a commodity i is -bad if
Ci − C∗i > Ci +
λ(f)
k
∑
j∈E
b(j)l(j),
and it is -good otherwise. We can think of a commodity being -good if it is
almost as cheap as the minimum possible cost, or if it is a small fraction of
the total cost of the network (the second term on the right hand side above).
A proof of the following theorem is provided in [7].
Theorem 4.2. Let f be a flow satisfying f(j) ≤ λ(f)b(j), l be a length
function, and |E| = m. Then for a given  > 0, f is -optimal if the following
relaxed optimality conditions hold:
1. For every j ∈ E, either
(1 + )f(j) ≥ λ(f)b(j) or b(j)l(j) ≤ 
m
∑
j∈E
b(j)l(j), (15)
2. ∑
i −bad
Ci ≤ 
k∑
i=1
Ci. (16)
With these criteria in mind, we can begin to describe the algorithm.
4.2 Finding an Initial Flow
While any initial flow (ignoring capacity constraints) will do, a better choice
for the initial solution will reduce the running time of the algorithm. Even
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though we do not need to worry about capacity constraints at this point, if
we simply let the initial fi take one path from si to ti, then the edges on this
path may have a very large congestion, while other edges have a congestion
of zero. This may cause the initial λ to be much larger than λ∗. To spread
out the initial flow we propose the following heuristic, which consists of four
steps:
1. Compute the value of the maximum possible single commodity flow,
vi, for each commodity i.
2. Compute the flow vector f ′i that satisfies demands di and is subject to
the capacity b′(j) = b(j)di
vi
for each edge j.
3. Compute c(j) =
∑k
i=1 f
′
i(j)
2 for each j.
4. Compute the minimum cost flow vector fi subject to costs c(j) and
capacities b(j).
We use these fi as the initials flows for each commodity. This sequence
of steps results in spreading out the initial flow. Step 2 spreads out each
commodity separately. Steps 3 and 4 are a simple way of having the separate
commodities communicate with each other as to which edges are important
to them.
4.3 Choosing a Length Function
Leighton et al. describe a method for choosing a length function. It is
chosen in such a way that the first relaxed optimality condition, given in
Theorem 4.2 (15), is always satisfied. The process of rerouting flow gradually
moves towards satisfaction of the second relaxed optimality condition, (16).
In the following theorem and proof we will abbreviate λ(f) to simply λ. It
is understood that this is the congestion for the current flow f .
Theorem 4.3. For a flow f , if
α ≥ (1 + ) ln(m
−1)
λ
,
and if
l(j) =
eαλ(j)
b(j)
,
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then f and l satisfy (15), the first relaxed optimality condition.
Proof. We will assume that if edge j violates the first part of the relaxed
optimality condition, then is must satisfy the second part. For this edge, we
have λb(j) > (1 + )f(j), and so λ > (1 + )λ(j). Let j∗ be the edge that
satisfies λ(j∗) = λ. Then we have∑
j∈E b(j)l(j)
b(j)l(j)
=
∑
j∈E b(j)l(j)
eαλ(j)
≥
∑
j∈E b(j)l(j)
eαλ/(1+)
≥ b(j
∗)l(j∗)
eαλ/(1+)
=
eαλ
eαλ/(1+)
.
Now, plugging in the given value for α, we get the reduction
eαλ
eαλ/(1+)
≥ e
(1+)−1 ln(m−1)
e−1 ln(m−1)
= e(1+)
−1 ln(m−1)−−1 ln(m−1)
= eln(m
−1)
=
m

.
We have shown that ∑
j∈E b(j)l(j)
b(j)l(j)
≥ m

,
or rather,
b(j)l(j) ≤ 
m
∑
j∈E
b(j)l(j),
which is the second part of the first relaxed optimality condition. In sum-
mary, if the first part of the condition is violated, the second part holds true.
Necessarily, if the second part is violated the first part must hold true.
Throughout the algorithm, we will use α = 2(1 + )λ−1−1 ln(m−1).
4.4 Rerouting a Commodity
After we have defined a length function for a given f , we must reroute a
portion of one commodity. We want to reroute an -bad commodity, since
we will get the most decrease in cost from these. One way to choose the
commodity is to compute C∗i for each commodity and to use this to check if
the commodity is -bad. The first -bad commodity that is found through
these computations can be rerouted. Unfortunately, the computation of a
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minimum cost flow is the most expensive part of this algorithm, so we want
to avoid computing C∗i . Computing this until we find an -bad commodity
will take k minimum cost flow computations in the worst case.
A more efficient strategy than the deterministic one described above is to
compute Ci for each commodity (we already have fi, so this is simple) and to
pick a commodity with probability proportional to its cost. Leighton et al.
show that, by the definition of an -bad commodity, the commodity chosen
will be -bad with probablity . We need only to compute f ∗i for the chosen
i to determine if the commodity is indeed -bad. If not, we randomly pick
another commodity. Using this method we expect to perform −1 minimum
cost flow computations.
Once an -bad commodity has been found, we must reroute a portion of it.
Let σ = /(8αλ). This is the fraction of flow that will be rerouted. Leighton
et al. show that if σ is at most this value, then a decrease in the congestion
can be guaranteed. A larger value of σ may cause a greater decrease, but the
given value is the only one that will guarantee a decrease.
After we have chosen an -bad i and have computed f ∗i and σ, we define
the new flow, f ′i to be
f ′i = (1− σ)fi + σf ∗i .
We iterate this process until we have reached a suitable stopping condi-
tion. Recall Theorem 4.1, which states that for any flow λ
∑
j∈E b(j)l(j) ≥∑k
i=1C
∗
i . Therefore,
λ∗ ≥
∑k
i=1C
∗
i∑
j∈E b(j)l(j)
.
This value provides a lower bound on λ∗. From this, we see that the proper
place to stop the algorithm is when
λ ≤ (1 + )
∑k
i=1C
∗
i∑
j∈E b(j)l(j)
.
This stopping condition requires computing C∗i for every commodity, which
we are trying to avoid. Because of this, we only check this condition every
kth iteration in order to save on minimum cost flow computations.
Leighton et al. provide the following theorem that describes the running
time of the described algorithm.
Theorem 4.4. [8] For  > 0, an -optimal solution for the concurrent flow
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problem can be found after initialization by a randomized algorithm tht uses
an expected number of O(k(log k + −3) log n) minimum cost flow computa-
tions and O(km(log k + −3) log k log n) additional time, or deterministically
using O(k2(log k + −2) log n) minimum cost flow computations, assuming
exponentiation takes O(1) time.
4.5 Implementation Issues
The main issue we encountered when implementing this algorithm was in the
choice of σ. Generally, α is very large, and since σ is inversely proportional
to α, it becomes very small. It can often be as small as 10−4. This is a
problem, since σ is the amount of flow rerouted each iteration. With a σ
so small, the number of iterations could be in the thousands, or hundreds of
thousands, depending on the size of the network. Leong et al. [9] describe
a scaling procedure which starts with a larger σ and heuristically decreases
it as necessary. The problem with choosing a larger σ is that too much flow
may be shifted, resulting in a huge increase of the congestion on one edge.
This may result in a loop where flow is shifted from one path to another, and
then back to the first.
Our current heuristic for choosing σ is to run one iteration of the secant
method. We compute λ˜, the congestion that will result from rerouting σ
amount of flow. We next compute
σ˜ = σ − λ˜ σ
λ˜− λ,
where λ is the congestion of the current flow. Since, over some interval past
σ, the congestion is a decreasing function of σ, we hope that σ˜ will give
us an even greater decrease in the congestion. Indeed, for many networks
that we tested this method on, the running time was significantly decreased.
Unfortunately, there were also many cases in which this method rerouted too
much flow each iteration, causing the algorithm to loop, as described above.
In the future, we hope to implement a scaling factor in a manner such as
Leong et al. More sophisticated hueuristics should also be investigated.
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5 Conclusion
In this paper we discussed the multicommodity and concurrent flow prob-
lems. These problems have a wide range of applications. Although these
problems are known to be very difficult, optimal solutions can often be ap-
proximated fairly quickly. We described two algorithms, one for finding a
minimum cost flow, and one for approximating a multicommodity flow of
minimum congestion. The first algorithm is the main subroutine of the sec-
ond, and dominates the running time. What is interesting about both of
these algorithms is that, although they do not explicitly deal with the LPs,
they are both guided by LP duality. Although the concurrent flow algo-
rithm works well in theory, further techniques must be developed in order to
develop a successful implementation.
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A Mathematica Code
Presented in the appendix is the documented code we wrote implementing
the algorithms discussed in the paper. The function MinCostFlow takes as
inputed a list of directed edges, a price vector, a capacity vector, a source
node, a sink node and a demand. It outputs the value of the total flow, the
cost of that flow and the flow vector.
(* Inputs: e=Directed Edge List,
p=Price List, b=Capacity List, s=Source, t=Sink
and k = Demand. If a maximum flow is wanted,
input "Infinity" *)
(* Outputs: The total flow value, the cost of the
flow and the flow vector*)
MinCostFlow :=
Function[{e, p, b, s, t, k},
Module[{backedges, g, frontbound, magnum, flow, backbound,
totalflow, indices, j, g1, frontprice, backprice, price,
delete1, delete2, delete3, delete4, deleteall, smallprice,
l, l1, d, p1, p2, delta, upflow, newflow},
backedges = Transpose[Reverse[Transpose[e]]];
(*Building the backwards edges to be used in the
auxiliary network*)
g = FromOrderedPairs[Join[e, backedges]];
(*Building a Graph from the edge list *)
(*Initializing *)
magnum = Table[0, {i, V[g]}];
flow = Table[0, {i, Length[e]}];
totalflow = 0;
indices = Table[{i}, {i, M[g]}];
j = 1;
g1 = g;
Catch[
While[j < Infinity,
If[NetworkFlow[g1, s, t] == 0,
Throw[{totalflow, p.flow, flow}], 0];
(* If the flow is maximal, stop*)
If[k - totalflow == 0,
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Throw[{totalflow, p.flow, flow}], 0];
(*If we have reached desired flow, stop *)
frontprice = Table[p[[i]] - magnum[[Edges[g][[i, 2]]]]
+ magnum[[Edges[g][[i, 1]]]], {i, Length[e]}];
backprice = -frontprice;
price = Join[frontprice, backprice];
(*Creating the price vector for the
auxiliary network prices*)
frontbound = b - flow;
backbound = flow;
(*Creating the auxiliary network
by updating capacities *)
delete1 = Position[Join[frontbound, backbound], 0];
delete2 = Position[price, Infinity];
delete3 = Position[price, -Infinity];
delete4 = Position[price, Indeterminate];
deleteall = DeleteDuplicates[
Join[delete1, delete2, delete3, delete4]];
g1 = DeleteEdges[g, Extract[Edges[g], deleteall]];
(*Deleting edges with zero capacity
or indeterminate prices*)
smallprice = Extract[price, Complement[
indices, deleteall]];
(*Making the price list match the auxiliary network*)
d = Dijkstra[SetEdgeWeights[g1, smallprice], s][[2]];
(* Finding distances *)
p1 = Partition[ShortestPath[
SetEdgeWeights[g1, smallprice], s, t], 2, 1];
p2 = Flatten[Table[Position[
Join[e, backedges], p1[[i]]], {i, Length[p1]}]];
(*Finding which edges are on the shortest s-t path *)
delta = Min[If[Length[p2] == 0, 0,
Extract[Join[frontbound, backbound],
Partition[p2, 1, 1]]], k - totalflow];
(*Computing Delta *)
upflow = able[If[Length[Intersection[{i}, p2]] == 1,
delta, 0], {i, M[g]}];
newflow = Partition[upflow, Length[e]];
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flow = flow + newflow[[1]] - newflow[[2]];
(* Updating flow*)
magnum = magnum + d;(* Updating dual numbers *)
totalflow = totalflow + delta;
(*Updating the value of the flow *)
j++;
]
]
]
];
The function AugCosts takes as input a directed edge list, a price vector,
a capacity vector and a list of commodites of the form
{{s1, t1, d1}, . . . , {sk, tk, dk}}
. It returns an augmented cost vector of the form described in Section 4.2.
AugCosts := Function[{e, p, b, coms},
Module[{i, price},
i = 1;
price = 0;
While[i < Length[coms] + 1,
price =
MinCostFlow[e, p, b, coms[[i, 1]], coms[[i, 2]],
coms[[i, 3]]][[3]]^2 + price;
i++;
];
price
]
];
The function SecMeth performs one iteration of the secant method and
outputs the σ˜ to be used
SecMeth :=
Function[{e, b, coms, sigma, maxcongest, maxreroute, lengths,
newbound, flow},
Module[{sigroute, newflowepsbad, newflow, newmax, newsigma},
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sigroute =
MinCostFlow[e, lengths, newbound, coms[[maxreroute, 1]],
coms[[maxreroute, 2]], coms[[maxreroute, 3]]][[3]];
newflowepsbad = (1 - sigma) flow[[maxreroute]]
+ sigma*sigroute;
newflow = ReplacePart[flow, maxreroute -> newflowepsbad];
newmax = Max[Total[newflow]/b];
newsigma = sigma - ((sigma)/(newmax - maxcongest))*newmax;
If[newsigma > sigma, newsigma, newsigma = sigma];
If[NumberQ[newsigma], newsigma, newsigma = sigma];
{sigroute, newsigma}
]
]
The function Decongest implements the decongestion algorithm from Sec-
tion 4.
(*Inputs: e is an edge list
b is a capacity list
coms is a commodity list of the form
{{s1,ti,d1},...,{sk,tk,dk}}
eps is the epsilon to be used*)
Decongestion :=
Function[{e, b, coms, eps},
Module[{g, netflows, heucosts, flow, maxcongest, stop, k,
alphasimple, totflow, congest, whichmax, alpha, sigma,
lengths, newbound, phi, costs, maxreroute, method,
sigroute, newsigma, newflow, optcosts},
g = FromOrderedPairs[e];
netflows = Table[NetworkFlow[SetEdgeWeights[g, b],
coms[[i, 1]], coms[[i, 2]]], {i, Length[coms]}];
(*Find a table of the total possible
flow for each commodity*)
heucosts = AugCosts[e, Table[1, {j, Length[e]}], b, coms];
(*generate the augmented costs*)
(*use the total flows to scale capacities and use
heucosts (in order to spread out initial flow)*)
flow = Table[MinCostFlow[e, heucosts,
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b*coms[[i, 3]]/netflows[[i]],
coms[[i, 1]], coms[[i, 2]], coms[[i, 3]]][[3]],
{i, Length[coms]}];
maxcongest = Max[Total[flow]/b];
(*Finding the congestion of the initial flow*)
stop = Infinity;
k = 0;
(*This will simplify the alpha computation*)
alphasimple = 2*(1 + eps)*eps^(-1)*Log[
Length[e]*eps^(-1)];
While[maxcongest > stop,
totflow = Total[flow];
(*Find the total flow in the network*)
congest = totflow/b;
(*Find the congestion of each arc*)
maxcongest = Max[congest];
(*Find the maximum congestion*)
whichmax = Flatten[Position[
congest, maxcongest]][[1]];
alpha = maxcongest^(-1)*alphasimple;
sigma = eps/(8*alphasimple);
(*Compute alpha and sigma*)
(*computing the lengths (costs) and capacities
for the aux. network*)
lengths = Floor[2.718^(alpha*congest)/b];
newbound = Ceiling[maxcongest*b];
(*computing the lengths (costs) and capacities
for the aux. network*)
phi = Total[b*lengths];
(*computing the potential function Phi*)
costs = Table[lengths.flow[[i]],
{i, Length[coms]}];
(*computing current costs in aux. network*)
Catch[
Table[If[(costs[[i]] -
MinCostFlow[e, lengths, newbound, coms[[i, 1]],
coms[[i, 2]], coms[[i, 3]]][[2]]) >
(eps*costs[[i]] +
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eps*maxcongest*phi/Length[coms]),
Throw[maxreroute = i], Break[]],
{i, Length[coms]}]];
(*finding an eps-bad commodity, throwing maxreroute*)
method = SecMeth[e, b, coms, sigma, maxcongest,
maxreroute, lengths, newbound, flow];
(*Performing one interation of secant method*)
sigroute = method[[1]];
newsigma = method[[2]];
newflow = (1 - newsigma) flow[[maxreroute]]
+ newsigma*sigroute;
flow = ReplacePart[flow, maxreroute -> newflow];
(*updating the flow vectors*)
If[Mod[k, Length[coms]] == 0,
optcosts = Table[MinCostFlow[e, lengths,
newbound, coms[[i, 1]], coms[[i, 2]],
coms[[i, 3]]][[2]], {i, Length[coms]}], 0];
If[Mod[k, Length[coms]] == 0,
stop = (1 + eps)*Total[optcosts]/phi, stop];
(*computing the stopping condition
to be used at the start of the loop*)
k++;
];
{flow, maxcongest}
];
]
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