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 In cloud computing resources are considered as services hence utilization of 
the resources in an efficient way is done by using task scheduling and load 
balancing. Quality of service is an important factor to measure the trustiness 
of the cloud. Using quality of service in task scheduling will address the 
problems of security in cloud computing. This paper studied quality of 
service based task scheduling algorithms and the parameters used for 
scheduling. By comparing the results the efficiency of the algorithm is 
measured and limitations are given. We can improve the efficiency of the 
quality of service based task scheduling algorithms by considering these 
factors arriving time of the task, time taken by the task to execute on the 
resource and the cost in use for  the communication. 
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Interface and infrastructure together forms a cloud environment [1]. The resources are provided by 
the cloud service provider and user can access them as a service by using the service models (PaaS, IaaS, 
SaaS). The organization can deploy the cloud based on their requirement by using deployment models 
(Private, Public, Community, and Hybrid) [2].  Even though cloud is a good servant to the user in turn many 
security issues involved in it. It involves risk to put all the data in cloud and application runs at different 
place [3]. The cloud architecture contains Users, SLA resource locator, VMs and Physical machines [4]. In 
cloud computing resources are considered as services hence utilization of the resources is done in an efficient 
way by using task scheduling and load balancing [5]. In cloud computing multiple users sends the requests in 
same time hence using scheduling the resources are allocated to the tasks [6]. 
Quality of service is an important factor to measure the user’s satisfaction in cloud environment. 
Using quality of service in task scheduling will address the problems of security in cloud computing.  
Parameters considered for the algorithms studied in this paper are QoS, make span, accepted rate, cost, 
fairness completion time, minimum completion time. The existing algorithms can be improve the efficiency 
by considering these factors arriving time of the task, time taken by the task to execute on the resource and 
the cost in use for the communication.  In the following section quality of service based task scheduling 
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2. QoS BASED TASK SCHEDULING ALGORITHMS 
2.1. QoS guided Min-Min heuristic for Grid task scheduling 
In grid computing the task scheduling algorithm should address the issues like security, QoS and 
central control over data to get high throughput form the system. As shown in Figure 1, this algorithm is a 
QoS guided based on general adaptive scheduling characteristics.  The task may or may not have QoS; task 
with no QoS can be executed on any resource. The task having high QoS can be executed on a resource with 
high QoS. So the task with low QoS can be executed on a resource with high QoS resulting resources with 
low QoS remains idle [7].  
QoS is affects the effectiveness of the computing environment, for ex: Assume the network is 
having high bandwidth and if the scheduler assigns the task which does not require high bandwidth, 
meanwhile the tasks requiring high bandwidth have to wait in the queue. By considering QoS factors in 
scheduling gives a better scheduling algorithm [8]. In this algorithm instead of mapping the tasks to the hosts, 





Figure 1. QoS guided Min-Min heuristic for Grid task scheduling 
 
 
Results: Parameters considered:  Make span and Expected time of completion. Advantage: Reduced 
the make span and used the bandwidth parameter. Disadvantage: Poor load balancing and QoS factors are not 
considered 
 
2.2. Job scheduling algorithm based on Berger model in cloud computing 
Cloud computing is a combination of parallel and grid computing.  Virtualization hides all the 
differences between different physical devices present on the cloud. The main entities in cloud computing are 
users, resource providers and scheduling system [9]. The scheduling factor for this algorithm is fairness 
constraint [10]. 
1. QoS based task classification: The user’s tasks can be classified based on QoS parameters like 
Completion time and Bandwidth. 
2.  Fairness constraint:  The fairness of resource makes the cloud to provide reasonable resources which are 
available to execute the user’s tasks.  
3.  General expectations constraint: The tasks require the resources to complete it. Because of different 
characteristics of the user’s applications the tasks are having QoS preferences.  In local structure, based 
on the general expectations we can optimize the selection process of the resources.  
4.  Description of tasks and resources: Cloud computing uses the technology called virtualization to use the 
resources. The scheduling in cloud computing is implemented in application layer and virtual machine 
layer. Scheduling is to map a task to the resource.  
5.  Tasks and resource mapping:  Keeping QoS parameters in mind the user’s tasks are mapped to the 
resources. The ratio of expectations of resources and the actual allocations gives the justice. 
6.  Completion time: The completion time of a task is the combination of waiting time, execution time and 
sending time. 
7.  Bandwidth:  It is very useful in applications where frequent communication is happening.  
8.  Integrated general expectation: If the task needs many QoS requirements then integrated general 
expectation is suitable. 
As shown in Figure 2, The algorithm is stated as follows:  
1. According to Quality of Service classification, the tasks having general expectation constraint acts as the 
constraints of fairness to select and allocate a resource are established. 
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2. Virtual machine selects the better resources to run the task by taking parameterized task characteristics 
and general expectation constraint. 





Figure 2. Job scheduling based on Berger model 
 
 
Results: Parameters considered: QoS, fairness completion time. Advantage: Improved the 
performance and task execution. Disadvantage: Rescheduling of tasks at each level will increase the 
complexity of the algorithm and takes more time 
 
2.3. Improved cost based algorithm for task scheduling in cloud computing 
This algorithm is useful to measure the computation performance and cost of resources. Virtual 
machines are used to run the applications because the resources are distributed virtually in cloud computing. 
Some application may require more CPU time and some applications may require more memory to store the 
data. Resources are used to perform each task. To measure the cost of the application measuring CPU cost, 
Input cost, Output cost, memory cost are required [11]. Using Customer Facilitated Cost-based Scheduling 
(CFCSC) algorithm we can balance the load and cost. This algorithm uses cost function to reduce input, 
output and monetary costs [12]. As shown in Figure 3 the algorithm can be stated as follows: 
Take Ti is set of n independent tasks and Rj is set of m computing resources where 
i={1,2,3,……..n}, j={1,2,3,……..m}. The processing capacity of a resource can be measured as MIPS and 
the size of the task can be measured as MI.  The total computing time can be calculated as 
TTtottime(R)=TTexe(R)+TTcommtime(R). Where TTtottime(R) represents total time, TTexe(R) represents the total 





Figure 3. Improved cost based algorithm for task scheduling in cloud computing 
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Results: Parameters considered: Cost, make span. Advantage: Improved the computation and 
reduced resource cost. Disadvantage: This algorithm not considered the dynamic cloud environment and 
mainly focused on cost. 
 
2.4. RASA 
RASA algorithm considers distribution and characteristics of scalability of grid resources [13]. This 
algorithm is taking the advantages of Min-min and Max-min task scheduling algorithms and covering their 
disadvantages. As shown in Figure 4, this algorithm calculates the completion time of the tasks by taking all 
available resources. Then it applies Max-min and Min-min algorithms alternatively, for small tasks it uses 
Min-min and for large ones it applies Max-min to avoid the delays in large tasks execution [14]. The 





Figure 4. RASA 
 
 
Results: Parameters considered: Make span. Advantage: Reduced the make span. Disadvantage: 
More emphasis can be given to QoS attributes; algorithm should consider the heterogeneous environments. 
 
2.5. A QoS based Predictive Max-Min, Min-Min switcher algorithm for job scheduling in a grid 
The history information about the execution of tasks is taken into consideration to predict the 
performance of the resources available. As shown in Figure 5, this algorithm selects the best algorithm 
between QoS Min-Min and QoS Max-min by taking length of the job into consideration. Based on this 
decision, the tasks having high QoS are mapped first then jobs with low QoS are mapped. The algorithm 
calculates the standard deviation of all unassigned jobs. Then it will identify the position where the difference 
between the completions times of two consecutive jobs. If the difference is more than standard deviation and 
if it is present in the first half contains the number of jobs more than the number of short jobs. Then min-min 
algorithm outperforms max-min, so min-min is selected to map the jobs.  If the position is present in the 
second half means max-min outperforms the min-min, so max-min is selected to map the jobs. If the position 
is not existed then is compared with threshold value, if it is less means min-min is used otherwise max-min is 
used [15]. Improved met-tasking algorithm in grid computing schedules the tasks based suffrage value. Based 
on suffrage value min-min or max-min algorithm is implemented. This met-tasking algorithm uses these 
parameters: flow time, make span, resource utilization [16]. 
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Figure 5. A QoS based Predictive Max-Min, Min-Min switcher algorithm for job scheduling in a grid 
 
 
Results: Parameters considered: Make span. Advantage: Improved performance with QoS. 
Disadvantage: Switching results in taking more time and involving more cost 
 
2.6. Towards improving QoS-guided scheduling in grids 
As shown in Figure 6, to resolve the problem of scheduling the tasks in heterogeneous systems this 
algorithm is giving two optimization schemes based on QoS Min-Min scheduling technique. Those are 
named as Make span optimization Rescheduling and Resource optimization rescheduling [17].  
Make span optimization rescheduling (MOR): The aim of this technique to improve the make span 
to achieve the better performance. Resource optimization rescheduling (ROR): The aim of this technique to 
improve the resource optimization to achieve the better performance. 
 
                                     
 
 
Figure 6. Towards improving QoS-guided scheduling in grids 
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Results: Parameters considered: Make span. Advantage: Improved the make span and by using 
rescheduling reduced the resource need. Disadvantage: This algorithm results poor load balancing for 
dynamic cloud environment and can be improved by considering QoS attributes 
 
2.7.  A grid task scheduling algorithm based on QoS priority grouping 
As shown in Figure 7, this algorithm is used to group the grid tasks based on the QoS. This 
algorithm uses deadline property of the task, tasks acceptation rate and make span of the computing systems.  
n is the number of tasks in the grid environment, so the tasks can be grouped into n groups.  Using Sufferage 





Figure 7. A grid task scheduling algorithm based on QoS priority grouping 
 
 
Results: Parameters used: Acceptance rate, completion time. Advantage: Reduced the make span. 
Disadvantage: Can be improved by considering Make span, QoS attributes like consistency to improve the 
efficiency and hence complexity can be reduced. 
 
2.8. A Task Scheduling Algorithm based on QoS-Driven in Cloud Computing 
As shown in Figure 8, this algorithm computes the priority of the tasks on different services and 
executes the task on the machine which can complete it as soon as possible. This algorithm uses dual fairness 
constraint. RRank means a reliability priority rank is used in this algorithm to estimate the priority of the 
task.  In this model tasks are not directly mapped instead they were collected and stored in a queue. The tasks 






Figure 8. A Task Scheduling Algorithm based on QoS-Driven in Cloud Computing 
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Parameters used: Priority of task and minimum completion time. Results: Improved performance 
and load balancing is implemented. Disadvantage: This algorithm should consider the failure occurs in a 
machine and dynamic cloud  environment 
 
 
3. RESULTS AND ANALYSIS 
Task Scheduling is the primary and key issue in cloud computing environment. The existing 
algorithms are based on Quality of service and the limitations are mentioned I Table 1: 
 
 
Table 1. The existing algorithms are based on Quality of service and the limitations 
S.No Algorithm Limitations 
1 QoS guided Min-Min heuristic for Grid task 
scheduling 
Load balancing is poor and QoS attributes  are not used in 
algorithm 
2 Job scheduling algorithm based on Berger 
model in cloud computing 
Rescheduling of tasks at each level will increase the  complexity 
of the algorithm and takes more time 
3 Improved cost based algorithm for task 
scheduling in cloud computing 
This algorithm not considered the dynamic cloud environment 
and mainly focused on cost. 
4 RASA More emphasis can be given to QoS attributes; algorithm should 
consider the heterogeneous environments. 
5 A QoS based Predictive Max-Min, Min-Min 
switcher algorithm for job scheduling in a grid 
Switching results in taking more time and involving more cost 
6 Towards improving QoS-guided scheduling in 
grids 
This algorithm results poor load balancing and can be improved 
by considering QoS attributes 
7 A grid task scheduling algorithm based on QoS 
priority grouping 
Can be improved by considering Make span,  QoS attributes like 
consistency to improve the efficiency and hence complexity can 
be reduced 
8 A Task Scheduling Algorithm based on QoS-
Driven in Cloud Computing 
This algorithm should consider the failure occurs in a machine 




As cloud services are increasing day by day. To meet the on demand service and to maintain 
efficiency of load balancing and task scheduling of resources many algorithms are proposed. The existing 
task scheduling algorithms are studied in this paper. . We can improve the efficiency of the quality of service 
based task scheduling algorithms by considering these factors arriving time of the task, time taken by the task 
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