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Quantum Amplitude Estimation (QAE) – a technique by which the amplitude of a given quan-
tum state can be estimated with quadratically fewer queries than by standard sampling – is a key
sub-routine in several important quantum algorithms, including Grover search and Quantum Monte-
Carlo methods. An obstacle to implementing QAE in near-term noisy intermediate-scale quantum
(NISQ) devices has been the need to perform Quantum Phase Estimation (QPE) – a costly pro-
cedure – as a sub-routine. This impediment was lifted with various QPE-free methods of QAE,
wherein Grover queries of varying depths / powers (often according to a “schedule”) are followed
immediately by measurements and classical post-processing techniques like maximum likelihood es-
timation (MLE). Existing analyses as to the optimality of various query schedules in these QPE-free
QAE schemes have hitherto assumed noise-free systems. In this work, we analyse QPE-free QAE
under common noise models that may afflict NISQ devices and report on the optimality of various
query schedules in the noisy regime. We demonstrate that, given an accurate noise characterization
of one’s system, one must choose a schedule that balances the trade-off between the greater ideal
performance achieved by higher-depth circuits, and the correspondingly greater accumulation of
noise-induced error.
I. INTRODUCTION
Increasingly, the ability of classical computers to scale
and keep pace with computational demands imposed by
various modern economic, industrial, and creative pur-
suits is being strained. Quantum computing is an av-
enue through which a variety of computationally dif-
ficult problems may be solved more efficiently. Prob-
lems that may benefit from a quantum advantage span a
broad spectrum ranging from well-known ones like in-
teger factorization [1] and search [2] to more modern
techniques for molecular simulations [3, 4] and machine
learning [5–9]. We are currently entering the so-called
Noisy, Intermediate-Scale Quantum (NISQ) era of hard-
ware [10], which describes the fact that current and near-
term quantum computers are relatively small (few num-
bers of qubits) and are noisy and error-prone. The pres-
ence of noise means that practical circuit depths (num-
ber of quantum operations that can be sequentially per-
formed) is severely constrained, which must be a principle
factor of consideration when designing NISQ algorithms.
A central subroutine key to several quantum algo-
rithms is Quantum Amplitude Estimation (QAE) [11]. In
particular, QAE is used in Quantum Monte Carlo (QMC)
methods, in which it gives a quadratic speed-up over clas-
sical Monte Carlo sampling. This can be used, for exam-
ple, to perform simple integration [12], and recently there
has been considerable interest in using QMC to give ad-
vantage when pricing financial options and making risk
analyses [13–16]. Canonically, QAE uses Quantum Phase
Estimation (QPE) as a subroutine [11], necessitating the
execution of the quantum Fourier transform and a large
series of controlled unitaries that makes any NISQ im-
plementation unlikely. Due to this limitation there have
∗ These authors contributed equally to this work.
been several alternative approaches proposed that lets
one perform QAE without the need to do QPE [17–20].
These methods rely on performing and measuring a col-
lection or series of circuits, the results of which are clas-
sically post-processed.
Even though these QPE-free QAE algorithms reduce
the necessary circuit depth, it remains the case that all
current methods that achieve quadratic improvements re-
quire circuits of rapidly increasing depth with increas-
ing estimation accuracy, and thus these approaches are
likely to be highly limited in the presence of system noise.
Moreover, by the nature of the problem, one must char-
acterize very precisely the noise present in one’s system
in order to account for it when making the amplitude es-
timation. Any bias resulting from a mischaracterization
of the noise will produce a corresponding bias in one’s
estimate.
In this work we build on the MLE-QAE approach
of [17] to study the effects of some simple noise models
on the performance of QAE. Among our main results,
we will demonstrate that an ideal Heisenberg scaling of
estimation error (i.e. a quadratic improvement over clas-
sical) either via the strategy proposed as optimal in [17],
or standard QPE, is likely untenable on near-term hard-
ware. On the other hand we show that there are strate-
gies that are much more achievable at the expense of
a less-than-quadratic quantum advantage in the asymp-
totic regime. Indeed, at modest circuit depths and sim-
ilarly modest estimation precision – often the regime of
interest for near-term quantum devices – certain strate-
gies in the presence of noise are shown to outperform
even asymptotically optimal strategies sans noise.
Our work is organized as follows. We begin in Sect.
II with a background discussion on Quantum Amplitude
Amplification and its use in quantum estimation, and
give an overview of the MLE-QAE procedure specifically.
We then move on to explain our methods in Sect. III; we
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2begin with the definition of a toy QMC problem that we
will be solving via QAE, and then delve into the topic
of noise, its expected impact on amplitude estimation,
and the specific noise models that we consider in this
study. We will show here how to correct one’s likeli-
hood function to account for the noise models that we
consider, and to construct a correspondingly modified
Fisher Information and Cramer-Rao bound. In Sect. IV
we show the results of our numerical studies, demonstrat-
ing how the ideal performance of QAE is impacted by
different types and strengths of noise, in particular elu-
cidating the QAE strategy to be used given a degree of
noise. We then discuss these results in the context of
current and near-term hardware. We finish with con-
cluding remarks in Sect. V. Three appendices are also
included. Appendix. A gives an introductory overview
of maximum-likelihood methods, the Fisher Information,
and the corresponding Cramer-Rao bound. Appendix. B
outlines the calculation by which to compute the noise-
corrected Fisher Information, and Appendix. C demon-
strates how to compute states resulting from our noise
models.
The reader should note that during the final stages
of writing this manuscript there was a pre-print posted
that shares several overlapping ideas and conclusions as
those we posit here [21], though through a different set
of methods and perspective.
II. BACKGROUND
In preparation for considering noisy circuits, we begin
in this section by giving the reader a review of QAE in the
noise-free regime. A crucial step in QAE is the estimation
of an eigenphase accrued upon multiple application of
a so-called Grover operator, and as such we also briefly
survey various methods that have been developed for this
phase estimation.
A. Quantum Amplitude Amplification
At heart, QAE is really a combination of Quantum
Amplitude Amplification (QAA) – a technique to amplify
the a priori unknown amplitude of a “marked” state |ψ0〉
– followed by one of several possible techniques to esti-
mate that amplified amplitude, hopefully with greater
precision than classically possible. The fundamentals of
QAA, which we will now review, were originally described
by Brassard et al [11] in work that was in turn inspired
by Grover’s well-known search algorithm [22].
Let us start by supposing one is given a blackbox that
prepares a quantum state: |ψ〉 = A |0〉. In general A
can be any arbitrary unitary operator, but in the special
case of Grover’s search algorithm it encodes the database
over which the search is to be performed – usually an
equal superposition over all computational basis states
|ψ〉 = |+〉⊗n where n is the number of qubits being used
in the encoding and |±〉 = 1√
2
(|0〉 ± |1〉). Now suppose
that there is some “good” subspace spanned by set(s) of
desirable states (say indices corresponding to “hits” for a
search algorithm). The projection of |ψ〉 onto this good
subspace we will denote
√
α |ψ0〉 so that in principle the
encoded state can be written as:
|ψ〉 = √α |ψ0〉+
√
1− α |ψ1〉
= cos θ |ψ0〉+ sin θ |ψ1〉 (1)
where |ψ1〉 ∝ |ψ〉 − |ψ0〉 〈ψ0|ψ1〉. Without loss of gener-
ality, we will always define |ψ1〉 such that α is real.
The goal of QAE ultimately is to estimate the ampli-
tude α. Now, a simple means of accomplishing that goal
is to just measure along the marked basis, say by imple-
menting the following projector-valued measure (PVM):
{|ψ0〉 〈ψ0| , |ψ1〉 〈ψ1|}. Doing so (over N identical and in-
dependent – or iid – copies of |ψ〉) yields an uncertainty in
estimates of α lower-bounded by the so-called standard
quantum limit (SQL):
√
E [(α′ − α)2] ∼ 1/√N where α′
is an estimate of α.
A key observation in QAA, however, is that with ac-
cess to repeated use of A (and its inverse A†) along with
queries to an oracle that can identify the marked state
|ψ0〉, one can modulate the encoded state |ψ〉 such that
θ is amplified, which we will argue makes it easier to
estimate. Consider the operator
χˆϕ = I− 2 |ϕ〉 〈ϕ| (2)
which imposes a sign flip on some selected state |ϕ〉. Now
suppose we are (a) provided with some oracle χˆψ0 that
acts on the special marked state |ψ0〉 and (b) with re-
peated use of A and A† we can implement Aχˆ0A† =
I− 2 |ψ〉 〈ψ| which acts on the encoded state |ψ〉. Notice
that both χˆψ0 and Aχˆ0A† leave invariant the subspace
spanned by |ψ0〉 and |ψ1〉. More explicitly, defining the
“Grover” operator Q = Aχˆ0A†χˆψ0 , one can show that∣∣∣ψ(k)〉 = Qk |ψ〉
= cos(2k + 1)θ |ψ0〉+ sin(2k + 1)θ |ψ1〉 (3)
Readers familiar with the metrological utility of vari-
ous quantum states will recognize that
∣∣ψ(k)〉 is a more
“useful” state compared to |ψ〉⊗N , even though they
“cost” the same number of queries (N = 2k+1) to A (or
A†) to prepare. Formally, we can quickly see this by not-
ing that
∣∣ψ(k)〉 yields a quantum Fisher information [23]
with respect to α of
If
(
ψ(k), α
)
=4
〈
∂αψ
(k)
∣∣∣∂αψ(k)〉− 4 ∣∣∣〈∂αψ(k)∣∣∣ψ(k)〉∣∣∣2
=4
(2k + 1)
2
α(1− α) (4)
For a review of the Fisher information and the associated
Cramer-Rao lower bound (CRB), the reader is referred to
3Appendix. A. The CRB then immediately implies that
unbiased estimates of α (if indeed it is practical to con-
struct) will exhibit errors lower bounded by the Heisen-
berg scaling
√
E [(α′ − α)2] ∼ 1/√If ∝ 1/N . If indeed
this bound is tight, then there is a quadratic improve-
ment over the classical 1/
√
N scaling in the naive case
discussed above.
B. Estimating the amplitude
Historically, the estimation part of QAE is accom-
plished by pairing QAA with quantum phase estimation
(QPE) [24], leveraging the fact that the operator Q in
Eq. 3 has eigenvalues of the form e±2iθ. Applying stan-
dard QPE with Q yields an efficient estimate of 2θ, which
in turn allows us to deduce α. Unfortunately, relying on
QPE has rather severe downsides in the context of near
term quantum devices, as it relies heavily on the use of
controlled versions of the operator Q, as well as the use
of the quantum Fourier transform (QFT). Both of these
require extensive use of two-qubit entangling gates which
are physically challenging to implement with high fidelity,
making even modest-sized problems untenable on near
term devices.
A variety of schemes have been considered that es-
chew the use of QPE [17–20]. These generally pre-
scribe directly measuring states that result from QAA,
followed by post-processing. But while common tech-
niques like maximum-likelihood estimation (MLE) [17]
or Bayesian inference approaches [25] let us efficiently
deduce (2k + 1)θ for a particular choice of k, one must
be careful to ensure that the ensemble of k’s produced
via QAA in the first place is an adequate one. From our
preceding discussion around Eq. 4, it might be tempting
to prescribe preparing states with the largest possible
k given the number of calls to A (or A† ) that one is
allowed, in order to maximize If and minimize the cor-
responding CRB. However, since α is periodic in θ, esti-
mating (2k + 1)θ (even when done with high precision)
still leaves one with an ambiguity as to which 2pi/(2k+1)
interval θ actually belongs – an ambiguity that does not
afflict the state |ψ〉⊗N .
In standard QPE, this is resolved by ensuring that an
exponentially increasing sequence of multiples of θ is used
at the input to the QFT stage, ensuring that the eventual
estimate of θ is captured at different granularities. In a
similar spirit, Suzuki et al [17] recently calculated that
if one were to perform MLE upon measuring the out-
put of QAA for an exponential “schedule” of k’s (i.e. for
k = 2s−1, where s = 0, 1, 2, 3, ... and k0 = 0), one asymp-
totically recovers a Heisenberg scaling in estimates of θ,
without ambiguities stemming from the 2pi periodicity of
α. By contrast, a similar calculation for a linear sched-
ule (i.e. for k = 0, 1, 2, ... with equal weights), yields
an error scaling that is intermediate between classical
and Heisenberg:
√
E [(α′ − α)2] ∼ 1/N (3/4). More gen-
erally, a polynomial schedule of degree d (i.e. k = sd,
where s = 0, 1, 2, 3...) yields the asymptotic (in N) scal-
ing
√
E [(α′ − α)2] ∼ 1/N (2d+1)/(2d+2))
Note that in quantum order- and factor-finding algo-
rithms, the operator Q2s for larger s can be made asymp-
totically efficient via modular exponentiation [24]. This
trick does not generally apply outside of the standard us-
age of QPE, however, for instance with the exponential
schedule of Q operators considered by Suzuki et al.
In this work, we consider the effect of noise on the fea-
sibility of various MLE schedules. In particular, noting
that because noise compounds quickly with circuit depth,
an exponential schedule that may be asymptotically op-
timal in the ideal case quickly becomes suboptimal in the
presence of noise. We also proceed to explore alternate
schedules and their optimality in various noise regimes.
C. QAE via MLE
In practical usage, it is often convenient (whenever the
encoding allows it) to mark the “good” subspace onto
which |ψ〉 is being projected with a “readout” ancilla
qubit so that Eq. 1 now reads:
|ψ〉 = cos θ |ψ0〉 |0〉+ sin θ |ψ1〉 |1〉 , (5)
where the amplitude is again α = cos2 θ. Doing so allows
one to easily realize the operator χˆψ0 as well as the PVM
{|ψ0〉 〈ψ0| , |ψ1〉 〈ψ1|}.
Now suppose we performed the PVM {|0〉 〈0| , |1〉 〈1|}
on states prepared in accordance to some schedule
{Qk1 |ψ〉 ,Qk2 |ψ〉 ,Qk3 |ψ〉 , ...}. Assume that for each
ks the measurement is performed over Ns iid shots,
and let ps be the fraction of “good” measurements,
which we know asymptotically has the form ps
Ns→∞−−−−−→∣∣〈0∣∣Qks∣∣ψ〉∣∣2. Given an observation ps, the likelihood
function is a function of θ and given by
Ls(θ|ps)
=
[
cos2(2ks + 1)θ
]Nsps [
sin2(2ks + 1)θ
]Ns(1−ps)
(6)
For a brief review of the likelihood function, the Fisher
Information, and the Cramer-Rao bound, the reader is
referred to the Appendix. A. Overall, the likelihood func-
tion resulting from all experiments in a schedule (and the
likelihood to be maximized in order to estimation α) is:
L(θ|{p}) =
smax∏
s=0
Ls(θ|ps), (7)
In the remainder of this paper, we use this simple MLE
framework to explore alternate schedules {ks} in the con-
text of noisy circuits; in addition to linear and exponen-
tial schedules we also consider polynomial schedules, for
example the quadratic schedule ks = s
2. As is standard
in the QAE literature, for an apples-to-apples comparison
between schedules we normalize the performance of each
4by the total number of calls to the encoding operator A
or A†, such that:
smax∑
s=0
2ks + 1 (8)
is constant between two schedules when comparing their
performance.
III. METHODS
In this section, we will begin by describing a toy prob-
lem that we use as a prototypical application of QAE in
Section III A. We then briefly allude in III B to the ques-
tion of noise and its expected impact on the problem,
before discussing our studied noise models and solution
methods in III C.
A. Toy Problem for Quantum Monte Carlo
Here and throughout the remainder of this text we will
be using QAE to solve a simple toy problem, namely,
computing the expectation value E(cos2 x) over an inter-
val [0, bmax). That is, solving the integral
S =
1
bmax
∫ bmax
0
cos2 x dx = E(cos2 x), (9)
where the expectation value is taken with respect to the
uniform measure over the interval [0, bmax). Unless stated
otherwise, the default value is chosen to be bmax = pi/5.
In classical Monte-Carlo integration, S can be calcu-
lated by sampling uniformly over x ∈ [0, bmax), com-
puting cos2(x) for each sample and then averaging. An
analogous quantum approach uses the states of m qubits
to represent a discretization of the interval into 2m bins.
Uniformly sampling over the interval then corresponds
to preparing the state |x〉 = |+〉⊗m, and the encoding
of the amplitude E(cos2 x) is then performed by apply-
ing controlled rotations
⊗m
j=1 Rˆ
xj
y (bmax/2
j) targeting an
ancilliary readout qubit (see [14] for an excellent exposi-
tion of the procedure). Here, Rˆy(θ) = exp(iσˆyθ), and xj
is the (binary) value of the j-th qubit of the |x〉 register.
In other words, in the language of QAA, the encoding
operator prepares:
A |0〉 |0〉
=
2m−1∑
x=0
|x〉
[
cos
(
bmaxx
2m
)
|0〉+ sin
(
bmaxx
2m
)
|1〉
]
, (10)
such that the expectation value of |0〉 〈0| on the read-
out qubit gives us the desired expectation value of
E(cos2 x), evaluated on an m-bit discretization of the in-
terval [0, bmax). Having defined A, one can now call upon
QAA and QAE as discussed in Section II to improve one’s
estimate of the expectation value.
1. Noise-Free Schedule Performance
In our simulations we chose to perform Nshots = 100
shots per experiment in a given schedule. To confirm
that this is sufficient to put us into an asymptotic regime
(meaning that the RMS error of estimation numerically
conforms with the predictions of the Cramer-Rao bound),
we perform a QAE simulation using a linear schedule
and plot in Fig. 1 the RMS error, CR bound, as well
as standard deviation of error for our estimation. The
linear schedule is defined as ks = s. The fact that the
standard deviation and RMS error overlap indicates that
the bias in our estimation error is negligible, and thus
that the CR bound can be used as an accurate indicator
of performance.
As a benchmark for the noisy case, in Fig. 2 we com-
pare the RMS-error performance of this linear sched-
ule with that of classical sampling and the (Heisenberg-
bound achieving) exponential schedule, ks = 2
s−1 with
k0 = 0. We observe the expected scalings as demon-
strated in [17]. Note that, as they are defined, the first
three experiments of the linear and exponential sched-
ules are equivalent, with number of Grover operators
ks = 0, 1, 2.
B. Questions of Noise and Depth
We have seen that an exponential Grover schedule
achieves the optimal Heisenberg scaling. However, such
a scheme also means that a large fraction (half here)
of the total number of applications of A and A† will
take place in series in a single, exponentially increas-
ingly large-depth circuit, which in practice will quickly
fail on real near-term devices. This motivates the explo-
ration of the effects of noise on the MLE-QAE procedure,
and in particular elucidate the optimal schedule in prac-
tice, given a noise model and a maximum effective circuit
depth.
It is worth noting that the other QAE procedures
which achieve the Heisenberg bound [11, 18–20], includ-
ing QAE with phase estimation, also all involve imple-
menting a series of Grover circuits with exponentially
increasing depth, and thus will suffer the same scaling
with noise as does the exponential schedule in ML-QAE.
The implication of noise thus equally applies to all other
known QAE procedures, and we can expect qualitatively
similar impacts on their performance due to noise.
C. Noise Models
The presence of noise in quantum computers is one of
the fundamental limiting factors on the extent of quan-
tum algorithms that can realistically be implemented,
and thus it behoves us to understand the ways in which
Quantum Amplitude Estimation is limited by noise. In
doing so we will here restrict ourselves to noise models in
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FIG. 1. A linear schedule with Nshots = 100 shots per ex-
periment. We plot the RMS estimation error as well as the
standard deviation and CR bound. We see that RMS error
agrees very well with the standard deviation, and that they
both follow the CR bound tightly, indicating that 100 shots
is sufficient to reduce the bias to a negligible value and put
us in the asymptotic regime.
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FIG. 2. The RMS-error performance of classical, linear, and
exponential schedules with Nshots = 100 shots in the absence
of noise, along with their corresponding CR bounds.
which only the ancillary measurement qubit experiences
noise. Making this choice simplifies the computations
of the likelihood functions to be optimized, and of the
Fisher Information and consequent Cramer-Rao bounds.
This assumption of ancilla-only noise may actually not
be a poor approximation to reality when using a larger
number of qubits n, as likely to be the case in any real
application of QAE. This is because of the form of the
Grover operator Q, which contains many two-qubit gates
between the ancilla and the other n qubits. The num-
ber of these two qubit gates in our problem (interactions
experienced by the ancilla over the course of a Grover
operation) can be shown to scale with n, and thus the
strength of noise impacting the ancilla will generally grow
· · · /n Q Q QE E
· · ·
1
FIG. 3. The form of noise models that we consider on series
of Grover operations. We will consider the cases in which the
noisy channel E corresponds to depolarizing, dephasing, and
amplitude damping channels.
exponentially with n. Contrast this with a given qubit in
the n-register, which experiences a constant number of
interactions between itself and the ancilla (not increas-
ing with n). For large n one should therefore expect the
noise on these qubits to be negligible compared to the
ancilla.
We further simplify our noise models to consist of
single noisy channels applied to the ancilla after every
Grover operation. That is, given a single-qubit chan-
nel E , we simulate circuits consisting of Grover series of
the form in Fig. 3. Below we will consider channels E
corresponding to depolarizing, dephasing, and amplitude
damping noise.
1. Depolarizing Noise
The first and simplest noise model that we consider
is that of depolarizing noise. The depolarizing channel,
applied to a readout state ρr, produces
E(ρr) = (1− γ)ρr + γ I2
2
, (11)
where I2 is the 2×2 identity and γ is the probability that
the state ρr is replaced with the maximally mixed state.
The depolarising channel is a good starting noise model,
in part because it is convenient to analyze. In fact, as
we will see in Sect. III C 3, we rely on decompositions of
other channels into a mixture between a depolarising one
and a unitary operator in order to ease our calculation
of QAE performance.
Given the action of depolarising noise, determining the
effective noise resulting from chaining k noisy Grover op-
erations (as in Fig. 3) is particularly easy since the fully
mixed state on the RHS of Eq. 11 remains invariant un-
der additional unitary operations. Consecutive applica-
tions of noisy (depolarising) Grover operators therefore
behaves simply like a sequence of clean/noiseless Grover
operators followed by a single stronger (greater γ) depo-
larising channel. Strictly speaking, the latter statement
is only true because (a) the readout qubit is always a
target rail in interactions (mediated by two-qubit gates)
with the n-qubit encoding rail and (b) we only measure
the readout qubit and trace away the n-qubit encoding
register. Otherwise, noise in the readout qubit alone can
manifest in the full n + 1-qubit Hilbert space as non-
trivial correlations that may be difficult to compute (and
indeed can sometimes be useful) [26].
6Now suppose we were to chain ks Grover operators
(interspersed with an equal number of depolarising chan-
nels), the effective depolarising strength is simply
γks = 1− (1− γ)ks . (12)
The resulting probability (α˜s) with which a subsequent
measurement of the readout register ρr in the computa-
tional basis yields 0 is:
α˜s = (1− γks)αs +
γks
2
(13)
where αs = cos
2((2ks + 1)θ) is the corresponding proba-
bility in the absence of noise. This modified measurement
outcome allows us write down a new likelihood function
for the s-th (noisy) experiment in the schedule as
L˜s = α˜Nspss (1− α˜s)Ns(1−ps). (14)
From this modified likelihood the MLE-QAE proce-
dure as discussed in Sect. II C follows. Furthermore
the corresponding Fisher information is also readily com-
putable. For details on this calculation the reader is re-
ferred to Appendix. B. In summary, using additivity of
the Fisher information for multiple independent measure-
ment outcomes, the overall Fisher information from Ns
iid. shots for each entry s in our schedule is computed to
be
I˜f (α)
=
1
α(1− α)
∑
s
(1− γ)2ks αs(1− αs)
α˜s(1− α˜s) ·Ns(2ks + 1)
2,
(15)
from which the corresponding Cramer-Rao bound fol-
lows.
2. Other Noise Models
We will also consider the case in which E is the ampli-
tude damping channel, the action of which on the readout
qubit can be written in the Kraus operator formalism as
E(ρ) = E0ρE†0 + E1ρE†1 where the Kraus operators E0
and E1 are defined as
E0 =
(
1 0
0
√
1− γ
)
, E1 =
(
0
√
γ
0 0
)
. (16)
With probability γ, an input state is replaced with the
ground state |0〉.
Finally, we consider dephasing noise, which contracts
the Bloch sphere in every direction except along the com-
putational basis. The action of the channel is described
by the Kraus operators
E0 =
(
1 0
0
√
1− γ
)
, E1 =
(
0 0
0
√
γ
)
. (17)
That is, with probability γ the ancilla undergoes com-
plete dephasing.
Like depolarising noise discussed in the previous sec-
tion, a damping channel does not admit a decoherence
free basis – every possible preparation eigenbasis for ρr
undergoes equal contraction. Unlike depolarising noise,
however, the replacement “information-less” state in this
case is the ground state, which in general is not invariant
to subsequent unitary operations.
On the other hand, we included dephasing noise in our
analysis because it does have a “clean” basis – the chan-
nel leaves polar states (|0〉 and |1〉) untouched. Therefore,
as the readout qubit precesses between |0〉 or |1〉 and |±〉
with additional applications of Q, it oscillates between
being maximally degraded by dephasing and being unaf-
fected by it. One consequence is that for a given circuit
depth (i.e. a given number ofQ calls) the probability that
any encoded information will not have dissipated (which
we will make concrete and denote by peff in the next
section) is generally greater than in the fully-destructive
case of depolarizing noise.
3. Efficiently Computing the CRB given noise
As we have already seen, analyzing the effects of
chained noisy channels (as illustrated in Fig. 3) is easy
with depolarising noise. Such is not the case with the
other noise models under consideration. Nevertheless, we
can still write the outcome of our noise channels as a con-
vex decomposition into a pure state and the maximally
mixed state (on the readout qubit), even if it is not a
“natural” decomposition for the channel in question. We
denote this
EρrE† = pU (E)ψr |ψr〉 〈ψr|U
(E)†
ψr
+ (1− p) I
2
, (18)
where now 1 − p is interpreted as the probability of er-
ror. Here, U
(E)
ψr
is an effective single-qubit unitary oper-
ator that depends on the channel E and its action on the
(pure) readout state |ψr〉. As an example, if |ψr〉 = |+〉
and E is the dephasing channel, then U (E)ψr is simply the
identity operator.
A simple (if a little tedious) decomposition like this
allows us to easily chain channels as shown in Fig. 3,
subject to the caveats mentioned in Sect. III C 1. The
outcome of many applications of the Q operator followed
7by noise channel(s) can be compactly described as:
ρeff =
(
m∏
s=1
QE
)
ρr
(
m∏
s=1
QE
)†
=
(
m∏
s=1
ps
)[
U (E,m) |ψr〉 〈ψr|U (E,m)†
]
+
(
1−
m∏
s=1
ps
)
I
2
=peff |ψeff〉 〈ψeff|+ (1− peff) I
2
(19)
where in the last line we have used the fact that the iden-
tity matrix I is invariant under conjugation by unitary
operators, a point we have belaboured in Sec. III C 1.
Here, U (E,m) =
∏m
s=1 U
(E)
s Q is some effective unitary
given m appplications of Q and E .
Directly computing the sequence of effective unitary
operations Us is, in general, non-trivial (with the excep-
tion of the depolarising). However, for any given starting
readout state |ψr〉, it is easy to compute the trajectory
of the output state ρeff after m applications of Q (and
corresponding noise channels). The pure state portion,
which we’ll denote
|ψeff〉 = U (E,m) |ψr〉
= cosϕ |0〉+ sinϕ |1〉 , (20)
and the probability peff that this pure state survives the
noise channels allows us to compute the desired Fisher
information and CRB directly.
Following the same procedure as for a generic depolar-
ising channel (as outlined in Appendix. B), the Fisher
information for α stemming from measuring the noisy
state ρeff in the computational basis is:
If =4
(
∂ϕ
∂θ
)2
p2eff sin
2 (ϕ) cos2 (ϕ)
sin2 2θ
×(
1
peff cos2 (ϕ) + 0.5(1− peff)
+
1
peff sin
2 (ϕ) + 0.5(1− peff)
)
. (21)
Once again, because If is additive, we must sum Eq. 21
over all schedule entries (which determine ϕ) and number
of shots per entry. Note that here ∂ϕ/∂θ is non-trivial
to compute in general and depends on the noise channels
E . As seen in Eq. 15, for depolarizing noise (as well as
the noise-free case) this simply reduces to (2ks + 1).
For a visual illustration, Fig. 4 shows an example of
the trajectory of ϕ and peff under an amplitude damping
channel with γ = 0.2. The salient feature to notice is that
ϕ deviates from the noiseless (and indeed the depolarising
noise) case – which is (2ks+1)θ and is represented by the
dashed line – in a non-trivial way. Damping noise here
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FIG. 4. Plot of trajectory of pure state ψeff and the probabil-
ity peff for that pure state to survive all noisy channels up to
the stated number of applications of Grover operator Q. The
dashed line represents the analogous Bloch angle for the case
of depolarizing noise.
increases ϕ (and decreases the purity peff) more quickly
when ϕ is such that |ψeff〉 is closer to the excited state
|1〉 (i.e. pi/2 ≤ 2ϕ(mod 2pi) ≤ 3pi/2). In Appendix C,
we describe in further detail how ϕ might be efficiently
computed for any given θ, ks, and noisy channel E .
4. Aliasing and alternate schedule strategies
A particularly pernicious effect of the noise models that
we considered is the fact that certain numbers of calls to
Q result in a state |ψeff〉 with Bloch angles that are almost
polar (i.e. ϕ ≈ npi for n ∈ Z). In the absence of noise
(i.e. setting peff = 1 in Eq. 21) the Fisher information
is a constant (with respect to ϕ) that depends only on
the slope ∂ϕ/∂θ. In turn, as we have seen, this slope
increases with the number of applications of Q.
In the noisy case however (i.e. peff < 1), the Fisher in-
formation becomes crucially dependent on ϕ; if a partic-
ular sequence of Q operators and noise channels happens
to produce |ψeff〉 ≈ |0〉 or |ψeff〉 ≈ |1〉, the Fisher informa-
tion plummets significantly, and vanishing entirely when
ϕ is exactly an integer multiple of pi. This is precisely
the effect behind the “stair-stepped” appearance of the
Cramer-Rao lower bound (CRLB) in Figures 6, 7, and 8
in the presence of noise – additional applications of Q is
not guaranteed to improve the precision of our estimate
of θ if, in tandem with the effects of intervening noise
channels, it happens to yield a |ψeff〉 that is almost a
computational basis state.
In order to mitigate this aliasing effect, we also con-
sidered so-called “hybrid” schedules in addition to those
that are purely exponential or polynomial. A hybrid
schedule interleaves a given schedule with short lin-
ear sequences in order to reduce the likelihood that
any given depth (of Q calls) in the schedule will be
pathological as to yield a vanishingly small contribu-
tion to the Fisher information. To be more pre-
cise, given a schedule {k1, k2, ...} that specifies sam-
8102 103 104
Nshots (# of calls to A or A )
10 4
10 3
10 2
Es
tim
at
io
n 
Er
ro
r
QAE Performance with Depolarizing Noise
Classical
Linear
Exponential
Class. CRB
Lin. CRB
Exp. CRB
Lin. CRB, Noisless
Exp. CRB, Noisless
FIG. 5. Effect of depolarizing noise, with parameter γ = 0.05,
on linear and and exponential schedules with Nshots = 100
shots per experiment. We plot both simulated RMS errors
and the noisy CRB for each, as well as the noise-free CRBs
for comparison.
pling from Qks applications of the Grover operator
(as in Sect. II C), we implement instead the sched-
ule {k1, k1 + 1, ...k1 + j, k2, k2 + 1, ...k2 + j, ...}. This en-
sures that even as a schedule may prescribe large incre-
ments in ks generally, that we nevertheless “scan” in the
vicinity of every ks by small increments. In the rest of
this text, unless otherwise specified, we will compute with
j = 2.
IV. RESULTS
In this subsection we will observe the effects of noise
on QAE performance. The estimation problem we solve
is as described in Sect. III A. Our primary goals are to
i) Elucidate qualitatively the effects of noise, and quan-
titatively what performance can be expected for a given
noise level and desired accuracy regime, ii) Correspond-
ingly, show how the optimal Grover schedule depends
heavily on this noise level and accuracy regime, and iii)
Compare the effects of different types of noise.
What we expect to find qualitatively is that, for a given
strength of noise, a Grover schedule {ks} that ramps up
more quickly (e.g. polynomial ones like the cubic sched-
ule) will be more rapidly degraded by noise from exper-
iment to experiment, and the optimality of the schedule
will be superseded by a slower schedule. Nevertheless, an
important outcome to note is that at a given (relatively
shallow) total Grover operators, a fast-ramping schedule
like the cubic polynomial in a noisy setting can still out-
perform both the conservative linear and asymptotically
optimal exponential schedules in the noiseless setting!
We begin with depolarizing noise, described in
Sect. III C 1. As an initial example, and to compare with
Fig. 2, let us perform QAE with linear and exponential
schedules, and in the presence of depolarizing noise of
strength γ = 0.05. In Fig. 5 we plot the RMS error
resulting from this and the corresponding CR bounds,
computed via Eq. (15). We also plot the noise-free CR
bounds for comparison. First, we note importantly that
the presence of noise does not impact our being in the
asymptotic regime, as the simulated MLE results show
tight agreement with corresponding noisy CR bound.
Second, the effect of noise is qualitatively as expected;
both the linear and exponential schedules are degraded
further and further by noise as each schedule proceeds,
but the exponential schedule is significantly more greatly
affected due to its rapidly increasing circuit depth. As
such, for the same total number of calls to A, the lin-
ear schedule quickly overtakes the exponential in perfor-
mance. Having satisfied ourselves that a modest number
of shots per schedule entry is sufficient to saturate the
CR bound in estimation performance (given an appro-
priately modified likelihood function), the remainder of
our analyses eschew actual MLE performance, focusing
instead on the CR bound.
In Figs. 6-8 we plot the CR bound for different noise
parameters, and also include quadratic and cubic sched-
ules to compare with linear and exponential ones. We see
that the quadratic schedule acts as a middle ground be-
tween the linear and exponential schedules, and that the
cubic and exponential performances are often quite simi-
lar due to the similarity in their schedules. We also note
that as the noise strength increases, the optimal schedule
for a given number of calls to A reduces to slower sched-
ules, with the linear schedule reliably becoming optimal
as total Grover calls increases. This quality can be fur-
ther seen in Fig. 9. In this figure we display what the
optimal schedule is (achieving lowest estimation error)
for a varying number of total calls and for varying de-
polarizing noise parameters. Note that in all noise mod-
els, various schedules compete for optimality at different
total number of calls to the Grover operator, with in-
termediate schedules (e.g. quadratic or cubic) becoming
optimal even when compared to noise-free CR bounds for
the linear and exponential schedules. This points out the
fact that when not in the (Grover) asymptotic regime the
choice of optimal schedule can be far more subtle than
the asymptotic analysis reveals, depending subtly on an
interplay between the degree of amplification afforded by
QAA and more calls to Q and system noise.
Another salient point to note here, is that unlike the
depolarising and damping channels, dephasing noise of
comparable magnitude affects the quality of QAE much
more slowly, leaving the asymptotic error saturated at
relatively smaller values. We had briefly mentioned
in Sect. III C 2 that the dephasing channel stands out
amongst the three noise models under consideration be-
cause it possesses a decoherence-free eigenbasis (i.e. the
±zˆ axis). Therefore, as additional calls are made to
Grover operator Q in the QAA procedure and the state
|ψ〉 precesses, the action of dephasing noise varies be-
tween being maximally destructive (i.e. when |ψ〉 ≈ |±〉
to being completely trivial (i.e. when |ψ〉 ≈ |0〉 or
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FIG. 6. Cramer-Rao lower bounds on the Standard Deviation in estimators of amplitude α, for various depolarising strengths
and using different schedules. The dashed lines are the linear and exponential CR bound in the noise-free case, for comparison.
Note that here we consider the single shot case, Nshots = 1, and thus the x-axis must be scaled by a factor of 100 when
comparing to those of Figs. 2, 5, and 9.
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FIG. 7. Cramer-Rao lower bounds on the Standard Deviation in estimators of amplitude α, for various dephasing strengths.
The dashed lines are the linear and exponential CR bound in the noise-free case, for comparison. In addition to the linear,
quadratic, cubic, and exponential schedules, we also show a hybrid schedule that attempts to mitigate aliasing features described
in Sect III C 4. We see that the QAE performance in the presence of dephasisng noise, for a given γ is nearly equivalent to that
in the presence of depolarizing noise. Note that here we consider the single shot case, Nshots = 1, and thus the x-axis must be
scaled by a factor of 100 when comparing to those of Figs. 2, 5, and 9.
|ψ〉 ≈ |1〉. This points to the T1 time as a more impor-
tant metric when tailoring QAE for near-term quantum
devices, with T2 times being a “milder” constraint.
Finally, we note also that Figs. 7 and 8 we explored so-
called hybrid schedules described in Sect. III C 4. These
schedules intersperse a “faster” schedule (e.g. quadratic,
cubic, or exponential) with linear ones. In essence, hy-
brids schedules trade off absolute saturation of the CR
bound in the best-case scenario for less-bad performance
in the worst-case scenario. Whereas in the worst-case sce-
nario a faster schedule may yield a |ψ〉eff that is almost
polar and therefore not yield a better estimate despite ad-
ditional Grover operations, a hybrid schedule limits such
scenarios to no-worse than the scaling of a comparable
linear schedule.
A. Discussion
We have outlined above the results of performing MLE-
QAE under different noise models and strengths. Our
simulations and CR-bound calculations were performed
under the circumstance that we have a complete and ac-
curate description of the noise’s effect on the final mea-
surement amplitude, and thus we were able to noise-
correct the likelihood functions used in estimation. In
practice, however, such a complete description can be dif-
ficult to obtain, and any lack of accuracy in one’s noise
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FIG. 8. Cramer-Rao lower bounds on the Standard Deviation in estimators of amplitude α, for various amplitude damping
strengths. The dashed lines are the linear and exponential CR bound in the noise-free case, for comparison. In addition to
the linear, quadratic, cubic, and exponential schedules, we also show a hybrid schedule that attempts to mitigate aliasing
features described in Sect III C 4. In comparing with the other noise models we note that amplitude damping is generally more
detrimental. Note that here we consider the single shot case, Nshots = 1, and thus the x-axis must be scaled by a factor of 100
when comparing to those of Figs. 2, 5, and 9.
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characterization will translate to a lack of accuracy in
amplitude estimation. Understanding better this diffi-
culty represents a fruitful line of future research.
Assuming perfect noise characterization, we have
demonstrated that in the presence of noise one must
choose their QAE schedule carefully so as to balance the
trade-off between improved ideal performance and the
greater accumulation of noise-induced errors. In partic-
ular our results indicate that performing an exponential
schedule on a reasonably sized problem is untenable in
the near future, as is achieving the Heisenberg limit. A
linear schedule on the other hand, while not achieving
the canonical ideal scaling, nevertheless does provide a
potentially significant quantum advantage and is much
more feasible to achieve on near-future hardware. In
comparing the results of different noise models, we have
found quantitatively similar results between depolariz-
ing and damping noise. Dephasing noise, on the other
hand, is generally less detrimental to QAE performance
than comparable damping channels, pointing to the im-
portance of ensuring that any QAE being performed be
restricted to a runtime much less than the oft-quoted T1
(or damping) time.
Lastly, let us take the opportunity to discuss our re-
sults in the context of realistic noise strengths in near-
term devices. For simplicity we will focus on two-qubit
gates, as these induce the greatest error and tend to dom-
inate the Grover operator. In our simulated problem,
Sect. III A, the number of CNOT gates on the ancilla
in a single Grover operation can be shown to be 6n + 4
(three sets of controlled Ry rotations between each n-
register qubit and the ancilla, each rotation of which
has two CNOTs, plus 4 CNOTs from a Toffoli gate).
Given an error rate on each CNOT, γCNOT, the result-
ing error rate per Grover operation is expected to be
11
γ ≈ 1− (1− γCNOT)6n+4.
In our results we have used the small number of qubits
n = 3, the resulting Grover operation of which has 22
CNOTS acting on the ancilla qubit. Assuming a CNOT
error rate of γCNOT ∼ 10−2, typical in current and near-
term hardware, this will correspond to a Grover error
rate of γ ≈ 0.2, which from Fig. 9 we see is beyond the
point at which even a linear schedule can provide advan-
tage over classical sampling for any reasonably significant
number of calls/samples. Furthermore this will only get
worse as the number of qubits n increases.
To what strength of noise must we reduce in order
to have a hope of gaining quantum advantage on a rea-
sonably sized problem? While achieving the Heisenberg
bound seems unlikely without full error-correction, one
may still potentially use a linear schedule to obtain a sub-
Heisenberg but nevertheless significant scaling advantage
over classical sampling. Let us assume that a real-world
problem will need at least n = 10 qubits (1024 bins to
represent the sampled distribution), which in our exam-
ple corresponds to 64 CNOTs on the ancilla per Grover
operation. Based on Fig. 9, let us conservatively estimate
that γ = 10−3 is the order on which a linear schedule
can still provide advantage for a reasonable total num-
ber of calls and samples. The necessary noise level per
CNOT is then seen to be γCNOT ≈ 10−5, a three orders
of magnitude improvement over the best currently avail-
able hardware, though still potentially achievable in the
NISQ era.
V. CONCLUSION
In this work we have performed an initial examina-
tion of the effects of noise on the performance of Quan-
tum Amplitude Estimation by simulating the algorithm
in the presence of depolarizing, dephasing, and ampli-
tude damping noise. We demonstrate that the canonical
Heisenberg scaling purported by QAE is unlikely to be
achievable by near-term hardware for any relevant-sized
problem. However, one can improve QAE’s tolerance
to noise by an appropriate choice of strategy (Grover
schedule), at the cost of a worse-than-ideal error scaling,
such as in choosing a linear schedule over an exponential
schedule. Although a linear schedule cannot achieve the
ideal Heisenberg scaling, it remains a potentially signif-
icant improvement over classical sampling. We further-
more demonstrated that, at least within the simplified
noise models considered, amplitude damping noise ap-
pears particularly detrimental.
A critical step in this study was the ability to exactly
compute the expected error on the final measurement
amplitudes (and thus the likelihood functions) resulting
from our chosen noise models. Any bias that one may
accidentally introduce from an incorrect error character-
ization becomes a bias in one’s final amplitude estima-
tion, and thus having an accurate description of the error
is essential for performing QAE. For more realistic gate-
noise models, however, deducing an accurate description
of the error on the final amplitude itself becomes a com-
putationally hard problem. This is on top of the problem
of accurately characterizing the noise of qubits on real
hardware [27, 28].
These difficulties necessitate the further study of QAE
in the presence of realistic noise models and of the op-
timal algorithmic strategies for mitigating the effects of
noise on estimation accuracy. For example a further work
could perform a full study on noisy QAE when one isn’t
able to exactly characterize the noise model, and examine
how best to mitigate the resulting bias in one’s estimate.
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Appendix A: The Likelihood and Fisher Information
Consider a probabilistic model pθ(h) over a random
variable H. The model is parameterized by θ, such that
pθ(h) is the probability of the model sampling H = h
given parameter θ. Then the corresponding Likelihood
function given outcome h is a function of θ and is defined
as exactly this model probability:
L(θ|h) ≡ pθ(H = h). (A1)
The method of Maximum-Likelihood Estimation (from
which many machine learning algorithms can be de-
rived) is based on maximizing (usually numerically) the
Likelihood-function, namely finding the parameter θ˜ such
that
θ˜ = argmaxθ L(θ|h), (A2)
for a given sample (or set of samples) h. This answers the
question of: given an observed data h, what parameter
of my model θ should I choose such that my model best
fits the data? In practice one will often instead use the
log-Likelihood logL(θ|h) as it is easier to optimize.
Now, to discuss the Fisher Information, and to conform
with the main text, let us instead consider the likelihood
as a function of the amplitude α = cos2 θ instead, L(α|h).
The Fisher Information is then defined as
If (α) = E
[(
∂
∂α
lnL(α|h)
)2]
, (A3)
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where the expectation is taken over pθ(h). This quantity
can be understood as a way of measuring how much in-
formation a random variable h has about an underlying
model parameter α. I.e. it is a measure of how impactful
α (and thus θ) is on the statistics of h.
The Fisher Information is often used in conjunction
with the Cramer-Rao inequality, which states that when
estimating via samples from pa(h), one’s estimate α
′ has
a squared error that is lower bounded as
E[(α′ − α)2] ≥ (1 + b
′(α))2
F(α) + b(α)
2, (A4)
where b(α) = E(α′−α) represents any bias present in the
estimate, and b′(α) is the bias’ derivative with respect to
α. In the main text we achieve a near-zero bias by sim-
ply taking sufficiently many shots per experiment, and
in this case the inequality can be show to saturate in the
asypmtotic limit,
E[(α′ − α)2]→ 1F(α) . (A5)
We utilize this in the main text to provide easy, ana-
lytical estimates of the performance of different Grover
schedules in QAE with and without the presence noise.
Appendix B: Fisher Information with Noise
Here we give an overview of the calculation leading
to Eq. (15), the Fisher Information accounting for de-
polarizing noise. In the main text we consider the result
over a schedule {ks} of different number of Grover opera-
tors. Here we will simply compute the single-experiment,
single-shot Fisher Information, as from this we can triv-
ially arrive at the scheduled version Eq. (15) by using
additivity of the Fisher information for multiple inde-
pendent measurement outcomes and experiments.
Given a number of Grover operators k, the noisy am-
plitude as measured on the ancilla qubit is given by
α˜k = γkαk +
1
2
(1− γk), (B1)
where 1 − γk is the probability of error and αk =
cos2((2k+ 1)θ) is the corresponding noiseless amplitude.
Given a fraction pk of “good” measurements, the noisy
likelihood function per shot in this experiment is thus
L˜k = α˜pkk (1− α˜k)1−pk . (B2)
The noisy Fisher Information is then
I˜(k)f (α) = E
[(
∂
∂α
ln L˜k
)2]
, (B3)
where the derivative is taken with respect to α = cos2 θ.
To compute the expectation, recall that pk follows a Bino-
mial distribution, the statistics of which (in the presence
of noise) are
E(pk) = α˜k,
E(p2k) = var(pk) + E(pk)2 = α˜k. (B4)
Our task is first to compute the following:
∂
∂α
ln L˜k =
(
pk
α˜k
− 1− pk
1− α˜k
)
∂α˜k
∂α
(B5)
=
√
αk(1− αk)
α(1− α)
γk(2k + 1)
α˜k(1− α˜k) (pk − α˜k) (B6)
where in the second line we have used the simple-to-
confirm equality
∂α˜k
∂α
= γk
∂αk
∂α
= pk
√
αk(1− αk)
α(1− α) (2k + 1). (B7)
From here, the Fisher Information is given by
I˜(k)f (α) =
αk(1− αk)
α(1− α)
γ2k(2k + 1)
2
α˜2k(1− α˜k)2
E((pk − α˜k)2)
=
1
α(1− α)γ
2
k
αk(1− αk)
α˜k(1− α˜k) (2k + 1)
2, (B8)
where in the second line we used the Binomial statistics
as in Eq. (B4).
In the case of performing a schedule {ks} of experi-
ments, each of which is performed for Ns shots, then by
additivity of the Fisher Information it is straightforward
to confirm that the Fisher Information for the schedule
as a whole is given by
I˜f (α) = 1
α(1− α)
∑
s
γ2ks
αks(1− αks)
α˜ks(1− α˜ks)
·Ns(2ks + 1)2.
(B9)
Appendix C: Computing trajectory of input state
under repeated Grover operations and noisy
channels.
Here we briefly describe the process by which, given an
initial θ (or equivalently, an amplitude α = cos2 θ), one
can efficiently numerically compute the trajectory of ϕ
(or equivalently |ψeff〉 = U (E,m) |ψ〉 = cosϕ |0〉+sinϕ |1〉).
In other words, we wish to compute the action of some
effective unitary transformation (as defined in the decom-
position described in Section III C 3) on the initial state
|ψ〉 = cos θ |0〉 + sin θ |1〉, under a sequence of Grover
operator (Q) and noise channels (E). While the method
described here does not provide a closed form description
of the effects of E on the QAE procedure it nevertheless
allows one to compute, numerically, quantities of inter-
est like the Fisher information or the likelihood function
when performing MLE.
For pedagogical reasons, let us suppose we are
analysing the dephasing channel as described in Eq. 17.
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FIG. 10. Illustration of the effect of dephasing noise on |ψ〉 =
cos θ |0〉+ sin θ |1〉.
Because we are considering the dephasing channel act-
ing only on the readout qubit (a single-qubit register;
see Fig. 3), we can geometrically picture this as a con-
traction along every direction of the Bloch sphere ex-
cept for the zˆ direction (i.e. the computational ba-
sis). We illustrate this in Fig. 10. Expressing the out-
put state ρeff = E(|ψ〉 〈ψ|) as a mixture of a pure state
|ψeff〉 = cosϕ |0〉 + sinϕ |1〉 and the maximally mixed
state (see Section III C 3), simple trigonometry as can
be seen in Fig. 10 allows us to quickly deduce |ψeff〉 as
follows:
Trρeffσx = peff sin 2ϕ = (1− γ) sin(2θ)
Trρeffσz = peff cos 2ϕ = cos(2θ) (C1)
=⇒ peff =
√
(1− γ)2 sin2 2θ + cos2 2θ
=⇒ Tr |ψeff〉 〈ψeff|σx = cos 2ϕ = cos 2θ
peff
Tr |ψeff〉 〈ψeff|σz = (1− γ) sin 2ϕ = sin 2θ
peff
Ergo, for a schedule that prescribes m applications of
the Grover operator (Q) interspersed with the dephas-
ing channel, we easily compute |ψeff〉 and peff with the
following simple procedure.
Algorithm 1 Compute |ψeff〉 and peff under m Grover
operators and dephasing channels.
• We are given θ, m, and γ.
• Assign ϕ1 = θ and p(1)eff = 1.
• For 2 ≤ k ≤ m:
Dephasing channel; compute:
p←
√
cos2 2ϕk−1 + (1− γ)2 sin2 2ϕk−1
sin 2ϕk ← (1− γ) sin 2ϕk−1/p
cos 2ϕk ← cos 2ϕk−1/p
p
(k)
eff ← p(k−1)eff × p
then for Grover operation; assign:
sin 2ϕk ← sin(2ϕk+4θ) = sin 2ϕk cos 4θ+cos 2ϕk sin 4θ
cos 2ϕk ← cos(2ϕk+4θ) = cos 2ϕk cos 4θ−sin 2ϕk sin 4θ
Now while Algorithm 1 was constructed for a dephas-
ing channel, it can easily be adapted for any other noisy
channel E with the same geometrical arguments.
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