State Estimation is an essential technique to provide observability in power systems. Traditionally developed for high-voltage transmission networks, state estimation requires equipping networks with many real-time sensors, which remains a challenge at the scale of distribution networks. This paper proposes a method to complement a limited set of real-time measurements with voltage predictions from forecast models. The method differs from the classical weighted least-squares approach, and instead relies on Bayesian estimation formulated as a linear least squares estimation problem. We integrate recently developed linear models for unbalanced 3-phase power flow to construct voltage predictions as a linear mapping of load predictions. The estimation step is a linear computation allowing high resolution state estimate updates, for instance by exploiting a small set of phasor measurement units. Uncertainties can be determined a priori and smoothed a posteriori, making the method useful for both planning, operation and post hoc analysis. The method is applied to an IEEE benchmark and on a real network testbed at the Dutch utility Alliander.
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I. INTRODUCTION

A. Motivation
The operation of electric distribution networks is faced with new challenges due to the rapid adoption of distributed generation (DG) and electrification of our society, such as in driving and heating. The inherent intermittency of renewable generation combined with the diversification of demand make power flow more variable and harder to predict, leading to new protection issues, such as unintended islanding or tripping [15] , and economic burden due to accelerated wear [28] . To understand and mitigate these risks, many Distribution System Operators (DSOs) are building a stronger information layer on top of their physical infrastructure that exploiting recent advances in sensing and communication. Firstly, by gathering historical data from SCADA and AMI systems to enable forecasting of demand, flow and voltage variables. Unfortunately, the increasing variability of power yields probability distributions with long tails, which cause forecasting methods to do poorly in situations when observability is most needed; when extreme and potentially dangerous events happen. Secondly, by applying traditional state estimation methods to distribution systems. Power system state estimation (SE) is the process of leveraging measurement from R. Dobbe a subset of states in an electric network to estimate states that are not measured in real-time. In transmission systems, the need for system reliability and economies of scale have long motivated the development of state estimation methods [1, 9] . In the traditional setting, a state estimator relies on an overdetermined formulation for the unknown/unmeasured variables to be observable. This means that the number of available measurements must be greater than or equal to the number of unknowns (to be estimated). Ensuring observability requires DSOs to equip most buses in a network with real-time sensors and communication infrastructure, leading to steep investments that are hard to scale across all territories.
To overcome issues of scalability and prediction error, we combine forecasting based on historical load information with estimation using a limited number of real-time sensors. Voltage forecasting will be done over a slower timescale using load data collected historically and modeling three-phase power flow with novel linear approximations [26] . Rather than relying on forecasted variables as pseudo-measurements in a traditional state estimation scheeme, we rely on linear least squares estimation (LLSE) to update the forecasts efficiently in real-time using a small number of sensors with high temporal resolution. This is motivated by the recent introduction of synchrophasors for distribution systems, which allow the real-time assessment of dynamics [32, 17] . The updated forecasts will then constitute estimated voltage quantities at nodes without sensors at the same high temporal resolution. The method provides DSOs with a critical functionality to correct forecasted values when the system is deviating from the expected scenario, allowing detection and mitigation of risky scenarios. The LLSE method requires a new analysis of network observability and sensor placement, for which suggestions are given.
B. Previous Work
In conventional state estimation, the measurements z ∈ R Nm are expressed as a function of the quantities that are estimated x ∈ R Nn , by using power flow modeling:
The state estimation problem is then solved using a weighted least squares (WLS) problem:
For the WLS problem to yield a meaningful result, Equation (1) needs to be overdetermined, which means that the number of measured variables needs to be greater than the number of estimated variables; N m > N n . A key challenge in distribution grids is to estimate an N n -dimensional state vector in scenarios where only a limited set of sensors is available, i.e. N m < N n , which does not satisfy the requirements for conventional state estimation. As a result, the standard estimation problem is underdetermined and hence ill-posed from a computational point of view. In practice, this means that the state vector x is not observable. To overcome this inherent challenge, pseudo-measurements are typically used to augment real-time measurements in a weighted least squares (WLS) estimation algorithm. Pseudo-measurements are often calculated using load forecasts or historical data that tend to be less accurate than real-time measurements. Initial efforts considered augmenting an already fully observed measurement vector with extra load forecasts [24, 5] . Later efforts tried to use a more limited number of real-time measurements with forecasts from Gaussian Mixture Models [29] or Artificial Neural Networks [16] . There have been made many contributions made to enable Distribution System State Estimation based on traditional WLS, and we refer the reader to [21] for a rigorous overview. Unfortunately, the WLS method requires extensive tuning and is rather sensitive to errors and bad data [10] . Göl and Abur address this challenge through combining WLS with a least absolute value method that is more robust to error, yielding a hybrid estimator that combines a limited number of phasor measurement units (PMUs) with a high refresh rate (at the order of 30 Hz), and a fully observed (M ≥ n) set of SCADA measurements at slower refresh rate (order of 5 to 15 min). The weighted least absolute value method used helps to robustify the the estimate between each SCADA update, but does not address a scenario where a limited set of measurements is available. Furthermore, the estimator is designed for transmission systems that can rely on robust communication networks. SCADA in distribution systems often lack a reliable communication infrastructure, which can lead to packet failure and unreliable state estimates. Other work by Schenato [27] and Weng [31] study the use of Bayesian estimation for SE, using load statistics to determine a prior probabilistic forecastx of state variables, which can be updated based on a limited set of real-time measurements. These papers shows their accuracy is comparable to that of conventional WLS estimators, and estimation error confidence intervals can be computed off-line, allowing for engineering trade-offs between number of sensors and estimation accuracy.
Contributions
This work forms a bridge between forecasting and full state estimation in three-phase distribution systems by embracing a Bayesian approach. Inspired by the development of linear approximations for unbalanced three-phase power flow [26] , we derive a closed-form analytic state estimator that takes as its inputs load forecasting information, a network model and real-time measurements from a limited set of sensors. Our method estimates voltage phasor differences rather than on the absolute phasor. This reduces modeling and forecast errors and solves the issue of having to stop a numerical algorithm to solve power flow equations as done in [27] . This also circumvents the need for a reference voltage (typically the feeder head as in [27] ) and allows the algorithm to be implemented in a distributed fashion for different parts of the network. In addition, the estimator in [27] models the voltage and current phasor in rectangular form, i.e. the complex voltage at node i is formulated as V i = Re(V) + jIm(V), where j := √ −1. Since available synchrophasors typically report in polar form, i.e. V i = V i ∠δ i , a nonlinear transformation is needed to adjust sensor readings before feeding these to the estimator: Re(V) = V i cos δ i and Im(V) = V i sin δ i . This can lead to undesirable magnification of measurement errors in the voltage angle δ i , which can be problematic for applications where angle estimates are used, for instance to close switches [26] . Our method formulates the problem in polar form, bypassing this source of error. Applied and assessed on a specific IEEE test feeder, we show that the method reduces average the error of forecasts by an average 60%, with more dramatic improvements for specific buses where forecasts are not able to perform appropriately. Lastly, we implement the full method on a utility testbed showcasing its applicability in real world circumstances.
Notation
We use · to denote the ℓ 2 -norm, (·) * to denote an optimal value, and ⊤ stands for the transpose operator. N(µ, σ 2 ) denotes a normal distribution with mean µ and variance σ 2 . Throughout this work, we use the symbol • to represent the Hadamard Product of two matrices (or vectors) of the same dimension, also known of the element-wise product, such that:
where i indicates the row and j indicates the column of the vector or matrix.
II. METHODOLOGY
This paper proposes a data-driven approach to do state estimation, that relies on minimum mean squares estimation (MMSE) [30] . MMSE is related to weighted least squares, but grounded in Bayesian principles and does not require an overdetermined measurement equation. Instead, our method relies on linear power flow models that enable us to express voltage differences (both magnitude and angle) throughout a network as a function of nodal load and generation. By expressing both the measured differences and the estimated differences as a function of the load, we are able to set up a linear least squares estimation (LLSE) problem, the linear version of MMSE. The LLSE has an analytical solution that can update the forecast of non-measured voltage differences by comparing the measured voltage differences against their forecasted values. As such, the method reminds of the Kalman Filter [14] , which is a repeated execution of LLSE problems taking into account the potential dynamic evolution of state variables. The approach comes with a trade-off, as the quality of the updates depends on the number of sensors and their placement in the network. The MMSE approach enables an end-to-end pipeline from historical load and network data to voltage forecasting to updating these forecasts in real-time using a limited set of sensors. The methodology is depicted in Figure 1 . The three main steps of forecasting, modeling and real-time estimation are developed in Sections III, IV and V-C respectively. Before we dissect these steps we first cover the sources of uncertainty in state estimation and we introduce MMSE.
A. Sources of information and uncertainty for state estimation
Following the proposed construction of the state estimator as depicted in Figure 1 , the overall accuracy of the available information for state estimation depends on three sources of uncertainty: accuracy of forecasted quantities, of the modeling procedure and of quantities measured in real-time.
The forecast may be based on a DSO's historical data, which can include SCADA data of network variables, advanced metering infrastructure (AMI) readings of household consumption (or an anonymized/aggregated version of these), data of distributed generation and storage, public weather data (temperature, humidity, solar irradiance). These data sources typically do not form a perfect representation to forecast all the necessary quantities in the network. Certain nodes may not be recorded, the recordings may be noisy or miss certain data points, and the sampling rate of the recordings may be lower than the anticipated rate for updating the state estimator. In the modeling step, inaccuracy arises from parameter data that is outdated or measured with noise or the use of approximations (such as linear power flow) to enable efficient computation. Lastly, for the actual estimation, we rely on a limited number of sensors, which may be subject to measurement noise and could have various sampling rates.
B. Introduction to Minimum Mean Square Estimation
Consider the context of having a set of voltage phasor measurements Z ∈ R Nm and an unobserved random variable X ∈ R Nn , representing all non-measured voltage phasors. We aim to determine an estimate of X based on Z that is close to X in some sense. Assume we are given a joint distribution of (X, Z). We want to find an estimatorX = g(Z) that minimizes the mean square error E[ X −X 2 ]. One can show that the minimum mean squares estimate (MMSE) of X given Z is equivalent to the conditional expectation X = E[X|Z], [30] .
We consider the case in which both the estimator and the measurements are linear in a shared set of variables for which distributions are available, in our case in the form of load statistics. Let (X, Z) be vectors of random variables on some probability space. It turns out that the estimator minimizing the mean square error is also linear in the measurements, i.e. the linear least squares estimator (LLSE) has the form
where Σ X,Z ∈ R Nn×Nm and Σ Z ∈ R Nm×Nm denote the cross-covariance matrix of X and Z and covariance matrix of
, which is called an innovation. This innovation triggers the Bayesian estimator L[X|Z] to propose an update of the forecast E[X] by a linear scaling through the covariance matrices. Alternatively, L[X|Z] = g(Z) can be interpreted as a projection of X onto the set of affine functions of Z.
The LLSE has a number of important benefits. Firstly, it has an analytical closed-form solution that can be used to neatly integrate real-time measurements Z and forecast information (as we will see in Section III). Secondly, it is not necessary to explicitly calculate the Bayesian posterior probability density function over X, because L[X|Z] only depends on the first two moments of X and Z. Thirdly, it works for many distributions (X, Z) ∼ D, as long as D has well defined first and second moments [30] . Lastly, the number of measurements N m does not need to be larger than the number of to-beestimated states N n , which is the most significant difference with other ubiquitous estimation schemes such as weighted least squares and Gauss-Markov estimation that do not work for N m < N n . The main challenge of any MMSE approach is understanding what information is lost in the projection that happens in Equation (3) through the mapping Σ X,Z Σ −1 Z . For our state estimation method this requires revisiting the notion of network observability, typically defined for situations where N m > N n , which we do in a separate paper.
III. FORECASTING
We consider the design of a machine learning model to forecast the mean µ s and covariance matrix Σ s of the load s s s, which are then used to forecast the mean and covariance of the voltage magnitude and phase. In practical contexts, DSOs may not have access to voltage or load readings from AMI in real-time, but it is possible that historical readings are used, in combination with other predictive covariates, to predict load values for a future time.
Machine learning models have been used in a variety of ways to predict load values [18] . Two relevant examples are autoregressive moving average (ARMA) models for short term load forecasting and data-driven modeling of physical systems that utilizes regression trees to predict loads, with notable benefits to both. An ARMA model is able to capture trends in previous datapoints [12] . ARMA models are often not practical in distribution operation, since the AMI data is mostly not available in real-time, preventing the use of recent load values. A regression tree model is able to cluster data based on certain characteristics, such as day of the week, temperature, and humidity [4] . Its interpretability makes it useful in contexts where operators need to make decisions based on a model's predictions.
In our setting, the MMSE estimator defined in Section II-B necessitates the input of a point estimate of the load and its covariance matrix. This requirement motivates the use of Gaussian Processes (GPs), which offer both mean and variance information [22] . A GP is are also flexible in that they can have continuous ARMA features as well as dicrete features as its inputs. GPs have previously been used in similar applications for short term load forecasting to predict maximum daily loads [20] . Using GPs does introduce some bias, as load distributions tend to be non-Gaussian, though typically near-unimodal. In our setting, this bias can be compensated by the estimation step. Using a more sophisticated method to retrieve first and second moment information from historical data is left as future work.
Let N denote a set of buses Nodes are indexed by n = 0, 1, . . . , N − 1, where N is the order (number of nodes) of the distribution feeder, and node 0 denotes the feeder head (or substation). For each node n ∈ N , we start with a data set of historical readings of inputs X n = {x n [t] ∈ X n } T t=1 and load values S n = {s s s n [t] ∈ Y n } T t=1 . The inputs consist of real-valued and discrete-valued features. We consider the following real-valued features at time t:
where l n [t] denotes the load value for bus n at time t, d n [t] the difference in load between time t − 1 and t, and θ t and η t are the temperature and humidity at time t. Note that a typical distribution feeder SCADA system often does not have access to load measurement, and hence the features l and d may only be available historically or in real-time for only a subset of the buses. Hence, we also consider discrete-valued features representing date and time:
DST M OY BD DOW HOD M OH , (5) which respectively denote an indicator for daylight saving time, month of year, an indicator for business day, day of week, hour of day and minute of hour.
We now want to train a function f n : X n → Y n with data that best predicts s s s n [t] at some time t based on an input with accessible inputs x n [t]. A GP defined on an input space X n can be formulated as
where g n (x) is a zero-mean GP represented as GP(0, k n (x n , x n )), with kernel k n (x n , x n ) modeling the covariance across the input space X n . φ φ φ n (x n ) ⊤ β n determines the translation of the GP from the origin, with φ φ φ n (x n ) a feature basis for the output given the input vector x n , β n are learned coefficients or weights for the basis features [22, Section 2.2]. Given this framework, we can model the distribution of an output at a certain input x * n :
The primary assumption under GPs is that it models a collection of random variables, any finite number of which have a joint Gaussian distribution. Notice that there are two different variances in the system -k n (x n , x n ) and σ 2 . The first variance, k n (x n , x n ) is the variance on the estimate induced by the covariance of the input features as defined by a covariance function. σ 2 is the noise variance of the data as a whole. To challenge the method, in Section VI, we consider a GP model that is based on a poor historical data set and no access to real-valued features. Figure 2 exemplifies the resulting forecast accuracy, motivating the use of Bayesian estimation to account for forecast errors such as those experienced on March 21st.
IV. POWER FLOW MODELING
Let T = (N , E) denote a graph representing a radial distribution feeder, where N is the set of nodes of the feeder and E is the set of line segments. Nodes are indexed by n = 0, 1, . . . , N − 1, where N is the order (number of nodes) of the distribution feeder, and node 0 denotes the feeder head (or substation). We treat node 0 as an infinite bus, decoupling interactions in the downstream distribution system from the rest of the grid. We also consider a set of nodes equipped with sensors M ⊂ N .
Recently, a linear approximation power flow in unbalanced three phase distribution networks was developed [2, 25, 26] .
This model can be thought of as an extension of the Dist-Flow model [3] to unbalanced circuits, and was coined the Dist3Flow model. In this setting, each node and line segment can have up to three phases, labeled a, b, and c. Phases are referred to by the variables φ and ψ, where φ ∈ {a, b, c}, ψ ∈ {a, b, c}. If line (m, n) exists, its phases must be a subset of the phases present at both node m and node n.
The current/voltage relationship for a three phase line (m, n) between adjacent nodes m and n is captured by Kirchhoff's Voltage Laws (KVL) in its full (8) , and compact form (9):
Here, Z φψ mn = r φψ mn + jx φψ mn denotes the complex impedance of line (m, n) across phases φ and ψ. Next, we define the per phase complex power as S φ mn = V φ n I φ mn * , and the 3 × 1 vector of complex power phasors S mn = V n • I * mn where S mn is the power from node m to node n at node n. 
The term L mn ∈ C 3×1 is a nonlinear and non-convex loss term. As in [8] and [3] , we assume that losses are negligible compared to line flows, so that L φ mn ≪ S φ mn ∀(m, n) ∈ E. Thus, we neglect line losses, linearizing (10) into (11) . 
With these definitions, [26] derives the following equations that govern the relationship between squared voltage magnitudes and complex power flow across line (m, n):
where Γ n = V n (1/V n ) T ∈ C 3×3 represents a matrix with voltage balance ratios across all phases at node n. Hence, we have that Γ n (φ, φ) = 1 and Γ n (φ, ψ)
* is a 3×1 real-valued vector representing higher-order terms. Notice that we have separated the complex power vector into its active and reactive components, S mn = P mn + jQ mn . This nonlinear and nonconvex system is difficult to incorporate into a state estimation or optimization formulation without the use of convex relaxations. Following the analysis in [8] , we apply two approximations. The first is that the higher order term H mn , which is the change in voltage associated with losses, is negligible, such that H mn ≈ [0, 0, 0] T ∀(m, n) ∈ E. The second assumes that node voltages are "nearly balanced" (i.e. approximately equal in magnitude and 120 • apart). This is only applied to Γ n in the RHS of (12), such that γ ab n = γ bc n = γ ca n ≈ α, and γ ac n = γ ba n = γ cb n ≈ α 2 for all n ∈ N . Under these assumptions, we retrieve 
. Note that we make the "nearly balanced" assumption in the process of the formal derivation as in [8, 23] , but that does not imply that node voltages need to actually be perfectly balanced for the linearizion to be valid. Applying the approximations for H mn and Γ n to (12) , we arrive at a linear system of equations: (16) The linear approximation in [26] also enables a linear mapping for voltage angles, similar to Equation (14) . In the rest of this paper, we will focus on voltage magnitude and leave the extension to voltage angles as an exercise.
V. REAL-TIME ESTIMATION
In this Section, we construct the state estimator based on linear least squares estimation. This method takes in a prior distribution on measured and unmeasured voltage variables, and updates this in real-time with a limited set of measurements. To do so, we require the prior statistics of the voltage based on load forecasts (Section III) and power flow modeling (Section IV). We first express measured and unmeasured voltage variables as a linear function of the net load. We can then construct the necessary matrices to express the voltage forecast as function of load statistics.
A. Voltage as a Function of Net Load
Consider the vector with all the differences in squared voltage magnitude stacked with the differences in voltage angles over all the branches (i.e. for every set of adjacent nodes) in the network,
With Equation (14), we can build a model for all the voltage differences over wires throughout the network
where S S S ∈ R 6N is the vector with real and reactive branch flows stacked vertically, and Z Z Z b ∈ R 3N ×6N is a horizontal stack of two block diagonal matrices with the corresponding 3by-3 matrices from respectively (15) and (16) . With Equation (11), we can express the branch flows S S S in terms of the nodal net loads, which yieldsS S S = P b s s s, with s s s ∈ R 6N a vector with the nodal net loads, real and reactive power p n , q n , n ∈ N stacked vertically, and P b ∈ R 6N ×6N a binary matrix in which a row represents a branch with 1s selecting the nodes downstream of the branch. We have now expressed the differences in voltage magnitude over all N lines in terms of the nodal load vector,
where
1) Measured quantities:
In our actual setting, we do not directly measure voltage differences over all individual wires. Instead, we place the sensors over a distance spanning multiple branches and buses. The voltage difference over the path can be rewritten as the sum of the individual differences of the branches lying on the path, 
where Z Z Z m P m Z Z Z n = P m Z Z Z b P b ∈ R 3(M−1)×6N . This gives us an expression for the measured quantities as a function of the nodal load vector.
2) Non-measured quantities -Voltage Estimation:
We are interested to estimate voltage magnitude and angle at all the N − M buses in the network that are not equipped with a sensor. We aim to do this given a measurement of the voltage phasor at a limited number of M buses in the network, and forecast statistics on the nodal load vector s s s. We consider the differences in voltage between a location we want to estimate and a nearby sensor location. These differences are collected in a vector ∆Y Y Y e to be estimated as a function of the load vector s s s, similar to the construction of the measurement equation:
where Z Z Z e P m Z Z Z n = P e Z Z Z b P b ∈ R 3(N +1−M)×6N is constructed in the same way as Z Z Z m in (21) . In order to retrieve an estimate of the absolute voltage value, we can simply take the nearest sensor reading and add/subtract the estimated difference between the location and that sensor location.
B. Voltage Forecast Statistics
We now have that our measurements are voltage phasor differences, i.e. z = ∆y y y m and the estimation quantities are other voltage phasor difference, i.e. x = ∆y y y e . Given the linear relationships with the load vector s s s, we can now derive the statistics on z. The mean of z is µ z (t) = E(∆y y y m ) = Z Z Z m µ s (t) .
Similarly, we have that µ x (t) = E(∆y y y e ) = Z e µ s (t). The covariance of z is
Similarly, we have that the cross-covariance of x and z is Σ x,z (t) = Z Z Z e Σ s (t)Z Z Z ⊤ m . This yields all the statistics we need to construct the distribution grid state estimator.
C. Constructing the State Estimator
We can now analytically derive the LLSE of y y y e given measurements y y y m , as a specific form of Equation (3) 
where V V V e denotes a stacked vector with voltages for all buses without measurement, and y y y near are the squared voltages at the nearest measured bus for each estimated bus.
VI. RESULTS
Earlier work implemented the distribution grid state estimator on a single-phase radial network [7] . To validate the estimator on a three-phase network, we used a modified version of the IEEE 37 bus distribution feeder model [13] , as depicted in Figure 3 . The feeder voltage and power ratings were left unchanged (4.8 kV and 2.5 MVA), as were line segment configuration assignments. We ignored the transformer at node 775 and the voltage regulator at the feeder head. We assumed all loads were constant power. The data used in this experiment are from datasets provided by Pecan Street for educational use [6] . The raw data contained 15-minuteinterval data sampled from July 1, 2013 to September 26, 2016. We aggregated different household time series from the Pecan Street data set such that the aggregated time series data had a spot load marginally less than the 3-phase real and reactive spot loads defined by the IEEE feeder model [13] . The aggregated time series were then used to build a Gaussian Process forecast model for real and reactive power at each bus, as outlined in Section III. Voltage sensors were placed at nine different buses, indicated by red hexagons in Figure 3 . To assess the overall performance, we compute the Average Root Mean Square Error (ARMSE) on the voltages V V V e that are not measured, Figure 4 shows the ARMSE metric for all buses. It is bounded by 0.2 p.u. for the forecasted values and 0.02 p.u. for the estimated values. Notice that buses with higher forecast errors benefit significantly from the estimation procedure. Buses that already have a proper accuracy on forecasted values of the order < 0.01 p.u. do not necessarily gain much from estimation. This can be attributed to the fact that these errors are in the same order as the modeling errors due to linear approximation, which are carefully studied in a separate paper [26] .
VII. CONCLUSIONS
This paper addressed the challenge of formulating a distribution grid state estimator, for scenarios where fully observed sensor arrangements are not yet feasible, and load forecasts may be subject to large uncertainties due to lack of access to data. Building on preliminary work for single-phase networks, we derived an algorithm that exploits the information in load forecasting and feeder models to construct prior statistics of relevant voltage variables. We then used a Bayesian approach, in the form of the linear least squares estimator, to update prior voltage statistics in real-time based on measured deviations at a limited set of voltage sensors. We applied the method to a benchmark IEEE network and on a real testbed in the Netherlands and showed its ability to provide accurate voltages estimates using limited historical data and real-time sensors. As such, the method is highly applicable in the typical distribution network setting in which data and sensing will remain limited for the foreseeable future. Fig. 4 . ARMSE in p.u. for each non-measured bus across all phases. Buses with higher forecast errors benefit significantly from the estimation procedure. Buses that already have good accuracy on forecasted values of the order < 0.01 p.u. do not necessarily gain much from estimation. This can be attributed to the fact that these errors are in the same order as the modeling errors due to the estimator's linear approximation.
VIII. SUPPLEMENTARY MATERIAL: VALIDATION ON UTILITY TESTBED
Here, we apply the method to a network in the territory of Alliander, the largest Distribution Network Operator (DNO) of the Netherlands serving over three million customers. Alliander is experimenting with community electricity storage in Rijsenhout a suburban village close to Amsterdam, the Netherlands. The project is called "BuurtBatterij" which translates to "Neighborhood or Community Battery". Figure 5 depicts the Rijsenhout feeder that houses the battery project. One of the goals of the community battery experiments is to assess and improve the accuracy of the available network simulation models. As a part of the community battery experiments, the local low voltage power grid is modeled and measurement data is gathered.
We apply the state estimation procedure to the network, relying on a feeder model and real load and voltage measurements. The feeder contains 142 buses, of which 34 are regular household customers, one is the distribution transformer and one is the community battery. The other buses are network cable joints. The source of the network data is the Alliander GIS database, which contains the exact location and properties of the electricity cables. However, the GIS database does not contain on which phase each customer is connected, therefore the estimator is constructed using a balanced single phase model, using the formulation in [7] . The distribution transformer is located at the top of the feeder, and the Neighborhood Battery is installed at the end of the feeder. Both the transformer and battery contain SCADA equipment for measuring power and voltage at a 1-second rate. Of the 34 households connected to this feeder, 12 customers share their power consumption data with Alliander as part of the community battery project. All data for building forecasts have been collected at a 1-minute resolution. Customers with no direct measurement were assigned the residual power load, which was defined as the total transformer load minus the sum of all measured loads. Each unmeasured customer was assigned an equal proportional share of the residual load. Note that this introduces some error in the forecast procedure. Figure 6 shows the results of applying SE and comparing the predicted and estimated voltage drop at a particular bus with real voltage measurements. Observe that the estimated values provide a significant improvement over the forecasted values, showing agreement with the actual values. The improvements are particularly strong for larger voltage deviations, providing critical information for safety procedures. At certain times the estimation does not improve accuracy, which has two explanations. Firstly, for smaller voltage deviations, modeling errors due to linearization of power flow are more dominant, as mentioned above. Secondly, the effect of limited realtime voltage sensors (in this case only 2 out of 140 buses) provides significant but limited improvement due to limited observability of all load flow scenarios in the network. This challenge requires revisiting the notion of network observability, which is covered in separate paper. Similar to the IEEE synthetic experiment, SE significantly reduces the ARMSE across all buses in the network, on average by 60%. Given the difficulty of predicting the power consumption of individual househoulds due to their variability, this result is useful for DSOs in improving the fidelity of their forecasting data with limited sensing capabilities, which is a likely context in most networks for the foreseeable future. As such, Alliander is implementing SE algorithms in their critical calculations, and aim to use the data for optimal sensor placement, cable health monitoring, real time overload predictions, and control of voltage and power flow. 
IX. SUPPLEMENTARY MATERIAL: OBSERVABILITY ANALYSIS AND SUGGESTIONS FOR SENSOR PLACEMENT
Network observability characterization for state estimation using the weighted least squares (WLS) approach (as in (2)) was derived by Monticelli and Wu for settings that assume the DC approximation [19] . Gómez Expósito and Abur proposed an approach for general nonlinear measurement equations, which involves taking the first order Taylor approximation and can be used to include current magnitude measurements [11] .
In contrast to the conventional methods, our state estimator does not require solving a WLS problem. Instead of using the Taylor approximation for a fully nonlinear power flow model, we have expressed both our measurements ∆y y y m and our estimation variables ∆y y y e as a linear function of the load vector s s s. Assuming we have access to a load forecast µ s for all nodes in the network, we can argue that the voltage forecast Z Z Z e µ s itself is well-defined and provides full prior observability; given statistical information for all loads, the mapping from load forecast to voltage forecast is well-posed.
As covered in Section II-B, our estimator is a LLSE which is equivalent to projecting the estimation variable ∆y y y e onto the set of linear functions of the measurement ∆y y y m , which can be interpreted as the best linear unbiased estimator, assuming the linear power flow model is unbiased. The projection is a result of the assumption that the estimation step considers a limited number of sensors M < N , which in the context of network theory means this step will never be able to capture all changes in the estimation variables. That said, it is possible to determine a sensor placement that allows the measurements ∆y y y m to capture a maximum amount of information about the estimation variables ∆y y y e . A desired property is for the part of the load profile that is unobservable in the measurements to be insignificant, or equivalently also unobservable in the estimated variables, and thereby in the null space of the estimation matrix Z Z Z e . This means that whatever information is lost by the projection by measurement matrix Z Z Z m does not contribute to changes in the actual values of the estimation variables ∆y y y e . In mathematical terms, we hence may want the null spaces of Z Z Z m and Z Z Z e to intersect as much as possible. This can be formulated as the following optimization problem:
Note that Z Z Z e , Z Z Z m are both determined by the sensor placement. Alternatively, given a data set Ξ of historical load profiles, we can formulate a data-driven sensor placement approach which minimizes min Z Z Ze,Z Z Zm ξ∈Ξ Z Z Z e (I − P Z Z Zm )ξ 2 ,
where P Z Z Zm = Z Z Z ⊤ m (Z Z Z m Z Z Z ⊤ m ) −1 Z Z Z m is a projection matrix. Equation (30) should be read as trying to minimize the extent to which the parts of all historical load profiles that are unobservable with respect to Z Z Z m affect the value of ∆y y y e . This approach allows the DSO to prioritize important load flow scenarios that are more safety-critical, by weighting these differently, yielding min Z Z Ze,Z Z Zm
where W is a diagonal weight matrix. The above sensor placement strategies are here presented as suggestions. A rigorous analysis of these is left as future work.
