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a b s t r a c t
We consider the complexity of approximation for the Independent Dominating Set
problem in 2P3-free graphs, i.e., graphs that do not contain two disjoint copies of the
chordless path on three vertices as an induced subgraph. We show that, if P 6= NP, the
problem cannot be approximated for 2P3-free graphs in polynomial time within a factor of
n1−ε for any constant ε > 0, where n is the number of vertices in the graph. Moreover, we
show that the result holds even if the 2P3-free graph is restricted to being weakly chordal
(and thereby perfect).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider only finite, undirected graphs without loops andmultiple edges. For the graph terminology the
reader is referred to [4] and for complexity to [15]. For concepts related to approximability, we follow [1].
Let G be a graph with vertex set V = V (G) and edge set E = E(G). The subgraph of G induced by a set X ⊆ V is denoted
by G(X).
As usual, Kn is the complete graph on n vertices, Pn is a chordless path and Cn is a chordless cycle on n vertices. A graph G
is perfect if, for each induced subgraph F of G, the clique number of F (the size of the largest complete subgraph in F ) is equal
to the chromatic number of F (the minimum number of colors in proper vertex colorings of F ). A graph is weakly chordal if
neither the graph nor the complement of the graph has an induced cycle on five or more vertices.
A class of graphs is hereditary if every induced subgraph of a graph in this class also belongs to the class. For a set H of
graphs, a graph G is called H-free if no induced subgraph of G is isomorphic to a graph in H . In other words, H-free graphs
constitute a hereditary class defined byH as the set of forbidden induced subgraphs. In particular, 2P3-free graphs constitute
a hereditary class of graphs that do not contain two disjoint copies of the chordless path P3 as an induced subgraph.
For a graph G, a subset S ⊆ V (G) of vertices is an independent set (or a stable set) if no two vertices in S are adjacent.
A subset S of vertices is a dominating set if every vertex outside S has a neighbor in S. An independent set S is maximal
if no other independent set contains S. An independent dominating set is a vertex subset that is both independent and
dominating. It is well-known [2] that any independent dominating set is a maximal independent set, and vice versa. The
minimum cardinality of an independent dominating set of G is the independent domination number, and is denoted by i(G).
An independent dominating set I ⊆ V (G) isminimum if |I| = i(G).
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Recall that an algorithm is an f (n)-approximation algorithm for a minimization problem if for each instance x of the
problem of size n, it returns a solution y of value m(x, y) such that m(x, y)/opt(x) 6 f (n), where opt(x) is the value of the
optimum solution of x. An algorithm is a constant approximation algorithm if f (n) is a constant. If an NP optimization problem
(i.e., its decision version is in NP) admits a polynomial-time f (n)-approximation algorithm we say that it is approximable
within a factor of f (n).
We consider the following well-known decision problem.
Independent Dominating Set
Instance: A graph G and an integer k.
Question: Is there an independent dominating set I in G such that |I| 6 k?
The optimization version of Independent Dominating Set consists in finding an independent domination set of the
minimum cardinality in graph G. Further we use the notation Independent Dominating Set when we refer also to the
optimization version of the problem.
The Independent Dominating Set problem is known to be NP-complete in general (Garey and Johnson [15]). Moreover,
it remains NP-complete under severe restrictions, for instance, for bipartite graphs and comparability graphs (Corneil and
Perl [11]), for line graphs (Yannakakis and Gavril [23]), for (K1,3, K4 − e, K4)-free graphs with maximum degree 3 (Boliac
and Lozin [3]), and for some other hereditary classes of graphs (Zverovich [21,22]), in particular, for 2P3-free weakly chordal
graphs. Here K1,3 is a claw (a star on four vertices) and K4 − e is a graph obtained from the complete graph K4 by deleting
an edge. On the other hand, the problem can be solved in polynomial time for chordal graphs (Farber [14]), for circular-
arc (Chang [8]) and asteroidal triple free (Broersma et al. [6]) graphs. Notice that the latter class contains trapezoid graphs,
interval graphs, permutation graphs, and co-comparability graphs. For definitions of these graph classes see Brandstädt et
al. [5]. The weighted independent domination set problem is polynomially solvable for some extensions of 2K2-free graphs
(Lozin and Mosca [19]) and NP-complete for chordal graphs (Chang [7]). Here 2K2 is the disjoint union of two copies of K2.
Boliac and Lozin [3] studied the IndependentDominating Set problem in a hereditary class X of graphs defined by a finite
setM of forbidden induced subgraphs. They showed that ifM ∩ S = ∅ orM ∩ T = ∅ then the problem is NP-complete in the
class X and conjectured that these conditions are also necessary. Here S and T are special classes of graphs introduced in [3].
I. Zverovich and O. Zverovich [22] proved that Independent Dominating Set is NP-complete within the class of 2P3-free
perfect graphs and thereby the above conjecture was not justified since {2P3} ∩ S 6= ∅ and {2P3} ∩ T 6= ∅.
Lozin and Mosca [20] found some subclasses of 2P3-free graphs for which the Independent Dominating Set problem
admits a polynomial-time solution. Among those are 2P3-free bipartite graphs and so-called 2P3-free (∞ : 1,∞ : ∞)-polar
graphs in notation of [20].
It is interesting to consider the complexity of approximation for the Independent Dominating Set problem in 2P3-
free graphs, in particular, to determine whether there exists a polynomial-time constant approximation algorithm for
Independent Dominating Set in 2P3-free graphs. We bring a negative answer to this question. In fact, we show that, for
any ε > 0, the problem of finding a minimum independent dominating set in 2P3-free graphs (Section 2) and in 2P3-free
weakly chordal graphs (Section 3) with n vertices is not approximable in polynomial time within a factor of n1−ε , unless
P = NP. (Note that in Section 2we use the notation p for the number of vertices in the input graph.) Some inapproximability
results for the Independent Dominating Set problem are given in [12] (for circle graphs) and in [17,18] (for general bipartite
graphs). For theweighted version of IndependentDominating Set (the problemof finding, in a graphwithweighted vertices,
an independent dominating set minimizing the sum of the weights), some inapproximability results are discussed in [13].
2. Inapproximability of Independent Dominating Set in 2P3-free graphs
In this section, we show that the Independent Dominating Set problem is hard to approximate within the class of 2P3-
free graphs. For the proof we will use a reduction from the well-known NP-complete problem 3-Satisfiability, abbreviated
as 3-SAT (Cook [10], see also Garey and Johnson [15]).
3-SAT
Instance: A collection C = {c1, c2, . . . , cm} of clauses over a set X = {x1, x2, . . . , xn} of 0− 1 variables such that |cj| = 3
for j = 1, 2, . . . ,m.
Question: Is there a truth assignment for X that satisfies all the clauses in C?
First we prove the following lemma.
Lemma 1. For each instance (C, X) of 3-SATwith a set C of m clauses and a set X of n variables, and for each integer t > 1, there




6 n, if C is satisfiable,
> tn, if C is not satisfiable.
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Fig. 1. An illustration to the construction.
Proof. Let C = {c1, c2, . . . , cm} and X = {x1, x2, . . . , xn} be an instance of 3-SAT, and let t > 1 be an integer. We
construct a graph G = G(C,X),t with vertex set C ′ ∪ X ′, where C ′ = {cj,k : j = 1, 2, . . . ,m, k = 1, 2, . . . , tn} and
X ′ = {xi, xi : i = 1, 2, . . . , n} are disjoint sets. Thus graph G has 2n+mnt vertices. The edges of G are such that:
• The set C ′ induces a complete multipartite graph withm parts C ′j = {cj,k : k = 1, 2, . . . , tn}, j = 1, 2, . . . ,m.
• The set X ′ induces a matching {xixi : i = 1, 2, . . . , n}.• For a part C ′j that corresponds to clause cj = (l1j ∨ l2j ∨ l3j ), introduce edges cj,kl1j , cj,kl2j , cj,kl3j , k = 1, 2, . . . , tn, between C ′j
and X ′ in G, j = 1, 2, . . . ,m.
Recall that a complete multipartite graph with m parts is one whose vertex set can be partitioned into m subsets so that
no edge has both ends in any one subset and each vertex is linked to every vertex that is not in the same subset. Amatching
is a set of pairwise non-adjacent edges in a graph.
The graph G(C,X),t associatedwith an instance (C, X) of 3-SAT, where X = {x1, x2, x3, x4, x5} and C = {c1 = (x1∨x2∨x3),
c2 = (x2 ∨ x3 ∨ x4), c3 = (x1 ∨ x3 ∨ x5), c4 = (x3 ∨ x4 ∨ x5)}, and integer t = 1 is shown in Fig. 1, where the upper curves
represent the edges between vertices of the different parts of C ′.
Claim 1. Graph G is 2P3-free.
Proof. Assume, to the contrary, that graphG contains an induced subgraph2P3. Suppose first that one P3 is entirely contained
in G(C ′). Then its end-vertices must be in the same set C ′i and its center c in C
′
k (k 6= i). The other P3 can have at most two
vertices in X ′. So it will have a vertex v in C ′. If v ∈ C ′j (j 6= i), then v is linked to the end-vertices of the first P3, so this is
impossible. Hence vertex v must be in C ′i . But then it will be linked to c , so this case is also impossible.
Hence we can assume that each one of the two P3’s, say P13 and P
2
3 , has a vertex in C
′ and a vertex in X ′. Letw be a vertex
of P13 in C
′ and let C ′i contain w. Let y be a vertex of P
1
3 in X
′ that is linked to w. P23 contains a vertex in C ′; it must also be in
C ′i (otherwise it is linked tow), but then it is also linked to y. So this case is impossible.
Hence G is 2P3-free. 
Claim 2. If C is satisfiable, then i(G) 6 n, otherwise i(G) > tn.
Proof. Assume that there exists a truth assignment φ satisfying C . We construct an independent dominating set I ⊆ X ′ by
choosing the n vertices that correspond to true literals under φ. That is, if φ(xi) = 1, the vertex xi is included in I , otherwise
xi ∈ I . Since φ satisfies all the clauses in C , every vertex in C ′ has a neighbor in I . Thus, I is an independent dominating set
in G and |I| = n. Since i(G) 6 |I|, we have i(G) 6 n.
On the other hand, suppose that C is not satisfiable. Consider any independent dominating (i.e., maximal independent)
set I in G.
If I ∩ X ′ = ∅, then I ⊆ C ′ and since I is independent we may assume that I ⊆ {c1,1, c1,2, . . . , c1,nt}, n > 2; but then
there must be at least one literal, say x1 or x1, which does not occur in clause c1. So we can introduce this literal into I , this
contradicts the maximality of I .
If I ∩ C ′ = ∅, then I ⊆ X ′ and by maximality of I we have for each variable xj that either vertex xj or vertex xj is in I . But C
admits no truth assignment; this means that whatever assignment we choose (i.e., whatever choice of xj or xj we make for
each variable xj), there will be at least one clause ck unsatisfied (i.e., vertices ck,1, ck,2, . . . , ck,nt not linked to the vertices xj
or xj in I). So we can introduce vertices ck,1, ck,2, . . . , ck,nt into I and this contradicts the maximality of I .
Finally if I ∩ X ′ 6= ∅ and I ∩ C ′ 6= ∅, then since we can assume I ∩ C ′ ⊆ {c1,1, c1,2, . . . , c1,nt}, we have I ∩ C ′ =
{c1,1, c1,2, . . . , c1,nt} by the maximality of I (note that for any fixed i, vertices in C ′i have the same neighborhood). This gives|I ∩ C ′| = nt and |I ∩ X ′| > 1, so |I| > nt . Since any maximal independent set I in G satisfies |I| > nt , any minimum
independent dominating set will also have size larger than nt . Thus, i(G) > nt if C is not satisfiable. 
This finishes the proof of the lemma. 
980 Y.L. Orlovich et al. / Theoretical Computer Science 410 (2009) 977–982
Theorem 1. Assuming that P 6= NP, Independent Dominating Set for 2P3-free graphs cannot be approximated in polynomial
time within a factor of p1−ε for any constant ε > 0, where p denotes the number of vertices in the input graph.
Proof. For a constant ε > 0, we define k = max{2, d3/εe}. Given an instance (C, X) of 3-SATwith |C | = m and |X | = n, we
set t = nk−2. Now we construct the graph G = G(C,X),t as in the proof of Lemma 1. First we show the following.
Claim 3. Approximating i(G) for G = G(C,X),t within a factor of nk−2 is NP-hard.
Proof. Suppose that there exists a polynomial-time nk−2-approximation algorithm for the optimization version of
Independent Dominating Set within the class of graphs G = G(C,X),t . Then we can use this algorithm to solve 3-SAT in
polynomial time, a contradiction to P 6= NP. Indeed, applying the algorithm to G produces an independent dominating set
I . If C is satisfiable, then i(G) 6 n by Lemma 1, and therefore |I| 6 nk−2i(G) 6 nk−1. If C is not satisfiable, then i(G) > nt by
Lemma 1 and |I| > i(G) > nk−1 by the choice of t . Thus, by comparing nk−1 with the size of the independent dominating set
found by the algorithm, we solve the satisfiability of C in polynomial time. 
Now we estimate t = nk−2 in terms of p = |V (G)| = 2n + nk−2mn. For this purpose we may assume that n > 2 and
n = m. Obviously, 3-SAT remains NP-complete under these additional restrictions. Indeed, if n < m we can add m − n
dummy variables which do not occur in any clause, and if m < n we can add n − m trivially satisfiable clauses. Using the
assumption n = m, we have p > nk and






















t = nk−2 > p1−3/k.
Since p1−3/k > p1−ε by the definition of k, approximating i(G) within a factor of p1−ε is NP-hard according to Claim 3. The
proof of the theorem is complete. 
3. 2P3-free weakly chordal graphs
In this section we come back to the notation n for the number of vertices of a graph and show that Theorem 1 holds for
2P3-free weakly chordal graphs.
Theorem 2. Graph G = G(C,X),t defined in Lemma 1 is weakly chordal.
Proof. To prove that graph G is weakly chordal we show that neither graph G nor the complement G of this graph has an
induced cycle on five or more vertices.
Claim 4. Graph G is (Ck : k > 5)-free.
Proof. Assume we have an induced cycle Ck (k > 5) in G. We cannot have V (Ck) ⊆ X ′ since X ′ induces a matching.
Furthermore if V (Ck) ⊆ C ′, we have necessarily |V (Ck)| 6 4. This can be seen as follows. To have a cycle Ck (with k > 5) we
must have at least two subsets C ′i and C
′
j (j 6= i) such that V (Ck)∩ C ′i 6= ∅ and V (Ck)∩ C ′j 6= ∅. Nowwe have |V (Ck)∩ C ′r | 6 2
for r = 1, 2, . . . ,m (otherwise, there would be at least one vertex in V (Ck) adjacent to three vertices of Ck and this would
create a chord). Hence when |V (Ck)| > 5, we have a vertex v ∈ C ′l (l 6= i, j) adjacent to more than two vertices of Ck and this
gives a chord.
It follows that V (Ck) ∩ C ′ 6= ∅ and V (Ck) ∩ X ′ 6= ∅. Assume |V (Ck) ∩ C ′r | 6 1 for r = 1, 2, . . . ,m; then we must have|V (Ck)∩C ′| 6 2 (else we have a chord). If |V (Ck)∩C ′| = 1, then Ck is a triangle; so |V (Ck)∩C ′| = 2, but then |V (Ck)∩X ′| 6 2
and this contradicts the fact that k > 5.
Hence we must have |V (Ck) ∩ C ′i | > 2 for some i. Again |V (Ck) ∩ C ′i | > 3 would create a chord, so we may assume that
there is some C ′i with V (Ck) ∩ C ′i = {ci,1, ci,2} and Ck consists of two vertex disjoint chordless paths, say P1 and P2, between




2) be the vertices in P
j adjacent to ci,1 (respectively ci,2) for j = 1, 2 (see Fig. 2, where
dashed line shows that there is no edge between ci,1 and ci,2). Notice that u11 is linked to ci,2 (by construction of G this occurs
whether u11 is in X
′ or in C ′). This gives a chord unless u11 = u12 in which case P1 has length two. Similarly u21 is linked to ci,2,
which creates a chord unless u21 = u22. This gives a P2 of length two and Ck is a C4; this is impossible. 
Claim 5. Graph G is (Ck : k > 5)-free.
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Fig. 2. An illustration to the proof.
Proof. In G, set C ′ consists of m disjoint cliques C ′1, C
′
2, . . . , C
′
m of size nt , and G(X
′) is a complete n-partite graph where
each one of the n independent sets has size two. Each vertex in X ′ is completely linked to some cliques of C ′ and not linked
to the others.
Assume there is an induced cycle Ck (with k > 5) in G. Cycle Ck cannot use more than two vertices in any clique C
′
i (this
would create a chord). From the construction of G, if Ck uses two vertices in some C
′
i , those are consecutive and one of them
is linked to a vertex x in X ′. But from the construction of G, the other vertex of V (Ck) ∩ C ′i is also linked to x; this creates a
chord (or Ck is a triangle, which is not possible).
So for each cycle Ck with k > 5 we have |V (Ck) ∩ C ′i| 6 1. Hence in V (Ck)we cannot have two consecutive vertices in C ′.
So we have |V (Ck) ∩ X ′| > 3 when k > 5. Clearly, we must have V (Ck) ∩ X ′ 6= ∅ and V (Ck) ∩ C ′ 6= ∅. In addition we must
also have {xi, xi} ⊆ V (Ck) for some i (otherwise there would be a chord). Now since |V (Ck)∩X ′| > 3, we have a chord unless
V (Ck) ∩ X ′ = {xi, xi, lj} where lj = xj or xj (for some j 6= i) and so we have as in the proof of Claim 4 two paths P1 and P2
between xi and xi. Here P1 = (xi, lj, xi). The other path P2 of Ck cannot use a vertex in X ′ because it would create a chord. It
follows that P2 must be of the form (xi, u, xi), where u is a vertex in C ′ and Ck is a C4, which is again impossible. 
This finishes the proof of the theorem. 
Theorems 1 and 2 imply the following corollary.
Corollary 1. Assuming that P 6= NP, Independent Dominating Set for 2P3-free weakly chordal graphs cannot be approximated
in polynomial time within a factor of n1−ε for any constant ε > 0, where n denotes the number of vertices in the input graph.
Corollary 1 has the following evident consequence.
Corollary 2. For every constant K > 1, IndependentDominating Set in 2P3-freeweakly chordal graphs cannot be polynomially
approximated within a factor of K , unless P = NP.
Corollaries 1 and 2 hold also for 2P3-free perfect graphs since any weakly chordal graph is a perfect graph (Hayward [16]
and also a trivial consequence of the strong perfect graph theorem [9]). Thus Independent Dominating Set in 2P3-free
perfect graphs cannot be approximated in polynomial time within a factor of n1−ε for any ε > 0 and therefore for the
problem there does not exist a polynomial-time constant approximation algorithm, unless P = NP.
4. Conclusion
In this paper we have shown that for any ε > 0 the Independent Dominating Set problem for 2P3-free perfect graphs
of order n cannot be approximated within a factor of n1−ε in polynomial time, unless P = NP. The result holds even if the
graph in question is restricted to be weakly chordal.
Note that the Independent Dominating Set problem has a polynomial-time solution for 2P2-free graphs (see for
example [19,22]), i.e., for graphs that do not contain two disjoint copies of the path on two vertices as an induced subgraph.
For further research, it would be interesting to consider the complexity of the Independent Dominating Set problemwithin
(P2 ∪ P3)-free graphs. Here P2 ∪ P3 denotes the disjoint union of the path on two vertices and the path on three vertices.
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