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Abstract. Motivated by conjectures of Beauville and Voisin on the Chow ring of Hyperka¨hler variet-
ies we will prove some basic results on the rational equivalence class of modified diagonals of projective
varieties.
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0. Introduction
Let X be an n-dimensional variety over a field K and a ∈ X(K). For I ⊂ {1, . . . ,m} we let
∆mI (X ; a) := {(x1, . . . , xm) ∈ X
m | xi = xj if i, j ∈ I and xi = a if i /∈ I}. (0.0.1)
The m-th modified diagonal cycle associated to a is the n-cycle on Xm given by
Γm(X ; a) :=
∑
∅6=I⊂{1,2,...,m}
(−1)m−|I|∆mI (X ; a) (0.0.2)
if n > 0, and equal to 0 if n = 0. Gross and Schoen [6] proved that if X is a (smooth projective)
hyperelliptic curve and a is a fixed point of a hyperelliptic involution then Γ3(X ; a) represents a torsion
class in the Chow group of X3. On the other hand it is known that if X is a generic complex smooth
plane curve and m is small compared to its genus then Γm(X ; a) is not algebraically equivalent to 0,
whatever a is, see [11] (for the link between vanishing of Γm(X ; a) and Voisin’s result on the Beauville
decomposition of the Abel-Jacobi image of a curve see the proof of Prop.4.3 of [3]). Let X be a
complex projective K3 surface: Beauville and Voisin [3] have proved that there exists c ∈ X such that
the rational equivalence class of Γ3(X ; c) is torsion. A natural question arises: under which hypotheses
a modified diagonal cycle on a projective variety represents a torsion class in the Chow group? We
should point out that such a vanishing can entail unexpected geometric properties: if X is a smooth
projective variety of dimension n and Γn+1(X ; a) is torsion in the Chow group then the intersection
of arbitrary divisor classes D1, . . . , Dn on X is rationally equivalent to a multiple of a. A set of
conjectures put forth by Beauville [2] and Voisin [10] predict exactly such a degenerate behaviour for
the intersection product of divisors on hyperka¨hler varieties i.e. complex smooth projective varieties
which are simply connected and carry a holomorphic symplectic form whose cohomology class spans
H2,0 (see [7, 9] for more results on those conjectures). Our interest in modified diagonals has been
motivated by the desire to prove the conjecture on hyperka¨hler varieties stated below. From now on
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the notation A ≡ B for cycles A,B on a variety X means that for some integer d 6= 0 the cycle dA is
rationally equivalent to dB, i.e. we will work with the rational Chow group CH(X)Q := CH(X)⊗Z Q.
Conjecture 0.1. Let X be a Hyperka¨hler variety of dimension 2n. Then there exists a ∈ X such that
Γ2n+1(X ; a) ≡ 0.
In the present paper we will not prove Conjecture 0.1, instead we will establish a few basic results
on modified diagonals. Below is our first result, see Section 2.
Proposition 0.2. LetX,Y be smooth projective varieties. Suppose that there exist a ∈ X(K), b ∈ Y (K)
such that Γm(X ; a) ≡ 0 and Γn(Y ; b) ≡ 0. Then Γm+n−1(X × Y ; (a, b)) ≡ 0.
We will apply the above proposition in order to show that if T is a complex abelian surface and
a ∈ T then Γ5(T ; a) ≡ 0. Notice that if E is an elliptic curve and a ∈ E then Γ3(E; a) ≡ 0 by
Gross and Schoen [6]. These results are particular instances of a Theorem of Moonen and Yin [8]
which asserts that Γ2g+1(A; p) ≡ 0 for A an abelian variety of dimension g and p ∈ A(K) (and more
generally for an abelian scheme of relative dimension g). A word about the relation between Moonen
- Yin’s result and Conjecture 0.1. Beauville and Voisin proved that the relation Γ3(X ; c) ≡ 0 for
X a complex projective K3 surface (and a certain c ∈ X) follows from the existence of an elliptic
surface Y dominating X and the relation Γ3(Et; a) ≡ 0 for the fibers of the elliptic fibration on Y .
We expect that the theorem of Moonen and Yin can be used to prove that Conjecture 0.1 holds
for Hyperka¨hler varieties which are covered generically by abelian varieties, this is the subject of
work in progress. (It is hard to believe that every Hyperka¨hler variety of dimension greater than 2
is covered generically by abelian varieties, but certainly there are interesting codimension-1 families
which have this property, viz. lagrangian fibrations and Hilbert schemes ofK3 surfaces, moreover Lang’s
conjectures on hyperbolicity would give that a hyperka¨hler variety is generically covered by varieties
birational to abelian varieties.) In Section 3 we will prove that, in a certain sense, Proposition 0.2
holds also for Pr fibrations over smooth projective varieties if certain hypotheses are satisfied, then
we will apply the result to prove vanishing of classes of modified diagonals of symmetric products of
curves of genus at most 2. In Section 4 we will prove the following result.
Proposition 0.3. Let Y be a smooth projective variety and V ⊂ Y be a smooth subvariety of codi-
mension e. Suppose that there exists b ∈ V (K) such that Γn+1(Y ; b) ≡ 0 and Γn−e+1(V ; b) ≡ 0. Let
X → Y be the blow-up of V and a ∈ X(K) such that f(a) = b. Then Γn+1(X ; a) ≡ 0.
We will apply Proposition 0.3 and Proposition 0.2 in order to show that Conjecture 0.1 holds
for S[n] where S is a complex K3 surface and n = 2, 3, see Proposition 4.7. In Section 5 we will
consider double covers f : X → Y where X is a projective variety. We will prove that if a ∈ X(K) is
a ramification point and Γm(Y ; f(a)) ≡ 0 then Γ2m−1(X ; a) ≡ 0, provided m = 2, 3. The proof for
m = 2 is the proof, given by Gross and Schoen, that if X is a hyperelliptic curve then Γ3(X ; a) ≡ 0
for a ∈ X(K) a fixed point of a hyperelliptic involution; we expect that our extension will work for
arbitrary m but we have not been able to carry out the necessary linear algebra computations. The
result for m = 3 allows us to give another proof that Γ5(T ; a) ≡ 0 for a complex abelian surface T :
the equality Γ5(T ; a) ≡ 0 follows from our result on double covers and the equality Γ3(T/〈−1〉; c) ≡ 0
proved by Beauville and Voisin [3].
0.1. Conventions and notation. Varieties are defined over a base field K. A point of X is an element
of X(K). We denote the small diagonal ∆m{1,...,m}(X ; a) by ∆
m(X) and we let πmi : X
m → X be the
i-th projection - we will drop the superscript m if there is no potential for confusion. We let X(n) be
the n-th symmetric product of X i.e. X(n) := Xn/Sn where Sn is the symmetric group on n elements.
0.2. Acknowledgments. It is a pleasure to thank Lie Fu, Ben Moonen and Charles Vial for the
interest they took in this work.
1. Preliminaries
1.1. Let X be an n-dimensional projective variety over a field K, a ∈ X(K) and h a hyperplane class
on X . Let ι : ∆m(X) →֒ Xm be the inclusion map. If m ≤ n then
Γm(X ; a) · π∗1(h) · π
∗
2(h) · . . . · π
∗
m−1(h) · πm(h
n−m+1) = ι∗(h
n). (1.1.1)
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Since deg ι∗(h
n) 6= 0 it follows that Γm(X ; a) 6≡ 0 if m ≤ n. Now suppose that Γn+1(X ; a) ≡ 0. Let
D1, . . . , Dn be Cartier divisors on X : then
0 = πn+1,∗(Γ
n+1(X ; a) · π∗1D1 · . . . · π
∗
nDn) = D1 · . . . ·Dn − deg(D1 · . . . ·Dn)a (1.1.2)
in CH0(X)Q.
Remark 1.1. Equation (1.1.2) shows that if Γn+1(X ; a) ≡ 0 and Γn+1(X ; b) ≡ 0 then a ≡ b.
Example 1.2. The intersection product between cycle classes of complementary dimension defines a
perfect pairing on CH((Pn)m). Let a ∈ Pn: since Γn+1(Pn; a) pairs to 0 with any class of complementary
dimension it follows that Γn+1(Pn; a) ≡ 0.
1.2. In the present subsection we will assume that X is a complex smooth projective variety of
dimension n. Let a ∈ X . Let α1, . . . , αm ∈ HDR(X) be De Rham homogeneous cohomology classes
such that
∑m
i=1 degαi = 2n. Thus it makes sense to integrate π
∗
1α1 ∧ . . . ∧ π
∗
mαm on Γ
m(X ; a). Let
s := |{1 ≤ i ≤ m | degαi = 0}|. (1.2.1)
A straightforward computation gives that∫
Γm(X;a)
π∗1α1 ∧ . . . ∧ π
∗
mαm =
m−1∑
ℓ=0
(−1)ℓ
(
s
ℓ
)∫
X
α1 ∧ . . . ∧ αm. (1.2.2)
Proposition 1.3. Let X be a smooth complex projective variety and a ∈ X. Let n be the dimension
of X and d be its Albanese dimension. The homology class of Γm(X ; a) is torsion if and only if
m > (n+ d).
Proof. If n = 0 the result is obvious. From now on we assume that n > 0. By (1.1.1) we may assume
that m > n. The homology class of Γm(X ; a) is torsion if and only if the left-hand side of (1.2.2)
vanishes for every choice of homogeneous α1, . . . , αm ∈ HDR(X) such that
∑m
i=1 degαi = 2n. Suppose
first that n < m ≤ (n + d) and let m = n + e: thus 0 < e ≤ d. Choose a point of X and let
albX : X → Alb(X) be the associated Albanese map. Let θ be a a Ka¨hler form on Alb(X): by
hypothesis dim(ImalbX) = d and hence there exist holomorphic 1-forms ψ1, . . . , ψe on Alb(X) such
that ∫
Im(albX)
ψ1 ∧ . . . ∧ ψe ∧ ψ1 ∧ . . . ∧ ψe ∧ θ
d−e > 0. (1.2.3)
For i = 1, . . . , e let φi := alb
∗
X ψi and η := alb
∗
X θ. Let ω ∈ H
2
DR(X) be a Ka¨hler class. Equations (1.2.2)
and (1.2.3) give that
∫
Γm(X;a)
π∗1φ1∧...∧π
∗
eφe∧π
∗
e+1φ1∧...∧π
∗
2eφe∧π
∗
2e+1η∧...∧π
∗
e+dη∧π
∗
e+d+1ω∧...∧π
∗
mω=
∫
X
φ1∧...∧φe∧φ1∧...∧φe∧η
d−e∧ωn−d>0
(1.2.4)
It follows that the homology class of Γm(X ; a) is not torsion. Lastly suppose that m > (n + d). Let
s be given by (1.2.1): then s ≤ (m − 1) because n > 0. It follows that if s > 0 the right-hand side
of (1.2.2) vanishes (by the binomial formula). Now assume that s = 0: by (1.2.2) we have that∫
Γm(X;a)
π∗1α1 ∧ . . . ∧ π
∗
mαm =
∫
X
α1 ∧ . . . ∧ αm. (1.2.5)
Let
t := |{1 ≤ i ≤ m | degαi = 1}|. (1.2.6)
If t > 2d then the right-hand side of (1.2.5) vanishes because every class in H1DR(X) is represented by
the pull-back of a closed 1-form on Alb(X) via the Albanese map and by hypothesis dim(Im albX) = d.
Now suppose that t ≤ 2d. Then
deg(π∗1α1 ∧ . . . ∧ π
∗
mαm) ≥ t+ 2(m− t) > 2n+ 2d− t ≥ 2n (1.2.7)
and hence the right-hand side of (1.2.5) vanishes because the integrand is identically zero. This proves
that if m > (n+ d) the homology class of Γm(X ; a) is torsion. 
1.3. Let f : X → Y be a map of finite non-zero degree between projective varieties. Let a ∈ X and
b := f(a). Then f∗Γ
m(X ; a) = (deg f)Γm(Y ; b). It follows that if Γm(X ; a) ≡ 0 then Γm(Y ; b) ≡ 0.
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2. Products
We will prove Proposition 0.2 and then we will prove that if T is a complex abelian surface then
Γ5(T ; a) ≡ 0 for any a ∈ T .
2.1. Preliminary computations. Let X and Y be projective varieties and a ∈ X , b ∈ Y . Let
∅ 6= I ⊂ {1, . . . , r} and ∅ 6= J ⊂ {1, . . . , s}. Thus ∆rI(X ; a) ⊂ X
r and ∆sJ(Y ; b) ⊂ Y
s: we let
∆r,sI,J(X,Y ; a, b) := ∆
r
I(X ; a)×∆
s
J(Y ; b) ⊂ X
r × Y s. (2.1.1)
We let ∆r,s(X,Y ) = ∆r,s{1,...,r},{1,...,s}(X,Y ; a, b). For the remainder of the present section we let
e := m+ n− 1. (2.1.2)
We will constantly make the identification
(X × Y )e
∼
−→ Xe × Y e
((x1, y1), . . . , (xe, ye)) 7→ (x1, . . . , xe, y1, . . . , ye)
(2.1.3)
With the above notation Proposition 0.2 is equivalent to the following rational equivalence:∑
∅6=I⊂{1,...,e}
(−1)e−|I|∆e,eI,I(X,Y ; a, b) ≡ 0. (2.1.4)
Proposition 2.1. Let X be a smooth projective variety and a ∈ X. Suppose that Γm(X ; a) ≡ 0. Then
∆m+r(X) ≡
∑
1≤|J|≤(m−1)
(−1)m−1−|J|
(
m+ r − 1− |J |
r
)
∆m+rJ (X ; a) (2.1.5)
for every r ≥ 0.
Proof. By induction on r. If r = 0 then (2.1.5) is equivalent to Γm(X ; a) ≡ 0. Let’s prove the inductive
step. Since Γm(X ; a) ≡ 0 we have that
∆m+r+1(X) ≡ π∗1,...,m+r∆
m+r(X) · π∗m+r,m+r+1∆
2(X) ≡
≡ π∗1,...,m+r

 ∑
J⊂{1,...,m+r}
1≤|J|≤(m−1)
(−1)m−1−|J|
(
m+ r − 1− |J |
r
)
∆m+rJ (X ; a)

 · π∗m+r,m+r+1∆2(X). (2.1.6)
Next notice that
π∗1,...,m+r∆
m+r
J (X ; a) · π
∗
m+r,m+r+1∆
2(X) ≡
{
∆m+r+1J (X ; a) if (m+ r) /∈ J ,
∆m+r+1J∪{m+r+1}(X ; a) if (m+ r) ∈ J ,
(2.1.7)
Thus ∆m+r+1(X) is rationally equivalent to a linear combination of cycles ∆m+r+1J (X ; a) with |J | ≤
(m− 1) and of cycles ∆m+r+1K (X ; a) where
|K| = m, {m+ r,m+ r + 1} ⊂ K. (2.1.8)
Let K be such a subset and write K = {i1, . . . , im} where i1 < . . . < im. Let ι : X
m → Xm+r+1 be the
map which composed with the j-th projection of Xm+r+1 is equal to the constant map to a if j /∈ K,
and is equal to the l-th projection of Xm if if j = il. Then ∆
m+r+1
K (X ; a) = ι∗∆
m and hence the
equivalence Γm(a) ≡ 0 gives that
∆m+r+1K (X ; a) ≡
∑
J⊂K
1≤|J|≤(m−1)
(−1)m−1−|J|∆m+r+1J (X ; a). (2.1.9)
Putting everything together we get an equivalence
∆m+r+1(X) ≡
∑
1≤|J|≤(m−1)
(−1)m−1−|J|cJ∆
m+r+1
J (X ; a) (2.1.10)
In order to prove that cJ =
(
m+r−|J|
r+1
)
we distinguish four cases: they are indexed by the intersection
J ∩ {m+ r,m+ r + 1}. (2.1.11)
Suppose that (2.1.11) is empty. We get a contribution (to cJ ) of
(
m+r−1−|J|
r
)
from the first case
in (2.1.7), and a contribution of
|{(J∪{m+r,m+r+1})⊂K⊂{1,...,m+r+1}||K|=m}|=(m+r−1−|J|m−2−|J| )=(
m+r−1−|J|
r+1 ) (2.1.12)
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from the subsets K satisfying (2.1.8). This proves that cJ =
(
m+r−|J|
r+1
)
in this case. The proof in the
other three cases is similar. 
Corollary 2.2. Let X be a smooth projective variety and a ∈ X. Suppose that Γm(X ; a) ≡ 0. Let
s ≥ 0 and I ⊂ {1, . . . ,m+ s} be a subset of cardinality at least m. Then
∆m+sI (X ; a) ≡
∑
J⊂I
1≤|J|≤(m−1)
(−1)m−1−|J|
(
|I| − |J | − 1
|I| −m
)
∆m+sJ (X ; a). (2.1.13)
Proof. Let q := |I| and I = {i1, . . . , iq} where i1 < . . . < iq. Let ι : Xq → Xm+s be the map which
composed with the j-th projection of Xm+s is equal to the constant map to a if j /∈ I, and is equal
to the l-th projection of Xm if if j = il. Then ∆
m+s
I (X ; a) = ι∗∆
q(X) and one gets (2.1.13) by
invoking Proposition 2.1. 
Corollary 2.3. Let X, Y be smooth projective varieties and a ∈ X, b ∈ Y . Suppose that Γm(X ; a) ≡ 0
and Γn(Y ; a) ≡ 0. Assume that m ≤ n. Let I ⊂ {1, . . . , e} (recall that e = m+ n− 1).
(1) If n ≤ |I| then
∆e,eI,I(X,Y ; a, b) ≡
∑
(J∪K)⊂I
1≤|J|≤(m−1)
1≤|K|≤(n−1)
(−1)m+n−|J|−|K|
(
|I| − |J | − 1
m− |J | − 1
)(
|I| − |K| − 1
n− |K| − 1
)
∆e,eJ,K(X,Y ; a, b).
(2.1.14)
(2) If m ≤ |I| < n then
∆e,eI,I(X,Y ; a, b) ≡
∑
J⊂I
1≤|J|≤(m−1)
(−1)m−1−|J|
(
|I| − |J | − 1
m− |J | − 1
)
∆e,eJ,I(X,Y ; a, b). (2.1.15)
Proof. By definition ∆e,eI,I(X,Y ; a, b) = ∆
e
I(X ; a)×∆
e
I(Y ; b). Now suppose that n ≤ |I|. By Corollary
2.2 the first factor is rationally equivalent to a linear combination of ∆eJ (X ; a)’s with J ⊂ I and
1 ≤ |J | ≤ (m− 1), the second factor is rationally equivalent to a linear combination of ∆eK(Y ; b)’s with
K ⊂ I and 1 ≤ |K| ≤ (n − 1): writing out the product one gets (2.1.14). The proof of (2.1.15) is
similar. 
2.2. Linear relations between binomial coefficients. The following fact will be useful:
n∑
t=0
(−1)tp(t)
(
n
t
)
= 0 ∀p ∈ Q[x] such that deg p < n. (2.2.1)
In order to prove (2.2.1) let d < n: then we have
n∑
t=0
(−1)t
(
t
d
)(
n
t
)
=
(
n
d
) n∑
t=d
(−1)t
(
n− d
t− d
)
= (1 − 1)n−d = 0. (2.2.2)
Since {
(
x
0
)
,
(
x
1
)
, . . . ,
(
x
n−1
)
} is a basis of the vector space of polynomials of degree at most (n − 1)
Equation (2.2.1) follows.
2.3. Proof of the main result. We will prove Proposition 0.2. As noticed above it suffices to
prove that (2.1.4) holds. Without loss of generality we may assume that m ≤ n. Corollary 2.3 gives
that for each 1 ≤ t ≤ e and J,K ⊂ {1, . . . , e} with |J | ≤ (m − 1), |K| ≤ (n − 1) there exists cJ,K(t)
such that ∑
|I|=t
∆e,eI,I(X,Y ; a, b) ≡
∑
J,K⊂{1,...,e}
1≤|J|≤(m−1)
1≤|K|≤(n−1)
cJ,K(t)∆
e,e
J,K(X,Y ; a, b). (2.3.1)
It will suffice to prove that for each J,K as above we have
e∑
t=1
(−1)tcJ,K(t) = 0. (2.3.2)
Equations (2.1.14) and (2.1.15) give that cJ,K(t) = 0 if t < |J ∪K| and that
cJ,K(t) = (−1)
m+n−|J|−|K|
(
t− |J | − 1
m− |J | − 1
)(
t− |K| − 1
n− |K| − 1
)(
e− |J ∪K|
t− |J ∪K|
)
, max{|J ∪K|, n} ≤ t ≤ e.
(2.3.3)
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We distinguish between the four cases:
(1) J 6⊂ K.
(2) J ⊂ K and m ≤ |K|.
(3) J ⊂ K, J 6= K and |K| < m.
(4) J = K and |K| < m.
Suppose that (1) holds. Then Corollary 2.3 gives that cJ,K(t) = 0 if t < n. Let p ∈ Q[x] be given by
p := (−1)m+n−|J|−|K|
(
x− |J | − 1
m− |J | − 1
)(
x− |K| − 1
n− |K| − 1
)
. (2.3.4)
We must prove that
e∑
t=max{|J∪K|,n}
(−1)tp(t)
(
e− |J ∪K|
t− |J ∪K|
)
= 0. (2.3.5)
If n ≤ |J ∪K| then (2.3.5) follows at once from (2.2.1) (notice that deg p < (e−|J∪K|)), if n < |J ∪K|
then (2.3.5) follows from (2.2.1) and the fact that p(i) = 0 for |J ∪K| ≤ i ≤ (n−1). This proves (2.3.2)
if Item (1) above holds. Now let’s assume that Item (2) above holds. Then |J ∪ K| = |K| < n: it
follows that if n ≤ t then cJ,K(t) is given by (2.3.3). On the other hand Corollary 2.3 gives that if
t < n and t 6= |K| then cJ,K(t) = 0, and
cJ,K(|K|) = (−1)
m−1−|J|
(
|K| − |J | − 1
m− |J | − 1
)
. (2.3.6)
Thus we must prove that
(−1)|K|(−1)m−1−|J|
(
|K| − |J | − 1
m− |J | − 1
)
+
e∑
t=n
(−1)tp(t)
(
e− |J ∪K|
t− |J ∪K|
)
= 0 (2.3.7)
where p is given by (2.3.4). Now notice that 0 = p(|K|+ 1) = . . . = p(n− 1): thus (2.2.1) gives that
∑
e
t=n(−1)
tp(t)(e−|J∪K|t−|J∪K|)=−(−1)
|K|p(|K|)(e−|K|0 )=(−1)
m+n−1−|J|(|K|−|J|−1m−|J|−1 )(
−1
n−|K|−1)=(−1)
m−|J|−|K|(|K|−|J|−1m−|J|−1 ).
This proves that (2.3.7) holds. If Item (3) above holds one proves (2.3.2) arguing as in Item (1), if
Item (4) holds the argument is similar to that given if Item (2) holds. 
2.4. Stability. We will prove a result that will be useful later on.
Proposition 2.4. Let X be a smooth projective variety and a ∈ X. Suppose that Γm(X ; a) ≡ 0. If
s ≥ 0 then Γm+s(X ; a) ≡ 0.
Proof. If dimX = 0 the result is trivial. Assume that dimX > 0. By definition
Γm+s(X ; a) :=
∑
∅6=I⊂{1,2,...,m+s}
(−1)m+s−|I|∆m+sI (X ; a). (2.4.1)
Replacing ∆m+sI (X ; a) for m ≤ |I| ≤ (m+ s) by the right-hand side of (2.1.13) we get that
Γm+s(X ; a) :=
∑
1≤ℓ≤(m−1)
cℓ

∑
|I|=ℓ
(−1)∆m+sI (X ; a)

 (2.4.2)
where
cℓ =
s∑
r=0
(−1)m−ℓ−1+s−r
(
m− ℓ− 1 + r
m− ℓ− 1
)(
m+ s− ℓ
s− r
)
+ (−1)m+s−ℓ. (2.4.3)
Thus it suffices to prove that cℓ = 0 for 1 ≤ ℓ ≤ (m− 1). Letting t = s− r we get that
(−1)m−ℓ−1cℓ =
s∑
t=0
(−1)t
(
m− ℓ− 1 + s− t
m− ℓ− 1
)(
m+ s− ℓ
t
)
+ (−1)s−1 =
=
m+s−ℓ∑
t=0
(−1)t
(
m− ℓ− 1 + s− t
m− ℓ− 1
)(
m+ s− ℓ
t
)
= 0 (2.4.4)
where the last equality follows from (2.2.1).  
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2.5. Applications.
Proposition 2.5. Suppose that C is a smooth projective curve of genus g and that there exists a
degree-2 map f : C → P1 ramified at p ∈ C. Then
(1) Γ2g+1(Cg; (p, . . . , p)) ≡ 0,
(2) Γ2g+1(C(g); gp) ≡ 0, and
(3) Γ2g+1(Pic0(C); a) ≡ 0 for any a ∈ Pic0(C).
Proof. By Proposition 4.8 of [6] we have Γ3(C; p) ≡ 0. Repeated application of Proposition 0.2 gives
the first item. The quotient map Cg → C(g) is finite and the image of (p, . . . , p) is gp: thus Item (2)
follows from Item (1) and Subsection 1.3. Let ug : C
(g) → Pic0(C) be the map D 7→ [D − gp]: since
ug is birational Item (2) and Subsection 1.3 give that Γ
2g+1(Pic0(C);0) ≡ 0 where 0 is the origin of
Pic0(C). Acting by translations we get that Γ2g+1(Pic0(C); a) ≡ 0 for any a ∈ Pic0(C). 
Corollary 2.6. If T is a complex abelian surface then Γ5(T ; a) ≡ 0 for any a ∈ T .
Proof. There exists a principally polarized abelian surface J and an isogeny J → T . By Subsection
1.3 it suffices to prove that Γ5(J ; b) ≡ 0 for any b ∈ J . The surface J is either a product of two
elliptic curves E1, E2 or the Jacobian of a smooth genus-2 curve C. Suppose that the former holds.
Let a = (p1, p2) where pi ∈ Ei for i = 1, 2. Then Γ3(Ei; pi) ≡ 0 by Proposition 4.8 of [6] and
hence Proposition 0.2 gives that Γ5(E1 ×E2; (p1, p2)) ≡ 0. If J is the Jacobian of a smooth genus-2
curve C the corollary follows at once from Proposition 2.5. 
3. Pr-fibrations
Let Y be a smooth projective variety. Let F be a locally-free sheaf of rank (r + 1) on Y and
X := P(F ). Thus the structure map ρ : X → Y is a Pr-fibration. Let Z := c1(OX(1)) ∈ CH
1(X).
Suppose that there exists b ∈ Y such that Γm(Y ; b) ≡ 0 and let a ∈ ρ−1(b). If P(F ) is trivial then
Γm+r(X ; a) ≡ 0 (3.0.1)
by Example 1.2 and Proposition 0.2. In general (3.0.1) does not hold. In fact suppose that Y is a
K3 surface and hence Γ3(Y ; b) ≡ 0 where b is a point lying on a rational curve [3]. If Γ3+r(X ; a) ≡ 0
then the top self-intersection of any divisor class on X is a multiple of [a], see Subsection 1.1:
considering Zr+2 we get that c2(F ) is a multiple of [b]. We will prove the following results.
Proposition 3.1. Keep notation as above and suppose that dimY = 1. If Γm(Y ; b) ≡ 0 then
Γm+r(X ; a) ≡ 0.
Proposition 3.2. Keep notation as above and suppose that dimY = 2. If Γm−1(Y ; b) ≡ 0, or
Γm(Y ; b) ≡ 0 and both c1(F )2, c2(F ) are multiples of [b], then Γm+r(X ; a) ≡ 0 .
As an appplication we will prove the following.
Proposition 3.3. Suppose that C is a smooth projective curve of genus g ≤ 2 over an algebraically
closed field K and that p ∈ C is such that dim |OC(2p)| ≥ 1. Then Γd+g+1(C(d); dp) ≡ 0 for any d ≥ 0.
3.1. Comparing diagonals. Let ρn : Xn → Y n be the n-th cartesian product of ρ. Let πi : Xn → X
be the i-th projection and Zi := π
∗
i Z. Given a multi-index E = (e1, . . . , en) with 0 ≤ ei for 1 ≤ i ≤ n
we let ZE := Ze11 · . . . · Z
en
n . We let
maxE := max{e1, . . . , en}, |E| := e1 + . . .+ en. (3.1.1)
Let d := dimY and [∆n(X)] ∈ CHd+r(Xn) be the class of the (smallest) diagonal. Since ρn is a
(Pr)n-fibration we may write
[∆n(X)] =
∑
maxE≤r
(ρn)∗(wE(F )) · Z
E , wE(F ) ∈ CH|E|+d−r(n−1)(Y
n). (3.1.2)
In order to describe the classes wE we let δ
n
Y : Y →֒ Y
n and δnX : X →֒ X
n be the diagonal embeddings.
Proposition 3.4. Let r ≥ 0 and E = (e1, . . . , en) be a multi-index. There exists a universal polynomial
PE ∈ Q[x1, . . . , xq], where q := (r(n − 1)− |E|), such that the following holds. Let F be a locally-free
sheaf of rank (r + 1) on Y : then (notation as above) wE(F ) = δ
n
Y,∗(PE(c1(F ), . . . , cq(F )).
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Proof. Let si(F ) be the i-th Segre class of F and E
∨ := (r − e1, . . . , r − en). Then
ρn∗ ([∆
n(X)] · ZE
∨
) = δnY,∗(s|E∨|−r(F )). (3.1.3)
(By convention si(F ) = 0 if i < 0.) On the other hand let J = (j1, . . . , jn) be a multi-index: then
ρn∗



 ∑
maxH≤r
(ρn)∗(wH(F )) · Z
H

 · ZJ

 = ∑
maxH≤r
wH(F )·π
∗
1 (sh1+j1−r)·. . .·π
∗
n(shn+jn−r). (3.1.4)
Equations (3.1.3) and (3.1.4) give that
δnY,∗(s|E∨|−r(F )) = ρ
n
∗ ([∆
n(X)] · ZE
∨
) =
∑
maxH≤r
wH(F ) · π
∗
1(sh1−e1) · . . . · π
∗
n(shn−en) =
= wE(F ) +
∑
|H|>|E|
r≥maxH
wH(F ) · π
∗
1(sh1−e1) · . . . · π
∗
n(shn−en). (3.1.5)
Starting from the highest possible value of |E| i.e. rn and going through descending values of |E| one
gets the proposition. 
Remark 3.5. The proof of Proposition 3.4 gives an iterative algorithm for the computation of wE(F ).
A straightforward computation gives the formulae
wE(F ) =


0 if |E| > r(n− 1),
[∆n(Y )] if |E| = r(n− 1),
(λE(1)− 1)δnY,∗(c1(F )) if |E| = r(n− 1)− 1,
1
2 (λE(1)− 1)(λE(1)− 2)δ
n
Y,∗(c1(F )
2) + (λE(2)− 1)δnY,∗(c2(F )) if |E| = r(n− 1)− 2,
where
λE(p) := |{1 ≤ i ≤ n | ei + p ≤ r}|. (3.1.6)
3.2. Comparing modified diagonals. We will compare Γm+r(X ; a) and Γm+r(Y ; b). In the present
subsection ∅ 6= I ⊂ {1, . . . ,m + r} and Ic := ({1, . . . ,m + r} \ I); we let πI : Xm+r → X |I| be the
projection determined by I. We also let H = (h1, . . . , hm+r) be a multi-index. If maxH ≤ r we let
TopH := {1 ≤ i ≤ n | hi = r}. Applying Proposition 3.4 and Remark 3.5 we get that
∆m+rI (X ; a) = (ρ
m+r)∗(∆m+rI (Y ; b)) ·
∑
maxH≤r
|H|=r(m+r−1)
Ic⊂TopH
ZH+
+ (ρm+r)∗

π∗I δ|I|Y,∗(c1(F )) × π∗Ic(b× . . .× b︸ ︷︷ ︸
|Ic|
)

 · ∑
maxH≤r
|H|=r(m+r−1)−1
Ic⊂TopH
(λH(1)− 1)Z
H+
+ (ρm+r)∗

π∗I δ|I|Y,∗(c1(F )2)× π∗Ic(b× . . .× b︸ ︷︷ ︸
|Ic|
)

 · ∑
maxH≤r
|H|=r(m+r−1)−2
Ic⊂TopH
1
2
(λH(1)− 1)(λH(1)− 2)Z
H+
+ (ρm+r)∗

π∗I δ|I|Y,∗(c2(F )) × π∗Ic(b× . . .× b︸ ︷︷ ︸
|Ic|
)

 · ∑
maxH≤r
|H|=r(n−1)−2
Ic⊂TopH
(λH(2)− 1)Z
H + R (3.2.1)
where
R =
∑
maxH≤r
|H|<r(n−1)−2
QHZ
H (3.2.2)
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and each QH appearing in (3.2.2) vanishes if the Chern classes of F of degree higher than 2 are zero.
It follows that
Γm+r(X ; a) =
∑
maxH≤r
|H|=r(m+r−1)
(ρm+r)∗

 ∑
Ic⊂TopH
(−1)m+r−|I|∆m+rI (Y ; b)

 · ZH+
+
∑
maxH≤r
|H|=r(m+r−1)−1
(ρm+r)∗

 ∑
Ic⊂TopH
(−1)m+r−|I|

π∗I δ|I|Y,∗(c1(F )) × π∗Ic(b× . . .× b︸ ︷︷ ︸
|Ic|
)



 · ǫHZH+
+
∑
maxH≤r
|H|=r(m+r−1)−2
(ρm+r)∗

 ∑
Ic⊂TopH
(−1)m+r−|I|

π∗I δ|I|Y,∗(c1(F )2)× π∗Ic(b× . . .× b︸ ︷︷ ︸
|Ic|
)



 · µHZH+
+
∑
maxH≤r
|H|=r(m+r−1)−2
(ρm+r)∗

 ∑
Ic⊂TopH
(−1)m+r−|I|

π∗I δ|I|Y,∗(c2(F )) × π∗Ic(b × . . .× b︸ ︷︷ ︸
|Ic|
)



 · νHZH +T
(3.2.3)
where ǫH := (λH(1)−1), µH := (λH(1)−1)(λH(1)−2)/2, νH := (λH(2)−1), and T has an expansion
similar to that of R, see (3.2.2) and the comment following it.
Remark 3.6. Suppose that Γm(Y ; b) = 0. Then the first addend on the right-hand side of (3.2.3)
vanishes. In fact it is clearly independent of the rank-r locally-free sheaf F and it is 0 for trivial F
by Proposition 0.2: it follows that it vanishes.
3.3. Pr-bundles over curves. We will prove Proposition 3.1. We start with an auxiliary result.
Claim 3.7. Let Y be a smooth projective variety and b ∈ Y . Suppose that Γm(Y ; b) = 0. Let
z ∈ CH(Y ): then ∑
I⊂{1,...,(m−1)}
(−1)|I|π∗I δ
|I|
Y,∗(z) × π
∗
Ic(b, . . . , b︸ ︷︷ ︸
|Ic|
) = 0. (3.3.1)
Proof. Let π{1,...,(m−1)} : Y
m → Y m−1 be the projection to the first (m− 1) coordinates. Then
π{1,...,(m−1)},∗(Γ
m(Y ; b) · π∗mz) = 0. (3.3.2)
The claim follows because the left-hand side of (3.3.2) equals the left-hand side of (3.3.1) multiplied
by (−1)m. 
By (3.2.3) and Remark 3.6 we must prove that if H = (h1, . . . , hm+r) is a multi-index such that
maxH ≤ r and |H | = r(m + r − 1)− 1 then∑
Ic⊂TopH
(−1)m+r−|I|π∗I δ
|I|
Y,∗(c1(F )) × π
∗
Ic(b, . . . , b︸ ︷︷ ︸
|Ic|
) = 0. (3.3.3)
A straightforward computation shows that |TopH | ≥ (m− 1): thus (3.3.3) holds by Claim 3.7. 
3.4. Pr-bundles over surfaces. We will prove Proposition 3.2. Notice that Γm(Y ; b) = 0: in fact
it holds either by hypothesis or by Proposition 2.4 if Γm−1(Y ; b) = 0. Moreover (3.3.3) holds in
this case as well, the argument is that given in Subsection 3.3. Thus (3.2.3) and Remark 3.6 give
that we must prove the following: if H = (h1, . . . , hm+r) is a multi-index such that maxH ≤ r and
|H | = r(m+ r − 1)− 2 then
∑
Ic⊂TopH
(−1)m+r−|I|

π∗I δ|I|Y,∗(µHc1(F )2 + νHc2(F )) × π∗Ic(b, . . . , b︸ ︷︷ ︸
|Ic|
)

 = 0. (3.4.1)
A straightforward computation shows that |TopH | ≥ (m − 2) and that equality holds if and only if
(r − 1) ≤ hi ≤ r for all 1 ≤ i ≤ (m + r) (and thus the set of indices i such that hi = (r − 1) has
cardinality (r + 2)). If Γm−1(Y ; b) = 0 then (3.4.1) holds by Claim 3.7. If both c1(F )
2, c2(F ) are
multiples of b then each term in the summation in the left-hand side of (3.4.1) is a multiple of b and
the coefficients sum up to 0. 
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3.5. Symmetric products of curves. If the genus of C is 0 then C(d) ∼= Pd and hence the result
holds trivially, see Example 1.2. Suppose that the genus of C is 1. If d = 1 then Γ3(C; p) ≡ 0 by [6].
Let d > 1 and let ud : C
(d) → Pic0(C) be the map sending D to [D− dp]. Since ud is Pd−1-fibration we
get that Γd+2(C; dp) ≡ 0 by Proposition 3.3 and the equivalence Γ3(C; p) ≡ 0. Lastly suppose that
the genus of C is 2. If d = 1 then Γ3(C; p) ≡ 0 by [6] and if d = 2 then Γ5(C(2); 2p) ≡ 0 by Proposition
2.5. Now assume that d > 2 and let ud : C
(d) → Pic0(C) be the map sending D to [D − dp]. Then ud
is Pd−2-fibration and we may write C(d) ∼= P(Ed) where Ed is a locally-free sheaf on Pic
0(C) such that
c1(Ed) = −[{[x− p] | x ∈ C}], c2(Ed) = [0], (3.5.1)
see Example 4.3.3 of [5]. By Proposition 2.5 we have Γ5(J(C);0) ≡ 0; since c1(Ed)
2 = 2[0] we get
that Γd+2(C(d); dp) ≡ 0 by Proposition 3.3.
4. Blow-ups
We will prove Proposition 0.3. A comment regarding the hypotheses of Proposition 0.3. Let
Y be a complex K3 surface and X → Y be the blow-up of y ∈ Y . We know (Beauville and Voisin)
that there exists c ∈ Y such that Γ3(Y ; c) ≡ 0, but if y is not rationally equivalent to c then there
exists no a ∈ X such that Γ3(X ; a) ≡ 0, this follows from Remark 1.1. If e = 0, 1 then Proposition
0.3 is trivial, hence we will assume that e ≥ 2. We let f : X → Y be the blow-up of V and E ⊂ X
the exceptional divisor of f . Thus a ∈ E. Let g : E → V be defined by the restriction of f to E, and
(E/V )t be the t-th fibered product of g : E → V . Let (E/V )t be the t-th fibered product of g : E → V .
The following commutative diagram will play a roˆle in the proof of Proposition 0.3
(E/V )t
γt
//
αt
))

Et
βt
//
gt

Xt
ft

∆t(V ) // V t // Y t
(4.0.2)
(The maps which haven’t been defined are the natural ones.) Whenever there is no danger of confusion
we denote αt((E/V )
t) by (E/V )t.
4.1. Pull-back of the modified diagonal. On E we have an exact sequence of locally-free sheaves:
0 −→ OE(−1) −→ g
∗NV/Y −→ Q −→ 0. (4.1.1)
For i = 1, . . . , t let Qi(t) be the pull-back of Q to E
t via the i-th projection Et → E: thus Qi(t) is
locally-free of rank (e− 1).
Proposition 4.1. Keep notation as above and let d(t) := (t − 1)(e − 1) − 1. We have the following
equalities in CHdimX(X
t):
(f t)∗∆t(Y ) =
{
∆t(X) if t = 1,
∆t(X) + βt,∗((g
t)∗(∆t(V )) · cd(t)(⊕
t
j=1Qj(t))) if t > 1.
(4.1.2)
Proof. The equality of schemes f−1∆1(Y ) = ∆1(X) gives (4.1.2) for t = 1. Now let’s assume that
t > 1. The closed set (f t)−1∆t(Y ) has the following decomposition into irreducible components:
(f t)−1∆t(Y ) = ∆t(X) ∪ (E/V )t. (4.1.3)
The dimension of (E/V )t is equal to (dimX +(t− 1)(e− 1)− 1) and hence is larger than the expected
dimension unless unless 2 = t = e. It follows that if t = 2 and e = 2 then (f2)∗∆2(Y ) = a∆2(X) +
b(E/V )2: one checks easily that 1 = a = b and hence (4.1.2) holds if t = 2 and e = 2. Now suppose that
that t > 1 and (t, e) 6= (2, 2). Let U := (Xt\(∆t(X)∩(E/V )t)) andZ := (E/V )t∩U = (E/V )t\∆t(X).
Notice that (E/V )t is smooth and hence the open subset Z is smooth as well. Let ι : Z →֒ U be the
inclusion. The restriction of (f t)∗∆t(Y ) to U is equal to
[∆t(X) ∩ U ] + ι∗(cd(t)(N )) (4.1.4)
where N is the obstruction bundle (see [5], Cor. 8.1.2 and Prop. 6.1(a)). One easily identifies N with
the restriction of ⊕tj=1Qj(t) to Z . It follows that the restrictions to U of the left and right hand sides
of (4.1.2) are equal. The proposition follows because the dimension of (Xt \ U) = ∆t(X) ∩ (E/V )t is
equal to (dimX − 1), which is strictly smaller than dimX . 
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Corollary 4.2. Keep notation and assumptions as above. Let I ⊂ {1, . . . , (n+ 1)} be non-empty and
Ic := ({1, . . . , (n+ 1)} \ I). Let Qj denote Qj(n+ 1) and let t := |I|. Then
(fn+1)∗∆I(Y ;b)=


∆I(X;a) if |I| = 1,
∆I(X;a)+βn+1,∗((g
n+1)∗∆I(V ;b)·cd(t)
(⊕
j∈I
Qj
)
·
∏
j∈Ic ce−1(Qj)) if |I| > 1.
(4.1.5)
Proof. For 1 ≤ i ≤ (n + 1) let ρi : Xn+1 → X be the i-th projection. Let J = {j1, . . . , jm} where
1 ≤ j1 < . . . < jt ≤ (n + 1), in particular t = |J |. We let πJ : Xn+1 → Xt be the map such that the
composition of the i-th projection Xt → X with πJ is equal to ρji . The two maps πI : X
n+1 → Xt
and πIc : X
n+1 → Xn+1−t define an isomorphism ΛI : Xn+1
∼
−→ Xt ×Xn+1−t. We have
(fn+1)∗∆I(Y ; b) = Λ
∗
I((f
t)∗∆t(Y )× (fn+1−t)∗({(b, . . . , b)︸ ︷︷ ︸
n+1−t
})). (4.1.6)
(Here × denotes the exterior product of cycles, see 1.10 of [5].) An obstruction bundle computation
gives that
(fn+1−t)∗({(b, . . . , b)︸ ︷︷ ︸
n+1−t
}) = βn+1−t,∗

 ∏
1≤j≤(n+1−t)
ce−1(Qj(n+ 1− t)

 (4.1.7)
The corollary follows from the above equations and Proposition 4.1. 
Let I ⊂ {1, . . . , (n+ 1)} be non-empty and let t := |I|. We let ΩI ∈ CHdimX(En+1) be given by
ΩI :=


0 if |I| = 1,
(gn+1)∗∆I(V ;b)·cd(t)
(⊕
j∈I
Qj
)
·
∏
j∈Ic ce−1(Qj) if |I| > 1.
(4.1.8)
By Corollary 4.2 we have (fn+1)∗∆I(Y ; b) = ∆I(X ; a) + βn+1,∗(ΩI) and hence
(fn+1)∗(Γn+1(Y ; b)) = Γn+1(X ; a) + βn+1,∗

 ∑
1≤|I|≤(n+1)
(−1)n+1−|I|ΩI

 . (4.1.9)
4.2. The proof. By (4.1.9) it suffices to prove that the following equality holds in CHdimX(E
n+1)Q:∑
1≤|I|≤(n+1)
(−1)|I|ΩI = 0. (4.2.1)
Let I ⊂ {1, . . . , (n + 1)} be of cardinality strictly greater than (n − e): Corollary 2.2 allows us to
express the class of ∆I(V ; b) as a linear combination of the ∆J(V ; b)’s with J ⊂ I of cardinality at most
(n− e). Moreover Whitney’s formula allows us to write the Chern class appearing in the definition of
ΩI as a sum of products of Chern classes of the Qj’s. It follows that for each I ⊂ {1, . . . , (n+ 1)} we
may express the class of ΩI as a linear combination of the classes
(gn+1)∗∆J (V ; b) ·
n+1∏
s=1
cks(Qs), 1 ≤ |J | ≤ (n− e), k1+ . . .+ kn+1 = d(n+1) = n(e− 1)− 1. (4.2.2)
Definition 4.3. Pn(e) is the set of (n + 1)-tuples k1, . . . , kn+1 of natural numbers 0 ≤ ks ≤ (e − 1)
whose sum equals d(n+ 1).
Summing over all I ⊂ {1, . . . , (n+ 1)} of a given cardinality t we get the following.
Claim 4.4. Let 1 ≤ t ≤ (n + 1). There exists an integer cJ,K(t) for each couple (J,K) with ∅ 6= J ⊂
{1, . . . , (n+ 1)} of cardinality at most (n− e) and K ∈ Pn(e) such that∑
|I|=t
ΩI =
∑
1≤|J|≤(n−e)
K∈Pn(e)
cJ,K(t)(g
n+1)∗∆J(V ; b) ·
n+1∏
s=1
cks(Qs). (4.2.3)
It will be convenient to set cJ,K(0) = 0. We will prove that
n+1∑
t=0
(−1)tcJ,K(t) = 0. (4.2.4)
That will prove Equation (4.2.1) and hence also Proposition 0.3. Applying Corollary 2.2 to (V, b)
we get the following result.
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Claim 4.5. Let I ⊂ {1, . . . , n+ 1} be of cardinality t ≥ (n+ 1− e). Then
∆n+1I (V ; b) ≡
∑
J⊂I
1≤|J|≤(n−e)
(−1)n−e−|J|
(
t− |J | − 1
t− n− 1 + e
)
∆n+1J (Y ; b). (4.2.5)
Given K ∈ Pn(e) we let
T (K) := {1 ≤ i ≤ (n+ 1) | ki = (e − 1)}. (4.2.6)
A simple computation gives that
(n+ 1− e) ≤ |T (K)|. (4.2.7)
Proposition 4.6. Let ∅ 6= J ⊂ {1, . . . , (n+ 1)} be of cardinality at most (n− e), let K ∈ Pn(e) and
0 ≤ t ≤ (n+ 1). Then
cJ,K(t) = (−1)
n−|J|−e
(
t− |J | − 1
n− |J | − e
)(
|T (K) ∩ Jc|
n+ 1− t
)
(4.2.8)
Proof. Suppose first that 0 ≤ t ≤ (n− e). Then cJ,K(t) = 0 unless |J | = t and Jc ⊂ T (K): if the latter
holds then cJ,K(t) = 1. Assume that the right-hand side of (4.2.8) is non-zero: then the first binomal
coefficient is non-zero and hence t ≤ |J |. Of course also the second binomal coefficient is non-zero: it
follows that
(n+ 1− t) ≤ |T (K) ∩ Jc| ≤ |Jc| = n+ 1− |J |. (4.2.9)
Since t ≤ |J | it follows that |J | = t and hence |T (K) ∩ Jc| = |Jc| i.e. Jc ⊂ T (K): a straightforward
computation gives that under these assumptions the right-hand side of (4.2.8) equals 1. It remains to
prove that (4.2.8) holds for (n+ 1− e) ≤ t ≤ (n+ 1). Looking at (4.1.8) and Claim 4.5 we get that
cJ,K(t) = (−1)
n−e−|J|
(
t− |J | − 1
t− n− 1 + e
)
|{I ⊂ {1, . . . , (n+ 1)} | Ic ⊂ (T (K) ∩ J), |I| = t}|. (4.2.10)
Since the right-hand side of (4.2.10) is equal to the right-hand side of (4.2.8) this finishes the proof. 
Let
p(x) :=
(
n− |J | − x
n− |J | − e
)
. (4.2.11)
Then deg p < |T (K) ∩ Jc| because deg p = (n− |J | − e) and because (4.2.7) gives that
|T (K) ∩ Jc| ≥ (n+ 1− e) + (n+ 1− |J |)− (n+ 1) = n− |J | − e+ 1. (4.2.12)
Thus (2.2.1) and (4.2.8) give that
0=
∑n+1
s=0 (−1)
sp(s)(|T (K)∩J
c|
s )=(−1)
n+1∑n+1
t=0 (−1)
t(t−|J|−1n−|J|−e)(
|T (K)∩Jc|
n+1−t )=(−1)
1−e−|J|∑n+1
t=0 (−1)
tcJ,K(t). (4.2.13)
This finishes the prooof of Proposition 0.3. 
4.3. Application to Hilbert schemes of K3’s. Let S be a complex K3 surface. By Beauville and
Voisin [3] there exists c ∈ S such that Γ3(S; c) ≡ 0. We let S[n] be the Hilbert scheme parametrizing
length-n subschemes of S; Beauville [1] proved that S[n] is a hyperka¨hler variety.
Proposition 4.7. Keep notation as above and assume that n = 2, 3. Let an ∈ S[n] represent a scheme
supported at c. Then Γ2n+1(S[n]; an) ≡ 0.
Proof. First assume that n = 2. Let π1 : X → S×S be the blow-up of the diagonal ∆ and ρ2 : X → S(2)
the composition of π1 and the quotient map S × S → S(2). There is a degree-2 map φ2 : X → S[2]
fitting into a commutative diagram
X
φ2
//
ρ2
!!❇
❇
❇
❇
❇
❇
❇
❇
S[2]
γ2

S(2)
(4.3.14)
where γ2([Z]) =
∑
p∈S ℓ(OZ , p) is the Hilbert-Chow morphism. Let x ∈ X such that φ2(x) = a2;
by Subsection 1.3 it suffices to prove that Γ5(X ;x) ≡ 0. By commutativity of (4.3.14) we have
π1(x) = (c, c). Now Γ
5(S × S; (c, c)) ≡ 0 by Proposition 0.2, and since cod(∆, S × S) = 2 it follows
from Proposition 0.3 that Γ5(X ;x) ≡ 0. Next assume that n = 3. Let π2 : Y → S[2] × S be the
blow-up with center the tautological subscheme Z2 ⊂ S[2]×S and ρ3 : Y → S(3) the composition of π2
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and the natural map S[2]×S → S(3). There is a degree-3 map φ3 : Y → S[3] fitting into a commutative
diagram
Y
φ3
//
ρ3
  ❇
❇
❇
❇
❇
❇
❇
❇
S[3]
γ3

S(3)
(4.3.15)
where γ3 is the Hilbert-Chow morphism. (See for example Proposition 2.2 of [4].) On the other hand
let p1 : S × S → S be projection to the first factor; the map
(φ2, p1 ◦ π1)) : X → S
[2] × S (4.3.16)
is an isomorphism onto Z2. Let y ∈ Y be such that φ3(y) = a3; by Subsection 1.3 it suffices to
prove that Γ7(Y ; y) ≡ 0. Notice that π2(y) = (a2, c) where a2 ∈ S[2] is supported at c. By the case
n = 2 (that we just proved) and Proposition 0.2 we have Γ7(S[2] × S; (a2, c)) ≡ 0. Let x ∈ X such
that φ2(x) = a2. In the proof for the case n = 2 we showed that Γ
5(X ;x) ≡ 0; since (4.3.16) is an
isomorphism it follows that Γ5(Z2; (a2, c)) ≡ 0. Since Γ7(S[2] × S; (a2, c)) ≡ 0 and Z2 is smooth of
codimension 2, we get Γ7(Y ; y) ≡ 0 by Proposition 0.3. 
Let Zn ⊂ S[n] × S be the tautological subscheme. The blow-up of S[n] × S with center Zn has a
natural regular map of finite (non-zero) degree to S[n+1] and in turn Zn may be described starting
from the tautological subscheme Zn−1 ⊂ S[n−1] × S. Thus one may hope to prove by induction on n
that Γ2n+1(S[n]; a) ≡ 0 for any n: the problem is that starting with Z3 the tautological subscheme is
singular.
5. Double covers
In the present section we will assume thatX is a projective variety over a field K and that ι ∈ Aut(X)
is a (non-trivial) involution. We let Y := X/〈ι〉 and f : X → Y be the quotient map. We assume that
there exists a ∈ X(K) which is fixed by ι and we let b := f(a).
Conjecture 5.1. Keep hypotheses and notation as above and suppose that Γm(Y ; b) ≡ 0. Then
Γ2m−1(X ; a) ≡ 0.
The above conjecture was proved for m = 2 by Gross and Schoen, see Prop. 4.8 of [6]. We will
propose a proof of Conjecture 5.1 and we will show that the proof works for m = 2, 3. Of course the
proof for m = 2 is that of Gross and Schoen (with the symmetric cube of the curve replaced by the
cartesian cube).
5.1. A modest proposal. There is a well-defined pull-back homomorphisms
(f q)∗ : Z∗(Y
q)Q → Z∗(X
q)Q (5.1.1)
compatible with rational equivalence (see Ex. 1.7.6 of [5]): thus we have an induced homomorphism
(f q)∗ : CH∗(Y
q)Q → CH∗(Xq)Q. Let n := dimX and Ξm ∈ Zn(Xm)Q the cycle defined by
Ξm := (f
m)∗Γm(Y ; b). (5.1.2)
We will show that Ξm is a linear combination of cycles of the type
{(x, . . . , ι(x), . . . x, . . . , x, a, . . . ι(x), . . . , a, . . .) | x ∈ X}. (5.1.3)
Notice that the ∆I(X ; a)’s are of this type. Consider the inclusions of X
m in X2m−1 which map
(x1, . . . , xm) to (x1, . . . , xm, ν(1), . . . , ν(m−1)) where ν : {1, . . . , (m−1)} → {a, x1, . . . , xm, ι(x1), . . . , ι(xm)}
is an arbitrary list. Let Φν(Ξm) be the symmetrized image of Ξm in Zn(X
2m−1) for the inclusion de-
termined by ν: it is a linear combination of cycles (5.1.3). By hypothesis Ξm ≡ 0 and hence any linear
combination of the cycles Φν(Ξm) is rationally equivalent to 0. One gets the proof if a suitable linear
combination of the Φν(Ξm)’s is a linear combination of the ∆I(X ; a)’s with the appropriate coefficients
(so that it is equal to a non-zero multiple of Γ2m−1(X ; a)). We will carry out the proof for m = 2, 3.
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5.2. Preliminaries. Since the involution of X is non-trivial the dimension of X is strictly positive
i.e. n > 0. Let µ : {1, . . . , q} → {a, x, ι(x)}. If µ is not the sequence µ(1) = . . . = µ(q) = a we let
Ω(µ(1), . . . , µ(q)) := {(x1, . . . , xq) ∈ X
q | xi = µ(i), x ∈ X}, (5.2.1)
and we let Ω(a, . . . , a) := 0. Thus Ω(µ(1), . . . , µ(d)) is an n-cycle on Xd. For example Ω(x, . . . , x) ∈ Xq
is the small diagonal. Let Sq be the symmetric group on {1, . . . , q}: of course it acts on Xq. For
r + s+ t = q let
Ω(r, s, t) :=
∑
σ∈Sq
σ(Ω(a, . . . , a︸ ︷︷ ︸
r
, x, . . . , x︸ ︷︷ ︸
s
, ι(x), . . . , ι(x)︸ ︷︷ ︸
t
)). (5.2.2)
Thus Ω(r, s, t) is an n-cycle on Xq invariant under the action of Sq. Notice that
Ω(r, s, t) = Ω(r, t, s). (5.2.3)
With this notation
Γq(X ; a) =
∑
0≤r,s
r+s=q
(−1)r
r!s!
Ω(r, s, 0). (5.2.4)
Let Ξm be the cycle on X
m given by (5.1.2). A straightforward computation gives that
2Ξm =
∑
0≤r,s,t
r+s+t=m
(−2)r
r!s!t!
Ω(r, s, t). (5.2.5)
(Equality (5.2.3) is the reason for the factor of 2 in front of Ξm.) For
ν : {1, . . . , (m− 1)} → {a, x1, . . . , xm, ι(x1), . . . , ι(xm)}
we let
Xm
jν
−→ X2m−1
(x1, . . . , xm) 7→ (x1, . . . , xm, ν(1), . . . , ν(m− 1))
(5.2.6)
and Φν : Zn(X
m)→ Zn(X2m−1) be the homomorphism
Φν(γ) :=
∑
σ∈S2m−1
σ∗(jν,∗(γ)). (5.2.7)
Notice that Φν does not change if we reorder the sequence ν.
5.3. The case m = 2. A straightforward computation (recall (5.2.3)) gives that
Φa(Ξ2) = Ω(1, 2, 0)− 4Ω(2, 1, 0) + Ω(1, 1, 1), (5.3.1)
Φx1(Ξ2) = Ω(0, 3, 0)− 2Ω(1, 2, 0)− 2Ω(2, 1, 0) + Ω(0, 2, 1), (5.3.2)
Φι(x1)(Ξ2) = −2Ω(2, 1, 0)− 2Ω(1, 1, 1) + 2Ω(0, 2, 1). (5.3.3)
Thus
0 ≡ −2Φa(Ξ2) + 2Φx1(Ξ2)− Φι(x1)(Ξ2) = 2Ω(0, 3, 0)− 6Ω(1, 2, 0) + 6Ω(2, 1, 0) = 12Γ
3(X ; a). (5.3.4)
5.4. The case m = 3. For every ν : {1, 2} → {a, x1, x2, x3, ι(x1), ι(x2), ι(x3)} the cycle Φν(Ξ3) is
equal to the linear combination of the classes listed in the first column of Table (1) with coefficients
the numbers in the corresponding column of Table (1). For such a ν let i(ν) be its position in the first
row of Table (1): thus i((a, a)) = 1,..., i((ι(x1), ι(x2)) = 9. Table (1) allows us to rewrite∑
ν
λi(ν)Φν(Ξ3) (5.4.1)
as an integral linear combination of the classes listed in the first column of Table (1), with coefficients
F1, . . . , F9 which are linear functions of λ1, . . . , λ9. Let’s impose that 0 = F1 = . . . = F6: solving the
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Table 1. Coordinates of Φν(Ξ) for ν = (a, a), . . . , (ι(x1), ι(x2)).
(a, a) (a, x1) (a, ι(x1)) (x1, x1) (x1, x2) (x1, ι(x1)) (x1, ι(x2)) (ι(x1), ι(x1)) (ι(x1), ι(x2))
Ω(3, 1, 1) -6 -2 2 -2 0 -2 4 -2 8
Ω(2, 2, 1) 3 -4 -8 0 -4 4 -6 4 -8
Ω(1, 3, 1) 0 2 2 -4 0 -4 -4 -4 0
Ω(1, 2, 2) 0 1 2 0 -2 -4 0 -4 -4
Ω(0, 4, 1) 0 0 0 2 1 1 2 1 0
Ω(0, 3, 2) 0 0 0 1 2 3 2 3 4
Ω(0, 5, 0) 0 0 0 1 1 0 0 0 0
Ω(1, 4, 0) 0 1 0 -4 -2 0 0 0 0
Ω(2, 3, 0) 1 -4 0 4 -4 0 -2 0 0
Ω(3, 2, 0) -6 2 -2 -2 8 -2 4 -2 0
Ω(4, 1, 0) 12 8 8 8 4 8 4 8 4
corresponding linear system we get that
λ1 =
1
3
(−8λ6 − 2λ7 − 8λ8 − 8λ9), (5.4.2)
λ2 =
1
3
(14λ6 + 8λ7 + 14λ8 + 20λ9), (5.4.3)
λ3 =
1
3
(−6λ6 − 6λ7 − 6λ8 − 12λ9), (5.4.4)
λ4 =
1
3
(λ6 − 2λ7 + λ8 + 4λ9), (5.4.5)
λ5 =
1
3
(−5λ6 − 2λ7 − 5λ8 − 8λ9). (5.4.6)
For such a choice of coefficients λ1, . . . , λ9 we have that
0 ≡
∑
ν
λi(ν)Φν(Ξ) = −
4
3
(λ6+λ7+λ8+λ9)(Ω(0, 5, 0)−5Ω(1, 4, 0)+10Ω(2, 3, 0)−10Ω(3, 2, 0)+5Ω(4, 1, 0)).
(5.4.7)
Choosing integers λ6, . . . , λ9 such that (λ6 + λ7 + λ8 + λ9) = −3 we get that
0 ≡
∑
ν
λi(ν)Φν(Ξ) = 4 · 5!Γ
5(X ; a). (5.4.8)
This concludes the proof of Conjecture 5.1 for m = 3.
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