Soft + Hardwired Attention: An LSTM Framework for Human Trajectory
  Prediction and Abnormal Event Detection by Fernando, Tharindu et al.
Soft + Hardwired Attention: An LSTM Framework for
Human Trajectory Prediction and Abnormal Event
Detection
Tharindu Fernandoa,∗, Simon Denmana, Sridha Sridharana, Clinton Fookesa
aImage and Video Research Laboratory, SAIVT,
Queensland University of Technology,
Australia.
Abstract
As humans we possess an intuitive ability for navigation which we master through
years of practice; however existing approaches to model this trait for diverse tasks
including monitoring pedestrian flow and detecting abnormal events have been lim-
ited by using a variety of hand-crafted features. Recent research in the area of deep-
learning has demonstrated the power of learning features directly from the data; and
related research in recurrent neural networks has shown exemplary results in sequence-
to-sequence problems such as neural machine translation and neural image caption
generation. Motivated by these approaches, we propose a novel method to predict
the future motion of a pedestrian given a short history of their, and their neighbours,
past behaviour. The novelty of the proposed method is the combined attention model
which utilises both “soft attention” as well as “hard-wired” attention in order to map
the trajectory information from the local neighbourhood to the future positions of the
pedestrian of interest. We illustrate how a simple approximation of attention weights
(i.e hard-wired) can be merged together with soft attention weights in order to make
our model applicable for challenging real world scenarios with hundreds of neigh-
bours. The navigational capability of the proposed method is tested on two challenging
publicly available surveillance databases where our model outperforms the current-
state-of-the-art methods. Additionally, we illustrate how the proposed architecture can
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be directly applied for the task of abnormal event detection without handcrafting the
features.
Keywords: human trajectory prediction, social navigation, deep feature learning,
attention models.
1. Introduction
Understanding and predicting crowd behaviour in complex real world scenarios has
a vast number of applications, from designing intelligent security systems to deploying
socially-aware robots. Despite significant interest from researchers in domains such as
abnormal event detection, traffic flow estimation and behaviour prediction; accurately5
modelling and predicting crowd behaviour has remained a challenging problem due to
its complex nature.
As humans we possess an intuitive ability for navigation which we master through
years of practice; and as such these complex dynamics cannot be captured with only a
handful of hand-crafted features. We believe that directly learning from the trajectories10
of pedestrians of interest (i.e. pedestrian who’s trajectory we seek to predict) along
with their neighbours holds the key to modelling the natural ability for navigation we
posses.
The approach we present in this paper can be viewed as a data driven approach
which learns the relationship between neighbouring trajectories in an unsupervised15
manner. Our approach is motivated by the recent success of deep learning approaches
(Goroshin et al. (2015); Madry et al. (2014); Lai et al. (2014)) in unsupervised feature
learning for classification and regression tasks.
1.1. Problem Definition
The problem we have addressed can be defined as follows: Assume that each frame
in our dataset is first preprocessed such that we have obtained the spatial coordinates
of each pedestrian at every time frame. Therefore the trajectory of the ith pedestrian
for the time period of 1 to Tobs can be defined as,
xi = [x1, y1, . . . , xTobs , yTobs ]. (1)
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Figure 1: A sample surveillance scene (on the left): The trajectory of the pedestrian of interest is shown in
green, and has two neighbours (shown in purple) to the left, one in front and none on right. Neighbourhood
encoding scheme (on the right): Trajectory information is encoded with LSTM encoders. A soft attention
context vectorCst is used to embed the trajectory information from the pedestrian of interest, and a hardwired
attention context vector Ch is used for neighbouring trajectories. In order to generate Cst we use a soft
attention function denoted at in the above figure, and the hardwired weights are denoted by w. The merged
context vector is then used to predict the future trajectory for the pedestrian of interest (shown in red).
The task we are interested in is predicting the trajectory of the ith pedestrian for the20
period of Tobs+1 to Tpred, having observed the trajectory of the ith pedestrian from time
1 to Tobs as well as the trajectories all the other pedestrians in the local neighbourhood
during that period. This can be considered a sequence to sequence prediction problem
where the input sequence captures contextual information corresponding to the spatial
location of the pedestrian of interest and their neighbours, and the output sequence25
contains the predicted future path of the pedestrian of interest.
1.2. Proposed Solution
To solve this problem we propose a novel architecture as illustrated in Fig. 1.
For encoding and decoding purposes we utilise Long-Short Term Memory networks
(LSTM) due to their recent success in sequence to sequence prediction (Bahdanau30
et al., 2014; Xu et al., 2015; Yoo et al., 2015). We demonstrate the social navigational
capability of the proposed method on two challenging publicly available surveillance
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databases. We demonstrate that our approach is capable of learning the common pat-
terns in human navigation behaviour, and achieves improved predictions for pedestri-
ans paths over the current state-of-the-art methodologies. Furthermore, an application35
of the proposed method for abnormal human behaviour detection is shown in Section
5.
2. Related Work
2.1. Trajectory Clustering
When considering approaches for learning motion patterns through clustering, Gi-40
annotti et al. (2007) have proposed the concept of “trajectory patterns”, which repre-
sents the descriptions of frequent behaviours in terms of space and time. They have
analysed GPS traces of a fleet of 273 trucks comprising a total of 112,203 points. De-
viating from discovering common trajectories, Lee et al. (2007) proposed to discover
common sub-trajectories using a partition-and-group framework. The framework parti-45
tions each trajectory into a set of line segments, and forms clusters by grouping similar
line segments based on density. Morris and Trivedi (2009) evaluated different similar-
ity measures and clustering methodologies to uncover their strengths and weaknesses
for trajectory clustering. With reference to their findings, the clustering method had
little effect on the quality of the results achieved; however selecting the appropriate50
distance measures with respect to the properties of the trajectories in the dataset had
great influence on final performance.
2.2. Human Behaviour Prediction
When predicting human behaviour the most common motion models are social
force models (Helbing and Molna´r, 1995; Koppula and Saxena, 2013; Pellegrini et al.,55
2010; Yamaguchi et al., 2011; Xu et al., 2012) which generate attractive and repulsive
forces between pedestrians. Several variants of such approaches exist. Alahi et al.
(2014) represents it as a social affinity feature by learning the pedestrian trajectories
with relative positions where as Yi et al. (2015a) observed the behaviour of stationary
crowd groups in order to understand crowd behaviour. With the aid of topic models the60
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authors in Wang et al. (2008) were able to learn motion patterns in crowd behaviour
without tracking objects. This approach was extended to incorporate spatio-temporal
dependencies in Hospedales et al. (2009) and Emonet et al. (2011).
Deviating from the above approaches, a mixture model of dynamic pedestrian
agents is presented by Zhou et al. (2015), who also consider the temporal ordering65
of the observations. Yet, this model ignores the interactions among agents, a key factor
when predicting behaviour in real world scenarios.
The main drawback in all of the above methods is that they utilise hand-crafted
features to model human behaviour and interactions. Hand-crafted features may only
capture abstract level semantics of the environment and they are heavily dependent on70
the domain knowledge that we posses.
In Alahi et al. (2016) an unsupervised feature learning approach was proposed.
The authors have generated multiple LSTMs for each pedestrian in the scene at that
particular time frame. They have observed the position of all the pedestrians from time
1 to Tobs and predicted all of their positions for the period Tobs+1 to Tpred.75
They have pooled the hidden states of the immediately preceding time step for the
neighbouring pedestrians when generating their positions in the current time step. A
more detailed comparison of this model with our proposed model is presented in Sec.
3.3
2.3. Attention Models80
Attention-based mechanisms are motivated by the notion that, instead of decoding
based on the encoding of a single element or fixed-length part of the input sequence,
one can attend a specific area (or important areas) of the whole input sequence to gen-
erate the next output. Importantly, we let the model learn what to attend to based on
the input sequence and what it has produced so far.85
In Bahdanau et al. (2014) have shown that attention-based RNN models are useful
for aligning input and output word sequences for neural machine translation. This was
followed by the works by Xu et al. (2015) and Yao et al. (2015) for image and video
captioning respectively. According to Sharma et al. (2015), attention based models
can be broadly categorised into soft attention and hard attention models, based on the90
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method that it uses to learn the attention weights. Soft attention models (Bahdanau
et al., 2014; Xu et al., 2015; Yao et al., 2015; Sharma et al., 2015) can be viewed as
“supervised” guiding mechanisms which learn the alignment between input and out-
put sequences through backpropagation. Hard attention (Mnih et al., 2014; Williams,
1992) is used by Reinforcement Learning to predict an approximate location to focus95
on. With reference to Sharma et al. (2015), learning hard attention models can become
computationally expensive as it requires sampling.
Still, soft aligning multiple feature sequences is computationally inefficient as we
need to calculate an attention value for each combination of input and output elements.
This is feasible in cases such as neural machine translation where we have a 50-word100
input sequence and generate a 50-word output sequence, but prohibitively expensive
in a surveillance setting when a target has hundreds of neighbours, and we have to
learn the attention weight values for all possible value combinations for each of the
neighbouring trajectories. We tackle this problem via the merging of soft attention and
hardwired attention in our framework.105
3. Proposed Approach
3.1. LSTM Encoder-Decoder Framework
In contrast to past attention models (Bahdanau et al., 2014; Xu et al., 2015) which
align a single input sequence with an output sequence, we need to consider multiple
feature sequences in the form of trajectory information from the pedestrian of interest110
and their neighbours when predicting the output sequence. Aligning all features to-
gether is not optimal as they have different degrees of influence (i.e. a person walking
directly next to the target has greater influence than a person several meters away). Soft
attention models are deterministic models which are trained using back-propagation.
Therefore, aligning each input trajectory sequence separately via a separate soft atten-115
tion model is computationally expensive.
We show that we can overcome this problem with a set of hardwired weights which
we calculate based on the distance between each neighbour and the pedestrian of inter-
est. When considering navigation, as distance is the key factor which determines the
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Figure 2: The proposed Soft + Hardwired Attention model. We utilise the trajectory information from both
the pedestrian of interest and the neighbouring trajectories. We embed the trajectory information from the
pedestrian of interest with the soft attention context vectorCst , while neighbouring trajectories are embedded
with the aid of a hardwired attention context vector Ch. In order to generate Cst we use a soft attention
function denoted at in the above figure, and the hardwired weights are denoted by w. Then the merged
context vector, C∗t , is used to predict the future state yi(t)
neighbour’s influence, it acts as a good generalisation.120
The proposed LSTM Encoder-Decoder framework is shown in Fig. 2. Due to its
computational complexities, soft attention (denoted at in Fig. 2) is used only when
embedding the trajectory information from the pedestrian of interest. We show that
by approximating the required attention for the neighbours through hardwired atten-
tion weights (wj), which we calculate based on the distance between the neighbouring125
pedestrian and the pedestrian of interest, we can generate a good approximation of their
influence. The methodology of generating soft and hardwired attentions is outlined in
the following subsections.
3.1.1. LSTM Encoder
In a general Encoder-Decoder framework, an encoder recieves an input sequence x
from which it generates an encoded sequence h. In the context of this paper, the input
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sequence for the pedestrian i is given in Equation 1 and the encoded sequence is given
by,
hi = [h1, . . . , hT ]. (2)
The encoding function is an LSTM, which can be denoted by,
ht = LSTM(xt, ht−1). (3)
With the aid of above equation we encode the trajectory information from the pedes-130
trian of interest as well as each trajectory in the local neighbourhood.
3.1.2. LSTM Decoder
Before considering how the combine context vector C∗t is formulated, the concept
of time dependent context vector can be illustrated as follows. For a general case, let
st−1 be the decoder hidden state at time t−1, yt−1 be the decoder output at time t−1,
Ct be the context vector at time t and f be the decoding function. The decoder output
at time t is given by,
yt = f(st−1,yt−1, Ct), (4)
as defined by Bahdanau et al. (2014) such that distinct context vectors are given for
each time instant. The context vector depends on the encoded input sequence h =
[h1, . . . , ht].135
In the proposed approach, the given trajectory (i.e x = [x1, y1, . . . , xTobs , yTobs ])
for the pedestrian of interest is encoded and used to generate a soft attention context
vector, Cst . With the aid of distinct context vectors we are able to focus different
degrees of attention towards different parts of the input sequence, when predicting the
output sequence. The soft attention context vector Cst can be computed as a weighted
sum of hidden states,
Cst =
Tobs∑
j=1
αtjhj . (5)
In Bahdanau et al. (2014), the authors have shown that the weight αtj can be computed
by,
αtj =
exp(etj)∑T
k=1 exp(etk)
, (6)
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etj = a(st−1, hj), (7)
and the function a is a feed forward neural network for joint training with other com-
ponents of the system.
As an extension to the decoder model proposed in Bahdanau et al. (2014), we have
added a set of hardwired weights which we use to generate hardwired attention (Ch).
Utilising the hardwired attention model we combine the encoded hidden states of the140
neighbouring trajectories in the local neighbourhood.
Hardwired attention weights are designed to incorporate the notion of distance be-
tween the pedestrian of interest and his or her neighbours into the trajectory prediction
model. The closer a neighbouring pedestrian, the higher their associated weight, be-
cause that pedestrian has a greater influence on the trajectory that we are trying to145
predict.
The simplest representation scheme can be given by,
w(n,j) =
1
dist(n, j)
, (8)
where dist(n, j) is the distance between the nth neighbour and the pedestrian of in-
terest at the jth time instance, and w(n,j) is the generated hardwired attention weight.
This idea can be extended to generate the context vector for the hardwired attention
model.150
Let there be N neighbouring trajectories in the local neighbourhood and h
′
(n,j) be
the encoded hidden state of the nth neighbour at the jth time instance, then the context
vector for the hardwired attention model is defined as,
Ch =
N∑
n=1
Tobs∑
j=1
w(n,j)h
′
(n,j). (9)
We then employ a simple concatenation layer to combine the information from
individual attentions. Hence the combined context vector can be denoted as,
C∗t = tanh(Wc[C
s
t ;C
h]), (10)
where Wc is referred to as the set of weights for concatenation. We learn this weight
value also through back-propagation.
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The final prediction can now be computed as,
yt = LSTM(st−1,yt−1, C∗t ), (11)
where the decoding function f in Eq. 4 is replaced with a LSTM decoder as we are
employing LSTMs for encoding and decoding purposes.
3.2. Model Learning155
The given input trajectories in the training set are clustered based on source and
sink positions and we run an outlier detection algorithm for each cluster considering
the entire trajectory. For clustering we used DBSCAN (Ester et al. (1996)) as it enables
us to cluster the data on the fly without specifying the number of clusters. Hyper
parameters of the DBSCAN algorithm were chosen experimentally.160
In the training phase trajectories are clustered based on the entire trajectory and
after clustering we learnt a separate trajectory prediction model for each generated
cluster. When modelling the local neighbourhood of the pedestrians of interest, we
have encoded the trajectories of those closest 10 neighbours in each direction, namely
front, left and right. If there exist more than 10 neighbours in any direction, we have165
taken the first (closest) 9 trajectories and the mean trajectory of the rest of the neigh-
bours. If a trajectory has less than 10 neighbours, we create dummy trajectories such
that we have 10 neighbours, and set the weight of these dummy neighbours to 0.
When testing the model, we are concerned with predicting the pedestrian trajectory
given the first Tobs locations. To select the appropriate prediction model to use, the170
mean trajectory for each cluster for the period of 1 to Tobs is generated and in the
testing phase, the given trajectories are assigned to the closest cluster centre while
considering those mean trajectories as the cluster centroids.
3.3. Comparison to the Social-LSTM model of Alahi et al. (2016)
In this section we draw comparisons between the current state-of-the-art technique
and the proposed approach. In Alahi et al. (2016), for each neighbouring pedestrian,
the hidden state at time t−1 is extracted out and fed as an input to the prediction model
of the pedestrian of interest. Let there be N neighbours in the local neighbourhood and
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h
′
(n,t−1) be the hidden state of the n
th neighbour at the time instance t − 1. Then the
process can be written as,
H
′
t =
N∑
n=1
h
′
(n,t−1), (12)
and the hidden state of the pedestrian of interest at the tth time instance is given by,
ht = LSTM(ht−1,xt−1, H
′
t), (13)
where ht−1 refers to the hidden state and xt−1 refers to the position of the pedestrian175
of interest at the t − 1 time instance. The authors are passing H ′t and xt−1 through
embedding functions before feeding it to the LSTM model, but in order to draw direct
comparisons we are using the above notation. In Alahi et al. (2016), the hidden state of
the pedestrian of interest at the tth time instance depends only on his or her previous
hidden state, the position in the previous time instance and the pooled hidden state of180
the immediately preceding time step for the neighbouring pedestrians (see Eq. 13).
Comparing to our model, we are considering the entire set of hidden states for the
pedestrian of interest as well as the neighbouring pedestrians when predicting the tth
output element (see Eq. 5-11).
As humans we tend to vary our intentions time to time. For an example consider the185
problem of navigating in a train station. A person may start walking towards the desired
platform and then realise that he hasn’t got a ticket and then make a sudden change
and move towards the ticket counter. When applying the LSTM model proposed by
Alahi et al. (2016) to such real world scenarios, by observing the immediate preceding
hidden state one can generate reactive behaviour to avoid collisions but when doing190
long term path planning, even though the LSTM is capable of handling long term
relationships, the prediction process may go almost “blindly” towards the end of the
sequence (Jia et al. (2015)) as we are neglecting vital information about pedestrian’s
behaviour under varying contexts. In contrast, the proposed combined attention model
considers the entire sequence of hidden states for both the pedestrian of interest and his195
or her neighbours and then we utilise time dependent weights which enables us to vary
their influence in a timely manner.
Additionally, we observed that even in unstructured scenes such as train stations,
11
(a) First 2 clusters (b) Next 5 clusters
(c) First 5 clusters (d) Next 5 clusters
Figure 3: Clustering results for Grand Central (a, b) and Edinburgh Informatics Forum (c, d) Datasets
airport terminals and shopping malls where multiple source and sink positions are
present, still there exists dominant motion patterns describing the navigation prefer-200
ence of the pedestrians. For instance taking the same train station example, although
the main problem that we are trying to solve here is to navigating while avoiding col-
lisions, humans demonstrate different preferences in doing so. One pedestrian may be
there to meet passengers and hence is wandering in a free area, while another pedestrian
may aim to get in or out of the train station as quickly as possible. Therefore one single205
LSTM model is not sufficient to capture such ambiguities in navigational patterns. We
observed that such distinct preferences in navigation generate unique trajectory pat-
terns which can be easily segmented via the proposed clustering process. Therefore in
contrast to Alahi et al. (2016), we are learning a different trajectory prediction model
for each trajectory cluster.210
4. Experiments
We present the experimental results on two publicly available human trajectory
datasets: New York Grand Central (GC) (Yi et al. (2015b)) and Edinburgh Informat-
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ics Forum (EIF) database (Majecka (2009)). The Grand Central dataset consist of
around 12,600 trajectories where as the Edinburgh Informatics Forum database con-215
tains around 90,000 trajectories. We have conducted 2 experiments. For the first exper-
iment on the Grand Central dataset, after filtering out short and fragmented trajectories
1, we are left with 8,000 trajectories, and train our model on 5,000 trajectories and
evaluate the prediction accuracy on 3,000 trajectories. In the next experiment we con-
sidered 3 days worth trajectories from Edinburgh Informatics Forum database, trained220
our model on 10,000 trajectories and tested on 5,000 trajectories.
Prior to learning trajectory models, we employ clustering to separate the different
modes of human motion. This allows us to learn separate models for different be-
haviours, such as one model for a pedestrian who is buying tickets and another for
those who are directly entering or leaving the train station. We believe that these dif-225
ferent motion patterns generate unique pedestrian behavioural styles and that are well
captured through separate models. This can be achieved via clustering trajectories
based on entire trajectory, but this will produce very large number of clusters or large
number of outliers due to the wide variation in the different modes of human motion.
As a result, in each cluster, we would have very few examples to train our prediction230
models on. Therefore as a solution to the above stated problem we cluster the trajec-
tories based only on the enter/exit zones. As illustrated in Fig. 3 this approach works
reasonably well at separating different modes of human motion.
Even with clustering based on entry and exit points, the way that a person moves
through the environment and how they are influenced by neighbours will vary consid-235
erably. For instance consider the clusters represented in green and blue in Fig. 3 (b).
The way that an intersecting trajectory travelling straight up in the scene, from bottom
left towards up left, will affect green and blue clusters differently because of their dif-
ferent exit zones. It’s general human nature to try to avoid collisions while keeping the
expected heading direction. Therefore entry/exit zones based clustering is sufficient to240
1We consider short trajectories to be those with length less than the time period that we are considering
(40 frames) where as fragmented trajectories are trajectories which have discontinuities between 2 consecu-
tive frames due to noise in the tracking process.
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capture this.
4.1. Quantitative results
Similar to Alahi et al. (2016) we report prediction accuracy with the following
3 error metrics. Let n be the number of trajectories in the testing set, xpredi,t be the
predicted position for the trajectory i at tth time instance, and xobsi,t be the respective245
observed positions then,
1. Average displacement error (ADE):
ADE =
n∑
i=1
Tpred∑
t=Tobs+1
(xpredi,t − xobsi,t )2
n(Tpred − (Tobs + 1)) . (14)
2. Final displacement error (FDE) :
FDE =
n∑
i=1
√
(xpredi,Tpred − xobsi,Tpred)2
n
. (15)
3. Average non-linear displacement error (n-ADE): The average displacement er-
ror for the non-linear regions of the trajectory,
n−ADE =
n∑
i=1
Tpred∑
t=Tobs+1
I(xpredi,t )(x
pred
i,t − xobsi,t )2
n∑
i=1
Tpred∑
t=Tobs+1
I(xpredi,t )
, (16)
where,
I(xpredi,t ) =

1 if
d2yi,t
dx2i,t
6= 0.
0 o.w
(17)
In all experiments we have observed the trajectory (and it’s neighbours) for 20
frames and predicted the trajectory for the next 20 frames. Compared to Alahi et al.
(2016), which has considered sequences of 20 frames total length, we are considering
more lengthy sequences (with a total of 40 frames) as in Baccouche et al. (2011) the250
authors have shown that LSTM models tend to generate more accurate results with
lengthy sequences.
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In the experimental results, tabulated in Tab 1, we compare our prediction model
with the state-of-the-art. As the baseline models we implemented Social Force (SF)
model from Yamaguchi et al. (2011) and Social LSTM (S-LSTM) model given in Alahi255
et al. (2016). For S-LSTM model a local neighbourhood of size 32px was considered
and the hyper-parameters were set according to Alahi et al. (2016). In order to make
direct comparisons with Alahi et al. (2016), the hidden state dimensions of encoders
and decoders of all OUR models were set to be 300 hidden units.
For the SF model, preferred speed, destination, and social grouping factors are used260
to model the agent behaviour. When predicting the destination, a linear support vector
machine was trained with the ground truth destination areas detected in the Sec. 3.2.
In order to evaluate the strengths of the proposed model, we compare this combined
attention model (OURcmb) and two variations on our proposed approach: 1) OURsft,
which ignore the neighbouring trajectories and considers only the soft attention com-265
ponent derived from the trajectory of the person of interest when making predictions;
and 2) OURsc which omits the clustering stage such that only a single model (using
combined attention weights) is learnt.
Metirc Dataset SF S-LSTM OURsc OURsft OURcmb
ADE
GC 3.364 1.990 1.878 2.041 1.096
EIF 3.124 1.524 1.392 1.685 0.986
FDE
GC 5.808 4.519 4.317 5.277 3.011
EIF 3.909 2.510 2.345 3.089 1.311
n-ADE
GC 3.983 1.781 1.701 2.304 0.985
EIF 3.394 2.398 2.098 2.415 0.901
Table 1: Quantitative results. In all the methods forecast trajectories are of length 20 frames. The first 2 rows
represents the Average displacement error, rows 3 to 4 are for Final displacement error and the final 2 rows
are for Average non-linear displacement error.
The proposed model outperforms the SF model and S-LSTM model in both datasets.
The error reduction is more evident in the GC dataset where there are multiple source270
and sink positions, different crowd motion patterns are present and motion paths are
heavily crowded. Comparing the results of OURsc (proposed approach without clus-
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 4: Qualitative results: Given (in green), Ground Truth (in Blue), Neighbouring (in purple) and Pre-
dicted trajectories from OURcmb model (in red), from S-LSTM model (in yellow), from SF model (in
orange). (a) to (l) accurate predictions and (m) to (o) some erroneous predictions
tering) against the S-LSTM model we can see that regardless of the clustering process
the proposed combined attention architecture is capable of improving the trajectory
prediction. For all the measured error metrics OURsc has outperformed S-LSTM and275
(OURsft) verifying that it is important to preserve historical data for both the pedes-
trian of interest as well as the neighbours. Secondly those results show that hard wired
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weights act as a good approximation of neighbours influence.
When comparing results ofOURcmb againstOURsc it is evident that the cluster-
ing process has partitioned the trajectories based on these different semantics and via280
utilising separate models for each cluster, we were able to generate more accurate pre-
dictions. The combined attention model was capable of learning how the neighbours
influence the current trajectory and how this impact varies under different neighbour-
hood locations.
Furthermore, we would like to point out that, because of the separate model learn-285
ing process we were able to predict the final destination positions with more precision
compared to baseline models where they do not consider the environmental configura-
tions of the unstructured scene. While the proposed approach does not explicitly model
the environment, a certain amount of environmental information is inherently encoded
in the entry and exit locations, which the proposed approach is able to leverage.290
4.2. Qualitative results
In Fig. 4 we show prediction results of the S-LSTM model, SF model and our
combined attention model (OURcmb) on the GC dataset. It should be noted that our
model generates better predictions in heavily crowded areas. As we are learning a sep-
arate model for each cluster, the prediction models are able to learn different patterns295
of influences from neighbouring pedestrians. For instance in the 1st and 3rd column we
demonstrate how the model adapts in order to avoid collisions. In the last row of Fig.
4 we show some failure cases. The reason for such deviations from the ground truth
were mostly due to sudden changes in destination. Even though these trajectories do
not match the ground truth, the proposed method still generates plausible trajectories.300
For instance, in Fig. 4 (m) and Fig. 4 (o) the model moves side ways to avoid collusion
with the neighbours in the left and right directions.
Three example scenarios that illustrates the advantage of attending to all the hidden
states within that particular context are shown in Fig. 5. The first row shows an exam-
ple where the pedestrian of interest exhibits 2 modes of motion (walking and running)305
within the same trajectory. In the second row we have an example where the previous
context of the pedestrian of interest is useful in tthe final prediction. Third row shows
17
(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Figure 5: Example scenarios: Columns (left to right): first observation of the trajectory; half way through;
last observation prior to prediction; prediction from the respective models. 1st row shows an example where
the pedestrian exhibits 2 modes of motion (walking and running) within the same trajectory. 2nd row shows
an example where the previous context of the pedestrian is useful in prediction. 3rd row shows an example
where the pedestrian is moving as part of a group. Colours: Given trajectory (in green), Ground Truth (in
Blue), Neighbouring (in purple) and Predicted trajectories from OURcmb model (in red), from S-LSTM
model (in yellow), fromOURsc model (in cyan). In order to preserve visibility without occlusions we have
plotted only the closest 2 neighbours in each direction.
an example where pedestrian exhibits a group motion. The first three columns show
the progression of the motion from the start of the trajectory (first column) to the point
directly before the prediction is made (third column). The given trajectory of the per-310
son of interest is shown in green and the neighbouring trajectories are shown in purple.
In order to preserve visibility without occlusions we have plotted only the closest 2
neighbours in each direction. Finally in the fourth column we have presented the re-
spective predictions from OURcmb model (in red), from S-LSTM model (in yellow),
from OURsc model (in cyan). The ground truth observations are shown in blue.315
When considering the example shown in Fig. 5 (a)-(d) the pedestrian of interest
exhibits a running behaviour when entering the scene (Fig. 5 (a)). Then at half way
through her trajectory she shifts her behaviour to walking (Fig. 5 (b)). Therefore at
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the time of the prediction (Fig. 5 (c)), the hidden states of the baseline model will be
dominated by the walking behaviour as it is the most recent behaviour of this particular320
pedestrian. Therefore the predictions generated by the S-LSTM model are erroneous.
But as we are attending to all the previous hidden states before predicting the future
sequence, the multi model nature of that pedestrian’s motion has been captured by the
OURsc and OURcmb models.
Another example scenario where the proposed model out performs it’s baseline is325
shown in Fig. 5 (e)-(h). When deciding upon whether to give way or to cut through
the pedestrian group, modelsOURsc andOURcmb outperforms the S-LSTMmodel.
While attending to the historical data in 5 (f) we can see the behaviour of the pedestrian
of interest under a similar context. Therefore the proposed models can anticipate that
the preferred behaviour of the pedestrian of interest under such context is giving way to330
the others. But in the S-LSTM model as it’s attending only to the immediate preceding
hidden states and those long range dependencies are not captured.
In the example shown in Fig. 5 (i)-(l) we illustrate the importance of considering the
entire history of the neighbours. The way that the neighbours affect to a pedestrian dur-
ing group motion vastly differs to the impact group motion has on a pedestrian walking335
alone. For example pedestrians moving as part of a group tend to walk at a similar ve-
locity, keeping small distances between themselves, stopping or turing together; where
as pedestrians walking alone try to keep a safe distance between themselves and their
neighbours to avoid collisions. These notions can be quickly captured while observing
the neighbourhood history. Therefore the predictions generated by both OURsc and340
OURcmb models outperforms the baseline S-LSTMmodel which only considered the
immediate preceding hidden state of the neighbours when generating the predictions.
When comparing the predictions from OURsc model against OURcmb model it
is evident that the more spatial context specific predictions are generated by OURcmb
as it has been specifically trained on the examples from that particular spatial region.345
Therefore it anticipates the motion of a particular pedestrian more accurately. Still in
all the example scenarios OURsc is shown to be capable of generating acceptable
predictions compared to the baseline model, showing that the proposed combined at-
tention mechanism is capable of generating more accurate and realistic trajectories than
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the current state-of-the-art.350
5. Abnormal behaviour detection
The proposed framework can be directly applied for detecting abnormal pedestrian
behaviour. A naive approach would be to predict the trajectory for the period of Tobs+1
to Tpred while observing the same trajectory over this time period and measuring the
deviation between the observed and the predicted trajectories. If the deviation is greater355
than a threshold, then an abnormality can be said to have occurred. However due to the
adaptive nature of deep neural networks, abnormal behaviours such as: i) sudden turns
and changes in walking directions; and ii) trajectories with abnormal velocities; may
not be classified as abnormal events.
We observe that the hidden states of the LSTM encoder decoder framework hold360
vital information which is used to model the walking behaviour of the pedestrian of
interest. Hence, if his or her behaviour is abnormal then the hidden state values for that
pedestrian should be distinct from those of a normal pedestrian.
With that intuition we randomly selected 500 trajectories from the Grand Central
dataset and predicted the trajectories for those pedestrians. The trajectories were hand365
labeled for abnormal behaviour, considering sudden turns and changes in walking di-
rection and abnormal velocities as the set of abnormal behaviours. The dataset consists
of 445 normal trajectories and 55 abnormal trajectories. Then we extracted the encoded
hidden states (h(t) = [h(1), . . . , h(Tobs)]) for the given trajectory for that pedestrian and
the hidden states used for decoding (s(t) = [s(Tobs+1), . . . , s(Tpred)]). The resultant hid-370
den states are passed through DBSCAN to detect outliers. With the proposed approach
we detected 441 trajectories as being normal and 59 trajectories as abnormal. The
resultant detections are given in Table 2.
Analysing the classification results, we see that false alarms are mainly due to be-
haviours that are erroneously detected as abnormal being uncommon in the database.375
Cases such as people changing direction to buy tickets, and passengers wandering in
the free area are detected as abnormal due to the fact that they are not significantly
present in the subset of trajectories selected for this task.
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Ground Truth
Abnormal Normal
Predicted
Abnormal 47 12
Normal 8 433
Total 55 445
Table 2: Abnormal Event detection with the proposed algorithm: This approach has detected 47 out of 55
ground truth abnormal events
We compare this approach to the naive approach given above. It is evident that
some abnormal trajectories are misclassified as normal behaviour due to its lack of380
deviation from the observed trajectory. See Tab. 3
Ground Truth
Abnormal Normal
Predicted
Abnormal 29 24
Normal 26 421
Total 55 445
Table 3: Abnormal event detection with naive approach: This approach has detected only 29 out of 55 ground
truth abnormal events
Some examples of detected abnormal events are shown in Fig. 6. The first row
shows the abnormal behaviour detected due to sudden change of moving direction.
Even though, in the examples shown (d) and (e), there isn’t a significant deviation be-
tween the predicted path and the observed path, our abnormal event detection approach385
has accurately classified the event due to the sudden circular turn in the trajectory in
(d) and abnormal velocity in (e).
6. Conclusion
In this paper we have proposed a novel neural attention based framework to model
pedestrian flow in a surveillance setting. We extend the classical encoder-decoder390
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(a) (b) (c)
(d) (e)
Figure 6: Abnormal event detections: (a)-(c) abnormal behaviour detected due to sudden change of moving
direction. Abnormal behaviour due to sudden circular turn (d) and abnormal velocity in (e)
framework in sequence to sequence modelling to incorporate both soft attention as
well as hard-wired attention. This has a major positive impact when handling longer
trajectories in heavily cluttered neighbourhoods. The hand-crafted hard-wired atten-
tion weights approximate the neighbour’s influence and make the application of atten-
tion models pursuable for real world scenarios with large number of neighbours. We395
tested our proposed model in two challenging publicly available surveillance datasets
and demonstrated state-of-the-art performance. Our new neural attention framework
exhibited a stronger ability to accurately predict pedestrian motion, even in the pres-
ence of multiple source and sink positions and with high crowd densities observed.
Furthermore, we have shown how the proposed approach can support abnormal event400
detection through hidden state clustering. This approach is able to accurately detect
events in challenging situations, without handcrafting the features. Apart from direct
applications such as abnormal behaviour detection, improving passenger flow in trans-
port environments, this framework can be extended to any application domain where
modelling multiple co-occurring trajectories is necessary. Some potential areas include405
modelling aircraft movements, ship trajectories and vehicle traffic.
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