Abstract. Background modeling and subtraction is a fundamental research topic in computer vision. Pixel-level background model uses a Gaussian mixture model (GMM) or kernel density estimation to represent the distribution of each pixel value. Each pixel will be process independently and thus is very efficient. However, it is not robust to noise due to sudden illumination changes. Region-based background model uses local texture information around a pixel to suppress the noise but is vulnerable to periodic changes of pixel values and is relatively slow. A straightforward combination of the two cannot maintain the advantages of the two. This paper proposes a real-time integration based on robust estimator. Recent efficient minimum spanning tree based aggregation technique is used to enable robust estimators like M-smoother to run in real time and effectively suppress the noisy background estimates obtained from Gaussian mixture models. The refined background estimates are then used to update the Gaussian mixture models at each pixel location. Additionally, optical flow estimation can be used to track the foreground pixels and integrated with a temporal M -smoother to ensure temporally-consistent background subtraction. The experimental results are evaluated on both synthetic and real-world benchmarks, showing that our algorithm is the top performer.
Introduction
Background modeling is one of the most extensively researched topics in computer vision. It is normally used as a fundamental pre-processing step in many
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vision tasks, including video-surveillance, teleconferencing, video editing, humancomputer interface, etc. It has recently experienced somewhat of a new era, as a result of publically available benchmarks for performance evaluation. These benchmarks simplify the comparison of a new algorithm against all the state-ofthe-art algorithms. Both artificial pixel-level evaluation data sets [5] and realworld region-level data sets obtained by human experts [11] are available for comprehensive evaluation.
This paper focuses on traditional background subtraction problem with the assumption of a static video camera. There are significant publications on this topic, and can be classified into three broad categories: pixel-level background subtraction [9] , [27] , [8] [12] , [33] , [7] , [10] , region-level background subtraction [23] , [15] , [31] , [14] , frame-level background subtraction [32] and hybrid background subtraction [29] [28] , [26] , [13] .
It is well understood that pixel-based models like mixture of Gaussians fail in sudden illumination changes. Region-based models on the other hand are more robust to these changes and tend to be vulnerable to periodic changes of pixel values. This paper proposes a way to synergistically combine the two to create a state-of-the-art background subtraction system.
The Gaussian mixture background model [27] is adopted in this paper. It is used to obtain an initial background estimate at each individual pixel location. Efficient minimum spanning tree (MST) based aggregation technique [30] is then integrated with a robust estimator -M -smoother to refine the initial estimates for a spatially-consistent background subtraction solution. The refined background estimates are then used to update the Gaussian mixture models to model stochastic changes in the value of each pixel. The updated Gaussian mixture models are thus robust to both periodic and sudden changes of pixel values. Note that comparing with the original Gaussian mixture background model [27] , the extra computational cost is the MST based M -smoother, which is indeed extremely efficient. It takes about 6 ms to process a QVGA (320 × 240) color image on a single core CPU. Optical flow estimation is further employed to extend the proposed MST based M-smoother to the temporal domain to enhance temporal consistency. Although optical flow estimation is traditionally believed to be slow, recent fast nearest neighbor field [3] based optical flow algorithms like EPPM [2] enables the whole background subtraction pipeline to run in near realtime on state-of-the-art GPU.
The paper is organized as follows: Section 2 gives a brief overview of the Gaussian mixture background model adopted in the paper and the details of the proposed background modeling and subtraction algorithms. Section 3 reports results supporting the claims that the algorithm is currently the strongest available on standard benchmarks [5] , [11] . Section 4 concludes.
Background Subtraction
A brief overview of Gaussian mixture background model is given in Sec. 2.1 and the proposed Spatially-consistent and temporally-consistent Background Models are presented in Sec. 2.2 and 2.3, respectively.
Gaussian Mixture Background Model
Stauffer and Grimson [27] propose to model the values of an image pixel as a mixture of Gaussians for background estimation. A pixel is considered to be background only when at least one of the Gaussians of the mixture includes its pixel value with sufficient and consistent evidence. The probability of observing a pixel value I t p at pixel p for frame t can be represented as follows
where η is a Gaussian probability density function Each pixel has a total of K different Gaussian distributions. To adapt to illumination changes, the new pixel values from the following frames will be used to update the mixture model, as long as they can be represented by a major component of the model.
To handle background changes, Shimada et al. [26] propose to leverage information from a future period with an acceptable delay as 33 milliseconds (the duration of just one video frame). The use of the information observed in future image frames was demonstrated to improve the accuracy by about 30%.
Spatially-Consistent Background Modeling Based on Minimum Spanning Tree
The bidirectional GMM [26] has been demonstrated to be a very effective background model while being very efficient. However, each pixel is processed independently and thus is less robust to noise. Region-based background model uses local texture information around a pixel to suppress the noise but is relatively slow and vulnerable to periodic changes of pixel values. This section assumes that connected pixels with similar pixel values shall have similar background estimates, and thus spatially-consistent background segmentation can be obtained. The similarity between every two pixels is then defined using the minimax path [24] between the two pixels by treating the video frame as a connected, undirected graph G = (V, E). The vertices V are all the image pixels and the edges E are all the edges between the nearest neighboring pixels. Minimax path can identify region boundaries without high contrast and will not cross the boundary of thin-structured homogeneous object; and thus can preserve details. Additionally, minimax path can be efficiently extracted with the use of a minimum spanning tree (MST) [16] . Recent study show that a minimum spanning tree can be extracted from an 8-bit depth image in time linear in the number of image pixel [1] .
Let d(p, q) denote the minimax path between a pair of node {p, q} for the current frame I t and b t p = {0, 1} denote the corresponding binary background estimates at pixel p obtained from Gaussian mixture background model. Minimax path d(p, q) (= d(q, p)) is then employed in a robust estimator -M -smoother [6] to handle outliers in the coarse estimates from mixture of Gaussians. The refined background estimates is
When α = 1, Eq. (3) is indeed a weighted median filter that utilize the minimax path length and thus is aware of the underlying regularity of the video frame.
Let B t denote an image whose pixel value is (b t q ) at pixel q and F t denote an image whose pixel value is |1 − b
and
denote the weighted aggregation result of image B t and F t , respectively. Eq. (4) becomes
The new background estimate b t,spatial p obtained from the proposed MSTbased M -smoother will be used with the original estimate b t p to adjust the K Gaussian distributions, and the only difference is that the distributions will remain unchanged if either b t,spatial p or b t p classifies pixel p as a foreground pixel. The noisy contribution from background pixel values for updating distributions can be significantly reduced using the spatially-consistent background estimates. As shown in Fig. 1 (b) , part of the moving vehicle on the bottom right will be continuously detected as the background using Gaussian Mixture Model by adding foreground colors as new Gaussian distributions. Proposed MST-based M -smoother uses b new p as a new constrain to update Gaussian distributions and thus can correct most of the errors as can be seen in Fig. 1 (c) . A Linear Time Solution. According to Eq. (7), the main computational complexity of the proposed proposed M -smoother resides in the weighted aggregation step in Eq. (5) and (6) . The brute-force implementation of the nonlocal aggregation step is very slow. Nevertheless, the recursive matching cost aggregation solution proposed in [30] can be adopted:
where P (p) denote the parent of node p, and
Note that for 8-bit depth images,
σ ) can be extracted from a single lookup table and 1
) can be extracted from another. Let T 1 and T 2 denote the two lookup tables, Eq. (8) and (9) can be written as
The computational complexity is now straightforward. Only a total of two addition operations and three multiplication operations are required at each pixel location; and thus is extremely efficient.
Temporally-Consistent Background Modeling Based on Optical Flow
This section extends the spatially-weighted M -smoother proposed in Sec. 2.2 to the temporal domain as follows:
where the similarity measurement
W (p, q j ) is obtained directly from optical flow estimation with the assumption that the background estimate for the same object appearing in difference video frames should be identical. Theoretically, the most robust optical flow should be employed to obtain the best performance. However, most of the optical flow algorithms are slow. According to Middlebury benchmark statistics, an optical flow algorithm takes around 1 minute to process a VGA resolution video frame. As a result, to ensure practicality, EPPM [2] which is currently fastest optical flow algorithm is used in this paper. Although it is not the top performer on standard benchmarks, EPPM significantly improves the accuracy of the proposed background subtraction algorithm as discussed in Section 3. Let Δ t,j p denote the motion vector between pixel p in frame t and its the correspondence pixel p j = p + Δ t,j p in frame j and
Eq. (12) can be simplified as follows:
The direct implementation of Eq. (15) is extremely slow as optical flow estimation will be required between any two video frames, that is optical flow estimation are required for a total of 
Experimental Results
In this section, the effectiveness of the proposed background subtraction method is experimentally verified for a variety of scenes using two standard benchmarks that use both artificial pixel-level evaluation data set [5] and real-world regionlevel data set obtained by human experts [11] . Visual or quantitative comparisons with the traditional model and recent methods are presented.
Evaluation Data Sets
Two public benchmarks containing both artificial and real-world scenes with different types of challenges were used for performance evaluation. The first benchmark is SABS (Stuttgart Artificial Background Subtraction) [5] , which is used for pixel-level evaluation of background models. Six artificial data sets used this benchmark cover a wide range of detection challenges. The Dynamic Background data set contains periodic or irregular movement in background such as waving trees or traffic lights; the Bootstrapping data set has no initialization data, thus subtraction starts after the first frame; the gradual scene change by varying the illumination constantly requires the segmentation when the contrast between background and foreground decreases in the Darkening data set; suddenly change are simulated in the Light Switch data set; the Noisy Night data set is severely affected by sensor noise which need to be coped with. Each data set contains 600 frames with the exception of Darkening and Bootstrapping both having 1400 frames. The sequences have a resolution of 800 × 600 pixels and are captured from a fixed viewpoint.
The second benchmark is ChangeDetection [11] , which provide a realistic, camera-captured (no CGI), diverse set of videos. The real data sets used in this benchmark are representative of typical indoor and outdoor visual data captured today in surveillance, smart environment, and video database scenarios. A total of 31 video sequences with human labeled ground truth are used for testing. Similar to SABS benchmark, the video sequences are separated into six categories based on different types of challenges. The Baseline category represents a mixture of mild challenges typical of the other categories; The Dynamic Background category depicts outdoor scenes with strong (parasitic) background motion; The Camera Jitter category contains videos captured by unstable (e.g., vibrating) cameras; The Shadows category contains videos exhibiting strong as well as faint shadows; The Intermittent Object Motion category contains videos with scenarios known for causing "ghosting" artifacts in the detected motion, i.e., objects move, then stop for a short while, after which they start moving again; The Thermal category contains videos captured by far-infrared cameras that result in typical thermal artifacts.
Evaluation Metric
The performance of an algorithm is evaluated on pixel-level, and the segmentation result of each pixel is a binary classification. The evaluation metric considers T P , F P and F N factors, where T P and F P denotes correctly and incorrectly classified foreground pixels respectively, F N denotes foreground pixels in GT are incorrectly classified background pixels. It also uses the F1-measure, a balance measure between precision and recall rate:
The F1-Measures (averaged over sequence) and Precision-recall charts of the performance of the approach with varying threshold will be computed and compared with respect to different data sets.
Evaluation on SABS Benchmark
This section reports performance evaluation of proposed background subtraction algorithm on SABS benchmark [5] . The maximal F-measure of the proposed spatially-consistent background model and the extended spatiotemporal background model are presented and compared with nine other background models reported to the benchmark in Table 1 .
The proposed models clearly outperform all the other models on this benchmark. The proposed spatially-consistent background model outperforms the latest bidirectional Case-based background model [26] in almost every data set as can be seen in table 1. Additionally, the extended spatiotemporal background model outperforms all the other models under all types of challenges.
The corresponding recall precision curves with respect to different challenges are presented in Fig. 2 . As can be seen, the proposed spatiotemporal consistent background model obtains the highest recall ratio under the same precision level. The proposed spatiotemporal background model clearly outperforms the others under three challenges: dynamic background (Dynamic Background data set), sudden illumination changes (Light Switch data set) and sensor noise (Noisy Night data set). Note that region-based background models are fragile to the first challenge while pixel-level background models are not robust to last two; the proposed models synergistically combine the two to cope with all the challenges. Table 1 . F-measures for the SABS benchmark [5] . The best and the 2 th best performers are shown in red color and blue color, respectively. The last column presents the average F-measures. Note that the proposed spatially-consistent background subtraction algorithm outperforms the others on average, and the extended spatiotemporal algorithm outperforms all the other on all the six data sets with different types of challenges. 
Approach

Evaluation on ChangeDetection Benchmark
This section evaluates the proposed method using a real-world region-level benchmark -ChangeDetection with data sets obtained by human experts. Due to the lack of pixel-level accuracy in the ground-truth labels, a post-processing step like median filter is normally required for all background subtraction algorithms. As a result, the MST-based M -smoother proposed in Sec. 2.2 were applied to our background subtraction results as a post-processing step. Table 2 presents the detailed evaluation results of the proposed background subtraction models on different types of challenges in terms of F-measure. Note that the proposed methods outperform the state of the art on this benchmark, especially when the Shadow category is excluded. The performance of the proposed models is good for most of the categories, especially on Baseline, Camera Jitter, Intermittent Object Motion and Thermal categories. Both of the proposed models are the either the best or second best performer on these four categories. Some of the extracted foreground mask are presented in Fig. 3 for visual evaluation.
The performance of the proposed method is surprisingly low on the Shadow category as visible in Table 2 and Fig. 4 . This is because as we believe that shadow deserves to be processed separately and thus is not considered in the proposed background models. The performance on Shadow category can be greatly improved with the use of an existing shadow detection algorithm like [25] . Precision-recall charts for SABS benchmark [5] with different challenges. The dark solid curve presents the performance of the proposed spatiotemporal background subtraction algorithm. Note that it outperforms all the others overall. Table 2 . F-measures for ChangeDetection benchmark. The best and the 2 th best performers are shown in red color and blue color, respectively. The last two columns present the average F-measures including and excluding the Shadow category. Note that the proposed spatially-consistent background subtraction algorithm is comparable to the state-of-the-art algorithms, and the extended spatiotemporal algorithm outperforms all the others on average when shadows detection is required. However, the improvement is not significant. This is mainly because shadow modeling is not included in the proposed algorithms as we believe that shadow detection deserves to be considered separately. The improvement over the current state of the art is more significant when the Shadow category is excluded as shown in the last column. 
Computational Cost
This section reports the computational cost of the proposed background modeling and subtraction algorithms in Table 3 . The proposed approach are tested on a laptop computer with a 2.3 GHz Intel Core i7 CPU and 4 GB memory. Similar to [26] , the runtime of the proposed algorithms were evaluated with respect to GMM [27] . Comparing to the bidirectional GMM [26] , the main additional cost of the proposed spatially-consistent background model is the use of the proposed MST-based M -smoother. Luckily, the computational complexity of this M -smoother is extremely low as has been analysis in Sec. 2.2. The total computational cost is higher than [26] but has a higher performance. The computational cost of proposed spatiotemporally-consistent background model is much higher due to the use of optical flow which is known to be slow. Nevertheless, near real-time performance (over 12 frames per second) can be obtained for QVGA-resolution videos when a state-of-the-art GPU is available. 
Conclusions
In this paper, a background modeling and subtraction algorithm based on MST and optical flow estimation was proposed. The MST is used to form an efficient weighted M -smoother to enhance the spatial consistency while optical flow estimation is used to track the motion of image pixels to extend the proposed MST based M -smoother to the temporal domain.
Our algorithm is outperforming all other algorithms on both SABS and ChangeDetection benchmarks, but there is space left for improvement. For instance, our algorithm simply adopts the currently fastest optical flow algorithm [2] to ensure that the proposed algorithm is practical. However, other optical flow algorithms that are relatively slow but more accurate have not yet tested. They can potentially increase the performance of the proposed spatiotemporal background subtraction algorithm. Another question that was left for further study is how to adjust the algorithm for a moving camera.
