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Abstract
In bootstrap percolation, some vertices in a graph are initially active
and others become active if eventually they have r active neighbours.
We identify the large deviations rate function for the event that a
small set of initially active vertices eventually activates atypically many
vertices in the Erdős–Rényi graph. To this end, we compare trajectories
of the dynamics, via Guseinov’s discrete calculus of variations. This
complements the fundamental work of Janson, Łuczak, Turova and
Vallier, which studies the typical behaviour of the model, and the recent
work of Torrisi, Garetto and Leonardi on supercritical large deviations.
As an application, we obtain lower bounds for the size of the smallest
sets that activate the entire graph, improving those recently obtained
by Feige, Krivelevich and Reichman.
1 Introduction
Let G = (V,E) be a graph and r ≥ 2. Given an initial set of active vertices
A ⊂ V , the r-neighbour bootstrap percolation process iteratively activates all
vertices with at least r active neighbours, which then remain active. Formally,
put A0 = A and let all subsequent At+1 be the union of At and the set of all
vertices with at least r neighbours in At. The sets At are increasing, and so
converge to some set A∗ of eventually active vertices.
Bootstrap percolation is often attributed to Chalupa, Leath and Reich [5]
(however see also the earlier work of Pollak and Riess [20]), who introduced
the model on the Bethe lattice to study a magnetic system undergoing a
phase transition. Since then the process has been analyzed on various graphs
and found applications in mathematics, physics and several other fields, see
for example the introductory sections of [2, 3, 17] and the references therein.
More recently, bootstrap percolation has been analyzed on random graphs,
see for instance [2, 3, 16, 17].
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The fundamental work of Janson, Łuczak, Turova and Vallier [17], which
builds on Vallier’s thesis [29], studies the case of the Erdős–Rényi [8] random
graph Gn,p. More specifically, the typical behaviour of the model is analyzed
in detail, when initially a uniformly random set is activated. Note that, by
the symmetry of Gn,p, this is equivalent to activating any given set of the
same size, independently of Gn,p. Among the main results in [17], the critical
size at which a random initial set is likely to activate all vertices in Gn,p is
identified, and in the subcritical case, a central limit theorem is given for the
size of the eventually active set. Let γr = 1− 1/r and
tc = ((r − 1)!/npr)1/(r−1), ac = γrtc. (1.1)
For α ∈ [0, 1), let ϕα denote the unique solution in [0, α) to
ϕα − ϕrα/r = αγr. (1.2)
Theorem 1.1 ([17, Theorems 3.1 and 3.8]). Fix r ≥ 2 and suppose that
1  np  nγr . Suppose that A ⊂ [n] is independent of Gn,p and such that
|A|/ac → α, as n→∞. If α > 1, then with high probability |A∗| ≥ n− o(n).
On the other hand, if α < 1, then |A∗| is asymptotically normal with mean
µ ∼ ϕαtc and variance σ2 = (ϕrα/r)(1− ϕr−1α )−2tc.
For α > 1, it is also shown that if the average degree is not too small,
np− log(n logr−1 n) 1, then with high probability |A∗| = n.
In this work, we identify the large deviations rate function associated
with the event that a small set of vertices of size a < ac eventually activates
an atypically large set of vertices of size t > ϕαtc. Let P (a, t) denote the
probability that for a given set A ⊂ [n] of vertices of size |A| = a we have
that |A∗| ≥ t.
Theorem 1.2. Fix r ≥ 2 and suppose that logr−1 n  np  nγr . Let
α ∈ [0, 1) and β ∈ (ϕα, 1]. Suppose that a/ac → α and t/tc → β, as n→∞.
Then, as n→∞, we have that t−1c logP (a, t)→ ξ(α, β), where
ξ = −βr/r +
{
(β − αγr) log(eβr/r(β − αγr)), β ∈ (ϕα, α);
α/r − (r − 2)(β − α) + (r − 1) log(ββ/ααγr), β ∈ [α, 1].
By (1.2), ξ(α,ϕα) = 0 for all α ∈ [0, 1), in line with Theorem 1.1. The
point t = tc is critical, as is explained in Section 2 below. As such, the
theorem holds also for β > 1, however then simply ξ(α, β) = ξ(α, 1).
The proof of Theorem 1.2 (see Section 3 below) is by discrete calculus
of variations, using an analogue of the Euler–Lagrange equation due to
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Guseinov [15]. This technique may be of independent interest, and useful for
studying other processes on random graphs.
To see heuristically the roles of ac, tc and ϕα above, suppose that vertices
are instead activated one at a time. Once t vertices have been activated, there
are (using (1.1)) roughly npr
(t−1
r−1
) ≈ (t/tc)r−1 vertices that are neighbours
with the most recently activated vertex and one of the t − 1 other active
vertices, which can then be activated. In this way, activation spreads in Gn,p
via the bootstrap percolation dynamics as a certain inhomogenous branching
process, whose mean offspring distribution increases in time, and becomes
supercritical after time tc. The quantity ac is the number of initially active
vertices required for survival to this time to be likely, as is easily seen by
first moment estimates. Indeed, by the law of large numbers, if |A| ≈ αac
for some α < 1, then we expect that |A∗| ≈ ϕαtc, and by (1.2), we have that
ϕα → 1 as α→ 1. See Section 2 for details.
Finally, we mention that large deviations have recently been studied by
Torrisi, Garetto and Leonardi [28] in the supercritical case.
1.1 Contagious sets and weak saturation
The large deviation estimates in Theorem 1.2 lead to insight into certain
extremal questions related to bootstrap percolation on Gn,p.
For example, in concurrent work [18], this result in the case r = 2 plays a
key role in locating the sharp threshold for K4-percolation, at which point it
is likely that the complete graphKn can be obtained from Gn,p by successively
completing copies ofK4 minus a single edge (that is, Gn,p is weakly 4-saturated
as in the early work of Bollobás [4]). More specifically, in [18] we confirm that
the upper bound given in our recent work [1] is asymptotically sharp. This
threshold was approximated up to multiplicative factors by Balogh, Bollobás
and Morris [2]. Although the cases k > 4 appear to be more complicated, we
think the estimates in Theorem 1.2 will be useful for identifying the precise
asymptotics of all Kk-percolation thresholds.
In this work, we use Theorem 1.2 to obtain improved lower bounds for
the size of the smallest sets that activate all of Gn,p. Such sets have been
studied for various graphs, see for instance [6, 7, 10–14, 19, 21–23, 25, 27],
however only recently for Gn,p by Feige, Krivelevich and Reichman [9].
For a graph G = (V,E), a set A ⊂ V is called contagious if A∗ = V . The
size of a minimal contagious set for G is denoted by m(G, r). Note that the
bound m(G, r) ≥ r holds trivially for any graph G. In [1] we showed that
pc ∼ (γ2r/ logn)γr((r − 1)!/n)1/r is the sharp threshold for the existence of
a contagious set of the smallest possible size r in Gn,p. To compare with
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Theorem 1.1, note that when p is close to pc roughly at least γ−1r logn vertices
must be activated at random in order for the full activation of Gn,p to be
likely. We obtain lower bounds for m(Gn,p, r) for p < pc.
Corollary 1.3. Fix r ≥ 2. Suppose that 1 ϑ n/ logr n. Let
p = (γ2r/ϑ)γr((r − 1)!/n)1/r.
Then, with high probability,
m(Gn,p, r) ≥ (1− o(1))rϑ/ log(n/ϑ).
As the proof is very short, we present it here.
Proof. Fix δ > 0 and put tδ = (1 − δ)rϑ/ log(n/ϑ). By (1.1), tc = ϑ/γ2r .
Since ϑ  n, we have tδ/tc  1. Since np = O((n/ϑ)γr), and therefore
logr−1 n  np  nγr , we may apply Theorem 1.2. Noting that ξ(0, 1) =
−(r − 1)γr, and so ξ(0, 1)tc = −rϑ, we find that the expected number of
subsets A ⊂ [n] of size |A| = tδ such that |A∗| ≥ tc is bounded by(
n
tδ
)
e−rϑ(1+o(1)) ≤ (ne/tδ)tδe−rϑ(1+o(1)) = e−rϑν ,
where
ν = 1 + o(1)− (1− δ) log(ne/tδ)/ log(n/ϑ).
Since
log(ne/tδ) ≤ log(n/ϑ) +O (log log(n/ϑ)) ,
ν > 0 for all large n. Therefore with high probability Gn,p has no contagious
sets smaller than tδ, that is, m(Gn,p, r) ≥ tδ. The result follows. 
In closing, we note that by [9], if log2 n/ log logn  ϑ  n then with
high probability
cr ≤ m(Gn,p, r)
ϑ/ log(n/ϑ) ≤ Cr
for constants cr, Cr which depend only on r. More specifically, the proof
of [9, Theorem 1.1] leads to constants cr < r and Cr such that cr → 2 and
Cr = Ω(rr−2) as r →∞. Therefore Corollary 1.3 improves this lower bound
for all r, and by a factor of roughly r/2 for large r (noting the extra factor of
r in the bound in Corollary 1.3). A substantial gap remains however between
this and the upper bound of [9]. It would be interesting to determine if
the lower bounds in Corollary 1.3 are asymptotically sharp (as they are for
ϑ = logn, when p = pc).
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2 Binomial chains
To analyze the spread of activation in Gn,p from an initially active set A,
we use the following binomial chain construction. This representation of
the dynamics is due to Scalia-Tomba [24] (see also Sellke [26]) and plays an
central role in [17]. We refer to [17, Section 2] for a detailed description, and
here recall the properties relevant to the current work.
The main idea is to reveal the graph one vertex at a time. As a vertex is
revealed, we mark its neighbours. Once a vertex has been marked r times,
we know it will be activated, and add it to a list of active vertices discovered
so far. Formally, sets A(t) and U(t) of active and used vertices at time t ≥ 0
are defined as follows: Let A(0) = A and U(0) = ∅. For t > 0, choose some
unused, active vertex vt ∈ A(t− 1)−U(t− 1), and give each neighbour of vt
a mark. Then let A(t) be the union of A(t − 1) and the set of all vertices
in Gn,p with at least r marks, and put U(t) = U(t− 1) ∪ {vt}. The process
terminates at time t∗ = min{t ≥ 0 : A(t) = U(t)} when all active vertices
have been used.
To determine the size of the eventually active set A∗, it suffices to
analyze A(t). Indeed, note that |A∗| ≥ t if and only if |A(s)| > s for all
s < t, and so A(t∗) = A∗ and t∗ = |A∗|. Let S(t) = |A(t)| − |A|. By
exploring the edges of Gn,p one step at a time, revealing the edges from vt
at time t, the random variables S(t) can be constructed in such a way that
S(t) ∼ Bin(n−|A|, pi(t)), where pi(t) = P(Bin(t, p) ≥ r). Moreover, for s < t,
we have that S(t)− S(s) ∼ Bin(n− |A|, pi(t)− pi(s)).
Finally, we recall the heuristic given in [17, Section 6] for the criticality
of ac. By the law of large numbers, with high probability S(t) ≈ ES(t). A
calculation shows that if |A| > ac then |A|+ES(t) > t for t < n− o(n). On
the other hand, if |A| < ac, then for t = tc we have |A|+ ES(tc) < tc. To
see this note that for t ≤ tc,
pt ≤ ptc = O((tc/n)1/r) 1, (2.1)
since p n−1 and so tc  n. Hence pi(t) ∼ (pt)r/r!. Therefore, by (1.1),
ES(xtc) = (n− |A|)pi(xtc) ∼ xrtc/r. (2.2)
If |A| < ac, then for x = 1 we have by (1.1) that
|A|+ES(tc) < ac + tc/r = tc.
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3 Optimal activation trajectories
In this section we prove Theorem 1.2. Our strategy is to identify the optimal
trajectory for the spread of activation from a set A of size |A| = αac < ac
to a set of size βtc > tc. Recall (see Section 2) that |A∗| ≥ t if and only if
S(s) + |A| > s for all s < t. Intuitively, we expect the most probable ways
of eventually activating a set of size βtc (when initially activating a set of
size αtc = αγrtc) to correspond to the binomial chain closely following some
optimal trajectory f∗(x)tc = αγrtc + S(xtc) for some function f∗ : [0, β]→ R
that starts at f∗(0) = αγr and ends at some point f∗(β) ≥ β.
To identify f∗ we use a discrete analogue of the Euler–Lagrange equation
(Lemma 3.1 below) to deduce that the optimal trajectory between points
above the diagonal is of the form axr + b. Using this, we then argue that
the optimal trajectory is
f∗(x) = (β − αγr)(x/β)r + αγr (3.1)
for β ∈ (ϕα, α], and
f∗(x) =
{
xr/(rαr−1) + αγr, x ≤ α;
x, x > α,
(3.2)
for β ∈ (α, 1]. Note that, by (1.1), xr/(rαr−1) = (α − αγr)(x/α)r, and so
f∗ varies continuously in β. For comparison, note that by (2.2) the typical
trajectory of the binomial chain is simply xr/r+αγr. By (1.1) this trajectory
intersects the diagonal at x = ϕα, in line with Theorem 1.1. See Figure 1.
Before proving Theorem 1.2, we give some intuition for the form of f∗.
First note that, since S(t) is non-decreasing, the same is true of f∗. Since
survival to βtc > tc is very unlikely, we expect f∗(β) = β. Moreover, one
might also reasonably expect that f∗ is smooth and convex. Informally, f∗
should not do anything more atypical than necessary to get from (0, αγr)
to (β, β′) for some β′ ≥ β. Given this (and that f∗(x) = axr + b above the
diagonal), if f∗(x) meets the diagonal for the first time at some x = α′, we
have f∗(x) = (α′−αγr)(x/α′)r +αγr for x < α′ and f∗(x) = x for all x ≥ α′.
If f ′∗(x) is continuous at x = α′, if follows that α′ = β if β ≤ α, and α′ = α
if β > α. That is, if f∗(x) meets the diagonal, this first occurs at the end of
the trajectory x = β if β ≤ α, or else at x = α if β > α.
Our key tool is the following result of Guseinov [15].
For a function g : {0, 1, . . . ,m} → R, where m ∈ N, denote the forward
differences by ∆g(i) = g(i+ 1)− g(i) for all 0 ≤ i < m.
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Figure 1: Three activation trajectories: The trajectory
ending at (βi, βi), i ∈ {1, 2}, is optimal among those
from (0, αγr) to endpoints (βi, β′i), with β′i ≥ βi. Note
that for β1 < α, the optimal trajectory intersects the di-
agonal only at β1, whereas for β2 > α, it coincides with
the diagonal between α and β2. The typical trajectory
xr/r + αγr intersects the diagonal at ϕα.
Lemma 3.1 ([15, Theorem 5]). Let a, b ∈ R and m ∈ N. Let x0 < x1 <
· · · < xm ∈ R be evenly spaced points. Put X = {x0, x1, . . . , xm}. Suppose
that σ(s, t, w) is a function from X× X× R to R with continuous first order
partial derivative σw. Let F denote the set of functions f : X→ R such that
f0 = a and fm = b, where fi = f(xi) for 0 ≤ i ≤ m. For f ∈ F , let
J(f) =
m−1∑
i=0
σ
(
xi, xi+1,
∆fi
∆xi
)
∆xi.
If some function fˆ is a local extremum of J on F , then fˆ satisfies
σw
(
xi, xi+1,
∆fi
∆xi
)
≡ c (3.3)
for some c ∈ R and all 0 ≤ i < m.
We remark that this is a special case of [15, Theorem 5] that suffices
for our purposes. In [15] a more general result is established that allows for
functions σ = σ(xi, xi+1, fi, fi+1,∆fi/∆xi), that is, depending also on the
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values fi and points xi that are not necessarily evenly spaced. The conclusion
there is a discrete version of the Euler–Lagrange equation, which simplifies
to (3.3) in the special case we consider.
Proof of Theorem 1.2. To simply notation, put αr = αγr. Using Lemma 3.1,
we show that
P (αrtc, βtc) = exp[ξtc(1 + o(1))], (3.4)
where
ξ =
∫ β
0
(
f ′∗(x) log(exr−1/f ′∗(x))− xr−1
)
dx
and f∗ is as defined at (3.1) and (3.2). Upon integrating, this claim implies
the theorem. That is, this ξ agrees with that defined in Theorem 1.2. Note
that, ξ < 0 for β > ϕα (since ξ is decreasing in β and ξ(α,ϕα) = 0).
To this end, fix a vertex set A of size |A| = αrtc. Recall (see Section 2)
that the binomial chain S(t) is a non-decreasing process such that |A∗| ≥ βtc
if and only if S(t)+|A| > t for all t < βtc, where S(t) ∼ Bin(n−|A|, pi(t)) and
pi(t) = P(Bin(t, p) ≥ r). Moreover, S(t)− S(s) ∼ Bin(n− |A|, pi(t)− pi(s)).
Since logr−1 n  np  nγr , and so by (1.1), 1  tc  n, we have that
logr−1 tc  np. By (1.1), (ptc)r = O(tc/n). Hence logr−1 tc  (n/tc)γr .
Therefore we may fix a sequence m = m(n) ≤ log2 tc such that
log tc  m (n/tc)1/r. (3.5)
Since 1 tc  n, note that m 1. Using this choice of m, we begin the
process of setting up for Lemma 3.1. Let x0 < x1 < · · · < xm denote the
evenly spaced points xi = iβ/m. (For simplicity, we ignore the insignificant
detail of rounding to integers, here and wherever possible in the arguments
that follow.) However, several estimates are required.
First of all, note that we can essentially restrict to the event that S(t) is
never very large. Indeed, for any c > 0, by (2.2) and Chernoff’s bound,
P(S(βtc) ≥ (1 + c)tc) ≤ e−Ac2tc
for some constant A > 0. Therefore, for some sufficiently large C > 0,
P(S(βtc) + αrtc > Ctc) ≤ e2ξtc . (3.6)
For a function f : {x0, x1, . . . , xm} → R, let fi = f(xi) and
p(f, i) = P(S(xi+1tc) + αrtc = fi+1tc|S(xitc) + αrtc = fitc),
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so that
p(f, i) = P(Bin(n− αrtc,∆pi(xitc)) = ∆fitc). (3.7)
Let F denote the set of non-decreasing functions f : {x0, x1, . . . , xm} → R
such that f0 = αr, fi ≥ xi and fm = β′, for some β′ ∈ [β,C]. Let F ′ ⊂ F be
the subset of functions f which additionally satisfy fitc ∈ N for all i.
Claim 3.2. We have that
e−o(tc)
m−1∏
i=0
p(fˆ , i) ≤ P (αrtc, βtc) ≤ e2ξtc + eo(tc)
m−1∏
i=0
p(fˆ , i) (3.8)
where fˆ maximizes ∏i p(f, i) on F .
Proof. Since fi ≤ C and fitc ∈ N for f ∈ F ′, it follows that |F ′| ≤ (Ctc)m.
Therefore, since m ≤ log2 tc, we have |F ′| = eo(tc). Hence
P(|A∗|/tc ∈ [β,C]) ≤
∑
f∈F ′
m−1∏
i=0
p(f, i) ≤ eo(tc)
m−1∏
i=0
p(fˆ , i).
Applying (3.6), we find
P (αrtc, βtc) ≤ e2ξtc + eo(tc)
m−1∏
i=0
p(fˆ , i).
For the lower bound, consider the trajectory fˆ + 1/m (or rather its
rounded version in F ′, however this difference is negligible). Noting that
∆xitc = βtc/m ≤ tc/m, observe that if S(xitc) + αrtc = (fˆi + 1/m)tc for all
i, then it follows that S(t) > t for all t < βtc, and so |A∗| ≥ βtc. By (3.7),
p(f, i) depends on the difference ∆fi but not on the specific values of fi and
fi+1. Therefore, p(fˆ + 1/m, i) = p(fˆ , i) for all i, and so
P (αrtc, βtc) ≥ P(S(r) = tc/m)
m−1∏
i=0
p(fˆ , i).
Note that S(r) ∼ Bin(n − αrtc, pr). Recall that 1  tc  n, and by (3.5)
we have m log tc. Therefore, noting npr = (r − 1)!/tr−1c  1, it is simple
to verify that
P(S(r) = tc/m) ≥ ((1− o(1))m(r − 1)!/trc)tc/m(1− o(1)) = e−o(tc).
9
Altogether, we find that
P (αrtc, βtc) ≥ e−o(tc)
m−1∏
i=0
p(fˆ , i).
completing the proof of the claim. 
It remains to identify fˆ . The following estimate will allow us to put the
problem of maximizing ∏i p(f, i) in a convenient form for the application of
Lemma 3.1.
Claim 3.3. For all 0 ≤ i < m,
n∆pi(xitc) = (1 + o(1))∆(xri )tc/r. (3.9)
Proof. Since x0 = 0, the case i = 0 follows by (2.2). Hence assume that
i ≥ 1. It is easy to show (see [17, Section 8]) that for t ∈ (0, 1/p),
1−O(pt+ 1/t) ≤ pi(t)r!/(pt)r ≤ 1 +O(pt).
By (1.1), n(ptc)r/r! = tc/r and ptc = O((tc/n)1/r). Therefore
n∆pi(xitc) = ∆(xri )tc/r +O(xri+1(pxi+1t2c + 1/xi)).
Since xi = iβ/m and (1− 1/m)r ≤ 1/(1 + r/m), we have
xri+1
∆(xri )
≤ x
r
m
∆(xrm−1)
= 11− (1− 1/m)r = 1 +m/r.
Since m ≤ log2 tc, m (n/tc)1/r and tc  1, we find
xri+1
∆(xri )
(pxi+1tc + 1/xitc) ≤ O(m((tc/n)1/r +m/tc) 1
and (3.9) follows. 
Claim 3.4. For any f ∈ F and 0 ≤ i < m,
p(f, i) = exp[σi∆xitc(1 + o(1))], (3.10)
where
σi =
∆fi
∆xi
log
(
exr−1i
∆xi
∆fi
)
− xr−1i . (3.11)
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Proof. For f ∈ F , all fi ≤ C. Recall that 1 tc  n. Applying (3.7) and
the inequalities e−x/(1−x) ≤ 1− x ≤ e−x and(
ne
k
)k
≥
(
n
k
)
≥ (n− k)
k
k! ≥
1
ek
(
n− k
n
)k (ne
k
)k
,
it is straightforward to verify that
p(f, i) = eo(tc)
(
en∆pi(xitc)
∆fitc
)∆fitc
e−n∆pi(xitc).
Hence, by (3.9),
p(f, i) = exp
[(
∆fi log
(
e∆(xri )
r∆fi
)
− ∆(x
r
i )
r
)
tc(1 + o(1))
]
giving the claim. 
Finally, we apply Lemma 3.1. The optimal function fˆ is a local extremum
of the functional ∑i σi∆xi, except that at some xi we may have fi = xi, in
which case it is only extremal since fi is at the boundary of its allowed set.
Suppose first that fi > xi for all 0 < i < m, that is, except possibly at the
endpoints. We apply Lemma 3.1 with
σ(s, t, w) = w log(esr−1/w)− sr−1,
so that
σw(s, t, w) = log(esr−1/w)− 1.
Hence Lemma 3.1 implies that ∆fˆi/∆xi = cxr−1i for some constant c. Sup-
pose next that fˆ takes some values on the diagonal, and suppose fj = xj
and fk = xk are two consecutive such places. The above gives that
∆fˆi/∆xi = cxr−1i for j ≤ i < k. This is impossible, unless k = j + 1.
Therefore fˆ takes values on the diagonal only if fˆi = xi for a single contigu-
ous interval of i’s.
Let us summarize our findings so far. Having fixed m and the equally
spaced points {xi}i≤m, we wish to maximize ∑i σi∆xi over non-decreasing
sequences {fi}i≤m with fi ≥ xi. We know that the maximizing function
satisfies fi = xi for some (possibly empty) interval xi ∈ [α′, β′] and that
∆fi/xr−1i is constant for xi < α′ and another constant for xi ≥ β′. Next,
we observe that if ∆fi/∆xi = cxr−1i for some c and all j ≤ i < k, then
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f(x) = (c/r)xr + c′ + O(1/m) for all x ∈ [xj , xk]. Moreover, it is easy to
verify using (3.11) that
m∑
i=0
σi∆xi = (1 + o(1))(I(f, 0, β)− βr/r) (3.12)
where o(1) is as n (and hence m) tends to infinity, and with
I(f, s, t) =
∫ t
s
f ′(x) log(exr−1/f ′(x))dx. (3.13)
In light of this, to establish (3.4), it suffices to show that f∗ (as defined at
(3.1) and (3.2)) is the maximizer of I(f, 0, δ) over continuous, non-decreasing
functions f , satisfying f(x) ≥ x, of the form
f(x) =

c1xr + αr, x ∈ [0, α′];
x, x ∈ [α′, β′];
c2(xr − (β′)r) + β′, x ∈ [β′, β],
(3.14)
where
(i) c1 ≥ 0, and hence α′ ≥ αr;
(ii) if f(x) > x at x = min{α, β}, then c1 > (min{α, β}−αr)/min{α, β}r,
and f(x) = c1xr + αr > x on [0, β];
(iii) if α′ ≤ min{α, β} then c1 = (α′ − αr)/(α′)r; and
(iv) c2 ≥ 1/r(β′)r−1.
(Note that we may assume (i) since f is non-decreasing on [0, α′]; (ii) since
f(x) > x on [0,min{α, β}); (iii) since f is continuous at x = α′; and (iv)
since f(x) ≥ x on [β′, β].) Indeed, if f∗ is the maximizer, then by (3.8),
(3.10) and (3.12),
P (αrtc, βtc) = exp[(I(f∗, 0, δ)− βr/r)tc(1 + o(1))]. (3.15)
Since ξ = I(f∗, 0, δ)− βr/r, (3.4) follows.
To this end, we observe that, if β ≤ α, then f∗ corresponds to f in the
case that α′ = β and c1 = (β − αr)/βr. On the other hand, if β > α, then
f∗ corresponds to f in the case that α′ = α, β′ = β and c1 = 1/rαr−1. See
Figure 1. Hence, to complete the proof of the theorem, we verify that the
optimal α′ and β′ are α′ = min{α, β} and β′ = α.
We use of the following simple observations in the calculations below.
For any c, c′ and u ≤ v, note that
I(x, u, v) = −(r − 2)(v − u) + (r − 1) log(vv/uu) (3.16)
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and
I(cxr + c′, u, v) = c(vr − ur) log(e/cr). (3.17)
First, we show that if the optimal trajectory intersects the diagonal at
some x = β′ it coincides with it thereafter on x ∈ [β′, β].
Claim 3.5. If f(x) = c2(xr − (β′)r) + β′, for some β′ ∈ [αr, β) and c2 ≥
1/r(β′)r−1, then
I(f, β′, β) < I(x, β′, β). (3.18)
Proof. By (3.17), it follows that I(f, β′, β) is decreasing in c2 ≥ 1/r, and
hence for all relevant c2, since β′ ≤ β ≤ 1. Therefore we may assume
that c2 = 1/r(β′)r−1. In this case, by (3.16) and (3.17), we have that
I(f, β′, β)− I(x, β′, β) is equal to
βr − (β′)r
r(β′)r−1 log(e(β
′)r−1) + (r − 2)(β − β′)− (r − 1) log(ββ/(β′)β′).
Differentiating this expression with respect to β′ we obtain
−1− γr((r − 1)(β/β′)r + 1) log(β′)− (r − 2) + (r − 1) log(eβ′),
which equals
γr(r − 1) log(β′)(1− (β/β′)r) ≥ 0
for β′ ≤ β ≤ 1. The claim follows, noting that I(f, β′, β) − I(x, β′, β) → 0
as β′ ↑ β. 
Next, we show that the optimal trajectory intersects the diagonal at some
point α′ ≤ min{α, β}.
Claim 3.6. If f(x) = c1xr+αr, for some c1 > (min{α, β}−αr)/min{α, β}r,
then
I(f, 0, β) < I(f∗, 0, β). (3.19)
Proof. By (3.17), I(f, 0, β) is increasing in c1 ≥ 1/r. Since (x − αr)/xr is
increasing in x ∈ [0, 1], it follows by (1.1) that for all relevant β ∈ (ϕα, 1],
(β − αr)/βr ≥ (ϕα − αr)/ϕrα = 1/r.
Hence, we may assume that c1 = (min{α, β} − αr)/min{α, β}r. In this
case, note that f = f∗ on [0,min{α, β}]. Therefore, if β ≤ α, the claim
follows immediately. On the other hand, if β > α, the claim follows noting
that f∗(x) = x on [α, β] and applying (3.18) (in the case that β′ = α and
c2 = 1/(rαr−1)). 
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By (3.18) and (3.19) the optimal trajectory intersects the diagonal at
min{α, β} and coincides with it thereafter on [min{α, β}, β], that is, the
optimal β′ is β′ = β. Hence it remains only to show that min{α, β} is the
first place that the optimal trajectory intersects the diagonal, that is, the
optimal α′ is α′ = min{α, β}. The only other possibility is that the trajectory
meets the diagonal at some α′ ∈ [αr,min{α, β}) and then coincides with it
on [α′,min{α, β}]. We rule this out as follows.
Claim 3.7. If f(x) = (α′ − αr)(x/α′)r + αr, for some α′ ∈ [αr,min{α, β}),
then
I(f, 0, α′) + I(x, α′,min{α, β}) < I(f∗, 0,min{α, β}). (3.20)
Proof. Let η = min{α, β}. By (3.16) and (3.17), the left hand side above is
equal to
(α′ − αr) log
(
e
r
(α′)r
α′ − αr
)
− (r − 2)(η − α′) + (r − 1) log(ηη/(α′)α′).
Differentiating this expression with respect to α′ we obtain
log
( (α′)r
r(α′ − αr)
)
+ r(1− αr/α′) + (r − 2)− (r − 1) log(eα′),
which simplifies as
− log(r − (r − 1)α/α′) + (r − 1)(1− α/α′).
Since log x < x − 1 for x < 1, this expression is positive for all relevant
α′ ∈ [αr, α). The claim follows, taking α′ ↑ η and noting that f∗(x) =
(η − αr)(x/η)r + αr on [0, η]. 
As discussed, (3.18), (3.19) and (3.20) imply that f∗ maximizes I(f, 0, δ)
over functions f as in (3.14), and (3.4) follows, completing the proof. 
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