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A B S T R A C T
Simple one-dimensional heat balance equations have been used to understand
climate concepts since the 1960s, when a class of models was developed known
as energy balance models (EBMs). EBMs use the growth or loss of polar sur-
face ice as a climatic feedback, giving rise to surprisingly complex non-linear
behaviours. One aspect of EBMs that has been relatively poorly examined is the
effects of feedbacks caused by the other two phases of water in Earth’s climate
other than ice: water clouds and water vapour. Cloud and water vapour play
a critical role in the energy balance of Earth’s climate, and yet are some of the
least well understood elements of the global climate system.
This thesis explores the behaviour and interrelationships of climatic feedbacks
caused by water in all three phases as it exists in the climate: surface ice caps,
water vapour, and liquid water clouds. A two-layered EBM was modified with
parameterizations of water vapour and liquid water clouds in order to conduct
experiments. Three variants of the model were produced, each with progres-
sively more water feedbacks than the last: a 1 phase model (with only surface
ice feedback), a 2 phase model (with surface ice and water vapour) and a 3
phase model (with surface ice, water vapour, and cloud). The models were
found to give generally realistic results, but with an underestimation of wa-
ter vapour density, which in turn reduced the generated cloud fraction in the
3 phase model. Thus, the impacts of these extra feedbacks were likely to be
underestimated in the analysis in general.
The sensitivity of the model to several prognostic variables was studied by
observing the changes in the model to a range of each variable. The 3 phase
model was less sensitive to changes to the solar constant, S0, which measures
incoming solar radiation, than the 1 phase model. This was probably caused by
cloud reflecting and absorbing some radiation from the sun that would have
otherwise reached the surface, changing the ratio of atmospheric heat transport
to surface heat transport from 2.4953 for the 1 phase model to 2.0626 for the 3
phase model. Changing surface and ice albedo values resulted in changes in the
model’s stability. The model was found to be insensitive to changes in surface
humidity that drives the amount of water vapour the system has available, due
to underestimation of water vapour in the model.
The stability of the model was examined, and the 1 phase model was found to
respond faster to changes in S0 than the 3 phase model. The model was tested
for hysteresis, which was confirmed for all three model variants. The 1 phase
model showed less stability then the 3 phase model as S0 was increased, but
both models were similarly stable as S0 was decreased.
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That, if I then had waked after long sleep,
Will make me sleep again. And then, in dreaming,
The clouds methought would open and show
riches
Ready to drop upon me, that when I waked
I cried to dream again.
— Shakespeare, The Tempest
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1
I N T R O D U C T I O N
Simple one-dimensional heat balance equations have been used to
understand climate concepts since Budyko [8] and Sellers’ [53] clas-
sic 1969 papers, which developed a class of simplistic climate models
known as "energy balance models" (EBMs), which act to model the
global climate by concentrating only on factors that add, remove, or
move heat around the Earth. Both papers detail similar heat balance
models that use the growth or loss of polar surface ice as a climatic
feedback, giving rise to non-linear solutions of those models. One as-
pect of EBMs that has been relatively poorly examined is the effects of
feedbacks caused by the other two phases of water in Earth’s climate
other than ice: clouds and water vapour. Cloud and water vapour play
a critical role in the energy balance of Earth’s climate [23] [50] [44],
and yet are some of the least well understood elements of the global
climate system. Figure 1 shows two syntheses of empirical climate
data from 1997 [31] and 2012 [54]. In the space of 15 years between
the two studies, there are significant differences in the values associ-
ated with the energy balance, and water-based elements have some of
the largest changes (for example the difference in latent heating and
reflected solar radiation by cloud and atmosphere values), and these
values are critical to the understanding of the base state of energy
balance in the climate.
This work aims to extend an EBM to explicitly parameterize cloud
and water vapour so that the feedbacks and interactions associated
with them can be studied in conjunction with surface ice feedbacks.
With this, the interrelationship between all three phases of water that
exist on Earth can be better understood.
1.1 components of the energy balance of the earth
1.1.1 Radiative Processes
On Earth, the vast majority of energy in the atmosphere comes from
the Sun. Since the atmosphere borders on a vacuum, there is no
medium to collide with for that energy to be dissipated by kinetic col-
lisions, and neither can it be lost by in any significant amount by the
escape of energetically heated particles, as the atmosphere is bound
to the surface by gravity. Therefore, the only processes of energy loss
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(a) 1997 values (Source: [31])
(b) 2012 values (Source: [54])
Figure 1: Comparison of global energy balance values from empirical stud-
ies in 1997 and 2012
away from the Earth available is by radiation. Radiative processes can
be quantified by principles of blackbody radiation [45].
The cumulative power, F, of an emitting blackbody will be the in-
tegral of the Planck function (the energy emitted by a blackbody at
a particular wavelength of light) over all wavelengths, which in turn
can be simplfied as the Stefan-Boltzmann law:
F = σT4 (1)
where σ is the Stefan-Boltzmann constant value, and T is the tem-
perature of the blackbody. This definition of energy flux is for a per-
fect blackbody, and so must be modified for real objects, which do
not emit perfectly. The adjusted value used is known as emissivity, e.
Suppose an object is placed in a cavity kept at a constant tempera-
ture. The object is thus illuminated uniformly by blackbody radiation.
The absorptivity is a measure of the fraction of radiation absorption
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per unit of radiation falling on the object, per unit wavelength. Simi-
larly, the emissivity is the rate of emission of radiation from the object
in all directions as a fraction of the radiation emitted by a perfect
blackbody radiator of the same spacial dimensions of the object, per
unit wavelength. The wavelength dependence is crucial for under-
standing the nature of emission and absorption - a good emitter at
one wavelength may be a poor one at another. For the purposes of
the thesis, it is assumed that the emissivity of an object is its emissiv-
ity in the wavelength range of the greatest emission, which for bulk
emitters in the atmosphere like cloud and water vapour is largely in
the infrared. The absorptivity wavelength bands of interest is both
the band emitted by the sun, and the infrared-peaked range of other
re-emitters of radiation in the atmosphere itself. Reflectivity is the abil-
ity of an object to reflect radiation, without absorbing it. Again, good
reflectors at certain wavelengths can be poor ones at others, and cru-
cially, good reflectors at certain wavelengths can be poor emitters at
those same wavelengths. What this means for modelling energy bal-
ance is that the emission and absorption for materials in the atmo-
sphere must be quantified for the wavelength bands of radiation that
pass through it - for the purposes of this thesis, this will be two bands
(as seen in Figure 2):
• Shortwave: a shorter wavelength band from the sun, peaking at
approximately 500 nm.
• Longwave : a longer wavelength band emitted by the materials
in the atmosphere, peaking at approximately 10,000 nm.
A good illustration of the differences between reflectivity and emis-
sivity is the "blanketing effect" of cloud in Earth’s atmosphere. Intu-
itively, we expect to find that a morning after a cloudy night will be
warmer (all other things being equal) than a clear night. The explana-
tion normally attributed to this (the reflectiveness of cloud), is incor-
rect however. The incorrect assumption is that since cloud is highly
reflective in visible wavelengths, it must also be so in infrared wave-
lengths typical of those emitted from the ground [6]. Clouds are al-
most black in the infrared. What is actually occuring is that cloud
is highly emissive in the infrared, compared with water vapour, and
this emission causes the heating effect of the atmosphere below the
cloud.
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Figure 2: Wavelength bands of emitters. Y axis is not to scale.
1.1.2 Heat Transport
Overall, radiative processes described in Section 1.1.1 act to cool high
latitudes and warm lower ones. This is due to the uneven mean an-
nual distribution of sunlight across the Earth - incoming shortwave
radiation from the sun is on average greater than outgoing longwave
radiation at low latitudes, but lower at high latitudes. The compo-
nent of energy balance in the climate that offsets these processes and
brings it into equilibrium is poleward heat transport, transporting the
extra heat from the low latitudes to the higher ones [57].
Atmospheric model literature refers to bodily transport of energy
by fluid motions as "heat transport". This is not technically accurate,
as heat is a quantity of exchange, rather than a property of a fluid
[51]. Care should be taken in conceptualizing heat transport, as using
this term can confuse it with actual heat flux from radiative processes,
which are not the same.
The basis for meridional heat transport in the atmosphere is the
fundamental imbalance in net radiation received between equatorial
and polar latitudes (Figure 3). This causes a meridional temperature
gradient, which is then diffused as heat transport from the equator
to the pole. Figure 4 shows this measured as northward heat trans-
port in the climate system. The solid line is the estimated total heat
transport in the system in petawatts as a function of latitude, and
this is compared to the estimated components of the heat transport
from the ocean/surface (dashed) and atmosphere (dot-dashed). The
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Figure 3: Imbalance in net radiation between equatorial and polar latitudes
as a basis for diffusion of heat (Source: [38])
Figure 4: Northward heat transport in climate from NCEP reanalysis data
(Source: [57])
estimates were derived from NCEP (ECMWF) reanalysis data. More
complex physical processes are also involved in meridional heat trans-
port (Hadley Cells, baroclinic instability, and so on [38]), but lie out-
side the scope of detail required for models of the complexity dealt
with in this thesis.
1.1.3 Convection
One heat transport process in the climate system that has not been
mentioned is convection. Convective processes are important to the
movement of heat through transport of energetic mass around the
atmosphere, but are not modelled by EBMs, as convective processes
would add to many parameters, constants, and behaviours to be in
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keeping with the simplicity ethos of energy balance models. For this
reason convection is not considered in the models used in this thesis.
1.2 modelling the energy balance of the earth
1.2.1 Climate Models
Climate models seek to represent the processes that produce climate,
by producing physical, chemical, or and/or biological characteriza-
tions of some or all of these processes. These characterizations are
described in terms of mathematical equations, with parameters repre-
senting various physical aspects of the system. All climate models are
neccessarily simplifications of the physical world, and can be charac-
terised into a hierarchy of models, based on the level of complexity in
relation to the physical world implemented by them. Loosely speak-
ing, there are three levels to this hierarchy, in order of complexity:
1. Energy Balance Models
2. Earth System Models of Intermediate Complexity
3. General Circulation Models
At the simplest level in the hierarchy, Energy balance models (EBMs)
take the physics of radiation transfer (Section 1.1.1), and couple them
with bulk heat transport (Section 1.1.2), to give a system to be studied
that explicitly conserves only energy, in either zero or one spatial di-
mensions (the one dimensional EBMs are in terms of latitude). At the
most complex level, General Circulation Models (GCMs), are models
which conserve energy, mass and momentum. Earth System Models
of Intermediate Complexity (EMICs) occupy a position in complex-
ity between these two models, where more interacting components
are included (a property sometimes referred to as the "integration" of
a model [37]) or dimensions used than EBMs, but with some compo-
nents parameterized away so that the models can be run more quickly
than a more integrated model like a GCM. A possible fourth layer
that does not fit this hierarchy as well are radiative-convective mod-
els [46], which can and do model very complex levels of behaviour,
but generally are only run for a single column of atmosphere.
Simple does not imply less useful, however. While it would be
tempting to perceive the increasing complexity of climate models
in the hierarchy as a historical progression from simple to complex,
EBMs are still used today, and still produce results that are worth-
while. The reason for this is GCMs can be as difficult to study and
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quantify as the real climate, and this can often lead to them being
treated as "black boxes" - inscrutable objects that must be studied
by their output and behaviour, as detailed study of the interaction
of their components is difficult. GCMs also require large amounts
of computing power, and so are less feasible for studies that require
many runs of the model to bear useful results. EBMs, by contrast, are
programmatically simple, and so each component of an EBM can be
studied in relation to every other component in a way not possible
for a GCM, and run many more times with less computing power
than a GCM, allowing for broad sensitivity studies of parameters to
be carried out. This means that the many differences in the empirical
study of Earth’s energy balance (like in Figure 1) can be explored effi-
ciently in EBMs first, before GCMs are built to take new studies into
account.
A large group of research in EBMs, but not dealt with in this the-
sis, is paleoclimate research. Paleoclimate research studies geological
time scales (up to scales of millions of years) and the behaviour of
Earth’s climate into the deep past, and the low computing power of
EBMs are essential for making modelling millions of years of climate
change feasible with current computing power. The snowball and ice
free states common to EBMs (which will be covered in Chapter 4) are
hypothesized to have occurred in Earth’s past [26].
1.2.2 Water and The Atmosphere
Water affects the energy balance of the climate system in several
ways. In the atmosphere water in a gas phase (vapour), and in a liq-
uid phase (liquid water cloud), have unique effects on radiative pro-
cesses and heat transport. Water vapour is the largest contribution to
the "natural" of the greenhouse effect, and also acts to amplify the
greenhouse effect of other gases, for example water vapour feedback
doubles the greenhouse warming effect of CO2 in GCMs [29]. Water
vapour is also the principal absorber of incoming shortwave radiation
in the troposphere [21].Clouds are very effective absorbers of terres-
trial radiation. Clouds become opaque to longwave radiation when
their liquid water path (the total amount of liquid water between the
top and bottom of the cloud layer) is larger than 20gm−2 [21]. Clouds
are relatively weak absorbers of solar shortwave, but they are effective
scatterers of shortwave, reflecting much solar radiation out to space.
The reason for this is that water molecules are far better scatterers
when part of a coherent array (like a water droplet in a cloud) than
as individual molecules [6].
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On top of these effects, there are feedbacks in the climate system
associated with both cloud and water vapour. These feedbacks are a
major component of existing inter-run variability in GCMs [34] [28].
The amount of water vapour is affected by the temperature of the
atmosphere - the maximum partial pressure of water vapour being
largely governed by the temperature of the air it resides in (a relation
known as the Clausius-Clapeyron relation), and this in turn governs
the amount of water vapour available to condense into cloud. Since
both water vapour and cloud reflect, absorb, and emit radiation, they
can effect the temperature of the atmosphere, creating feedback pro-
cesses.
1.2.3 Greenhouse Gases
One more element of the climate that affects the global energy balance
are "greenhouse" gases, such as carbon dioxied ( CO2) and methane
( CH4). These gases act to absorb and emit longwave radiation and act
as a net forcing on the heat balance of the climate [20]. Greenhouse
gases and their effects on EBMs are not covered in detail in this thesis.
2
E N E R G Y B A L A N C E M O D E L S : A R E V I E W
Energy balance models have been widely used to examine various
elements of the climate system. This chapter provides a brief review
of EBMs. The early history of EBMs (especially from 1969 to 1981)
is relevant due to the plethora of papers produced in that era that
cemented the areas and directions of research up to the present day.
Additions to the EBM schema are studied, and in particular, a focus
is given to EBMs that examine water and how it is represented in
various elements of the climate system, as this is relevant to the model
created for this thesis.
2.1 early history of energy balance models
The first work considering the energy balance of the Earth is generally
thought to be Fourier’s paper "On the Temperatures of the Terrestrial
Sphere and Interplanetary Space" in 1827 [17]. Fourier’s work deter-
mined that the Earth should be considerably colder than it actually
is, if radiation from the Sun is the only heat source. He concluded
that there was a possibility that Earth’s atmosphere was acting as an
insulator, although he mistakenly attributed interstellar radiation as
a significant source of heat also. This first formulation of the so-called
"greenhouse effect" allowed for further work to determine the actual
heat balance budget of the Earth.
The work to determine Earth’s heat balance started with W.H. Dines
[12], and came to the conclusion that "no appreciable change of tem-
perature occurs from year to year, the actual amount received in one
year must be equal to the amount lost", and that "we must be able
to write down a set of linear equations between certain of the quanti-
ties involved". This approach is essentially that of the energy balance
model: an equation with each parameter representing an input or out-
put of heat into or between elements of the Earth-atmosphere system.
Dine’s system was static with no opportunity for change - concern of
a warming planet in the mid-20th century, and insights from paleocli-
matology prompted development of a more dynamic model.
The development of contemporary, dynamic EBMs started with
Budyko [8] and Sellers [53], who (virtually) simultaneously devel-
oped one-dimensional models that incorporated a feedback into the
system through the position and movement of ice caps. Annual mean
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energy flux at the top of the atmosphere is balanced against merid-
ional diffusion of heat, using temperature differentials as the variable
to determine the rate of diffusion, and the formation of ice. Ice forms
in the model below some critical temperature, and with reduced in-
coming flux at the poles (due to ice having a greater albedo than
non-ice surfaces), ice caps may form. This class of model is known as
the Budyko-Sellers model. The major point of difference between the
two models was the treatment of heat diffusion. Budyko simplified
heat transport in a linear function [8]:
γ[T(x)− T0] (2)
Where T0 is the mean surface temperature, T(x) is the tempera-
ture at a given latitude, and γ is a diffusion rate adjustment constant.
Sellers used a diffusive term [53]:
− d
dx
D(1− x2)dT(x)
dx
(3)
Where D is the diffusivity constant, x is the sine of latitude. Whilst
Budyko’s version was mathematically simple to solve, the Seller’s
diffusive heat transport term had a direct physical analogue in heat
conduction, and therefore would guarantee physically realizable so-
lutions, which Budyko’s could not [43].
An analytical solution to the Sellers-style equation set was devel-
oped by North [41]. Held and Suarez [24] showed that this analytical
solution could also be applied to a Seller-style model with a separate
PDE for surface and atmosphere layers, opening up the possibility of
examining ocean/surface parameters seperately to atmospheric pa-
rameters, and allowing two-layer models to build directly on the early
results of one layer Seller-style EBMs. This result is especially relevant
to the thesis, as the model developed uses this two-layered approach
also.
A review of the work of EBMs up to 1981 can be found in a paper
by North [43].
2.2 stability
A distinctive feature of EBMs is their stability behaviour. Stability
in EBMs has been extensively studied, both to better understand the
model category, and in particular for paleoclimate research in order to
better understand the conditions for the onset and end of glaciation
periods in Earth’s past, and to explore the validity of the so-called
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"Snowball Earth" hypothesis. The snowball earth hypothesis states
that at some time in Earth’s deep past (during the Neoproterozoic
era some 700 million years ago), Earth’s entire surface was frozen
[15]. The Snowball Earth hypothesis is one of a few contested paleo-
climate hypotheses for the state of the Earth during Neoproterozoic
glaciations. Another hypothesis is the so-called "Slushball Earth" hy-
pothesis [11], which modifies the Snowball Earth by allowing for the
coexistence of unfrozen oceans and sea-level glaciers in the tropics.
This hypothesis affects the stability criteria of exit from the frozen
state, requiring approximately two orders of magnitude less CO2
than the snowball theory, which means that the Earth possibly stayed
in a frozen state for less time than the snowball Earth hypothesis es-
timates. It also affects stability by requiring more CO2 to melt back
to modern ice levels than the snowball Earth, as the newly exposed
ocean would act as a sink for carbonates.
2.2.1 Small Ice Cap Instability (SICI)
Figure 5: Sine of latitude of equilibrium ice edge x, versus surface solar con-
stant Q (Q is S0 adjusted for geometrical effects of the Earth). In-
creasing Q just past 335 Wm−2 causes an abrupt transition to an
ice free state. The dotted line represents solutions to the EBM that
will always equilibriate in an ice-free state. (Source: [33])
One pervasive feature affecting EBM stability is the small ice edge
instability (SICI). Discontinuous albedos at the ice edge have long
been known to produce an effect where for small ice caps (less than
approximately 20 degrees in extent), the ice edge is unstable and the
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model will end in the ice-free solution [8] [53] [41]. This also occurs
for ice edges greater than 70 degrees in extent, with the final posi-
tion being that of a Snowball state solution. Figure 5 shows an EBM
near the instability zone - Increasing the solar constant (Q) just past
335 Wm−2 causes an abrupt transition to an ice free state from a fi-
nite ice edge state, with none of the ice edge values in between being
stable equilibrium points.
Originally this was thought to be a particular peculiarity of EBMs,
and various ad hoc solutions were used to eliminate it, as it was a phe-
nomenon that did not consitently occur in GCMs (although many did
exhibit the behaviour in some way) and so was thought to be a math-
ematical anomaly [9] [42]. Use of ice feedback alone may have over-
simplified the understanding of instability in EBMs, however [19]. Lin
and North investigated the causes of abrupt state change with land
"caps" and seasonal parameterisations, and found the seasonal distri-
bution of insolation and the size and position of land caps had a sig-
nificant effect on the latitude of onset, and character of SICI behaviour
[35]. Lee and North [33] found that SICI behaviour was reduced or
removed when they added a small amplitude forcing parameter, but
that this was dependent on the magnitude of the forcing.
2.3 additions to the budyko-sellers ebm
Budyko-Sellers models traditionally only had a small number of pa-
rameters expressed in the model, and typically only conserved energy.
The simple nature of the model type was a fertile bed for additional
parameters and integration of new physical phenomena. This was of-
ten done with the aim of testing one new parameter on an EBM, in
order to observe it in isolation rather than try and understand it in a
more integrated, inter-connected model like a GCM.
For example, Rose and Marshall [52] [51] asserted that an impor-
tant missing element in Budyko-Sellers models is that one of the
largest components to meridional heat transport is missing: wind-
driven ocean gyres. Gyres are large systems of rotating ocean cur-
rents, and on earth typically draw warm water from equatorial lat-
itudes to cooler mid-latitudes, acting as a transporter of heat. By
adding a conservation of momentum parameter, they captured this
mechanism and observed that it allowed for a new stable solution
(other than the ice free or ice covered solution), as a finite ice edge at
the latitude corresponding to the centre of the gyre.
Dommenget and Flöter [13] demonstrated that with the addition of
some parameters (mainly hydrological) and by resolving the model
in two dimensions with distinct surface (with topography) and ocean
2.4 water in states other than ice in ebms 13
values, a solution with remarkable resemblance to empirical values
could be produced. Zonal surface asymmetry between land and ocean,
and also asymmetry between Northern and Southern hemispheres
was explored by Hartmann and Short [22]. They found that the addi-
tion of zonal asymmetry increased the sensitivity to change in solar
constant, and suggested that the Earth was more likely to go through
abrupt state transitions (into snowball or ice free states) than EBMs
had previously suggested. This result was in contradiction to the ear-
lier result by Linzen and Farrell [36] that showed that extra parame-
terizations increased the stability, rather than reduced it.
Seasonal variations were added in multiple papers. Warren and
Schneider [59] suggested that seasonal variation was a good test case
for judging EBM accuracy, as it was a known forcing with previously
measured responses. Graves et al. [19] noted that seasonal variation
additions to EBMs only added a slight dependence to seasonal vari-
ation in the existing parameters, and that the the temperature sen-
sitivity to changes in the solar constant was about the same as an
EBM using annual mean values. North et al. [40] found that seasonal
variations in snowline albedo, along with more realistic geography
(their model was two dimensional, with discrete land and ocean ar-
eas) could cause the abrupt state change seen in EBMs, and this result
was confirmed by Lin and North [35].
Parameters for greenhouse gases were added by Ikeda and Tajika
( CO2) [27], and Barker ( CO2, O3) [4]. Greenhouse gases will not be
dealt with in detail in this thesis (as mentioned in Section 1.2.3).
2.4 water in states other than ice in ebms
Whilst all Budyko-Sellers models parameterise water in its solid state
as ice, the standard model configuration does not explicitly deal with
other states of water. Seller’s original model includes cloudiness as
some fixed adjustment parameter to zonal albedo, and suggested
that while cloudiness would not be likely to change significantly to
the planet as a whole, the meridional distribution would be signif-
icantly varied [53]. In fact, both water in vapour and liquid (cloud)
states have a powerful effect on global energy balance. Importantly,
the distribution and transport of water in various states would be
significantly different during glaciation and ice-free phases of Earth’s
climate history [49], and Budyko-Sellers models do not address this.
Seller’s choice of empirically defined cloud also falls short from a
empirical viewpoint. Precipitable water vapour available for the for-
mation of cloud is heavily determined by geographic features, and
seasonal values differ markedly from inter-annual ones [23]. Two di-
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mensional EBMs that take into account topography have confirmed
this [13].
Explicit treatment of water in an EBM was first attempted by Roads
and Vallis [50]. They calculated water parameters seperate to solving
the EBM, so temperature feedbacks were not considered. Jentsch [29]
was the first to add the surface humidity as a function of tempera-
ture to a two layered (atmosphere and ocean) EBM , thereby adding
the whole hydrological cycle (in a simplified form) as a feedback
in the same way that ice feedback was dealt with in EBMs previ-
ously. Humidity was tracked through all stages: evaporation at the
surface layer, advection of vapour, condensation into clouds, and fi-
nally precipitation. Concentrating on just humidity alone as the new
parameterized physical phenomenon allowed for both cloud feed-
backs (positive and negative) and vapour feedback to be expressed.
Jentsch found that the stability of the model increased overall, but that
changes to surface humidity levels changed the position of "snow-
ball" and ice-free solutions relative to the same changes in the solar
constant [30]. This result was also found by Emanuel [14], who es-
tablished that for any value of insolation at top-of-atmosphere, there
are multiple stable solutions for a simple model, changing only the
strength of cloud or vapour feedbacks. Jentsch’s hydrological cycle
was a fixed part of the model , and so his analysis was directed at
varying the concentration of water vapour alone.
One thing that Jentsch’s work also ignored is the ocean itself as an
engine of heat exchange, rather than just a source of humidity. Ocean
heat capacity is a perennial problem in the accuracy of EBM solutions.
As EBMs balance only energy fluxes from surface to space, oceanic
heat fluxes are not explicitly dealt with. One approach to accounting
for the "lag" effect of the ocean’s large heat capacity was developed
by Bar-Eli and Field [3]. They added a time lag to feedbacks from
cloud and ice/snow cover, stating that there was a "need to take into
account in a manageable fashion time lags resulting from coupling of
the very large heat capacity of the Earth with finite radiative-energy
fluxes". This lag is also observed in much more complex ocean pa-
rameterizations, even in the absence of explicit time lag functionality
[5]. Rose and Marshall [52] used a different approach to the ocean to
solve this problem, adding a momentum conservation component, de-
ciding that the most important aspect of the ocean’s heat was it’s abil-
ity to transport heat meridionally through wind-driven gyres. Their
model added a new stable solution to their EBM on inclusion of this
expansion of the model, at the centre of the mid-latitude gyres pro-
duced by the model. Hoffert et al [25] explictly added deep ocean
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heat storage, and concluded that an EBM with a deep ocean layer for
heat storage created a lag in heating effects.
Whether or not the addition of hydrological features increases or
decreases the stability of the model is not clear. Jentsch’s model is
more stable than a standard Budyko-Sellers EBM, owing to IR damp-
ing and reduction of heat transport [30]. In an earlier result, this was
partially predicted by Linzen and Farrell [36], who added several
parameterizations (an approximation of a Hadley cell, atmospheric
eddy transport term, and an ocean transport term) to an EBM and
found that it decreased the overall sensitivity of the system. This view
is not shared by Held and Soden [23], who stated that more feedbacks
"potentiate" or strengthen sensitivity in the Earth system, particularly
those feedbacks associated with water vapour. Cloud albedo and its
interaction with surface snow/ice albedo is also still subject to large
uncertainties in the literature [10]. Cloud is especially difficult be-
cause it represents both a positive and negative feedback to temper-
ature, through absorption of longwave radiation and reflectance of
shortwave radiation, respectively. At the poles this is compounded by
the effect of negative cloud feedback in offsetting the albedo from ice
cover below it, as the decreased air temperatures create lower levels
of available water vapour [11].
Aerosols also potentially have an impact as they produce brighter
clouds that are less efficient at releasing precipitation - the combi-
nation of the two effects reduces the amount of solar radiation that
reaches the ground, producing a corresponding heating of the atmo-
sphere and cooling of the surface [48]. In particular, carbonaceous
aerosols like black carbon have only very recently had their impact
on radiative forcing quantified [7].
2.5 polar amplification
Polar amplification is an effect where the poles display more sensitiv-
ity to increases in energy into the climate than lower latitudes, so that
temperatures increase is greater in the polar region than the overall
mean temperature increase for the whole Earth. The principal contrib-
utor is widely believed to be surface albedo feedback [2]. Alexeev and
Jackson [2] found that atmospheric heat transport played no part in
polar amplification. Graversen and Wang [18] produced results from a
GCM with locked surface albedo (to remove the feedback effect) and
still identified polar amplification, and suggested that greenhouse ef-
fects from a disproportionate increase in cloud and water vapour in
the polar region versus the rest of the model may also play a part in
the effect. Dommenget and Flöter [13] also found evidence that water
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vapour was involved, through a combination of inhomogeneous dis-
tribution of water vapour in the Northern hemisphere and non-linear
sensitivity of downward longwave radiation to water vapour density.
3
M O D E L D E V E L O P M E N T
There is more to climate than temperature, but equally certainly
temperature is a major part of what is meant by "climate", and greatly
affects most of the other processes which come under the heading.
— Raymond Pierrehumbert
This chapter details the equations and their constituents that de-
scribe the EBM developed in this thesis. The structure of the descrip-
tion is from the top down - starting from the complete differential
equations used to represent the model, each term in the differential
equations is explored in turn, with physical explanations and justifi-
cation for each term’s values made following the definition of each
term.
3.1 ebm equations
Budyko and Seller’s original models have only one driving differen-
tial equation for a unified surface/atmosphere [8] [53], and so are
conceptually limited to considering a single temperature for each lati-
tudinal zone. By separating this unified layer into two layers, different
diffusion characteristics can be given for each layer, which is more re-
alistic, and allows for more nuanced parameterizations to be used.
Following Held and Suarez’s two layer formulation [24], the general
formulation of the differential equations can be written as:
Ca
∂Ta
∂t
= Dy
(
CaKa
∂Ta
∂φ
)
+ LWa + SWa (4)
Cs
∂Ts
∂t
= Dy
(
CsKs
∂Ts
∂φ
)
+ LWs + SWs (5)
Equation 4 represents the atmosphere layer, and Equation 5 rep-
resents the surface layer. "a" and "s" subscripts denote atmosphere
and surface parameters, respectively. LW represents the collection of
longwave parameters for a particular layer, and SW the shortwave
parameters, which are derived in Section 3.2 and Section 3.3. "Long-
wave" and "shortwave" are used by convention to denote outgoing
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terrestrial radiation and incoming solar radiation, respectively. Care
should be taken in not conceptualizing these parameters in terms
of defined ranges of wavelength (as both longwave and shortwave
parameters encapsulate a large range of possible wavelengths), but
instead thinking only of them in terms of transfers [6]. In this thesis,
"shortwave" always denotes incoming solar radiation, and "longwave"
always denotes radiation outgoing from a terrestrial layer.
The remaining term, which represents the meridional heat flux on
the RHS of Equations 4 and 5, can be written as:
Dy
(
CK
∂T
∂φ
)
(6)
where ∂T∂φ is the rate of change in temperature for the specific layer
as a function of latitude, φ (in degrees). C is the heat capacity of a
unit area atmospheric column (in units of Jm−2◦C−1), and K is a dif-
fusivity constant (in units of m2s−1). Dy is an operator representing
the meridional divergence, which in terms of spherical geometry of
the Earth can be represented as:
Dy =
1
2pia2
d
dx
(7)
where a is the radius of the Earth, and the meridional term is re-
solved in a coordinate system using the sine of latitude x = sin(φ).
Converting Equation 6 to this coordinate system, and combining Equa-
tions 6 and 7 yields:
Dy
(
CK
∂T
∂t
)
=
1
2pia2
d
dx
[
−2pi(1− x2)CK ∂T
∂x
]
(8)
It is important to note that the heat terms used by the EBM are
simplified in such a way as to neglect latent heat and phase transi-
tions: while these processes are clearly important to real heat content
and transport in the climate, without explicitly conserving mass in
the system this would be impossible to parameterize.
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3.2 shortwave parameters
Figure 6: Shortwave radiative flux components.
Shortwave radiation in the model consists of all received radiation
from the Sun. Figure 6 shows both elements of shortwave radiation,
which are as follows:
• A: The portion of insolation that is absorbed by the atmosphere
layer.
• B: The remaining portion of insolation that passes through the
atmosphere, and is absorbed by the surface.
Component A can be written as:
SWs = S(x)
τ(1− rs)
1− rsra (9)
and component B can be written as:
SWa = S(x)
[
1− ra − τ(1− ra − τ(τrs + (1− rs)))1− rsra
]
(10)
where, as in Equations 4 and 5, the "s" subscript represents sur-
face layer parameters, and "a" represents atmosphere layer param-
eters. Section 3.2.1 details each of the variables and components for
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both parameters. ra is the reflectivity of the atmosphere layer, rs the re-
flectivity of the surface, and τ is the transmissivity. S(x) is incoming
solar radiation as a function of latitude. These variables are further
defined in Section 3.2.1.
Both shortwave parameters used implement portions of the work
of Jentsch [29], who introduced a comprehensive set of hydrological
features into a Sellers-style EBM. Jentsch’s work is especially useful
in that the hydrological cycle is parameterized in such a way as to
allow it to be separated from the basic heat diffusion parameters, as
opposed to the traditional approach of a simple empirical adjustment
of diffusivity. For example, Seller’s model [53] does include the ac-
tion of cloud, but only as an empirical adjustment to diffusivity, K,
and so the individual action of cloud cannot be quantified. The moti-
vation for using this approach is to be able to cleanly add or remove
water features from the model, in order to examine their individual
contributions to model behaviour.
3.2.1 Shortwave Variables
S(x) in Equations 9 and 10 is an approximation to the observed an-
nual mean distribution of solar radiation as a function of the sine of
latitude: x = sin(φ) [41]. Having an insolation term in both layers
is a departure from Held and Suarez’s two layer model, which effec-
tively treated the atmospheric layer as transparent to solar radiation.
This was a reasonable assumption for a model with no parameterized
water components, but for a model with hydrological features, the at-
mosphere will absorb both outgoing longwave radiation and at least
some incoming shortwave radiation. S(x) is determined by:
S(x) =
S0
4
[1+ s2P2(x)] (11)
where s2 = −0.48, and P2(x) is the second order Legendre polyno-
mial. S(x) is divided by four to represent the solar insolation for a
latitude circle of a fixed latitudinal width (i.e. 14 is the ratio of areas
of a disk to sphere). The term in the square brackets in Equation 11 is
developed from the first two even terms of a Fourier-Legendre series,
with odd terms omitted, as S(x) is an even function of x. This gives
an insolation curve (Figure 7) within 2% accuracy to the mean annual
insolation of Earth [41]. The value of s2 has had several different in-
terpretations since North introduced it, the value used for this model
is from Rose and Marshall [52], which gives the most up-to-date ap-
proximation to the current observed annual mean distribution.
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Figure 7: Curve of insolation given by S(x).
Reflectivity, absorptivity, and transmissivity (these terms are ex-
plained in Section 1.1.1) of the atmosphere layer are identified by ra,
κa, and τ, respectively. τ is defined as:
τ = 1− ra − κa (12)
Where the reflectivity ra is given by:
ra = crcloudy + (1− c)rclear (13)
The transmissivity of the atmosphere is defined in Equation 12 as
100% effective, minus the amount of radiation reflected out of the
layer (ra), and the amount absorbed by it (κa). The reflectivity in Equa-
tion 13 is the total reflectivity of the atmosphere layer is a weighted
sum of the reflectivity of cloudy sky (rcloudy) and clear sky (rclear), in
proportion to cloud fraction, c.
The absorptivity κa is given by:
κa = cκcloudy + (1− c)κclear (14)
where again, the total absorptivity is the sum of the absorptivity of
clear sky (κclear) and cloud-covered sky (κcloudy), weighted in propor-
tion to cloud fraction.
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κcloudy has been defined in [29] by:
κcloudy = κclear + 0.04 (15)
Equation 15 represents that cloud is a slightly better absorber of
shortwave radiation than clear sky. κclear is given as:
κclear = κ0 + Awater(h) (16)
where κ0 represents absorptivity of completely dry air and Awater(h)
represents the absorption effect of water vapour, developed by Lacis
and Hansen [32]:
Awater(h) =
2.9h
(1+ 141.5h)0.635 + 5.925h
(17)
where h is the total column water vapour in centimetres, derived
in section 3.2.1.2. Cloud fraction c is derived in section 3.2.1.3.
3.2.1.1 Derivation of surface albedo, rs
The surface albedo, rs, has two fixed values, for two modelled circum-
stances:
• Ice covered albedo: Albedo of a latitude band that is covered in
ice. This is set for any latitude band with a surface temperature
less than Tcrit, which is defined as the temperature surface ice
forms.
• Non ice albedo: Albedo of a latitude band that is ice free. Set for
a latitude band with a surface temperature greater than Tcrit.
Some parts of the literature give more complicated functions for
albedo, such as a gradiated transition between non-ice and ice to
avoid a discontinuity. This approach was used by North [41] and Rose
and Marshall [52], for example. This was specifically avoided in this
model as the gradiated transition is justified by both papers as a way
to account for shifts in cloudiness near the ice edge latitude, and since
cloud is explicitly handled in the model, it is already accounted for.
3.2 shortwave parameters 23
3.2.1.2 Derivation of total column water vapour, h
Total column water vapour is the depth of water that would be found
if an atmospheric column of some unit area had all it’s water precip-
itated out as rain. Starting with an expression of the mass of water
vapour in an atmospheric column with a cross-sectional area of A:
mv = Amwn0H (18)
where mw is the mass of a water molecule, n0 is the number density
of water vapour molecules at the surface and H is the scale height.
The scale height is the increase in altitude required to reduce the
pressure by a factor of e. It is dependent on the molecular weight of
the gas (or mix of gases), so different substances have different scale
heights. H in this case is defined as the scale height of water vapour.
For the mass of liquid water in the column:
ml = ρl Ah (19)
where ρl is the density of liquid water. Equating the mass of the
water vapour column with the equivalent amount of liquid water in
the same area column (i.e.equating 19) and (18):
ρl Ah = Amwn0H (20)
Next the ideal gas law is invoked for water vapour at the surface,
giving:
Pv,0 = n0kT0 (21)
where pv,0 is the partial pressure of water vapour at surface, T0 is
temperature at surface, and k is the Boltzmann constant. Rearranging
for n0 gives:
n0 =
Pv,0
kT0
(22)
and then using it to substitute n0 in Equation 20:
ρl Ah =
APv,0mwH
kT0
(23)
Cancelling A values in Equation 23, and finally rearranging for h
gives the final form of h used in the model:
h =
mwPv,0H
kT0ρl
(24)
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3.2.1.3 Derivation of cloud fraction, c
Starting with a surface partial pressure of water vapour for each lati-
tude band as:
Pv,0 = PH2O × RH (25)
Where RH is a fixed relative humidity, and PH2O is the saturation
partial pressure of water vapour. PH2O is calculated using the Magnus
approximation (Equation 26):
PH2O = C1exp(
A1T
B1 + T
) (26)
The Magnus approximation (also known as the August-Roche-Magnus
formula) is an empirical approximation of the Clausius-Clapeyron re-
lation, tuned for water vapour in typical atmospheric conditions, and
is built such that temperature is the only independent variable. This
allows for the calculation of saturation water vapour partial pressure
in the atmosphere layer using only one prognostic variable, T, and
an estimate of the mean relative humidity at the surface. The Magnus
approximation is theoretically varied by the surface underneath the
air column, and Alduchov and Eskridge [1] determined values for
dry land, water, and ice. Observing the calculated partial pressure
curves showed that surface choice made insignificant differences to
their respective curves (Figure 8), and so dry land was chosen as the
material for the model.
Then Pv,0 is recalculated for an atmosphere of a specific pressure
altitude, which is converted to an altitude, z.
Pv,atmo = Pv,0e−z/H (27)
The dry air partial pressure is, invoking Dalton’s law of partial
pressures:
Pdry,atmo = Patmo − Pv,atmo (28)
Dalton’s law is an empirical law which states that the total pressure
exerted by the mixture of non-reactive gases is equal to the sum of
the partial pressures of individual gases, and using this it can be
said that that the partial pressure of dry air plus the partial pressure
of water vapour in the atmosphere layer will approximately equal
the total pressure of the atmosphere layer (a rearranged version of
3.3 longwave parameters 25
−40 −30 −20 −10 0 10 20 30 40
0
10
20
30
40
50
60
70
80
Temperature (C)
S
at
u
ra
ti
o
n
 P
ar
ti
al
 P
re
ss
u
re
 (
h
P
a)
 
 
Land
Plane of water
Ice
Figure 8: Magnus approximation for different surface materials, using val-
ues from Alduchov and Eskridge [1].
this relationship is shown in Equation 28). Then c, the cloud fraction
is derived by calculating the relative humidity fraction given these
partial pressures:
c =
q
q∗
(29)
Where (from [29]):
q =
Pv
Pv + Pdry
(30)
And from [38]:
q∗ =
(
Rdry
Rv
)
Pv,atmo
Pdry,atmo
(31)
Equations 29, 30, and 31 are combined to give a final form of c for
the atmosphere layer:
c =
Pdry,atmoPv,atmo
Rdry,atmo
Rv,atmo Pv,atmo(Pdry,atmo + Pv,atmo)
(32)
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Figure 9: Longwave radiative flux components.
3.3 longwave parameters
Longwave radiation in the model consists of all emitted radiation
from substances in both layers. Figure 9 shows elements of longwave
radiation, which are as follows:
• C: Emitted longwave radiation from the surface layer. A propor-
tion is absorbed by the atmosphere layer, which is dictated by
γ, the deviation from perfect absorptivity or equivalently trans-
missivity of the atmosphere layer (Equation 39).
• D and E: Emitted radiation from the atmosphere layer. D is ra-
diation that is lost to space, and E is longwave radiation that is
re-absorbed by the surface layer. D and E are of equal magni-
tude.
The parameters in the model based on these radiative fluxes were
defined using the Stefan Boltzmann law (Equation 1) and principles
of emissivity and absorptivity (as described in Section 1.1.1). Starting
with component C in Figure 9, the term for the amount of longwave
radiation that is lost by the surface can be written as:
−esσT4s (33)
where es is the emissivity of the surface layer, σ is the Stefan-Boltzmann
constant, and Ts is the temperature of the surface latitude zone (as
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temperature is function of latitude in the model). The proportion of
this outgoing longwave radiation that is absorbed by the atmosphere
layer is:
γesσT4s (34)
where γ is a value that describes the absorptivity in the atmosphere
due to H2O, CO2, and O3, developed by Barker [4], which is derived
in Section 3.3.1.
Components D and E are of equal magnitude, and can be written
as:
eaσT4a (35)
where ea is the emissivity of the atmosphere layer, and Ta is the
temperature of the atmosphere latitude zone. Since the atmosphere
is losing twice this value (once up into space, and once down to the
surface), the quantity of longwave radiation lost from the atmosphere
layer is:
−2eaσT4a (36)
Combining together Equations 34 and 36 gives the final atmosphere
layer longwave radiation flux parameter, LWa:
LWa = γesσT4s − 2eaσT4a (37)
Combining Equations 35 and 33 gives the final surface layer long-
wave radiation flux parameter, LWs:
LWs = −esσT4s + eaσT4a (38)
3.3.1 Derivation of Gamma
γ can be written as:
γ = 1− exp[0.082− (2.38PH2OH H2ORH + 40.3 f CO2)0.294] (39)
Where PH2O is the saturation partial pressure of water vapour (cal-
culated from Equation 26), H H2O is the scale height of water vapour
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in kilometres, RH is the relative humidity, and f CO2 is the mixing ratio
of carbon dioxide (3.5× 10−4 corresponds to 350ppmv, for example).
Equation 39 was derived from an approximation using an "equiva-
lent widths" method, which gives an approximation of the integrated
absorbance of the substance across the longwave wavelength band
(Figure 2). The absorbance is then calculated as a function of concen-
tration of CO2 and H2O, and the fitted curve gives the values to add
to γ. The concentration of O3 is fixed. The Barker γ was chosen as
it allowed for a variance in H2O, which means as moisture in the
atmosphere is varied as a function of temperature (through processes
used like the Magnus approximation in Equation 26) the absorbed
longwave in the atmosphere can be adjusted accordingly.
3.4 final equations
Collating all the parameters explained in this chapter gives the final
partial differential equations that the EBM uses:
Ca
∂Ta
∂t
=
1
2pia2
d
dx
[
−2pi(1− x2)CaKa ∂Ta
∂x
]
+ esγσT4s − 2eaσT4a
+ S(x)
[
1− ra − τ(1− ra − τ(τrs + (1− rs)))1− rsra
]
(40)
Cs
∂Ts
∂t
=
1
2pia2
d
dx
[
−2pi(1− x2)CsKs ∂Ts
∂x
]
− esσT4s + eaσT4a
+ S(x)
τ(1− rs)
1− rsra (41)
Equations 40 and 41 are classed as parabolic partial differential
equations (PDEs). The method used to solve these equations is dis-
cussed in Section 3.6.
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3.5 1 , 2 , and 3 phase model run variants
In order to examine the behaviour of the model with different phases
of water included, three variants of the model were created:
• "1 Phase" - for a single phase of water, i.e. only surface ice, with
no cloud or water vapour in the atmosphere.
• "2 Phase" - for two phases of water, surface ice and water vapour
in the atmosphere, with no cloud.
• "3 Phase" - full model with all three phases of water represented,
surface ice, water vapour, and cloud.
These three model regimes can also be thought of as models con-
taining one, two, and three feedbacks, as each phase of water con-
tains it’s own climatic feedback process. The designations "1 Phase",
"2 Phase", and "3 Phase" will be used as shorthand to designate these
three different models for the rest of the thesis. Table 1 lists the
changes to the model required to run each variant.
model variant variable changed
1 Phase Relative humidity: RH = 0 for all latitudes,
for all time steps
2 Phase Cloud fraction: c = 0 for all latitudes,
for all time steps
3 Phase Complete model
Table 1: EBM variants.
3.6 numerical solutions
The EBM was solved using a forward time central space (FTCS) finite
difference method. This method was chosen over another method
called the Crank-Nicolson method, as the Crank-Nicolson method
gave solutions with small persistent oscillations in the equilibrium po-
sition of the ice edge, which would not dissipate with time as Crank-
Nicolson is strictly non-dissipative [16]. Non-dissipative means that
oscillations in the solution will never decrease with increasing time
steps of the solution, and adding damping parameters to the final
equations to solve this was thought to add inaccuracy to the solution.
It would be theoretically possible to create damping parameters that
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did not make the solution less accurate, but this fell outside the scope
of the thesis (but could be done in future studies of the model).
The FTCS scheme can be proven to be accurate using the Lax-
Richtmyer equivalence theorem, which is a theorem that allows for
numerical approximations like FTCS to be considered convergent on
the real solution of the PDEs used [55]. It states:
A consistent finite difference scheme for a partial differential
equation for which the initial value problem is well-posed is con-
vergent if and only if it is stable.
where the technical terms in the theorem are:
• Convergent: A scheme is said to be convergent if its solutions
approximate the solution of the PDE and that approximation
improves as the grid spacings h and k tend to zero.
• Consistent: A scheme is said to be consistent if the approximate
solution is pointwise convergent on the PDE at each grid point.
• Well Posed: A set of initial conditions is said to be well-posed if
it produces a solution and that solution is unique and the solu-
tion is consistent for a small variation in those initial conditions.
Since the FTCS is consistent and the EBM equations are well posed
(i.e. they do not wildly diverge for similar initial conditions except
for near state transitions), and the FTCS scheme is stable for the EBM
equations, the FTCS method is therefore convergent on real solutions
for the EBM equations.
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(a) 1 phase run.
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(b) 3 phase run.
Figure 10: 1 and 3 phase model runs using S0 = 1366 Wm−2.
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Using the FTCS method detailed in Section 3.6, the model was run
for S0 = 1366 Wm−2 for a 1 phase model (results in Figure 10a),
and for a 3 phase model (results in Figure 10b). The equilibrium
ice edge position is plotted as the extent from the right hand side
of the axis. The largest difference between the two runs is that for
S0 = 1366 Wm−2, the 1 phase model is in the ice free state (no ice is
visible in plot) while the 3 phase model is in the finite ice edge state.
Equatorial temperatures are similar between the two models, but the
1 phase model has a significantly warmer polar region (266.2 K at 90
degrees latitude, versus 248.7 K for the 3 phase model). This lessens
the temperature gradient between equator and pole at the surface,
and therefore reduces meridional surface heat transport (maximizing
at 3.27× 1015 W, versus 4.21× 1015 W for the 3 phase model), as tem-
perature gradient is an integral part of calculating heat transport -
see Equation 8). An inflection point in the surface heat transport can
also be observed at 54 degrees in the 3 phase model run, which is ap-
proximately at the ice edge - this shows that the ice has a significant
effect on heat transport. The inflection point was not observed in the
1 phase run, due to a lack of surface ice. The atmospheric heat trans-
port were was only slightly lower in the 1 phase model (maximizing
at 1.46× 1015 W for the 1 phase model, versus 1.70× 1015 W for the 3
phase model).
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Figure 11: Rose and Marshall two layer model run. Ts and Ta are the surface
and atmosphere layer temperatures, respectively. Ha is the atmo-
spheric heat transport, Ho is the ocean heat transport, which is
analogous to surface layer transport in the EBM used in this the-
sis.
An example two layer (atmosphere and ocean) EBM run from Rose
and Marshall [52] is shown in Figure 11. Comparing the Rose and
Marshall result to the EBM, shape and structure of temperatures and
heat transports as functions of latitude were comparable Rose and
Marshall’s, but the magnitudes of heat transport are smaller, and the
surface layer has a larger peak heat transport than the atmosphere
layer, which is the reverse of the result from Rose and Marshall, and is
not realistic. This is probably due to the atmosphere having a smaller
temperature gradient between equatorial and polar latitudes than
Rose and Marshall’s model, which would have the effect of restrict-
ing heat transport. The small temperature gradient may have been
caused by the atmospheric diffusivity Ka constant being too large, but
this was tested by reducing it for subsequent runs and no significant
temperature gradient increase was found, until eventually Ka became
low enough that the model simply failed to converge to a solution.
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3.8 table of variables & constants
This section contains all values used for running the EBM, and their
sources. Some experiments changed one or more of these variables in
order to explore phenomena, and these changes are listed with each
experiment.
variable value source
A1 17.625 [1]
B1 243.04 [1]
C1 6.1094 [1]
Table 2: Magnus Approximation constants.
variable symbol value source
O3 emissivity deviation .. 0.082 [4]
CO2 emissivity deviation fCO2 3.5× 10−4 [4]
Table 3: Values used in Barker’s γ parameter.
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variable symbol value source
Relative Humidity RH 80% ..
Second Legendre polynomial fitting variable s2 -0.48 [52]
Absorptivity of dry air κ0 0.05 [29]
Reflexivity of cloudy sky rcloudy 0.2962 [58]
Reflexivity of clear sky rclear 0.1 [29]
Scale Height of water vapour H H2O 2km [4]
Scale height of atmosphere H 8.5km [39]
Density of liquid water ρl 1000 kgm−3 ..
Initial atmosphere temperature Ta,i 255K [52]
Initial surface temperature (non-ice) Ts,i 290K [52]
Initial surface temperature (ice) Ti,i 255K [52]
Critical temperature of melting ice zone Tcrit 263K [41]
Heat capacity of atmosphere column Ca 107 Jm−2 [43]
Heat capacity of surface/ocean column Cs 107 Jm−2 [52]
Diffusivity of atmosphere layer Ka 2.2× 106 m2s−1 [52]
Diffusivity of surface layer Ks 5.2× 105 m2s−1 [52]
Radius of Earth a 6371000 m [39]
Dry air specific gas constant Rd 287.058 Jkg−1K−1 ..
Water vapour specific gas constant Rv 461.5 Jkg−1K−1 ..
Surface pressure Psur f ace 1.014× 105 Pa [39]
Default atmosphere pressure Patmo 0.5× 105 Pa [24]
Surface albedo (ice covered) rs 0.6 [41]
Surface albedo (ice free) rs 0.3 [41]
Table 4: Variables used in EBM.

4
S E N S I T I V I T Y
Sensitivity studies for energy balance models are collections of model
runs that test the equilibrium response and characteristics of the model.
They test the internal stability of the model by varying some prognos-
tic variable for each run in the collection, while leaving the others
static. They are often used to determine the strength and sign of var-
ious feedback mechanisms in the climatic system [30]. Testing the
transient nature of models is outside the scope of sensitivity tests as
they only view the model from its completed equilibrium position,
and so transient effects will be dealt with separately in the stability
chapter of the thesis (Chapter 5).
Equilibrium is not trivial to define for EBMs with non-linear feed-
back effects, as models can reach a quasi-stable state in one solution
space before reaching some threshold and consequently shifting to
a second equilibrium in another state. Jentsch defined equilibrium
as having reached some point where the time rate of change of the
global temperature was less than a small amount (order of 10−11 K)
[29]. This however ignores boundary cases where the model may just
have enough/too little heat to move to another solution state. To ad-
dress this, the model has additional logic, so that the global energy
balance must maintain its minimal value of energy balance change
for a set number of time steps. For each model run, the model was
resolved to a stable equilibrium state.
Table 5 lists all variables used to test the sensitivity of the model.
Excluded from the list is the sensitivity of the model to different water
phase feedbacks, which rather than varying some prognostic variable,
prognostic variable symbol range of values
Atmosphere Layer Pressure Patmo 100 hPa to 700 hPa
Surface Albedo rs ice albedo from 0.4 to 0.8,
non-ice albedo from 0.1 to 0.5
Relative Humidity RH 60% to 80%
Table 5: Prognostic variables used in sensitivity studies.
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consist of switching these feedbacks on and off. Sensitivity to these
components is detailed in Section 4.1.
Atmospheric layer pressure was chosen as it defines the height of
the atmosphere layer, and as the water vapour pressure is defined by
this height (Equation 27 in Section 3.2.1.3), this affects the amount
of water vapour and cloud available. Thus, varying this parameter
effectively varies the strength of cloud and water vapour feedbacks.
Surface albedo was chosen because it is a good proxy for the strength
of the surface ice feedback. Relative humidity was chosen as it is a
good metric for water vapour feedback, as it affects the amount of
water vapour on the surface (Equation 25 in Section 3.2.1.3), which in
turn affects the amount of water vapour in the atmosphere.
4.1 sensitivity to water phase feedbacks
4.1.1 Sensitivity Study Method
This section details general sensitivity results for the model by adding
or removing water in each of the three phases it is found in Earth’s
climate. Sensitivity to changes in the solar constant, S0, were used as
the control variable. S0 values were tuned by multiplying the raw S0
with a tuning constant such that for 1366 Wm−2, an ice edge as close
to 72 degrees latitude as possible was formed for the 3 phase model.
This tuning constant was then applied to all runs of the model shown
in the results. It was not possible to give exactly 72 degrees in some
cases, due to the existence of varying strengths of small ice edge insta-
bilities (SICIs), described in Section 2.2.1, so in that case the highest
stable finite ice edge is assigned to 1366 Wm−2.
Definitions of the model variant names "1 phase", "2 phase", and "3
phase" are given in Section 3.5.
4.1.2 Results
Figure 12 shows model sensitivity to either 1, 2, or 3 phases of water
feedback (described in Section 4.1). The figure shows three solution
states to the model depending on the value of S0:
• Snowball Earth State: For low values of S0, the equilibrium ice
edge stays at 0 degrees latitude, representing a "snowball" earth
state - total ice cover of Earth.
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Figure 12: Model sensitivity to different 1,2, or all 3 phases of water feed-
back.
• Finite Ice Edge State: For medium values of S0, equilibrium ice
edge is between 0 and 90 degrees latitude, representing a finite
ice edge state, the state Earth is currently in.
• Ice Free State: For high values of S0, equilibrium ice edge stays
at 90 degrees latitude, representing an ice free state - all polar
ice on Earth has melted.
These terms will be used to describe the three states of the EBM for
the remainder of the thesis.
Examination of Figure 12 shows that 1 and 2 phase models have
very similar curves, which was found to be caused by a systematic
underestimation of water vapour in the surface layer, which is de-
tailed in Section 4.5. Due to this lack of meaningful difference with
the 1 phase model, after initial analyses the 2 phase model was re-
moved from figures in the rest of the studies in this chapter.
The 3 phase model displayed significantly weaker small ice edge in-
stability effects (see Section 2.2.1 for details of the SICI phenomenon)
than the other two models. Lee and North [33] had shown that the
SICI effect is reduced in the presence of small fluctuations in model
forcings [33], and this may be the case here - the cloud feedback may
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be causing small variations in radiation flux, enough to recreate this
effect. The reason cloud feedback may be involved is that since cloud
fraction is affected by the temperature of the surface layer (as this af-
fects the amount of water vapour available for cloud production, from
the Clausius-Clapeyron relation and derivations in Section 3.2.1.3),
the combination of heat transport and changing radiation flux to the
surface from more/less cloud, these small variations can act similar
to a noisy forcing term as used by Lee and North to reduce the SICI
effect.
The 1 and 2 phase models moved away from snowball Earth states
for S0 values of approximately 100 Wm−2 less than the 3 phase model.
This is due to cloud absorbing more heat into the atmosphere layer in
the 3 phase model, and also reflecting some radiation back into space,
adding an extra negative radiative feedback that the cloudless model
does not have, so that more radiation overall is required to get the
equator latitude surface above Tcrit so that the ice can begin to melt.
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Figure 13: Peak surface layer heat transport as a function of insolation.
Figure 13 shows the peak heat transports for 1 and 3 phase mod-
els for the surface layer of the model, as a function of S0. Figure 14
shows the same value for the atmosphere layer. These values were
determined by calculating the heat transport function (Equation 8 in
Section 3.1) for all latitudes with the temperatures of those latitudes
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Figure 14: Peak atmosphere layer heat transport as a function of insolation.
at the equilibrium step (i.e. the last time step), and then determining
the maximum of the heat transport function. The heat functions were
calculated using the temperatures of each layer in question separately.
Surface heat transport peaks higher in the 1 phase model than the
3 phase model, but atmosphere layer heat transport peaks higher in 3
phase than 1 phase. Heat transport in the model is determined by the
magnitude of temperature gradient between any two latitude zones,
so this result means that the temperature gradient has the potential
to be greater at the surface when water vapour and cloud are not
present.
Both Figures 13 and 14 show that for snowball and ice-free solu-
tion states, peak heat transport is a linear function of S0, which is
expected for a 1 phase model, but was an unexpected result for the
3 phase model. The reason for this is for a 1 phase model, the only
source of non-linearity is the surface ice feedback, which has a fixed
effect when the ice edge is locked at 0 or 90 degrees - only when the
ice edge moves (i.e. when the model is in the finite ice edge state) will
the feedback change. For the 3 phase model, cloud and water vapour
feedbacks are acting in all three states of the model. This means that
peak heat transport would be expected to show more complex effects
in the snowball and ice free states. One possible explanation is that
42 sensitivity
peak heat transport is occurring at the poles, where low cloud frac-
tions and water vapour densities exist, meaning that cloud and water
vapour feedback there can have little or no direct effect on the tem-
perature gradient.
In Figure 13, the peak heat transport for both models occurs just
after the transition into a finite ice edge state (i.e. when the ice edge is
just retreating from the equator). This is an effect of the heat transport
parameterisation in the model, which is calculated by the gradient of
temperatures between any two points (Equation 8 in Section 3.1). The
steepest gradient would then be at the ice edge discontinuity.
The reason for this is that coming out of a snowball state, the first
latitude zone to become ice free will be the zone closest to the equa-
tor. This means that at this point there is an ice free latitude receiving
the largest amount of insolation in the model (due to the geometric
distribution of insolation seen in Figure 7 in Section 3.2.1) and it is ad-
jacent to a latitude zone that is still ice covered, and so has most of its
insolation reflecting away. This leads to the greatest possible temper-
ature difference between the two zones, maximizing the temperature
gradient, and therefore giving the greatest possible heat transport.
Each zone after the equatorial zone that is freed from ice as the
model receives progressively larger values of S0 will provide progres-
sively smaller temperature differentials with the next ice zone adja-
cent, and this can be observed in Figure 13 as the curve of finite ice
edge state peak heat transport approximately follows the insolation
curve seen in Figure 7.
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Figure 15: Peak heat transports as function of equilibrium ice edge.
Figure 15 shows peak heat transport as a function of equilibrium ice
edge. This shows that overall, the 3 phase model’s atmospheric heat
transport has a greater proportion of total heat transport compared to
the surface, compared to the 1 phase model. This can also be shown
by examining the ratio of the means of heat transport for both 1 and
3 phase models:
ratio =
mean( surface heat transport)
mean( atmosphere heat transport)
(42)
The ratio value for the 1 phase was determined to be 2.4953, and for
the 3 phase model was determined to be 2.0626. This shows that the
3 phase model has a greater proportion of heat transport in the atmo-
sphere layer compared to the surface layer. This effect is due to cloud
(which is only in the 3 phase model) being a greater absorber of radia-
tion than clear sky, and also due to less shortwave radiation reaching
the ground due to reflection by cloud. For both models, surface heat
transport is still much greater than atmospheric heat transport, a phe-
nomenon also shown in all model variant’s standard behaviour, and
this is problematic as it is not a result seen in other similar models in
the literature (Section 3.7).
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Figure 16: Cloud fraction for 3 Phase model for varying S0. States of the
model that ranges of S0 lie in are annotated above the graph.
Figure 16 shows the fraction and latitudinal distribution of cloud
in the model, for the 3 phase variant. The three solution spaces (snow-
ball, finite ice edge, and ice-free) can be seen as three distinct patterns
as S0 is increased. As cloud fraction is derived from moisture param-
eters in the surface layer, the underlying reason for a lack of cloud
in the snowball solution is because the surface is too cold to produce
any significant cloud as the saturation water pressure at the surface
is low, which restricts the amount of water vapour available for cloud
production.
In the ice free solution space, the cloud fraction is observed to
slowly decrease as S0 is increased. This is not realistic as increas-
ing atmospheric and surface temperatures should increase the satura-
tion water pressure of the atmosphere to hold moisture. The Magnus
approximation (Equation 26) used by the model to calculate water
vapour partial pressure always increases with temperature, so intu-
itively, the model should reflect this. The low cloud fraction therefore
implies that the surface layer is increasing in temperature slower than
the atmosphere layer. This in turn means as the atmosphere takes
a greater proportion of insolation than the surface, there is a corre-
sponding decrease in the amount of cloud.
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Figure 17: Components of atmosphere layer radiation flux.
Figures 17 and 18 show components of radiation flux (both ab-
sorbed and emitted) for 1 and 3 phase models. Figure 17 shows emit-
ted/absorbed components from the atmosphere layer, and Figure 18
from the surface layer. Values are derived from components of the
model detailed in Chapter 3, with absorbed shortwave values com-
ing from equations in Section 3.2, and emitted/absorbed longwave
values from equations in Section 3.3. To a good approximation, the
sum of incoming components and the sum of outgoing components
of flux appear to add to the same value - a good indicator that the
model equations are balancing radiative components.
The step-like structure of the plotted curves is due to transitions be-
tween states of the model. Surface shortwave absorbance is the largest
component of available heat in the model, other than meridionally
transported heat, and so it causes all curves to have step changes
when ice is removed, due to the discontinuous increase in available
energy. This also accounts for the non-flat curve of radiation as a func-
tion of S0 for the finite ice state (the center step), as the mean albedo
of the surface is changing. Overall, more energy is available in the 1
phase model because less radiation from the atmosphere is being re-
flected away by cloud, allowing a greater amount to reach the surface,
and this has the effect of reducing the extent of finite state solution
space for the S0 sensitivity study - the 1 phase model reaches a crit-
ical total energy required for transition to the ice-free state quicker
than the 3 phase model does. The gradients of radiation increase as a
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Figure 18: Components of surface layer radiation flux.
function of S0 is effectively the same between 1 and 3 phase models,
so this result does not imply that the 3 phase model is more stable,
just that it is receiving less radiation for any given value of S0 than
the 1 phase model.
4.1.3 Polar Amplification
The water phase sensitivity studies were checked for evidence of po-
lar amplification, an effect explained in Section 2.5. The sensitivity to
changes in S0 for both 1 and 3 phase models was observed by record-
ing the gradient of mean temperature change per unit change of S0
in the sensitivity test for two zones:
• Polar Zone: Latitudes from 70 to 90 degrees.
• Non-Polar Zone: Latitudes from 0 to 70 degrees.
The latitude ranges used are rough approximations of polar and
non-polar latitudinal zones (the exactness of latitudes chosen is less
of an important consideration for a one-dimensional EBM than if the
model was two dimensional and had distinct land masses to give
more complicated polar phenomena). If polar amplification is occur-
ring then the polar zone should have a larger gradient than the non-
polar zone.
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Figure 19: Evidence of polar amplification effects in EBM. Left: 1 phase
model run, right: 3 phase model run.
Figure 19 shows that for both 1 and 3 phase models, the polar
zone mean temperature was more sensitive (the rate of change was
greater) to increasing S0 than the non-polar zone for most of the sen-
sitivity run. Significant spikes in the gradients occurred where the
model changed states, and here the amplification result is less clear.
The difference of gradients between polar and non-polar zones was
calculated as:
gradient difference = (polar gradient)− ( nonpolar gradient) (43)
for all values of S0. A positive value would mean that the polar gra-
dient was greater than the non-polar gradient for that value of S0. The
results (Figure 20) show that the gradient difference is always positive,
and so polar amplification is always occuring, even in the less clear
areas near the state transitions. The 3 phase model showed a stronger
amplification effect for the snowball state (low S0) and most of the
finite ice edge state (mid S0). The difference was negligible for the
ice-free state. This is expected as the impact on polar amplification by
ice feedback has been effectively removed by loss of ice in the ice free
state. The strengthening of the polar amplification effect with the ad-
dition of cloud (at least for most of the sensitivity run) agrees with the
results of Graversen and Wang [18], and suggests that that changes
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Figure 20: Gradient difference for polar and non-polar zones, calculated
with Equation 43.
in radiative balance due to the addition of cloud may increase the
amplification effect.
4.2 atmosphere layer pressure sensitivity
The prognostic variable that was varied in this study was Patmo, the
pressure level of the atmosphere layer. This affects the quantity of
water vapour in the atmosphere layer (Equation 27 in Section 3.2.1.3),
and so is a good way to adjust both cloud and water vapour levels.
Held and Suarez [24] defined the atmosphere layer in their model
being approximately at the boundary layer at a pressure level of 0.5×
105Pa, and so this can be considered the standard value (as used in
other runs of the model in this and other chapters, see Table 4).
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Figure 21: Model sensitivity to atmosphere layer pressure level, Patmo
Figure 21 shows the model’s sensitivity to changes in the atmo-
sphere layer pressure level, Patmo. The transition from snowball to
finite ice edge is seen to occur for higher and higher values of S0 as
pressure is increased. This is consistent with the results from Section
4.1.2, showing that an increase in cloud lowers the amount of radia-
tion reaching the surface (from reflection of shortwave) and also shifts
some heating to the atmospheric layer from absorbance of shortwave.
The shape of the curve stays relatively similar for all pressure levels.
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4.3 albedo sensitivity
The prognostic variable that was the albedo of the surface. Both ice
and non-ice albedos were varied.
4.3.1 Results
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Figure 22: 1 Phase model sensitivity to albedo value.
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Figure 23: 3 Phase model ice edge sensitivity to albedo value. Colours de-
note equilibrium ice edge position.
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Figures 22 and 23 show the equilibrium ice edge for all permu-
tations of ice and non-ice albedo used in the study. Blank areas in
the contour map are permutations that failed to converge to an equi-
librium ice edge. This occurred where ice albedo was much higher
than non-ice albedo, which caused temperature differentials at the ice
edge to be high enough that the differential equation solver diverged
between time steps, causing a runaway divergence in the solution.
The results are very similar for 1 and 3 phase models, but with the
1 phase model having a slightly larger proportion of snowball earth
states.This effect is probably due to the increased sensitivity to albedo
in the 1 phase model, which in turn is due to the 1 phase model hav-
ing a greater proportion of radiation reaching the surface (due to a
lack of cloud to reflect it). This effect is described in Section 4.1.2. The
general similarity between models is probably due to model tuning
removing differences between the variants, and thus we focus just on
the single phase model in the remainder of our discussion. For ice
albedos below 0.6, only ice-free states occurred. This is a side-effect
of the calibration process - an approximate 72 degree equilibrium ice
edge is very close to the size of the small ice edge instability, and so
ice edges greater than this tend to be only quasi-stable, settling into
an ice-free state eventually. This highlights the importance of running
the model for a sufficient number of steps in order to be confident the
results are correct for cases near state transitions.
Figure 24 shows all permutation of ice and non-ice albedo as a
differential, A:
A = |rs,ice − rs,non−ice| (44)
Each value of A is then plotted against the difference in mean
equilibrium temperature between the two layers (surface minus at-
mosphere).
As the albedo differential increases, the negative gradient for the
finite ice edge portion of the plot (all points that are not 0 or 90 in-
clusive) increases. This means the sensitivity to changes increases as
albedo differential increases, which effectively is changing the mag-
nitude of the surface ice feedback. This is evidenced by the fact the
greatest albedo differentials (> 0.8) only appear at either 0 or 90 de-
grees equilibrium ice edge - for these differentials, the model is too
sensitive to exist in the finite ice edge state at all.
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Figure 24: Ice edge equilibrium positions for all permutaions of albedo dif-
ferential.
Extending from Figure 24, Figure 25 shows the percentage of each
solution state the model equilibriated into for any given albedo differ-
ential (each differential could represent many different permutations
of ice and non-ice albedo). Again, higher differentials lead to less fi-
nite ice states (representing a loss in stability). Figure 25 also shows
that for high enough albedo differentials, the proportion of snow-
ball states also decreases. The reason for this is that while high non-
ice/low ice differentials end in ice free states, higher ice/lower non-
ice simply fail to converge. Higher non-ice/lower ice differentials are
effectively showing how an EBM with little/no ice feedback behaves
because the low ice albedo means the surface ice feedback is greatly
reduced. This means that absorption on the surface greatly outweighs
any reflection from albedo, which in turn causes most models at this
end of the sensitivity study to equilibriate in the ice free state.
To further demonstrate the effect of removing ice feedback, a sensi-
tivity run was conducted where ice albedo and non-ice albedo were
given the same value of 0.3, effectively removing the ice feedback ef-
fect. Figure 26 shows the components of heat flux between layers in
the system (using the same technique as Figures 17 and 18). All com-
ponents of flux can be seen to have a slightly non-linear upward gra-
dient, with surface layer emitted longwave and absorbed shortwave
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Figure 25: Percentage of equilibrium states for albedo differential.
showing the greatest sensitivity to increase of S0. This shows why
large differentials in albedo produce ice-free solutions - these compo-
nents of flux in the model dominate the others. Figure 27 shows the
corresponding changes in cloud fraction distribution with respect to
increasing values of S0 for this sensitivity run. The pattern is the same
unrealistic result as seen in Figure 16.
The result that changing the albedo of surface ice affects the sta-
bility of the climate system has implications for the current state of
the climate. For example, recent research suggests that anthropogenic
black carbon (soot) has a much larger effect on radiation forcing than
was previously known [7], and black carbon also plays a significant
role in modification of surface albedo especially in Arctic latitudes,
by darkening snow and ice [47]. The albedo sensitivity results sug-
gest that black carbon could therefore have larger broad effects on
the state of the climate.
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Figure 26: Components of energy flux for a model sensitivity run with no
ice feedback.
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Figure 27: Distribution of cloud fraction for a model sensitivity run with no
ice feedback.
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Figure 28: Sensitivity of model to Relative humidity of surface layer.
The prognostic variable that was varied in this study was RH, the
relative humidity of the surface layer. As mentioned in the introduc-
tion to this chapter, relative humidity was chosen as it is a good metric
for water vapour feedback, as it affects the amount of water vapour
on the surface (Equation 25 in Section 3.2.1.3), which in turn affects
the amount of water vapour in the atmosphere.
4.4.1 Results
Figure 28 clearly shows that the model was insensitive to changes
in this variable. This is explained by the moisture under-estimation
effect explained in Section 4.5.
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Figure 29: Mean annual cloud fraction by latitude for northern hemi-
sphere from MODIS Combined satellite data (black), compared
to 1366 Wm−2 3 phase model run equilibrium cloud fraction
(Source: NASA Land Processes Distributed Active Archive Cen-
ter (LP DAAC). MOD08 M3. USGS/Earth Resources Observa-
tion and Science (EROS) Center, Sioux Falls, South Dakota. 2003-
2009).
As observed in this chapter (especially in Figure 12), the addition
of water vapour alone has very little effect on the sensitivity of the
system. This was due to a systematic underestimate in the magnitude
of water vapour available in the system for both 2 and 3 phase vari-
ants. This in turn had an effect on the cloud fraction, which for the
3 phase model was approximately half the value found using the an-
nual mean of the MODIS combined cloud fraction product (Figure
29). Note that the larger difference near the poles is not as significant
as it appears, as polar region cloud tends to actually have a net heat-
ing effect in contrast to cloud in lower latitudes that has a net cooling
effect [56].
An attempt was made to force the water vapour to realistic values,
but it caused instabilities in the model that could not be corrected for,
and so the model failed to converge for the values and ranges used
sensitivity studies in this chapter. Thus, we had to work around this
problem. Suggestions for ways to correct this issue are also identified
in Section 6.1.
5
S TA B I L I T Y A N D H Y S T E R E S I S
Sensitivity studies are limited to viewing the equilibrium response of
the model, as the model must be run to a stable state before an ac-
curate observation of the properties of the solved PDEs can be made.
Since the model is solved by explicit time stepping (Section 3.6), the
state of the model at any time can be observed. This chapter explores
the time-dependent behaviour of the model, and also hysteresis phe-
nomena observed. Hysteresis is explained in detail in Section 5.0.1.
5.0.1 Hysteresis Theory
Hysteresis indicates the state of a system which depends not only
on the values of the parameters of that system, but the history of
variation of those parameters, and is only possible for systems with
several stable states [45].
Figure 30: Illustration of the hysteresis effect for an EBM by adjusting the
solar constant (Source: [45]). The dotted line represents unstable
solutions.
Figure 30 shows an example EBM run, where the solar constant
was initially set to 1000 Wm−2, and then was gradually increased to a
maximum of 2000 Wm−2, then gradually reduced again to the initial
solar constant value. As the solar constant increases, the mean surface
temperature also increases. At approximately 1600 Wm−2, the surface
temperature is high enough that an ice cap is not possible, the model
makes a sudden jump to a higher temperature, and exists in a new
ice free state. Running the model further, and by reducing the solar
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constant instead of increasing it, the model passes where the state
transition occurred while the solar constant was increasing. This is
hysteresis. The dotted line represents unstable solutions in the model
- runs in that particular range of solar constant will never equilibri-
ate there if the model continues to run. Solutions along the unstable
curve are not observed in the EBMs used in this thesis due to condi-
tions on stability detailed in the introduction of Chapter 4.
5.1 time evolution of model
5.1.1 Method
Initial conditions of the model were set using the same values as
in Table 4, except that all surface layer latitude zones were initiated
with a temperature low enough (255 K) to start with global ice cover.
The model was then run to a stable equilibrium with a tuned S0 value
such that the final equilibrium state of the model for S0 = 1366 Wm−2
resulted in the model reaching a final equilibrium position at an ice-
free state. This allows the time evolution study to view the model
moving through all three stable states possible. The model was ini-
tially run as normal with this value of S0 to confirm that the model
converged on a solution, so that the results of the time evolution study
can be confirmed as realistic with the Lax-Richtmyer equivalence the-
orem (explained in Section 3.6).
Samples of temperature for both layers, heat transport in both lay-
ers, cloud fraction (for the 3 phase model only), and surface albedo
were collected from the model at 1 day intervals. The study was re-
peated for both 1 and 3 phase models (2 phase model results were
similar enough to 1 phase results to be ignored, due to the water
vapour underestimation explained in Section 4.5). Each value was
recorded for a 0 degree latitude zone (equator), a 45 degree latitude
zone (mid-latitude), and a 90 degree latitude zone (pole). Phases and
zones used are listed in Table 6.
5.1.2 Results
Figures 31 , 32, and 33 show the time evolution of the model for
all variables of interest. Figure 31 shows temperature for the surface
(left) and atmosphere (right) layers. All temperatures (surface and at-
mosphere) are initially set to 255K. On the surface, three different
temperature trends can be seen. As the run begins, the equatorial
zone warms as the other two zones cool. At this point, the entire sur-
face is still ice-covered (the albedo graph on Figure 33 shows that all
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model latitude zone plot style
1 Phase Equator
1 Phase 45 Degrees
1 Phase Pole
3 Phase Equator
3 Phase 45 Degrees
3 Phase Pole
Table 6: Plotting styles for time evolution results.
three zones still have an albedo of 0.6, which is the albedo of ice used
in this setup). The warming of the equatorial zone compared to the
cooling of the other two zones implies that the equator is receiving
more radiation flux than that emitted by a surface at 255 K. Since the
temperature is still similar to the other zones, this extra heat is not
associated with heat transport (as the heat transport is determined by
temperature gradient), so this suggests that the extra insolation the
equator zone is receiving (due to the differential insolation curve, as
seen in Figure 7) is greater than the loss from ice albedo. At approx-
imately 101 days, the equatorial temperature rises above the model
Tcrit (the temperature at which the ice cover in a zone melts), and the
gradient of temperature increases rapidly to a significantly greater
value, showing that the ice has melted in the equatorial zone, and
the albedo has changed to the non-ice value. A similar significant
change in gradient is observed at the mid-latitude zone at approxi-
mately 101.5 days, also due to ice melt. Temperature in the polar zone
initially decreases as the emission from the surface outstrips insola-
tion, and then begins to increase (due to increased incoming surface
heat transport, seen in the left figure of Figure 32), until reaching Tcrit,
where the gradient becomes nearly vertical.
In the atmosphere layer however, the various changes of the tem-
perature curves observed on the surface are not visible, other than a
slight inflection point at 101 days, where the surface equatorial zone
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Figure 31: Time evolution of surface and atmosphere layer temperatures.
becomes ice free. This illustrates the fact that while the atmosphere
layer is coupled to the surface layer by longwave parameters, this
coupling isn’t neccessarily strong, and the incoming shortwave and
meridional heat transport can play as large or even a larger part in
the time evolution of atmosphere layer temperatures. This is surpris-
ing when compared to reality, but since the model does not deal with
vertical convection or vertical latent heat transport (which can be seen
in the global energy balance diagrams of Figure 1), this is understand-
able.
In all cases, the 1 phase model has greater surface temperatures
than the 3 phase model, and lower atmosphere temperatures. This
demonstrates the absorbative effect of cloud taking a greater propor-
tion of incoming radiation into the atmosphere layer in the 3 phase
model, an effect also observed in the water phase sensitivity study of
the model (Section 4.1). This leads to ice melting first in the 1 phase
model, which can be observed by the the discontinuity in the equa-
torial zone surface temperature occuring at 101 days in the 1 phase
model. The shapes of all temperature curves is largely the same, inde-
pendent of the model components (1 and 3 phase models). So rather
than affecting the character of phenomena in the model, adding pos-
itive and negative feedbacks by adding model components is effec-
tively changing the climate sensitivity of the model.
Figure 32 shows the evolution in heat transport for surface (left)
and atmosphere (right) layers. Heat transport is a function of temper-
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Figure 32: Hysteresis effect comparison between surface heat transport (left)
and atmospheric heat transport (right) in 1 and 3 phase models.
ature gradient, and so will maximise around mid latitudes where the
temperature gradient is greatest (see Figure 10b). This means the mid
latitude zone will always have a greater rate of heat transport than
the equator, even though the equator is receiving more heat from
insolation. As in Figure 31, the equatorial heat transport jumps at ap-
proximately 101 days as ice is melted in that zone, producing a rapid
change in the temperature gradient. The discontinuity is also visible
as a small dip in the atmospheric layer. The pole zone heat transport
rate actually decreases after its ice melts. This is due to a decrease
in temperature difference between this zone and the zone adjacent,
which in turn reduces the heat transport rate. This gradient decrease
would be observed in all layers, but at the pole increase in absorbed
insolation due to albedo change is lower, as there is less insolation
available overall at this latitude.
Figure 33 shows the time evolution of cloud fraction (left) and sur-
face albedo (right). The cloud fraction across all three zones starts at
very similar values, as the surface temperatures are uniform at the
model start and water vapour availability is defined by the temper-
ature of the latitude zone. After ice melts in the equatorial zone at
101 days, cloud fraction at the equator rapidly increases to a level
that is close to realistic for that zone, but then decays as the model
stays in the finite ice edge space. This phenomenon was replicated
in a normal finite ice edge equilibrium 3 phase run (Figure 34), so is
not isolated to the ice-covered to ice-free transition used in this study.
One possible explanation for this phenomenon is that in creating a
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Figure 33: Hysteresis effect comparison of cloud fraction (left) for the 3
phase model only, and surface albedo (right) between 1 and 3
phase models.
significant cloud layer, the atmospheric layer receives a larger pro-
portion of shortwave radiation, which in turn reduces the radiation
reaching the surface. This cools the surface, which reduces moisture
available to create future cloud. The effect can be seen in Figure 35,
which shows the time evolution of longwave and shortwave flux com-
ponents. A spike in received surface shortwave flux (yellow solid line)
is observed at 10 days, which then decays. The shape of the decay re-
flects the shape of the increase in received atmosphere shortwave flux
(blue solid line), suggesting that the surface layer loss is linked to the
proportional gain by the atmosphere layer. The differences in magni-
tude in these two flux shapes can be accounted for by the differences
in absorptivity between them, so the shape rather than the magnitude
is the important characteristic to observe.
For surface albedo (Figure 33, right), a value of 0.6 indicates the
zone is ice covered, and 0.3 indicates the zone is ice free. The albedo
plot shows ice melting at the equator first, then the higher latitudes,
with the 1 phase model melting before the 3 phase model in all cases,
due to the extra insolation the 1 phase model receives.
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Figure 34: Cloud fraction decay for a 3 phase model run with finite ice edge
equilibrium.
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Figure 35: Time evolution of components of longwave and shortwave radia-
tion flux for equator zone.
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5.2 hysteresis
5.2.1 Method
A single run of the model is conducted with an S0 value that increases
by 10 Wm−2 every 10 days, to some maximum value. At this point the
S0 is reduced by 10 Wm−2 every 10 days until the initial S0 value is
reached. 10 days was chosen as the time interval as it represents the
time scale that most state transitions occur over from the sensitivity
studies in Chapter 4, and so this time interval allows the model to
either equilibriate to some quasi-stable state, or move into a new state
before S0 is changed again. The experiment was also tried with 1 day
iterations, but the results were not significantly different.
S0 was tuned by an amplification factor so that 1366 Wm−2 pro-
duced an Earth-like finite ice edge when the model 3 phase variant
of the model was run. This tuning was used on both a 1 and 3 phase
model, and the two hysteresis runs were compared.
5.2.2 Results
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Figure 36: Hysteresis effect comparison between 1 and 3 phase models.
5.2 hysteresis 65
Figure 36 shows two hysteresis runs, one for a 1 phase model, and
the other for a 3 phase model. Arrows indicate the movement of ice
edge over time. The lines are separated into two sections:
• An "upward branch", representing the ice edge values the model
produced while S0 was increasing.
• A "downward branch", representing the ice edge values the
model produced while S0 was decreasing.
For both runs, a clear hysteresis effect can be observed, as the up-
ward branch does not match the downward path - the ice edge value
is dependent on the direction of the change in S0. Note that at state
transitions, the paths appear to have gradients rather than appear ver-
tical as is expected for an instantaneous transition, but this is a simply
a side-effect of the S0 step size in the experiment - a transition in state
is from one S0 step to the next, which is 10 Wm−2 in size. The models
are observed to move along the following general path:
1. The models stay at a 0 degree ice edge for some time as S0
increases, representing a snowball state.
2. At 1140 Wm−2 (for the 1 phase model) and 1160 Wm−2 (3 phase
model) the models move to a finite ice edge state.
3. The models exist in a finite ice edge state, with an ice edge that
increases as S0 increases.
4. At an ice edge of 65 degrees latitude (1 phase model) and 66
degrees latitude (3 phase model), the models jump to an ice
free state (due to the small ice edge instability).
5. The models move in the ice free state until the maximum S0 is
reached.
6. The value of S0 is now decreasing, and the models stay in the
ice free state for lower S0 values than they did on the upward
branch.
7. At S0 = 1060 Wm−2 (for the 1 phase model) and S0 = 1110 Wm−2
(3 phase model), the model moves to a finite ice edge state.
8. The models are observed to stay in the finite ice edge state for
longer on the downward branch than the upward branch, and
achieves a much lower ice edge latitude before the SICI effect
causes the model to transition to the snowball state
9. The models run to the minimum S0 value in the snowball state.
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During the finite ice edge states of both the upward and downward
branches, the 1 phase model showed a higher ice edge than the 3
phase model for the same S0 value. This is consistent with the larger
insolation the 1 phase model receives for any given value of S0 - the
critical temperature to melt the equatorial ice and begin the finite ice
edge state is reached first.
Stability of the models for both upward and downward phases was
observed from the size of the range of S0 values the models were in
the finite ice edge state - the greater the S0 range was in the finite
state, the more stable the model was to be considered. On the upward
branch, the 1 phase model was in the finite ice edge state for a much
smaller range of S0 values than the 3 phase model, and so was less
stable on the upward branch. On the downward branch, the models
stayed in the finite ice edge state for relatively similar ranges of S0,
and so were relatively equally stable on the downward branch.
The fact the 1 phase model is more stable on the downward branch
isn’t easily explainable.
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Figure 37: Time evolution of mean cloud fraction in hysteresis study.
Figure 37 shows the evolution of mean cloud fraction for the 3
phase model in the hysteresis experiment. As in Figure 36, the plot is
split into two branches, with the upward branch showing cloud frac-
tion as S0 is increased, and the downward branch showing cloud frac-
tion as S0 is decreased. Again the upward and downward branches
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do not match - the cloud fraction stays higher for lower values of S0
on the downward branch.

6
C O N C L U S I O N
The aim of the thesis was to use energy balance models to explore
the behaviour of and interrelationships between water feedbacks for
all phases of water as they exist on earth. A two-layered (suface and
atmosphere) Budyko-Sellers [8] [53] style energy balance model was
modified with parameterizations for water vapour and cloud in the
atmosphere, which could be added or removed in order to conduct
experiments.
The additions to the model produced results that were generally
physically plausible, with some persistent issues. In particular, the
shape and structure of temperatures and heat transports as functions
of latitude were comparable to the earlier work of Rose and Mar-
shall [52], but the magnitudes of heat transport were smaller, and the
surface layer had a larger peak heat transport than the atmosphere
layer, which was the reverse of the Rose and Marshall result and
reality. This was probably due to the atmosphere having a smaller
meridional temperature gradient than the Rose and Marshall model,
which would have restricted heat transport, as heat transport is cal-
culated using it. The water vapour parameter also consistently under-
estimated the amount of water vapour to produce, which resulted in
reduced cloud fraction and reduced water vapour feedback, but the
cause for this could not be determined. However, given the simplicity
of the parameterizations used, the plausible (if sometimes too small)
variations suggest that this model shows promise.
The sensitivity of the model was tested by progressively adding
surface ice ("1 phase model"), water vapour ("2 phase model"), and
cloud ("3 phase model") feedbacks, and by examining the model’s
sensitivity to several prognostic variables (atmospheric layer pressure,
albedo values, and surface relative humidity). The 1 and 2 phase mod-
els produced very similar results, which is likely to be caused by the
underestimation of water vapour in the surface layer. For this rea-
son, the relative humidity had little effect on the sensitivity of the
model. Comparing 1 and 3 phase models, the addition of cloud was
found to change the proportions of heat in the climate system, ab-
sorbing a portion of shortwave radiation that would have reached the
surface, and reflecting another portion away before it could be ab-
sorbed. This changed the ratio of mean heat transport between the
layers - the 1 phase model had a ratio of surface transport to atmo-
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sphere transport of 2.4953 compared to the 3 phase model ratio of
2.0626 - much more of the total heat transport was occurring in the
atmosphere layer for the 3 phase model. Changing the atmospheric
layer pressure acted to change to cloud and water vapour feedback
strength. Changing albedo values was found to be a good proxy for
examining the strength of the surface ice feedback, showing that as
the feedback increases, the model spends less time in the finite ice
edge state, which represented a loss in stability. Since anthropogenic
black carbon affects surface ice and snow albedo in Arctic latitudes,
the results suggest that black carbon could have an effect on the sta-
bility of the ice cap, which could be explored further in future work.
One of the key questions that was initially considered when devel-
oping the EBM was whether the interaction of multiple water-based
feedbacks would enhance or diminish polar amplification. Thus, the
model was tested for evidence of polar amplification, and showed
evidence of the effect for both 1 and 3 phase models, as surface tem-
peratures in the polar latitudes (70-90 degrees latitude) were more
sensitive to increasing S0 than non-polar latitudes (0-70 degrees lati-
tude). The addition of cloud feedback strengthened this effect, which
agrees with the results of Graversen and Wang [18] that changes in
radiative balance due to the addition of cloud increased the amplifi-
cation effect.
The time dependent behaviour of the model and its stability was
also explored by exploiting the time stepping nature of the FTCS nu-
merical solving method used for the EBM. The model was run from
an ice-covered surface to an ice free state for a single value of S0 for
both 1 and 3 phase model variants, and the time evolution of tem-
peratures, heat transport, cloud fraction, and albedo were studied for
three latitudes (equatorial, mid-latitude, and polar). The equatorial
latitude was observed to heat earlier and to a greater extent due to
the increased insolation it received, with larger heat transports due to
a larger temperature gradient between zones. Comparing the 1 and 3
phase models, the extra insolation received by the surface layer in the
1 phase model caused it to change states to the finite ice edge state
and ice free state in a shorter time than the 3 phase model.
The model was examined for evidence of hysteresis, and this was
confirmed for both 1 and 3 phase models. The 1 phase model exhib-
ited less stability during the hysteresis run, which was quantified as
the 1 phase model spending a smaller range of S0 in the finite ice
edge state as S0 was increased.
6.1 future work 71
6.1 future work
Relevant future work on the model would be to improve the param-
eterization of water vapour to bring amounts in line with empirical
values and thus increase the cloud fraction to more realistic values,
add new climatic phenomena to the model by developing parameter-
izations using the same methods as used by this thesis, and explore
different methods of solving the partial differential equations that
form the base of the model.
A persistent issue with the model was the underestimation of water
vapour on the surface layer (Section 4.5), which in turn reduced the
cloud fraction as the cloud is generated from available water vapour.
This meant that the 2 phase model (with water vapour feedback but
no cloud) produced results that were very similar to the 1 phase
model. One possible reason for this is the lack of convective transport
in the model (as discussed in Section 1.1.3). If a parameterization
of convection of water vapour can be added to allow for a greater
amount of water vapour to be transported to the atmosphere layer,
the cloud fraction could improve. Finally, it is possible that the empir-
ical fit used by Barker [4] to get values for the function that defines
γ in the model (Section 39) may not be good enough for the model.
Recalculating γ may improve the stability of the model with higher,
more realistic levels of water vapour.
One feature of the shape of the cloud fraction curve as a function of
latitude that has not been considered is the effect of the Hadley cell.
The Hadley cell is a tropical atmospheric circulation which can be ob-
served to affect mean annual cloud fraction by reducing in cloud cov-
erage from 10 to 30 degrees latitude (visible in MODIS data plotted
in Figure 29 in Section 4.5). Adding parameters to the cloud fraction
in order to account for this regional reduction could produce results
of interest. Jentsch’s model [29] included a parameterisation of the
Hadley cell, this could be used to add the functionality to the model.
Addition of a black carbon parameter would be useful to explore
the albedo sensitivity of the model to the darkening effects of black
carbon discussed in Section 4.3.1, to see to what extent black carbon
affects the overall stability of the model - whether the small ice edge
instability becomes more or less pronounced, and for what range the
model stays in the finite ice edge state.
The Crank-Nicolson method for solving the partial differential equa-
tions in the model was rejected due to persistent oscillations in the so-
lution, but it is possible that with the addition of well-justified damp-
ing parameters, this oscillation could be reduced or eliminated. The
Crank-Nicolson method is considered to be a more accurate method
72 conclusion
for solving parabolic PDEs than the FTCS method used, and so may
be a good future direction to consider. The Crank-Nicolson method
may allow the model to converge to a solution where FTCS did not,
and in particular using realistic amount of water vapour (which failed
to converge with FTCS) may work with this method.
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