In 2014 all ECB publications feature a motif taken from the €20 banknote.
the SPF questionnaire, can potentially improve their density forecast performance by gaining an understanding about how their density features have impacted on their historical density performance.
Our analysis focuses on the one and two-year horizon density forecasts for euro area real output growth and consumer price inflation. We begin by constructing individual measures of density forecast performance from this dataset. Our preferred performance measure is the Ranked Probability Score (RPS) which is based on the entire predictive distribution and rewards forecasters who concentrate a high probability mass in regions of their density that are close to where the outcome occurs. Next, we estimate directly at the individual level key characteristics of the SPF densities such as their means and higher moment features such as their variances, their skewness and tail probability mass. We then proposes a set of cross-sectional and fixed effect panel regressions to examine the role of key distributional features in explaining density forecast performance both across time and across individuals. Controlling for the role of differences in point forecast accuracy (density location) as well as for other common shocks impacting on aggregate density performance, these regressions help shed light on whether or not higher order density characteristics, such as variance, skewness or the fatness of a density forecast's tails can contribute to improving forecast performance. Such a mode of analysis, responds to a clear need to generate empirical evidence concerning the quality of information that is contained in such density forecast features. Importantly, our analysis also sheds light on the use of judgement in forecasting and its impact on the quality of macroeconomic forecasts. In particular, in a recent questionnaire sent to the participants in the ECB SPF, a large majority of respondents (over 80%) indicated that their reported probability distributions are derived either purely on the basis of judgement or from models with judgemental adjustments.
Our main findings highlight the importance of mean forecast accuracy as a systematic determinant of individual density forecast performance: Experts with less accurate mean forecasts in general also have less accurate density forecasts. However, our empirical results suggest that many macroeconomic experts are operating in a way in which density performance could be systematically improved by correcting a downward bias in their variances. In other words, many experts responding to the SPF are underestimating uncertainty and could improve their density performance by simply increasing their variances. Aside from this shortcoming in the spread of the individual expert densities, other features, such as density skewness or kurtosis generally often are found not to contribute significantly to enhancing individual density performance. Hence our results cast some doubt on the degree to which central banks should rely on these features of private sector density forecasts when evaluating macroeconomic risks. Increases in distributional skewness in absolute terms, for example, are invariably associated with a worse density performance -an effect which is statistically significant in our panel regressions for both GDP growth and consumer price inflation. As regards the assessment of tail risks, for the case of the relatively longer horizon density forecasts for GDP growth, we observe that a higher probability mass in the tails of the distributions is associated with a better density performance.
Overall our analysis points to some scope for professional forecasters to potentially improve their density forecast performance, in particular by correcting upwards a noticeable downward bias in their assessments of uncertainty. . Moreover our results suggest that forecast users should exercise due caution when extracting information from higher moments of the SPF densities such as measures of skewness and tail risk. Looking forward, with the expansion of the SPF dataset over time, it would be desirable to apply other density evaluation techniques and to possibly extend the analysis conducted here to consider other density scoring rules.
INTRODUCTION
The importance of reliable quantitative information about forecast densities -and not just point predictions -is widely recognized in both the econometric and applied forecasting literatures.
1 At the same time, recent applied research has revealed considerable shortcomings in the density forecasts of macroeconomists as collected in surveys. For example, Giordani and Söderlind (2006) explore the possible role of surveyed densities in explaining the equity premium puzzle using US data from the Survey of Professional Forecasters (SPF) and uncover evidence of over confidence in predictive distributions. Clements (2010) has compared the point predictions of professional forecasters with their subjective probability distributions, finding evidence that their means may be less frequently updated than their individual point forecasts. Also, Kenny, Kostka and Masera (2014) compare the density forecasts from the euro area SPF with a set of simple and naïve statistical models finding that the latter often outperform surveyed macroeconomic experts.
In this paper we exploit the microeconomic information contained in the European
Central Bank (ECB) SPF as a means to contribute further to understanding the predictive performance of surveyed density forecasts. 2 In particular, we examine the possible role of density features such as their location, spread, skewness and tail risk in determining density forecast performance both over time and across individuals. Understanding this link is of relevance to both forecast users -such as the ECB -and forecast producers. In particular, the insights from our study are of interest to survey users who may rely on specific density features when evaluating different policy choices (e.g. relating to tail risks or possible skewness in the distributions). Moreover, density forecast producers, including those forecast producers responding to the SPF questionnaire, may improve their density forecast performance by gaining an understanding about how their density features have impacted on their historical density performance.
Our study thus contributes to a growing body of empirical work studying the properties of density forecasts collected in surveys. Diebold, Gunther and Tay (1998) Rich and Tracy (2010) , Conflitti (2011) and Rich, Song and Tracey (2012) .
Our analysis focuses on the one and two-year horizon density forecasts for euro area real output growth and consumer price inflation. We begin by constructing individual measures of density forecast performance from this dataset using the Ranked Probability Score (Epstein, 1969) , recently advocated in Boero, Smith and Wallis (2011) as a preferred density scoring rule, especially for surveyed densities such as the one we examine. In particular, this performance measure is based on the entire predictive distribution -a feature which contrasts with the more commonly used (at least in economic applications) log predictive score. Next, we estimate directly at the individual level key moments of the SPF densities such as their means and higher moment features such as their variances, their skewness and tail probability mass. We then proposes a set of cross-sectional and fixed effect panel regressions to examine the role of key 3 Garrat, Mitchell and Vahey (2013) combine the predictive densities from VAR models in order to derive probability forecasts that can quantitatively underpin central bank warnings about low inflation outcomes during the great recession. An interesting direction for future research may be the extent to which such model-based analysis can be combined with the corresponding indicators from surveyed densities such as those derived in the study by Andrade, Ghysels and Idier (2012). 4 For the US SPF, the relevant studies are Lahiri and Wang (2013) , Lahiri and Wang (2007) and Clements (2006) . For the euro area SPF, Kenny, Kostka and Masera (2013) have evaluated the derived event probabilities.
distributional features in explaining density forecast performance both across time and across individuals. Controlling for the role of differences in point forecast accuracy (density location) as well as for other common shocks impacting on aggregate density performance, these regressions help shed light on whether or not higher order density characteristics, such as variance, skewness or the fatness of a density forecast's tails can contribute to improving forecast performance. Such a mode of analysis, responds to a clear need, as expressed in Leeper (2003) and Knüppel and Schulterfrankenfeld (2012) , to generate empirical evidence concerning the quality of information that is contained in such density forecast features. Importantly, our analysis also sheds light on the use of judgement in forecasting and its impact on the quality of macroeconomic forecasts. In particular, in a recent questionnaire sent to the participants in the ECB SPF, a large majority of respondents (over 80%) indicated that their reported probability distributions are derived either purely on the basis of judgement or from models with judgemental adjustments.
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The layout of the remainder of the paper is as follows. In Section 2 we describe our approach to measuring density performance and estimating density moments. Section 3 outlines the econometric framework and estimation procedures we employ to study the link between density characteristics and density performance. Section 4 provides additional necessary background on the underlying data sources as well as some summary statistics on distributional properties of the SPF densities. Section 5 presents the main empirical findings on the link between density characteristics and predictive performance.
Section 6 concludes.
MEASURING DENSITY PERFORMANCE AND MOMENTS
In this section, we present our main measure of individual density performance and discuss the methods we employ to estimate density moments such as the density mean, its variance, measures of skewness or the degree of probability mass in the tails of the distribution. In line with the discrete nature of the density forecasts from the SPF, we consider the probability forecasts, f k i,t+τ , produced at time t of individual expert i ( i= 1, . . . ., N) defined over a finite set of outcome ranges (or "bins") indexed from k = 1, . . . In the ECB SPF dataset, as discussed in Bowles et al. (2010) , the forecast horizon (τ) in each survey is set one and two-years ahead of the latest observed outcome and therefore differs across variables due to 6 represents the probability that expert i assigns to the event that the target variable will fall within the range covered by bin k. We index k = 1, . Epstein (1969) as a preferred measure of density performance. In particular, in the present context, we favor the use of the RPS given its "sensitivity to distance" as discussed further below. Moreover, the predictive log score which has been used widely in economics is unsuited for individual surveyed densities given the high frequency of times when a zero probability is assigned to the actual outcome range for the predicted variable (see Kenny, Kostka and Masera, 2014) . 8 We use x k t+τ to denote the binary random variable taking a value of 1 if the period t+τ outcome occurs in "bin" k and zero otherwise. We can define the RPS for the density forecast in period t+τ in the case of the discrete probabilities associated with a survey such as the SPF as in equation (1) 
differing publication lags for the release of official HICP and GDP statistics. For example, the one-yearahead GDP forecast refers to the annual growth rate two quarters after the survey quarter, whilst the equivalent HICP forecast refers to the annual inflation rate approximately 11 months after the survey month. For notational convenience, we nonetheless refer to these variable 1 and 2 year ahead rolling horizon forecasts as H=1 and H=2 respectively. 7 In our sample the maximum number of bins used has differed for GDP and inflation variables, with the former comprising 24 bins ranging from -6.0 to +4.9 and the latter comprising 14 bins ranging from -2.0 to +3.9. The width of the bins in the ECB SPF has been held constant at 0.4 for both GDP growth and inflation.
In (1), F k i,t+τ and X k t+τ denote the cumulative distribution functions of the surveyed densities and the binary outcome variable respectively. As it is based on the cumulative distributions, the RPS will tend to penalize less severely density forecasts which assign relatively larger probabilities to outcomes that are close to the outcome range that actually occurs. In this sense, the RPS is "sensitive to distance" in contrast to, for example, a local scoring rule such as the log score that only ranks densities on the basis of the probability they assign to the outcome that occurs. The RPS is bounded over the interval [0,
reaching a minimum value of 0 only in the extreme circumstances when all the probability is placed in a single bin and the actual outcome falls precisely into that bin.
Correspondingly, its maximum value is obtained when a unit probability is assigned to an interval at one end of the range of possible outcomes but the outcome occurs at the opposite end of the range of possible outcomes. Reflecting its dependence on the cumulative distributions and given the unpredictability of economic events, i.e.
forecasters do not have perfect foresight, the expected value of the RPS will be positive,
Also, as a strictly proper scoring rule (see Gneiting and Raftery, 2007) , the RPS provides a penalty for density misspecification in a way that elicits forecasters' true beliefs over time. 9 Given its sensitivity to distance, the RPS gives some relative reward to a density forecast that has a "near miss" relative to one that assigns higher probabilities in regions very far away from the actual outcome. This sensitivity of the RPS to distance is particularly appealing for analyzing the impact of density features on overall forecast performance. For example, for a given probability mass assigned to the outcome, the RPS will reward higher moment features such as skewness or thickness of the tails if such features give rise to greater probability mass in regions that are close to where the outcome occurs.
One issue that arises when seeking to compute the RPS using SPF data is how to treat the open intervals at the extremities of the surveyed histograms. Most studies (e.g. Zarnowitz and Lambros, 1987, D'Amico and Orphanides, 2008) have suggested equating the open intervals with an equivalent closed interval of equal width. However, if the probability in the open intervals is relatively large, the assumption that it is all concentrated in a single closed interval may be less justified. Therefore we adopt a modified approach of assigning all the probability to a single closed interval of equal width when the reported probabilities are very small and below 1.0%. For cases where the probability is above 9
As discussed in Diebold, Gunther and Tay (1998) "there is no way to rank two incorrect density forecasts such that all users will agree with the ranking" (p. 866). While the RPS provides an attractive and meaningful ranking of the densities, particularly for the type of surveyed data that we employ, our study is still to a largely conditional on this choice.
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1.0%, we assign 2/3 of it to an equivalent closed interval and the remaining 1/3 to the next lower or higher interval depending on which side of the distribution one is working with. For example, if 0.5% probability was assigned to an open interval, all of this is taken as being assigned to an equivalent closed interval. However, for a larger probability of say 2.0% assigned to an open interval, e.g. ≤ 0.0, 1.33% would be assigned to a closed interval [-0.4, 0 .0] and 0.66% would be assigned to [-0.8, -0.4] . This approach has the desirable feature that intervals that are further away from the center of the distribution have a lower probability mass. 10 In practice, the vast majority of forecasters tend not to assign any probability to the open intervals and, hence, the analysis is largely unaffected by which of these approaches are used.
A second practical issue that arises when computing the RPS for a given density forecast year density forecasts (H=1 and H=2 respectively) the RPS measure for the median forecaster. In addition, the performance at the extremities is represented by the 10 th and 90 th percentiles of the RPS distribution. By this measure we can observe that, for both variables, density forecast performance has varied considerably over the sample period.
For both GDP growth and inflation, the median performance deteriorated substantially as indicated by exceptionally elevated scores during the 2008-2009 periods which were 10 We have also checked the sensitivity of our analysis to other possible assumptions of equating the open intervals with one closed interval or spreading the probability uniformly over two closed intervals.
However, reflecting the relatively low utilization of open intervals in the panel dataset, this has no noticeable impact on the main empirical results we report in Section 5.
significantly influenced by the financial crisis. 12 For both variables, but particularly for inflation, there is some evidence that the predictive performance of the SPF densities was worse during the initial years of the survey (2000) (2001) (2002) (2003) than it was in the period prior to the crisis (2004) (2005) (2006) (2007) . This gradual improvement is suggestive of possible learning behavior on the part of forecasters. Given that the euro area was a new economic entity which had not been the focus of macroeconomic attention prior to the launch of the single currency in 1999, some learning on the part of forecasters could be expected. As represented by the 10 th and 90 th percentiles from the cross section of RPS scores, some notable variation in predictive performance across individual forecasters has also been observed. For GDP growth, such heterogeneity is most evident during the period least influenced by the crisis, while during the crisis years the 10 th and 90 th percentiles are very close to each other implying all forecasters tended to do equally poorly. For HICP inflation, some noticeable heterogeneity appears to persist even during the years influenced by the crisis.
Density moments
As noted above, the surveyed density forecasts from the SPF are represented by discrete distributions whereby survey respondents assign a particular probability mass to an outcome range for the forecast target variable. One approach to estimating density moments is to fit continuous densities to the individual surveyed histograms as in, for example, Engleberg, Manski and Williams (2009). Moreover, it is not self-evident that the survey replies should be interpreted as being drawn from a deeper subjective continuous distribution that is present in the minds of respondents. Moreover, such an approach entails imposing some distributional assumptions on the surveyed densities which may pose practical challenges given that individual histograms are often restricted to very few bins. As an alternative, and in line with the earlier work of Lahiri, Teigland and Zaporowski (1988) , we calculate density moments using the discrete approximations which correspond closely to the discrete histograms included in the survey 12 A close inspection of the SPF data from the 2009Q1 survey shows a pilling up of probability mass in the interval <-1.0% for the GDP forecasts while the reported point forecasts were located well below this interval reflecting the strength of the deterioration in the euro area outlook. Such a pilling up of probability mass suggests that respondents may have been unable to report their true subjective densities because they were not supplied with a sufficient range of outcomes in the survey questionnaire. We therefore conducted all our analysis also excluding the forecasts from the 2009Q1survey. Overall we find very similar results, suggesting that the measurement error associated with this survey round has not unduly influenced our findings.
questionnaires. 13 To do so, we make the assumption that all the probability mass in a given bin k is assigned to the midpoint of that bin (μ k ). The estimated moments are then computed as probability weighted averages given in (2) to (5) below.
Absolute skewness
To illustrate our estimates, Figures 2 and 3 plot the above four moments from the cross section of individual densities for euro area GDP growth and HICP inflation, 13 See also Giordani and Söderlind (2003) and Conflitti (2011) for other application of discrete approximations to surveyed distributions.
14 In Section 3, we propose a panel regression linking density performance with these estimated moments.
Given the need to estimate density moments from the underlying survey data, it is important to consider the potential complications for our subsequent empirical analysis that can arise as a result of measurement error (see, for example, Curtin, 2010) ). In particular, following Grilliche and Hausmann (1986) we control for stable sources of measurement error and check the robustness of our results by comparing both levels and first differences of the moments in the regressions.
respectively, at H=1. 16 As in Figure 1 there is also considerable heterogeneity. As reflected in a persistently low variance at the 10 th percentile, some forecasters have tended to exhibit excessively high confidence in their mean predictions. For both inflation and GDP growth, variances also tended to rise following the recent recession and, although they have subsequently declined, for many individuals they have yet to return to pre-crisis levels.
17
In terms of the two other higher moment features, we also observe considerable variation over time and across forecasters. For both GDP growth and inflation, while the median forecaster has often tended to construct a relatively symmetric density forecast, throughout the whole sample period there is evidence of other forecasters with both positive and negative skewness in their densities. Lastly, the estimates of negative kurtosis for the median SPF density forecast for both inflation and GDP growth are indicative of relatively low tail risk (e.g. relative to a Gaussian distribution with the same variance). Another interesting feature that emerges from Figures 2 and 3 is that, in contrast to the means of the densities where the 10 th and 90 th percentiles tend to strongly move together over time, for higher moment features such strong co-movement is less prevalent. In other words, there is evidence of more heterogeneity in the movement of these higher moment features over time. In our subsequent analysis, we investigate the impact of this cross sectional and time variation in higher moment features on overall density forecast performance.
LINKING PERFORMANCE AND DENSITY

CHARACTERISTICS
In this section we describe the econometric framework for the analysis of the link between density features and density forecast performance. To consider the relationship 16 The equivalent figures for H=2 provide a very similar impression. 17 The estimated variance provides a measure of ex ante uncertainty as perceived by SPF forecasters. In a recent study, Clements (2012) has examined the relationship between ex ante uncertainty and ex post or realized uncertainty.
between individual density performance and key distributional properties, we propose a panel regression model of the form given by (6).
In (6) L i,t+τ refers to the performance measure (RPS) of forecaster i given the outcome for the target variable in period t+τ and Z i,t+τ is a vector of regressors capturing density features such as location, variance, skewness and kurtosis that may be embodied in the subjective probability forecasts. The vector of estimated parameters (β) captures the sensitivity of individual density performance to density characteristics. As (6) captures the impact of variation in distributional features over time, it is important to control for other factors which may vary over time but which are fixed across forecasters. Such factors include, for example, common sources of business cycle fluctuations or aggregate macroeconomic shocks. We therefore estimate equation (6) using time fixed effects (α t )
to capture the sources of density forecast performance that are common to all forecasters. 18 The use of fixed effects to capture aggregate shocks follows previous panel applications to such surveyed data for the case of point forecasts (see, for example, Davies and Lahiri (1995) , Davies and Lahiri (1999) and Boero, Smith and Wallis (2008)).
As described below, for the panel model, we use a Feasible Generalized Least Squares (FGLS) estimation procedure which takes account of any off-diagonal components of the residual variance covariance matrix in (6).
A key advantage of the specification in (6) is that it provides a relatively parsimonious representation of the link between density performance and density characteristics but it identifies jointly the role of key distributional features, rather than focusing partially on any one feature. As highlighted in Section 2, we do not expect the RPS to be zero, i.e.
Rather it can provide a metric of performance over time and across forecasters that can be empirically linked to the measured characteristics of the individual densities. As a strictly proper scoring rule the RPS provides an estimate of how far away a given density forecast is from the true data generating process. Clearly, one would expect that a large share of a given density's performance will be determined by its 18 We have also considered the GMM estimator of which FGLS is a special case and found very similar results. Also, as an alternative way to control for the impact of aggregate shocks, we considered the use of a group mean estimator using the Common Correlated Effects for Pooled regressions (CCEP estimator) due to Peseran (2006) . We do this by augmenting the estimation regression with cross-section averages of independent and dependent variables and found very similar results.
location, i.e. the mean forecast of the expert relative to the outcome. 19 Such a perspective justifies the inclusion of the mean absolute error on the right hand side of the panel regression as it provides an estimate of the difference between the true mean and the mean of the expert density. Clearly, one would anticipate a positive relationship between mean forecast accuracy and density performance. Controlling for this effect, however, in investigating the relative degree of skill embodied in the overall predictive distribution, it is of interest to consider the impact on the overall density score of distributional features such as the variance, the skewness or the degree of probability mass allocated to the tails.
For these higher order features we do not observe their true values or outcomes and, hence, it is not possible to propose a specification in terms of deviation from true values where again we would expect a positive relationship, e.g. with excessive variance, skewness or kurtosis being penalised and thus resulting in worse performance.
In the remainder of this section, we discuss in more detail the expected sign of the coefficients on these higher moment characteristics and we also propose tests of the robustness of the empirical findings along various dimensions including estimation in first differences and also by considering a nonlinear representation of the panel model where various asymmetries are taken into account. 
Cross-sectional regression
A first perspective on the relationship between distributional characteristics and density forecast performance is to consider only the evidence in the cross section, averaging over time the dependent and independent variables in (6). This suggests a cross sectional regression of the form given in (7) below.
In equation (7), L i refers to the sample average score of each individual density forecast, |y -μ i | to the corresponding individual sample mean absolute forecast error, σ i 2 to the sample average variance of forecaster i's density forecasts, γ i to the sample average absolute skewness, and ζ i to the sample average level of kurtosis. Equation (7) Neglecting risks is not problematic per se. For example, the literature on rational inattention (see Sims, 2003) has demonstrated that it may not be optimal to plan for rare (low probability) events such as earthquakes and financial disaster. Within our framework, it is the neglect of risks that have some significant chance of occurring that can be associated with a worse density performance. In a forecasting context, neglecting the possibility of certain outcomes may also be fully rational if those outcomes are not feasible or possible given the underlying economic reality. However, assigning a zero probability to outcomes that have some chance of occurring will tend to be penalized by strictly proper scoring rules such as the log score or the RPS. Indeed for the log score, the penalty for giving zero probability to an event that subsequently materializes is infinite and as a result a forecaster seeking to maximise performance should only assign a zero probability to an event or outcome that is truly impossible (e.g. unemployment rates that are less than 0%). In the case of the discrete distributions of the SPF, this would
Panel regression
Another perspective on the link between distributional characteristics and density forecast performance can be obtained by estimating a full panel version of (7). The panel analogue of equation (7) is given in (8).
One important feature of (8) is that the sensitivity of each individual's density performance to individual characteristics is assumed to be constant across individual
forecasters. This pooling of the regression coefficients strikes us as reasonable. It is hard to think of reasons why a given individual's performance would be more sensitive to fluctuations in a given characteristic compared with any other individual. At the same time, the commonality of the coefficients is directly testable given that we have a sufficiently large number of time series observations. These tests, which we refer to briefly in Section 5, overwhelmingly support the assumption of fixed coefficients across forecasters in the panel. Importantly this does not imply that all individuals are the same but rather that the heterogeneity in forecast performance can be fully explained by a common response to each individual's density characteristics.
As mentioned previously, given that (8) does not average performance across time, it is important to control for the role of common shocks across individuals. We therefore estimate equation (8) Wooldridge, 2002) . Under this procedure, and using the notation of equation (6), we first estimate the equation residuals by estimating (8) by OLS. From the residuals of the OLS regression, we then derive estimates of the error correlation and construct a new estimate of the error variance covariance matrix ( ) for our panel regression allowing for auto tend to imply always having some very small positive probability in any outcome ranges that are technically feasible. In the case of the RPS, as highlighted in Section 2, the penalty for neglecting risks that materialize is bounded given that the RPS itself is bounded.
correlation of up to order τ. 22 The estimated parameters of the panel regression and their associated standard errors are then given by
Lastly, given the possible impact of measurement error on our results, associated with the estimation of density moments, we also report the estimation of equation (8) in first differences. This follows the suggestion in Grilliche and Hausmann (1986) to check for any influence of stable sources of measurement error by comparing the panel regressions in levels and first differences. 24 Using ΔL i,t+τ to represent the change in the density score between period t+τ and t+τ-1, the first difference specification is denoted by (9) below.
Panel regression with asymmetries
The empirical relations described by equations (8) and (9) assume a symmetric and linear relation between density performance and density characteristics. However, there is a case to consider a possible nonlinear relation between density features and density characteristics. Likely sources of nonlinearity are potential asymmetries such that positive changes in density characteristics may have a different impact on performance compared with negative differences.
An asymmetric panel regression in first differences, also controlling for factors which are common across forecasters using time dummies, may help better identify individual forecaster skill. For example, to the extent that the variance of the true density has varied 22 In practice autocorrelations greater than 4 tend to be very small and can be discarded in the FGLS procedure. For the one-year-ahead horizon this is entirely consistent with what would be expected for a four quarter ahead forecast sampled at a quarterly frequency but it is more surprising for the two year ahead forecast. 23 In the estimation of the adjusted error variance matrix, we also considered possible correlation in the errors across individual forecasters that might arise due to common aggregate shocks in line with the panel analysis of point forecasts in Keane and Runkle (1990) . However, we did not find these correlations to be important. A likely explanation for this finding is that the impact of common shocks is adequately captured through the inclusion of the fixed effects time dummies. 24 An alternative would be the consideration of estimation using instrumental variables but we did not pursue because, aside from a lack of any obvious choice of instruments for density moments that we are using, the measured correlation between the regressors and the estimated residuals was always very close to zero.
over time, e.g. as a result of increasing or decreasing macroeconomic uncertainty, skilled macroeconomic experts would be able to improve their density forecast performance by varying their predictive variances in line with this. Such skill would imply that both positive and negative changes in these distributional features could result in an improvement in density forecast performance, as reflected in lower density forecast scores. In the light of these arguments and, as an additional robustness check, we estimate a version of the panel regression in first differences and consider separately the effect of increases and decreases in higher moments. 25 The resulting specification is given in equation (10) below.
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In (10) ΔL i,t+τ again represents the change in the density score between period t+τ and t+τ-1. However, in contrast to the specification in (9), for each of the regressors corresponding to this, we construct a dichotomous variable which takes on the value of the distributional characteristic depending on whether the change in that characteristic is positive or negative and takes a value of zero otherwise, i.e.
We estimate the regression with asymmetries only in first differences given that the variance is always positive in levels whilst in a first difference specification we are able to distinguish between positive and negative changes in the variance.
Estimation of (10) 
SPF DENSITIES: DATA AND SUMMARY STATISTICS
The micro dataset underlying our study can be downloaded from the ECB website at http://www.ecb.europa.eu/stats/prices/indic/forecast/html/index.en.html. Our analysis is based on the one and two-year horizon density forecasts for euro area real output growth and consumer price inflation, with the outcomes for these variables being measured, respectively, by euro area real Gross Domestic Product (GDP) and the Harmonised Index of Consumer Prices (HICP) as published by Eurostat, the statistical agency of the European Union. The SPF dataset comprises a highly unbalanced panel reflecting the irregular responses of respondents to the survey. In order to limit the impact that such sampling issues may have on our results, following a common strategy in empirical studies with this data (see Kenny, Kostka and Masera, 2014) , we have filtered the data to include only regular respondents. The latter are defined to be those respondents with no more than four missing replies in a row. Such filtering ensures that our findings are based on a consistent set of time periods that are shared across the forecasters that we analyze.
However, it comes at a cost as there is a considerable reduction in the number of individuals included in our analysis from between 35 and 50 replies on average in the unfiltered panel to 25 and 24 individuals for the one-and two-year horizons, respectively.
In addition, we exploit the observed persistence in individual density features in order to construct a fully balanced panel of density forecasts from this filtered dataset.
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In the remainder of this section we summarize the main features of the SPF densities and explore in particular the degree of heterogeneity in the characteristics of the densities 26 The approach to balancing the panel builds on Genre, Kenny, Meyler and Timmerman (2013) which uses a pooled regression to measure the degree of persistence in the deviation of an individual point forecasts from the average forecasts. This provides an update for the location of the density. The updated density is then centred on the bin containing this updated forecast and the associated probabilities are derived using the most recently observed probabilities that were submitted. Kenny, Kostka and Masera, 2013, p. 17-19, provide a more complete description of this procedure.
across individuals. Importantly, SPF replies are collected on an anonymous basis -a feature which may help limit the role of strategic incentives in driving the observed differences across forecasters. Tables 1 and 2 Surveying the summary statistics in Tables 1 and 2 point forecast accuracy in the expert forecasts is suggestive of considerable overconfidence on the part of macroeconomic experts. It is observed at both forecasting horizons and for both GDP growth and inflation, although for the latter variable the mismatch is more modest because realized uncertainty as measured by the MAE has been lower for inflation. This evidence is in line with previous studies such as Giordani and Söderlind (2006) and Clements (2012) for the US and Kenny, Kostka, Masera (2014) for the euro area. It is also in line with experimental evidence of expert overconfidence from behavioral economics and psychology (Kahneman and Tversky, 2000) . Finally, it is notable that the variances of the surveyed densities are only marginally increasing in the forecast horizon, suggesting that macroeconomic experts are almost as confident about their two-year-ahead predictions as they are about their one-year predictions.
The cross section of individual skewness and kurtosis measures displayed in Tables 1 and   2 also highlights considerable variation across forecasters (as was also documented in the discussions of Figures 2 and 3) . The individual surveyed densities generally exhibit positive absolute skewness, confirming that experts use their density forecasts to express a directional view concerning the overall balance of risks around their mean predictions.
The cross sectional pattern of the absolute skewness tends to be quite consistent across forecast horizons and variables, with the most skewed distributions being approximately three times more skewed than the density with median skewness. As documented previously in relation to Figures 2 and 3 , there is a strong tendency for individual forecasters to display negative excess kurtosis, i.e. a lower probability mass in the tails of their distributions relative to a Gaussian distribution with the same variance. For both GDP and inflation, a few individual forecasters attribute on average higher tail probabilities than an equivalent Gaussian distribution. However, positive excess kurtosis is more the exception. This finding of relatively low tail risks in SPF distributions at the individual level is once again in line with the relatively high level of confidence embedded in these expert density forecasts.
EMPIRICAL RESULTS
In this section we discuss the empirical evidence on the link between individual density characteristics and overall density forecast performance. We focus first on the cross sectional evidence from the estimation of (7), averaging density performance and density features over time and then turn to the panel analysis described by equations (8), (9) and (10).
Cross sectional evidence
The results from the estimation of equation (7) are reported in Table 3a , with the cross sectional analysis comprising 24 and 25 individuals for, respectively, one-and two-year horizons. Overall, the cross sectional regression tends to explain a large fraction of the variation in density performance across individuals with, depending on the horizon and the variable, adjusted R 2 that range between 90% and 96%. The coefficient estimates also yield a number of clear insights. As expected, experts with less accurate mean forecasts in general also have less accurate density forecasts as indicated by a significant and positive β 1 for each variable and at each horizon. Another systematic feature contained in the cross-section regression is a sizeable and statistically significant negative coefficient (β 2 ) on the variance. Across the SPF panel, a higher variance is associated with lower scores and, hence, better performance. This suggests that some density forecasters in the panel with higher average variances systematically perform better than others implying an important source of heterogeneity in the density replies. To the extent that the scoring rule used penalizes symmetrically positive and negative deviations from the true but unknown variance, and if some forecasters underestimated variance while others overestimated it to a similar degree (i.e. there was no tendency to underestimate the variance on average), one would not anticipate any systematic relationship between density score and density variance in the cross-section. Hence, the finding of a systematic negative relation between density performance and the variance, which is observed for both inflation and growth and at both horizons, is very much in line with the evidence of overconfidence and neglected risks by many experts in the panel as highlighted previously in the discussion of Tables 1 and 2 .
The above findings suggest that forecasters with relatively high (low) variance tend to have systematically better (worse) density forecast performance. Thus many forecasters in the panel are operating in a region where density performance can be improved by increasing the spread of their reported distributions. More generally, the significant coefficients in the cross sectional regression points to some notable heterogeneity in both the average ex post performance and the ex ante characteristics of the densities of the professional forecasters of the ECB SPF. This is in line with recent evidence in Boero, Smith and Wallis (2012) . Using the Bank of England's survey of external forecasters, they find substantial heterogeneity in forecasters'uncertainty about future outcomes, as expressed in their subjective probabilities, and strong persistence in the relative level of individual forecasters' uncertainty.
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Looking in more detail at the results in Table 3a , the cross section regression suggests the negative impact of variance is somewhat stronger for the short horizon density forecasts and is particularly evident for GDP growth. For inflation, the estimated β 2 parameters are smaller in absolute terms which suggests such overconfidence is perhaps quantitatively less important but nonetheless significant (in line with our previous observations in 27 Of course, heterogeneity in ex post performance does not imply it is easy to identify good forecasters ex ante. In line with this, for the case of point forecasts using the US SPF, D'Agostino, McQuinn and Whelan (2012) find limited evidence for the idea that the best forecasters are "innately" better than others. relation to Table 2) . 28 Turning to the remaining parameter estimates, we find that forecasters with more skewed distributions in absolute terms tend -if anything -to do worse on average. This is indicated by an estimated positive value for β 3 which is significant for the GDP densities at H=1. Such a finding would cast some doubt on the "information value" of the skewness assessments embodied in expert predictions, a result which compares closely with results in Knüppel and Schulterfrankenfeld (2012) who report no conclusive evidence for a systematic connection between risk assessments of central banks and their forecast errors. Indeed, for growth forecasts at the shorter horizon our results document a statistically significant deterioration of performance for experts with more skewed distributions compared with that of experts with less skewed distributions. Lastly, although increased probability mass in the tails is sometimes associated with an improvement in individual performance (β 4 <0.0), this effect is quantitatively small and never statistically significant. The forecasters with higher probability mass in the tails of their distributions do not achieve a systematic improvement in predictive performance compared with other forecasters.
The above finding on the negative relationship between variance and density performance is one of the paper's key results. Therefore it is of interest to also check the robustness with respect to alternative measures of the dispersion in the expert densities. Rich, Song and Tracey (2012) have suggested the Inter Quartile Range (IQR) as providing a robust measure of individual uncertainty as it will tend to be less influenced by outliers and also to other sources of measurement error. Hence, we have therefore recomputed all our regressions using this measure and the results are reported in Table 3b ). Once again this new specification points to a strong negative relationship in the cross section, between the spread of the distribution as measured by the IQR and its overall predictive accuracy.
This holds across both variables and both horizons, while it is particularly strong for the GDP densities, a result which mirrors also the findings when the estimated variance is used. 29 The significant worsening impact of increased skewness for GDP (H=1) densities is, however, not retained in the regressions using the IQR.
28 Given the dependence of the RPS performance metric on the maximum number of bins used, and given that this differs for the GDP growth and inflation densities, some caution is warranted in drawing strong inference based on the size of the estimated coefficients. 29 The relative insensitivity of our findings with respect to the choice of how the density spread is measured also tends to rule out measurement error as a key driver of the results. In computing the IQR, we extract the 25 th and 75 th percentiles of the individual densities under the assumption that probabilities are uniformly distributed within each interval.
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Panel evidence
As previously discussed, the cross section analysis suffers from the shortcoming that it ignores any potential information associated with the variation of density forecast features over time. The linear panel regression in levels is intended to capture such effects. The results of the estimation of equation (8) are reported in Table 4a . In general, the findings from the panel regression are very consistent with the results of the cross-section regression described previously with β 1 > 0 and β 2 < 0 for each variable and each horizon.
The finding of β 2 < 0, which represents the average impact of changes in variance within the full panel, again confirms the tendency for increases in variance to be associated with improved performance. Conversely, a decrease in variance is systematically associated with higher scores and worse performance. We would interpret the finding of a negative relation between density forecast variance and density score as providing further empirical evidence for the overconfidence of SPF forecasters highlighted previously.
Once again the estimated coefficients suggest that this result is modestly stronger for GDP growth than it is for inflation. 30 The panel results also point to the positive relation between skewness and density score, an effect which -in contrast to the cross sectional regressions -tends to be significant in the full panel. This implies that more skewed distributions are associated with a worse performance, although this effect is quantitatively less important than either the mean forecast accuracy or the variance effects. The panel regressions also detect some significant contribution from fluctuations in tail risk to density performance. However, in the case of inflation, this is associated with higher scores (i.e. a worse performance). In contrast, for GDP growth at longer horizons (H=2) the estimated β 4 co-efficient is negative and is also significant. For this variable and at this horizon, this result implies that an increase in tail risk makes a contribution to lowering the density score and, thus, improving performance.
In considering the robustness of the above findings, it is possible to test the assumption of commonality of the estimated parameters across individuals. This is performed using the F-test discussed in Hsiao (2003) 0.1098 at H=1 and H=2. In no case are any of these statistics significant. This very much reflects the fact that the explanatory power of the regression with homogenous coefficients is already very high and as a result there is no significant incremental improvement when we expand the model to allow for heterogeneous parameters. Overall therefore this provides strong support for the pooled regressions that we estimate.
As discussed in Section 2, another potential source of distortion in making statistical inference is the presence of measurement error in the moments which are acting as explanatory variables in the panel regression. Following Grilliche and Hausmann (1986) , comparing estimates of the panel regression in levels with an equivalent regression in first differences offers a relatively straightforward check that the results are not distorted by measurement error. The results of this regression are reported in Table 4b . 31 Overall the regression in differences exhibits a very similar performance to the regression in levels, explaining over 80% of the fluctuations in performance in the case of inflation and more than 90% in the case of the GDP forecasts. Most importantly, we continue to observe the findings of β 1 > 0 and β 2 < 0 and these are statistically significant for each variable and each horizon. For the higher moments, some loss of significance in the estimated parameters is observed compared with the levels regression. Nonetheless, for longer horizon inflation densities (H=2), increased skewness continues to be associated with a significant deterioration in performance (β 3 >0). Also, as in the levels panel regression, higher tail risk for the longer horizon GDP densities (H=2) continues to be associated with a better performance (β 4 <0). Overall, this comparison points to considerable robustness in our findings particularly in relation to the mean forecast, the variance and skewness effects in the panel regressions. 32 Our results on the information content of the higher moment features of the SPF densities, also contrasts somewhat with the evidence in Andrade, Ghysels and Idier (2012) whose work highlights a connection between the upper and lower quantiles of the inflation distribution and monetary policy and suggests some incremental explanatory power compared with the mean or consensus forecast. Their focus on monetary policy reactions, however, differs from our own focus on the performance of the predictive densities. Our results cast more doubt on the information content of the extremities of the SPF distributions in terms of prediction. 31 In the first difference regressions the F-statistics from the tests of the pooling of coefficients are 0.0220, 0.0425, 0.0549 and 0.0857 for GDP (H=1), GDP (H=2), Inflation (H=1) and Inflation (H=2) respectively.
As was the case with the levels regression, these are never significant and thus tend to confirm the validity of the pooled model with homogenous parameters. Table 5 reports the estimation results for equation (10) the panel regression in first difference and allowing for asymmetric effects. The results again tend to confirm the previous findings. In particular, the significant estimate of β 2 < 0 implies that positive changes in the variance of the predictive distributions tend to be associated with lower density scores or improved performance. Given that the estimation separates out positive from negative changes in the variance, the finding of β 2 < 0 could also be interpreted somewhat more positively in the sense that on average experts have been able to identify meaningful increases overtime in the "true" but unobserved uncertainty. In this respect, it is worth recalling the significant increase in variance observed for both GDP and inflation during the recent recession (2008) (2009) ) and financial crisis (see also Figures 2 and 3 ).
The estimated negative co-efficient on β 3 < 0 implies that stronger decreases in variance are systematically associated with higher scores. Comparing the estimates of β 2 and β 3 in Table 5 , there is no evidence of significant asymmetry when considering separately the impact of increases and decreases in variance. Turning to the other higher moment features, the estimates for β 4 , β 5 , β 6 and β 7 in these asymmetric panel regressions are often insignificant, implying that whenever expert densities become more skewed or fatter tailed, this is invariably associated with no impact on forecast performance. An exception is the estimate of β 6 and β 7 for the two-year ahead GDP density, where higher tail probability mass is associated with an improvement in density performance, a result which matches the findings in Table 4a . In this case, the point estimates of β 6 and β 7 are almost identical pointing to no noticeable asymmetry when distinguishing instances of increases in tail risk from instances of decreases.
CONCLUSIONS
In this study we have examined using both cross section and panel regressions the possible link between density forecast performance and density features such as their location, spread, skewness and tail risk. Understanding this link is of relevance to both forecast users and forecast producers. In particular, the insights from our study are of interest to users of such surveys who may rely on specific density features when evaluating different policy options (e.g. relating to tail risks or possible skewness in the distributions). Moreover, density forecast producers, including those forecast producers responding to the SPF questionnaire, may be able to improve their forecast performance by gaining an understanding about how their density features have impacted on their historical density performance. Such a mode of analysis, responds to a clear need, as expressed in Leeper (2003) and more recently in Knüppel and Schulterfrankenfeld (2012) to generate empirical evidence concerning the quality of information that is contained in density forecasts.
Our empirical evidence on the link between density forecast performance and density features relates to euro area GDP growth and inflation in the period since the launch of the single currency in 1999. A key strength of our study is the exploitation of micro data and the use of evaluation criteria which score the entire predictive densities. Controlling for the effects of common macroeconomic shocks, we apply cross-section and panel regression techniques to micro data from the euro area SPF. Our findings highlight the importance of mean forecast accuracy as a systematic determinant of individual density forecast performance: Experts with less accurate mean forecasts in general also have less accurate density forecasts. However, our empirical results suggest that many macroeconomic experts are operating in a way in which density performance could be systematically improved by correcting a downward bias in their variances. In other words, many experts responding to the SPF are underestimating uncertainty and could improve their density performance by simply increasing their variances. Aside from this shortcoming in second moment characteristics of the individual densities, other higher moment features, such as density skewness or kurtosis generally tend not to contribute significantly to enhancing individual density performance. Hence our results cast some doubt on the degree to which central banks should rely on these features of private sector density forecasts when evaluating macroeconomic risks. Increases in distributional skewness in absolute terms, for example, are invariably associated with a worse density performance -an effect which is statistically significant for both GDP growth and consumer price inflation. This result for private sector forecasts mirrors a similar finding in Knüppel and Schulterfrankenfeld (2012) in relation to central banks' own risk assessments.
Overall our analysis points to some scope for professional forecasters to potentially improve their density forecast performance, in particular by correcting upwards a noticeable downward bias in the variance of their densities. Moreover our results suggest that forecast users should exercise due caution when extracting information from higher moments of the SPF densities such as measures of skewness and, as in the recent study by Andrade, Ghysels and Idier (2012) , tail risk. Looking forward, with the expansion of the SPF dataset over time, the scope to apply other density evaluation techniques will enlarge. In particular, it would be desirable to estimate and evaluate the probability integral transforms for individual SPF data for the euro area and to possibly extend the analysis conducted here to consider other density scoring rules. 
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Note: ME denotes the average forecast error, where the error is defined as the mean forecast minus the outcome, MAE denotes the mean absolute error, σ 2 denotes the variance, γ the absolute skewness and ζ the excess kurtosis. 
Note: ME denotes the average forecast error, where the error is defined as the mean forecast minus the outcome, MAE denotes the mean absolute error, σ 2 denotes the variance, γ the absolute skewness and ζ the excess kurtosis. Note: Cross sectional regression using OLS where all variables are expressed as sample averages over the period 1999Q1-2013Q1. Coefficients significant at the 5% level are indicated with "**" and at the 10% level with "*". The standard deviation of the coefficient estimate are reported in parenthesis and rounded to two decimal points. 
Δ Ranked Probability Score
Note: Parameter estimates using feasible GLS are reported, estimated over the period 1999Q1-2013Q1 and including a correction for serial correlation. Coefficients, significant at the 5% level are indicated with "**" and at the 10% level with "*". The standard deviation of the coefficient estimate is reported in parenthesis and rounded to two decimal points.
