Abstract. This paper presents a new heuristic algorithm for the MultipleChoice Multi-Dimension Knapsack Problem (MMKP) in PRAM model. MMKP is a variant of the classical 0-1 knapsack problem, has a knapsack with multidimensional capacity constraints, groups of items, each item having a utility value and multidimensional resource constraints. The problem is to maximize the total value of the items in the knapsack with the constraint of not exceeding the knapsack capacity. Since MMKP is an NP-Hard problem, its exact solution is not suitable for real time problems, so heuristic based approximation algorithms are developed. We present a parallel heuristic algorithm here that runs in )) log log log (log (log l m n nl O + + time in CRCW PRAM machine; taking )) (log log ( ml n n n O + operations. Experimental results show that it achieves 95% optimal solution on average. This also means that we have a sequential heuristic running in )) (log log ( ml n n n O + time which seems to be remarkable since M-HEU, a celebrated sequential heuristic although achieves 96% of optimal value, takes ) 2 2 ( l mn O running time.
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Introduction
Multiple-Choice Multi-Dimension Knapsack Problem (MMKP) [5] is a variant of the classical 0-1 KP, where there are different groups of items and exactly one item can be picked up from each group; and the constraints are multi-dimensional. Let Objective is to pick up exactly one item from each group to maximize the total value of picked items maintaining ∑ 1 r of picked items ≤ 17 and ∑ 2 r of picked items ≤ 15.
Fig. 1. Example of an MMKP
The motivations of our research are basically twofold and are described below. Firstly, the QoS management problem or equivalently the admission control problem in an adaptive Multimedia Server Systems can be easily mapped to an MMKP [5] . However, since the MMKP is an NP-Hard problem [7] its exact solution may not be feasible in any real time problem like the admission control problem in an Adaptive Multimedia Server system. Therefore, heuristic based solutions are used. This is why tremendous amount of research has been performed on various heuristic based solutions in this regard. Secondly, since the processor speed has reached almost the saturation state, multi-processor machines are becoming more and more popular. Single processor computing servers requiring huge CPU resources can be replaced by multiprocessor machines in order to provide the huge computing resources required. Admission control algorithms can achieve good performance using the above idea. We here present a parallel heuristic that runs in CRCW PRAM machine taking )) log log log (log (log l m n nl O + + parallel time and )) (log log ( ml n n n O + operations achieving 95% of optimal value.
Related Works
There are different algorithms for solving variants of the classical 0-1 KP. The MultiDimension Knapsack Problem (MDKP) is one kind of KP where the resources are multidimensional i.e. there are multiple resource constraints for the knapsack. The MCKP is another KP where there are one or more groups of items and exactly one item will be picked from each group. MMKP is the combination of MDKP and MCKP. A greedy approach has been proposed [5] to find near optimal solutions of the knapsack problems. Applying the greedy method to the MDKP, Toyoda [9] proposed a new measurement called aggregate resource consumption. Khan [5] concept of aggregate resource consumption to pick a new item in a group to solve the MMKP. His heuristic HEU selects the lowest-valued items by utility or revenue of each group as initial solution. It then upgrades the solution by choosing a new item from a group, which has the highest positive change in aggregate consumed resource (the item which gives the best revenue with the least aggregate resource). If no such item is found then an item with the maximum value gain per unit aggregate resource expended is chosen. A pick where the infeasibility factor of each resource is less than or equal to 1 is called a feasible solution of the knapsack problem. The sum of the values of the items picked in a feasible solution is called the value of the solution. Thus the solution of the MMKP is the feasible solution, which maximizes the sum of the value of the selected items [1] . Moser's [8] heuristic algorithm uses the concept of graceful degradation from the most valuable items based on Lagrange's Multipliers to solve the MMKP. This algorithm is also suitable for real time application of MMKP problems. Later, M-HEU, a heuristic developed by Akbar et al. [1] , modifies HEU by adding a pre-processing step to find a feasible solution if the initial solution is not feasible because there may be a solution using higher-valued items that requires fewer resources. It also uses a post-processing step to improve the total value of the solution found by HEU with one upgrade followed by one or more downgrade. This is because there might be some higher-valued items in the MMKP, selection of which make the solution infeasible, but if some of the other groups are downgraded a feasible solution may be obtained. Knapsack problems also have been subject to much work on the development of efficient parallel algorithms [2] . For exact methods Branch-and-Bound and Dynamic programming (DP) are the most useful approaches. A DP algorithm for 0-1 KP may run in 
Parallel Heuristic Algorithm for MMKP
In this section we present the PRAM heuristic algorithm for solving MMKP. The underlying idea to find a near-optimal solution is essentially the same as in the sequential heuristics HEU or M-HEU: we start with an initial feasible solution and try to reach a near-optimal (if not optimal) solution by upgrading the solution iteratively.
Without the loss of generality we assume that each group of the MMKP has one (dummy) item with zero value and zero constraint in all dimensions. The initial solution is constructed using these dummy items.
Items of each group in the MMKP are sorted in non-decreasing order according to the value associated with them. First the relative change in aggregate consumed resource, 
is the currently selected item in group i.
Then we find the items with the highest Δa r ij from each group in parallel. The items found in the previous step, are sorted in non-decreasing order with respect to the value of their relative change in aggregate consumed resource using pipelined merge sort algorithm on CREW PRAM model. We want to upgrade our current solution by replacing nl/2 h items in Iteration h with larger valued items without violating the constraints. We call the number of items we want to replace as 'scheduled upgrade'. Essentially scheduled upgrade = nl/2 h . If scheduled upgrade is greater than n (i.e. the number of groups), we cannot take them all and hence we have to consider only n items in such cases. We call the total number of items we tentatively calculate for possible upgrade as 'tentative upgrade' and the difference between tentative upgrade and scheduled upgrade is defined pending upgrade. To increase the performance, we add the pending upgrade with the scheduled upgrade and it is the minimum of this summation and n, which is ultimately considered for possible upgrade. So, in effect, in every iteration we have tentative upgrade = min (pending upgrade + scheduled upgrade, n). Then the prefix sum is computed of the resource consumptions of the tentative upgrade items using logarithmic time prefix computation algorithm. The selected tentative upgrade items may not give the feasible solution due to the resource constraints. If these items do not give the feasible solution, then we find out the maximum number of items for which the solution will be feasible and these items will be upgraded. The whole procedure runs on Concurrent Read Concurrent Write Parallel Random Access Machine (CRCW PRAM).
Algorithm
Step 1: In each group add one dummy item with value 0 and constraints 0. Construct the initial solution with the lowest valued item (i.e. dummy item) in each group.
Step 2: In Iteration h (0 ≤ h ≤ log nl), execute the following sub-steps.
Step 2.1: For all group, relative aggregate resource consumption, Δa r ij of each item having a higher utility value than the item selected from the same group are computed in parallel.
Step 2.2: Find the item with highest Δa r ij in each group using parallel maximum finding algorithm.
Step 2.3: Sort the items found in Step 2.2 in descending order of Δa r ij using parallel sorting algorithm.
Step 2.4: Compute prefix sums of consumed resources for the first min (pending upgrade + nl/2 h , n) items found in Step 2.3 Step 2.5: Using parallel maximum finding algorithm, find the maximum number of items that can be upgraded at a time in this iteration without violating the constraint and then perform the upgrade.
Step 3: Deliver the solution if there is no dummy item in the solution. If there is a dummy item in the final solution, it implies that 'no solution is found'. Also the introduction of a dummy item can be used as a special case of MMKP where the restriction of picking exactly one item from each group is relaxed and it indicates that no item will be taken from the corresponding group.
Complexity Analysis
For the convenience of the analysis we assume all the groups have the same number of items i.e. l n l l l l = = = = = 3 2 1 .
Step 1 
total number of operations is O(n).
Then the results of m subtractions and m multiplications should be added and it can be added in parallel. Similarly, to calculate the value of C k , we need n additions, which can be done in parallel in log n time spending O(n) operations. We have to calculate the relative change of aggregate resource consumption, Δa r ij for each item (l items) from each group (n groups). So in total Step 2.1 runs in O(log m + log n) time using O(lnm + nm) = O(lnm) operations on CREW PRAM.
Step 2.2 directly employs the parallel maximum finding algorithm on l items in each group. Since there are n groups this can be done in O(loglog l) time with O(nl) operations on CRCW PRAM. In Step 2.3 we apply the parallel sorting algorithm on n elements which can be done in O(log n) time, O(nlog n) operations on CREW PRAM. In Step 2.4 we compute prefix sums of consumed resources for tentative_upgrade elements. Computing prefix sum on k elements in parallel takes O(log k) time using O(k) operations in EREW PRAM. Since the resources are m dimensional we can do the prefix sum separately on different dimensions in O(lg(tentative_upgrade)) time using O(m × tentative_upgrade) operations. However, to construct the Boolean array indicating whether resource constraints are met or not we have to check all the dimensions in parallel. We can do the job in O(1) parallel time using O(tentative_upgrade × m) operations as follows. We employ one processor each for each of the resource dimensions for each of the tentative_upgrade elements. Each processor checks the assigned dimension against the corresponding available resource dimension. A group of m processors, corresponding to the m resource dimension of a particular element writes to particular entry of the array. The array is initialized with "Yes". If any check of any processor turns out to be negative, it just writes "No" in the corresponding entry (please see the example shown in Fig 2 for a demonstration of building the array) . So the PRAM model needed is CRCW. Since maximum value of tentative_upgrade is n, Step 2.4 can be performed in O(log n) time using O(mn) operations in CRCW PRAM. 
In
Step 2.5, we find the maximum number of items, i.e., the value of actual_upgrade for which the solution is feasible. In this step we can employ the parallel maximum finding algorithm directly and it will take O(loglog n) time with O(n) operations on CRCW PRAM, since maximum value of tentative_upgrade can be in the worst case n. Finally performing the upgrade can be done in O(1) parallel time using O(n) operations. Since the Step 2 iterates for lognl time, the overall running time of Step 2 should be )) log log log (log (log l m n nl O + + parallel time. The number of operations needed is O(nlognl(logn+lm)). It is easy to see that the running time and the total operations of the algorithm remain those of Step 2 and the PRAM model required is CRCW.
Experimental Results
PRAM machines are not available in reality. So we have simulated the above algorithm as if it runs on a CRCW PRAM. For each set of parameters n, l and m, we used 10 randomly generated MMKP instances, which are not correlated with resource consumptions and 10 MMKP instances, which are correlated with resource consumption (see [11] for benchmark data sets on the MMKP). For the same data we have also executed the M-HEU algorithm, which is sequential algorithm and achieves 96% of optimal value and the upper bound, a bound which is equal to or higher than the optimal value of the objective function of the MMKP. Our solution is then benchmarked
Boolean Array
Array of Indices Maximum of the elements in Array of indices will indicate actual_upgrade with the result of upper bound as well as M-HEU and we find that it is on an average 98.5% of the value of M-HEU, and about 95% of the upper bound. 
Conclusion
Heuristic HEU, developed by Khan, achieves 93% of the optimal value for an MMKP. M-HEU, a modification of HEU by Akbar achieves 96% of the optimal value. Both of them are sequential algorithms and run in ) 2 2 ( l mn O time. We have presented a parallel heuristic that runs on CRCW PRAM in )) log log log (log (log l m n nl O + + time using )) (log log ( ml n n n O + operations. It is worth-mentioning that we, in effect, have presented a sequential heuristic for an MMKP that runs in )) (log log ( ml n n n O + time, far better than M-HEU or HEU, and achieves 95% of the optimal value, which is slightly worse than M-HEU. In our parallel algorithm, we have used the same candidate item evaluation criteria as used in HEU by Khan or M-HEU by Akbar. However, we have considered only upgrading of the solution as in hill-climbing approach and HEU. As a result, there might be some cases where we may get stuck in a local maximum. To recover, we have to downgrade our solution and then upgrade later on as in simulated annealing technique. For future improvement we may think of adopting this. There is no parallel algorithm for exact solution of MMKP. We may work on that further.
