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INTRODUCTION 
In this work a crystal will be called kaleidoscopic 
if its symmetry group is a kaleidoscopic crystallographic spa­
ce group, that is, a crystallographic space group which can be 
generated by reflections at mirror planes. This terminology 
stems from the well-known toy, the kaleidoscope. 
We will dwell upon the structure of kaleidoscopic 
crystallographic space groups for a while. Consider the mir­
ror planes (if present) of an arbitrary crystallographic spa­
ce group. It is not difficult to see that they are arranged 
in arrays of parallel, equidistant planes. One of their most 
important properties is that a reflection at any mirror plane 
leaves invariant the collection of all mirror planes, as fol­
lows from elementary considerations. The partition of space 
by the mirror planes reflects in a beautiful way this in­
variance property, as we will show now. Let Ρ be a (minimal) 
part of space cut out by the mirror planes. If one reflects 
Ρ about its walls, other pieces Ρ',Ρ",... of the partition 
are obtained. Reflecting Ρ',Ρ",... about their walls give 
again various new pieces. Repeating this proces again and 
again will yield the total partition of space by the mirror 
planes. Notice the striking property that all pieces obtained 
in the process of reflection neither partially overlap nor 
leave gaps. In the case of a kaleidoscopic crystallographic 
space group the parts Ρ are polyhedra. Given one such poly­
hedron, the others can be constructed by reflections about 
faces, as pointed out above. All polyhedra obtained in this 
way just fill the whole space. Because of this special pro­
perty it is not surprising that relative to the totality of 
all 3-dimensional crystallographic space groups the kaleidos­
copic ones are few in number. More precisely, there are only 
seven. 
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Knowing the structure of kaleidoscopic crystallo-
graphic space groups it is easy to recognize those of ka­
leidoscopic crystals. Such a crystal is divided into poly-
hedra by the mirror planes of its kaleidoscopic crystallo-
graphic symmetry group. It is sufficient to know the con­
tent of one polyhedron P. The remainder of the kaleidoscopic 
crystal can be constructed by reflecting the content of Ρ in 
its faces and repeating this process for the new created poly-
hedra. Notice that this is just what happens in a kaleidos­
cope, where real mirrors enclose a polygon (instead of a 
polyhedron) filled with coloured pieces of material. 
Of course the concepts of kaleidoscopic crystallo-
graphic space group and kaleidoscopic crystal can be introduced 
in a Euclidean space of any dimension. That is, an 1-dimen-
sional kaleidoscopic crystallographic space group is an 1-
dimensional crystallographic space group which can be genera­
ted by reflections at (l-l)-dimensional hyperplanes. An 1-
dimensional kaleidoscopic crystal is defined as a structure 
in 1-dimensional space having the symmetry of an 1-dimensional 
kaleidoscopic crystallographic space group. As an illustration 
the cover of this booklet shows a graphic structure having the 
symmetry of the 2-dimensional kaleidoscopic crystallographic 
space group p3m1. Kaleidoscopic crystals in spaces of arbitrary 
dimension are the subject of the present study. 
Although it might seem curious at first sight, our 
interest in kaleidoscopic crystals originates from the theory 
of Lie groups. The reason for this is the close relationship 
which is known to exist in mathematics between kaleidoscopic 
crystallographic space groups and compact simply connected 
Lie groups. More explicitly, there is a one to one corres­
pondence between 1-dimensional kaleidoscopic crystallographic 
space groups and compact simply connected Lie groups of rank 1. 
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For instance, to the 2-dimensional kaleidoscopic crystallo-
graphic space group рЗтІ (symmetry group of the cover picture) 
belongs the compact simply connected Lie group SU(3) of all 
unitary 3x3 matrices with determinant 1. To SU(U) belongs 
the 3-dimensional kaleidoscopic group FÏÏ3m. To prevent mis-
understanding we emphasize that by the one to one corres-
pondence is not meant a one to one mapping of the elements 
of a space group onto those of a Lie group. One has to re-
late both types of groups as objects. We do not speak of a 
relation betwefen their separate elements. For those acqua-
inted with Lie group theory we remark that the kaleidoscopic 
crystallographic space group corresponding to a compact simply 
connected Lie group G is the one generated by reflections at 
the hyperplanes of the Cartan-Stiefel diagram of G. 
The foregoing remarkable correspondence leads to the 
following question. If G is a compact simply connected Lie 
group of rank 1 and Γ the corresponding 1-dimensional kaleidos­
copic crystallographic space group, does G play a role in the 
analysis of 1-dimensional kaleidoscopic crystals with the sym­
metry Γ? To give a concrete example, does SU(U) play a role in 
the analysis of the electron energy band structure of crystals 
with the symmetry Р^Зт? The foregoing question concerning the 
applicability of compact simply connected Lie groups to ka­
leidoscopic crystals is the central theme of the present work. 
Two kinds of approaches are presented, a physical and a mathemat­
ical one. A brief account of both methods and the results is 
given below. 
First we discuss briefly the mathematical approach. Here 
we deal with the significance of a compact simply connected Lie 
group G with respect to the corresponding kaleidoscopic space 
group Γj hoping that it will clarify the role of G in the ana­
lysis of kaleidoscopic crystals with the symmetry Γ. 
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We try to undeгstaлd the relation between G and Γ on the basis 
of a theory similar to Pontrjagin's duality theory of compact 
Abelian groups and discrete Abelian groups. We partially succeed. 
Nevertheless, connections with phenomena in kaleidoscopic crys­
tals emerge. 
The first step in the physical approach is a discussion 
of the 1-dimensional case. There is only one 1-dimensional ka­
leidoscopic space group, with the corresponding compact simply 
connected Lie group being SU(2). We find that various 1-dimen­
sional kaleidoscopic models allow an analysis on the basis of 
SU(2). To give an indication of the application of SU(2) to 
these models, notice the following. The group SU(2) is closely 
related to the group S0(3) of all rotations around a fixed 
point in 3-dimensional space. The representations of SU(2) 
can be identified with the two-valued representations of S0(3), 
well-known from angular momentum theory. By this identification 
the characters of the irreducible representations of SU(2) can 
be written as 
sin (j+g ) φ ,. ι 3 \ 
Sin J φ ( j- 0' 3>1'2'··· ) 
where ψ is an angle of rotation and j indicates, in physical 
terms, the angular momentum quantum number. Now these characters 
of Зи(2) appear in the analysis of various phenomena in 1-dimen­
sional kaleidoscopic crystals. For instance, the amplitude of a 
wave diffracted by an array of N equidistant (distance a) dif­
fraction centers is (apart from factors) 
sin Nka 
sin ka 
where к is the wave vector of the incident wave. The vibrations 
of an array of N particles connected by springs is another exam­
ple. Brillouin and Parodi [ 11 ] , chapter 6 use the relation 
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sin (N+1) θ 
sin θ 
2 cos θ 1 О 
1 2 cos β 1 
О 1 2 cos 0. 
where the determinant is of degree N to analyse these vibrations 
Thus again characters of SU(2) appear. 
The next step in the physical approach is to examine 
whether or not the considerations in one dimension can be ge­
neralized to arbitrary dimensions. We confine the discussion 
to lattices of spin 5 particles, lattice vibrations. X-ray 
diffraction and electron energy band structure. In the fol­
lowing, for each of these subjects, the main lines of our 
investigations are indicated. 
Lattices of spin I particles. 
A discussion from a Lie group theoretical point of view of 
general systems (not necessarily lattices) of spin 2 parti­
cles (only the spin degree of freedom is considered) is 
given. More explicitly, the collection of all possible 
(traceless) Hamiltonians multiplied by i of a system of 
N spin 5 particles equals the infinitesimal Lie algebra 
SU(2N) of the Lie group SU(2N). This Lie algebra is investi­
gated in terms of spin operators. The subspace of Ising type 
Hamiltonians has a clear group theoretical meaning ала is 
examined in detail. Then we formulate the sub Lie algebra 
method. That is, given a Hamiltonian Η we try to embed ІН 
into a sub Lie algebra ·£ of SU(2 ). The use of such an 
embedding is that the representation theory of £ gives in-
formation about the spectrum of H. The question is discussed 
whether this sub Lie algebra method provides a way to apply 
the relation between Lie groups and space groups to the ana-
lysis of kaleidoscopic Ising models. The rectangular Ising 
model is used as a test case. However, we cannot give definite 
answers. 
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Lattice vibrations. 
We are able to calculate the eigenvibrations of particular 
finite lattices of harmonically coupled particles. These 
eigenvibrations just correspond to the automorphic and al­
ternating elementary sums occuring in the representation 
theory of the compact simply connected Lie group G belonging 
to the lattice at hand. The eigenfrequencies are expressible 
in characters of G. Besides this approach another is presen­
ted based upon a detailed Lie group theoretical analysis of 
general harmonic systems. However, along this line we are 
unable to establish a connection between lattice vibrations 
in kaleidoscopic crystals and compact simply connected Lie 
groups. 
Diffraction by X-rays. 
Diffraction by certain finite kaleidoscopic crystals can be 
described in terms of characters of irreducible represen­
tations of the corresponding compact simply connected Lie groups. 
Electron energy band structure. 
Let Γ be an 1-dimensional kaleidoscopic space group and G the 
corresponding compact simply connected Lie group. The charac­
ters of the irreducible representations of G provide us with 
a set of functions on 1-dimensional space. It is argued that 
this set of functions may be useful in electron energy band 
calculations in kaleidoscopic crystals with the symmetry Γ. 
Surveying the mathematical and physical approach, in 
our opinion the conclusion must be that the situation with 
respect to the applicability of compact simply connected Lie 
groups to the analysis of kaleidoscopic crystals is not yet 
clear. However, independent of this question various parts of 
the present study may be of interest from a physical as well 
as from a mathematical point of view. Concerning physics we 
think of the analysis of general systems of spin g particles 
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(particulary the analysis of the space of Ising type Hamil-
tonians), the sub Lie algebra method (which in principle is 
applicable throughout quantum mechanics) and the analysis of 
generalized oscillator systems. Concerning mathematics a number 
of unknown (as far as we know) results in the field of harmonic 
analysis are presented. 
The material is ordered in the following way. Chapter 1 
is introductory, dealing with compact connected semi-simple Lie 
groups, their classification and representation theory. As a 
result of the classification of these Lie groups, the question 
of their applicability to kaleidoscopic crystals is formulated. 
Chapter 2 contains the mathematical approach to this question, 
while the remaining chapters are devoted to the physical approach. 
Chapter 3 is preliminary, containing a study of the problem in 
one dimension. In chapters k, 5» and 6 higher dimensional kalei-
doscopic crystals are investigated. More explicitly, chapter k 
deals with lattices of spin I particles, chapter 5 with lattice 
vibrations and chapter 6 with X-ray diffraction and electron 
energy band structure. The appendix contains a number of tables 
(in geometrical form) concerning compact simply connected Lie 
groups of rank 2 and 3. 

C H A P T E R I 
LIE GROUPS AND CRYSTALLOGRAPHIC SPACE GROUPS 
The present chapter deals with the theory of Lie groups 
(for an exposition of Lie group theory see for instance [ 23] , 
[28] , [29] )· Section 1 gives a resumé of the classification 
of compact connected semi-simple Lie groups by means of cry-
stallographic space groups as developed by Stiefel [i]. Sec-
tion 2 contains a survey of the representation theory of these 
Lie groups according to Stiefel [2] , Kostant [3] and Antoine 
and Speiser [h]. Finally in section 3 the relation between 
Lie groups and crystallography is stressed. From this relation 
the theme of the present paper arises, namely whether Lie 
groups can play a role in problems of crystal physics. 
§1. Classification of compact connected semi-simple Lie groups. 
1. Let G be a compact connected linear Lie group. By linear 
is meant that G consists of linear transformations acting on a 
finite dimensional vector space V. A closed connected Abelian 
subgroup of G is a toroid, that is the direct product of a fi-
nite number of groups U(l). These toroids play an important 
role in the analysis of G. 
Each element g e G is contained in a 1-parameter connected 
Abelian subgroup of G. The closure in G of such a subgroup is 
a closed connected Abelian subgroup of G. Hence it is a toroid. 
So each element g e G is contained in a toroid of G. A toroid 
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of G is called maximal if it is not contained in a larger 
toroid of G. Naturally each toroid is contained in one or 
more maximal ones. So it can be concluded that each ele­
ment g e G is contained in a maximal toroid. In other words 
G is entirely covered by maximal toroids. 
Concerning toroids of G one can prove the following theorems 
(see Hopf [2?]) : 
Theorem 1. Suppose g e G commutes with all elements of a 
toroid Τ of G. Then there is a toroid T1 of 
G which contains g and T. 
Theorem 2. Let Ti and Tj be maximal toroids of G. Then 
there is a g e G with T2 = gTig" . 
From theorem 1 it follows immediately that if g e G commutes 
with all elements of a maximal toroid T, g belongs to T. 
Theorem 2 states that all maximal toroids of G are conju­
gate. Hence all maximal toroids of G have the same dimension. 
This dimension is called the rank 1 of G. From now on a 
fixed maximal toroid Τ is chosen. Because of theorem 2 
the analysis will be independent of the particular choice 
of T. Using the foregoing properties of G one can conclude 
that for each g e G there is a t e Τ such that g and t are 
conjugate. Hence Τ contains at least one element from each 
class of G. 
2. Suppose (} to be the infinitesimal Lie algebra of G. So 
Q consists of linear transformations acting on the vector 
space V. The elements of G are denoted by ¿, h, etc. The 
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exponential mapping maps elements of £ onto elements of G. 
So exp £ is an element of G for all £ e G. 
Let Τ Ъе the infinitesimal Lie algebra of T. This Lie al­
gebra T_ is an 1-dimensional commutative (because Τ is Abelian) 
subalgebra of G. It is called a Cartan subalgebra of G. 
The exponential mapping maps elements of Τ onto elements of T. 
So exp t_ is an element of Τ for all t_ e Τ. Due to the com-
mutativity of T_ the following relation holds; 
exp (ti + t2 ) = exp t^  . exp tj for all t_i , ^2 e T. 
Because of this property all the elements of ^Г which are 
mapped on the unit element e by the exponential mapping, 
constitute an 1-dimensional lattice у in the l-dimensional 
e 
real vector space T. This lattice is called the unit lat­
tice. So; 
γ = { t_ e Τ | exp t_ = e } . 
The situation is illustrated by fig. 1.1. 
G G 
Fig. 1.1. 
There is another subcollection of interest in I\ The cen­
ter Ζ of G is by definition the subgroup of elements con-
muting with all g e G. From 1.1.1 it follows that Ζ is con­
tained in T. Now the subcollection γ of T_ is defined as; 
y = χ t_ e Τ J exp t_ e Ζ } . 
If Ζ is discrete then γ is an 1-dimensional lattice in 
ζ 
T. liâturally У С γ . 
— e ζ 
3. Let D be a representation of G and χ its character. As 
is well known χ is a class function, that is χ has the 
same value at all elements of a class of G. So χ is com­
pletely determined by its restriction to Τ (see 1.1.1.). 
Naturally χ
η
 restricted to Τ is a character of the group 
T. Because Τ is compact each character of Τ can be written 
as a sum of characters of irreducible representations of T. 
Because Τ is a toroid its irrecucible representations are 1-
dimensional and coincide with their characters. These charac­
ters are; 
χ (expt) = e 2 ^ ^ (te Τ) 
with # a real linear function on T_ such that t? (t_) is an in­
teger for all t_ e y . The totality of all real linear fune-
tiens on _T constitute the real 1-dimensional dual space Τ . 
The elements i3 e T^  such that д (t) is an integer for all 
t e y , constitute an l-dimensional lattice in Τ . This 
— e
 d — lattice is called the dual lattice y . The elements of 
д e 
y are called weights. So the weights can be used to label 
all irreducible representations of T. 
Now the decomposition of the restriction of Xp to Τ into 
characters of irreducible representations of Τ can be written 
as ; 
XD (exp t) = Σ m (*) e
2
™ ^ (t e τ) . 
deyá 
e 
Here m (t)) is the multiplicity with which the character 
e — of Τ occurs in the decomposition. One says that the 
weight # occurs with multiplicity m(i?) in the representation 
D. 
The multiplicities m(i?) considered as a function on the 
lattice 7 constitute the so-called weight diagram of 
the representation D. In high energy physics these weight 
diagrams are well known. They are used to classify mul­
tiplets of elementary particles (for example the octet model 
or eightfold way). Naturally X (exp t_) considered as func­
tion on T_ shows the periodicity of the lattice y due to 
the exponential mapping. So the decomposition; 
f 4-1 ~ r*\ 27rii>(t) 
XD(exp t) = χ m(i?)e -
ôeyd 
e 
can also be regarded as the Fourier expansion of the perio-
dic function χ (exp t_) on T_. 
k. To each g e G one can assign a linear transformation Ad g 
of the real vector space G_ defined by; 
(Adg) (h) = g h g"1 (ge G, h e G). 
One easily verifies g-v^ Adg to be a representation of G. It 
is called the adjoint representation Ad of G. The weights 
and weight diagram of the adjoint representation have spe­
cial names: roots and root diagrams. In the following they 
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are investigated. 
Due to the compactness of G there is an inner product ( . ) 
in G^  which is left invariant by Ad g for all g e G. Fur-
thermore from the commutâtivity of Τ it follows that; 
(Ad t)t¿= tl for all t e Τ and t^ e T. 
So each element of T_ is left invariant by Ad t for all t 
e T. Consequently the orthoplement of T^  (that is the 
subspace of all elements in (ï orthogonal to all elements 
in T) is invariant under Ad t for all t e T. Therefore 
with respect to ал orthonormal basis in G with T_ spanned 
by the first 1 basis elements, one can write: 
/E 0 \ 
Ad(exp t) =1 ] (t e T) 
~ yo s(t) J ~ * 
ÌE., = 1 x 1 unit matrix 1 s(t_) = orthogonal matrix depending on t_. 
Because Τ is a toroid one can change the basis elements in 
the orthoplement of T^  such that s(t_) takes normal form for 
all t e Τ; 
ì(t) = f Γ D^t) 
"Dit), 
m — 
with 
E = r χ г unit matrix 
г (cos 2nd.(t) - s i n a r M t ) ι - ι -
s i n 2*0^t) cos 2 i r M t ) 
where »>. e у ι>. Φ 0 and i = 1 , . . . , m . 
ι e ' ι ' ' 
Using the property that if g e G comnutes with all elements 
- 1 5 -
of Τ then g e Τ, i t i s not d i f f icu l t t o prove that r Φ 0 
leads t o a contradict ion. So; 
'
E l 
Ad(exp t ) =( D ^ t ) 
m — 
Consequently the character of Ad restricted to Τ is; 
X A f e x p t ) = l + ? 2 cos 2 ^ . ( t ) - l + 5 β
2 π ί
* ί
(
^
)
+ β -
2 π 1
* ΐ
(
ί -
) 
A d
 i=1 1 " i=1 
Hence the roots are; 0(multiplicity l) , ± t> ,...,±i? . 
It can be proven that if r Φ s the roots # and # are 
linearly independent (see Hopf [51 )· This implies that 
all roots different from 0 have multiplicity 1. 
5· Due to the inner product (.) in _T the dual space T^  can 
be identified with T_ itself. Suppose # to be an arbitrary 
element of Τ , that is tf is an arbitrary real linear func­
tion on T^ . Then there exists just one element к e ^ Г such 
that ; 
i> (t ) = (k.t ) for all t e T. 
With the correspondence t? ** 1c the space T^  can be identified 
with T. The dual lattice 1 in Τ corresponds to the lat­
tice of elements к e Τ such that (k.t_) is an integer for all 
d . d 
t e γ . So the dual lattice γ in Τ corresponds just to 
— e e — 
the reciprocal lattice of τ in T^ . This reciprocal lattice 
of γ will be denoted by 7* . In the remainder of this chap­
ter the lattice 7* in Τ will be used instead of the lattice 
* · п.*
 e 
Ί in Τ . 
e — 
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So the decomposition from 1.1.3 looks like; 
χ (exp t ) = Σ m O O e 2 ^ · * ) ( t e ? ) . 
ke-y* 
— e 
In this new formulation weights are elements 1c of the re­
ciprocal lattice γ*. The multiplicities m(lt) considered as 
function on 7* constitute the weight diagram of the rep­
resentation D. 
Naturally roots are elements of 7* in this new formula­
tion. They are denoted by 0, ±k ,...,±k . So; 
El 
Ad(exp t ) = [ 1\ J (t e Τ) 
m 
with D. = 
ι 
(cos2ff(k..t) -sin2»r(k..t) \ sin2iT (k. .t_) соз2я (к. .t_) J 
6. The elements of G can be divided into regular and sin­
gular ones. Using theorem 1 from 1.1.1 it is not difficult 
to show the equivalence of the following two definitions 
of the regularity or singularity of an element of G. 
g e G is regular if it is contained in just one maximal toroid 
of G. 
g e G is singular if it is contained in more than one maximal 
toroid of G. 
g e G is regular if dim N(g) = 1. 
g e G is singular if dim N(g) > 1. 
Here by N(g) is meant the normalizer of g, that is the sub­
group of all elements of G commuting with g. 
Two conjugated elements of G are either both regular or both 
singular. So all elements of a class are either regular or 
singular. Hence one can speak about regular and singular 
classes of G. 
7. The Cartan-Stiefel diagram of G is a subcollection of Τ 
defined by; 
Cartan-Stiefel diagram ^ H eT|exp t is a singular element of G}. 
In the following the structure of the Cartan-Stiefel dia­
gram is investigated by using the adjoint representation. 
Let t e Τ and N(t) its normalizer. Suppose N(t) to be the 
infinitesimal Lie algebra of N(t). One easily proves: 
H(t) = { £ € G | t£t~1 = £ } . 
So N(t) consists of those elements g e G that are left inva-
riant under Ad t. Hence: 
dim N(exp t_) = multiplicity of 1 in Ad(exp t) = 1 + 2n 
with η = number of i's with k.. .t_ = integer. 
Remembering the definition of singularity one can conclude 
that the Cartan-Stiefel diagram consists of those t_ e T_ 
such that k..t_ equals an integer for some i. The elements 
t_ e ^ Г such that k..t_ is an integer constitute a family σ. of 
parallel equidistant (1-1)-dimensional planes in T^  perpen­
dicular to k.. So the Cartan-Stiefel diagram consists of m 
families σ ,.,.,σ of (1-1)-dimensional parallel equidis­
tant planes in T^ . 
-Тв-
Вес aus e the roots к and к are linearly independent if 
r Φ s (see 1.1.U) the roots ±k.,...,*к are uniquely deter-
—ι —m 
mined by the Cartan-Stiefel diagram. One easily sees that 
7 consists of those t e Τ with 
ζ — — 
le. .t_ = integer for i = 1,2,...,m. 
Consequently 7 is completely determined Ъу the Cartan-
Stiefel diagram. It consists of the points of maximal 
intersection (points which are contained in one plane of each 
family). 
8. In the following, concepts introduced up to this point 
are illustrated in the case of the compact connected linear 
Lie group SU(3). 
This group is defined by: 
SU(3) = all 3x3 complex matrices g with ggt = 1 and det g = 1 . 
Its infinitesimal Lie algebra is: 
SU(3) = all 3x3 complex matrices £ with £ + ¿ = 0 and Tr ¿ = 0 . 
So SU(3) is a real 8-dimensional Lie algebra. The matrices 
exp £ belong to SU(3) for all £ e SU(3). 
The diagonal elements of SU(3) constitute a maximal toroid. 
So: 
!
/a 0 0\ ) 
[ 0 b 0 J I with а,Ъ,с с С, aa* = ЪЪ* = cc* = 1, abc = 1 
\0 0 с/ \ 
can be chosen as fixed maximal toroid. Its infinitesimal Lie 
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a l g e b r a i s : 
Τ = { Ι 0 i"2 О ] } with ω! , Ш2 , ω 3 e R, ω1+ω2+ω3 = Ο 
Because Τ i s 2-dimensional SU(3) has rank 2. 
The e x p o n e n t i a l mapping exp: T^  -*• Τ looks l i k e : 
/ і
Ш і
 0 0 \ / е І Ш і 0 0 
exp ( 0 ішг 0 J = I 0 e 1 " 2 0 
\ 0 0 ішз / \ 0 0 е І Ш З 
The u n i t l a t t i c e у i s by d e f i n i t i o n t h e c o l l e c t i o n of a l l 
e 
t e Τ with exp t_ = 1. Therefore : 
' і . 2 т т і 0 0 
7 = I l 0 ΐ .2πη2 0 J I wi th ni ,П2 ,пзе^ and Пі+П2+Пз=0. 
О О i . 2ТТПЗ 
The elements ^ and JDJ of Τ def ined by: 
ί .2π 0 0 
£i = I 0 - i . 2тг O l and ^ 
form a b a s i s in T. So each element t_ e Τ can be w r i t t e n as 
Уі£і + У2£2 with yi , у: e R. In terms of JDI and £2 t h e u n i t 
l a t t i c e looks l i k e : 
Τ = { Пі£ і + П2£2 } w i t h Пі , П2 С Ζ. 
It follows that у is a 2-dimensional lattice in the 2-
e 
dimensional space T. 
- 2 0 -
Suppose 
= 
i s an element of T. The normal izer N ( t ) of i s by d e f i ­
n i t i o n t h e subgroup of a l l elements of SU(3) t h a t conmute 
v i t h t . One immediately sees t h a t N ( t ) = Τ i f a , b and с 
a r e a l l d i f f e r e n t . I f t h e r e a r e equal numbers among a , b 
and с t h e n o r m a l i z e r N ( t ) i s l a r g e r t h a n T. So by d e f i n i ­
t i o n t i s s i n g u l a r i f and only i f t h e r e a r e equal numbers 
among a , b and c . The elements of t h e C a r t a n - S t i e f e l d ia­
gram a r e by d e f i n i t i o n t h o s e t_ e T_ with exp t_ s i n g u l a r . 
Hence: 
( І2ігуі 0 0 
0 i2ïï(-y1+y2 ) 0 
0 0 І2тт(-у2) 
belongs t o t h e C a r t a n - S t i e f e l diagram i f and only i f : 
І.гтгу, І.2т:(-уі+У2 )
 η τ
. i-Sffy, _ І.27т(-у 2) 
e
 =
 e or e — e 
о г е
і .2тт(-уі+у2 )
= β
ί . 2 π ( -
Υ 2 ) 
Therefore t h e C a r t a n - S t i e f e l diagram c o n s i s t s of 3 fami­
l i e s σι , 02 and σ3 of l i n e s in Ί[: 
σ
ι : 2уі -У2 = i n t e g e r 
σ2 : Уі+Уг = i n t e g e r 
σ 3 : -Уі+2у2 = i n t e g e r . 
Hence the roots (considered as elements of 7 ) different 
e 
from 0 a r e : ±&ι , ± # 2 , ±аз w i t h : 
#1 (уі£і+У2£2 ) = 2yi-y2 
02 (уі£і+У2£2 ) = У1+У2 
#3 ( У і £ і +У2Е! ) = -У1+2У2 . 
It is not difficult to show that : 
(£.h) = -Tr(£ h)
 fi, h e SU(3) 
is an inner product in SU(3) which is left invariant by the 
adjoint representation Ad. With this inner product T_ 
becomes a 2-dimensional Euclidean space. One easily veri­
fies : 
(E! ·£! ) = (£β -Ег ) ma = " 2 
V (ЕД -EJ ) (b «b ) 
So £1 and £2 are of equal length and make an gingie of 120 . 
Hence in the Euclidean space T^  the lattice γ and the lines 
of the Cartan-Stiefel diagram look like as in fig. 1.2a. 
The dots indicate the points of У . The center Ζ consists 
of the constant matrices (unit matrix multiplied by scalars) 
in SU(3). They constitute a cyclic group of order 3. The 
element 
exp (уі^+уг^ 
belongs to Ζ if and only if its diagonal elements are equal: 
e
i2πyl _
 e
i27r(.-yi+y2 ) _ І2тг(-у2 ) 
That is, if and only if: 
2yi-У2 = integer, yi+yi = integer, -yi+2y2 = integer 
So 7 consists of the points of maximal intersection in 
the Cartan-Stiefel diagram. In fig. 1.2a they are indicated 
by open dots. 
Fig. 1.2b shows the reciprocal lattice 7* of У generated 
by the vectors d^. with p. .d. =5.. (i,j = 1,2) together 
with the roots indicated by heavy dots. 
(a) (Ъ) 
Fig. 1.2. 
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9· For a compact connected Lie group G the following 3 
conditions are equivalent : 
(i) G is semi-simple. 
(ii) fundamental group of G is finite. 
(iii) center of G is finite. 
In the following we consider the class of canpact connected 
Lie groups satisfying these equivalent conditions (for a 
detailed discussion we refer to Teil 2, XI of Pontrjagin [6]). 
If G and G1 are two Lie groups belonging to the present class, 
one can prove: 
G and G1 are locally isomorphic if and only 
if their root diagrams are the same. 
The class of Lie groups at hand can be divided into fami-
lies of locally isomorphic groups. Members of the same 
family have the same root diagrams. Members of different 
families have different root diagrams. So each family of lo-
cally isomorphic compact connected semi-simple Lie groups 
is completely characterized (as family) by a root diagram. 
Now these root diagrams show a number of properties. Be-
cause of these restrictive properties one is able to 
classify all vector systems which possibly can occur as 
root diagrams of canpact connected semi-simple Lie groups. 
Then one shows that each vector system really is the root 
diagram of sane compact connected semi-simple Lie group. 
Thus the families of locally isomorphic canpact connected 
semi-simple Lie groups can be classified completely. We 
want to emphasize again that a root diagram detennines a 
A L о О О О О О 
BL о о о о о У о 
c L о О О О (] <[ о 
D L О О О О 
SUIL+1J 
S0(2L
 + 1) 
Sp(2L) 
S 0 ( 2 L ) 
G, О Ъ С) 
F^  О η У η О 
Е6 О О Ò О О 
Е7 О О О О О О 
Ε
β
 О О О О Ó О 
Fig . 1.3· - The simple Dynkin diagrams. 
-25-
family. The root diagrams do not distinguish between 
different locally isomorphic ccmpact connected semi-simple 
Lie groups. 
We give the result of the classification. The root diagram 
of a compact connected semi-simple Lie group of rank 1 can 
be characterized by a so-called Dynkin diagram, consisting 
of 1 dots connected in a particular way. There are four 
infinite series of simple Dynkin diagrams denoted by 
A (1>1), В (1^2), С (1>3)} D (1>U) and five so called 
exceptional simple Dynkin diagrams denoted by Gì, F4, Εβ, 
Ε? , and Eg. The indices indicate the rank of the corres­
ponding Lie groups. Fig. 1.3 shows these simple Dynkin 
diagrams. In the cases of A1 , В.. , С ала D a member of the 
corresponding family of locally isomorphic compact con­
nected semi-simple Lie groups is indicated. Now an arbi­
trary Dynkin diagram is just the union of a number of 
simple Dynkin diagrams. The direct product of a set of 
Lie groups belonging to the constituting simple Dynkin dia­
grams is a member of the family belonging to the complete 
Dynkin diagram. In this way one can construct a repre­
sentational member of the family belonging to the Dynkin 
diagram at hand. Notice that we do not claim that each 
member of the family can be written as a direct product of 
Lie groups belonging to the constituting simple Dynkin 
diagrams. 
Stiefel [1] introduced a method to classify the root diagrams 
via сrystallograph!с space groups. It will be discussed now. 
Let G be a ccmpact connected semi-simple Lie group of rank 
1. Let Τ be a maximal toroid in G and Τ its infinitesimal 
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Lie algebra. Because of the inner product (.) in the 
space T^  one can define reflections in the hyper planes 
constituting the Cartan-Stiefel diagram. The group of 
Euclidean rigid transformations of T_ generated by these 
reflections is denoted by Γ(θ). One can prove r(G) to 
be an 1-dimensional crystallographic space group. More­
over it cam be proven that the collection of mirror planes 
of r(G) constitutes the Cartan-Stiefel diagram (no new 
mirror planes next to those of the Cartan-Stiefel diagram 
are created). Hence Γ(θ) determines the Cartan-Stiefel 
diagram and thus the root diagram of G (see 1.1.7). In 
general an η-dimensional crystallographic space group 
which can be generated by reflections in (n-1)-dimensional 
hyper planes will be called a kaleidoscopic crystallo­
graphic space group. This name originates from the well known 
toy. So a family of locally isomorphic compact connected 
semi-simple Lie groups is completely characterized by a 
kaleidoscopic crystallographic space group. The kaleido­
scopic crystallographic space groups have been classified 
by Coxeter [ 7] · Comparing his classification with the fore­
going one it follows that to each kaleidoscopic crystallo­
graphic space group there belongs a family of compact con­
nected semi-simple Lie groups. Consequently there is a one 
to one correspondence between the 1-dimensional kaleido­
scopic space groups and the families of locally isomorphic 
compact connected semi-simple Lie groups of rank 1. 
For 1 = 1,2,3 we will consider this correspondence more in 
detail. Concerning the crystallographic space groups the 
notation according to the International Tables of X-ray 
Crystallography [ 8] is used. In one dimension there is just 
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one kaleidoscopic crystallographic space group. A member 
of the corresponding family of Lie groups is SU(2) (see 3.1.1). 
In two dimensions there are k kaleidoscopic crystallographic 
space groups. We list them together with the corresponding 
Dynkin diagrams and a member of the corresponding family of 
Lie groups. 
ρ 2 m m о о SU(2) χ SU(2) 
ρ 3 m 1 о o SU(3) 
ρ U m m <ι y η S0(5) 
ρ 6 m m • y G2 
Table I at the end of this paper shows the corresponding 
Cartan-Stiefel diagrams. In three dimensions there are 7 
kaleidoscopic crystallographic space groups. We list them 
together with the corresponding Dynkin diagrams and a mem­
ber of the corresponding family of Lie groups. 
Ρ m m m о о о SU(2) χ SU(2) x SU(2) 
Ρ δ m 2 о о о SU(2) χ SU(3) 
Ρ k/ m m m о .. \ .. SU(2) χ S0(5) 
Ρ 6/ m m m о •• \ y SU(2) χ G2 
F 5 3 m о о о SU (U) 
F m 3 m о •• \ S0(7) 
Ρ m 3 m о η ι( в Sp(6) 
Table II at the end of this paper shows the corresponding 
3-dimensional Cartan-Stiefel diagrams. 
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§2. Representations of compact simply connected Lie groups. 
1 . Suppose G to be a compact connected linear Lie group and 
Τ a fixed maximal toroid of G. Because of its compactness 
the representations of G are determined up to equivalence by 
their characters. These characters are uniquely determined 
by their restrictions to Τ (see 1.1.3) and thus by their 
weight diagrams m(k_) (see 1.1.5). Hence the representations 
of G are determined up to equivalence by their weight diagrams. 
Because G is compact each representation is equivalent to the 
direct sum of a number of irreducible representations. It 
follows that the weight diagrams of irreducible representa­
tions of G are of fundamental importance. In this section 
they are investigated. 
2. Considering the restriction to Τ of a character χ of G, 
the intersections of classes with Τ are important because 
χ is a class function. Suppose t and t' to be elements of 
Τ belonging to the same class of G. So there is a g e G 
with t = gt'g . Hence t is contained in the maximal to-
roids Τ and gTg . Therefore if t is regular one has Τ = 
gTg~ (see 1.1.6). So for regular elements t e Τ one only 
has to consider g e G with gTg- = T. This condition can 
equally well be expressed by gTg = T^ . One can assign 
to such elements g e G a linear transformation S of T^  
defined by: 
S(t) = gtg"1 (te τ) . 
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The set of all these transformations S of T^  constitutes 
a group W called Weyl group of G. Now one easily verifies 
(i) the unit lattice γ and its reciprocal lattice γ* 
e e 
are invari suit under W: 
S (7 ) = 7 and S (7*) = 7* for a l l S e W 
е е е е 
(ii) the characters χ of G considered as functions on Τ 
are invariant under W: 
x(exp St) = χ (exp t_) for all S e W and t_ e Τ . 
(iii) the weight diagrams m(k) of representations of G 
are invariant vinder W: 
m(Sk) = m(k) for all S e W and к e 7* 
— — — e 
It can Ъе proven that the Weyl group W is generated by the 
reflections in the m planes of the Cartan-Stiefel diagram 
going through the origin of ТЧ So W can be read off from 
the Cartan-Stiefel diagram. 
3. Because G is compact the following orthogonality rela­
tion holds for any pair of characters χ. and χ. of irre­
ducible representations of G: 
χ..v. = V.o.. with V = 
G X J 1 J 
1 
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Here ƒ_ is the invariant integral over G. Suppose f to be 
a continuous class function on G. Because each class of G 
has an element in Τ (see 1.1.1) it is quite natural to 
expect : 
f = j f(exp t).p(t) 
with ρ (t_) a function on T_ with the periodicity of У and 
Ρ an elementary cell of the lattice γ . The number β (t_) 
can be interpreted as the area of the surface of the class 
to which exp t^  belongs. Here it is supposed that the inte­
gration in the space T^  is normalized in such a way that 
ƒ 1 = 1. If one takes ρ = Δ.Δ with 
m / TTÌk..t_ -iTÌk..t\ 
Δ(ΐ)= TT (e J -e J ) with ±k ,. .. ,±1^ the 
J
~ roots of G 
the relation ƒ f = ƒ f (exp t).p(t) turns out to be true. G Ρ 
Notice that Δ is defined up to a sign. Moreover it can be 
proven that : 
1 = 
G Ρ 
ρ(t) = order of W. 
So the orthogonality relations for characters of irreducible 
representations of G can be written as: 
X*(exp t).x.(exp ΐ).Δ(ΐ_).Δ [t) = (order W).6.. 
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ог 
|х.(ехр t).A(t)]*.|x.(exp t).A(t)] = (order W). δ.. . 
The function χ (exp t).A(t) on Τ is called the characteristic 
JL of the representation D. 
k. In 1.1.9 families of locally isomorphic compact connected 
semi-simple Lie groups have been classified by Cartan-Stiefel 
diagrams. Now weight diagrams of these Lie groups are cal­
culated by means of their Cartan-Stiefel diagrams. Each fa­
mily contains a simply connected Lie group G, that is a 
Lie group with trivial fundamental group. Other members of 
the family are factor groups of G with respect to subgroups 
of the center Ζ of G. Hence it is sufficient to consider 
representations of compact simply connected Lie groups. 
Therefore in the remainder of this section G is supposed to 
be a compact simply connected Lie group (this implies the 
semi-simplicity of G). 
Because G is simply connected it can be proven that the unit 
lattice y just equals the subgroup of translations (re­
garded as lattice in Tj of the сrystallograph!с space group 
r(G) generated by reflections in planes of the Cartan-
Stiefel diagram (see 1.1.9). So 7 ana its reciprocal 
lattice γ* can be constructed from the Cartan-Stiefel dia-
e 
gram. Thus one ingredient of the weight diagrams namely 
7* is already known. 
The m planes of the Cartan-Stiefel diagram going through the 
origin of T^  divide T^  into a number of infinite pyramids, 
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called Weyl chambers. Suppose le e τ* lies inside a Weyl 
chamber. The function 
A (t) = Σ (det sj.e 2 1^ 8--* (te T) 
- S e W 
on Τ is called the alternating elementary sum (a.e.s.) 
belonging to k. Because W leaves invariant 7* the vector 
S к belongs to 7* for all S e W . So an a.e.s. has the 
— e 
periodicity of У . The definition is nothing but its 
Fourier expansion. An a.e.s contains as many different 
terms as there are elements in W. Because S is an ortho­
gonal transfomation det S = ±1 for each S e W . One easily 
verifies that : 
A = (det S)A^ for all S e W . 
Now it turns out that the characteristic X of an irreducible 
representation D of G just equals an a.e.s. So: 
h • νΔ = \ o r ъ • % Δ 
Moreover for each к e 7* inside a Weyl chamber there exists 
— e 
ал irreducible representation D of G such that its characteris­
tic X equals ±A . So the irreducible representations D of 
G can be labeled by the elements к of the reciprocal lattice 
7* inside a fixed Weyl chamber: D . The character (re-
e ^ 
garded as function on T^ ) of the irreducible representation 
-33-
D corresponding to such a reciprocal lattice vector 1c is: 
Vi) 
The sign can be determined by remembering that x(e) is posi­
tive because it equals the dimension of the representation. 
From the definition of Δ one easily sees that A(t_) = 0 if and 
only if 1c..t_ = integer for seme root lt.. Hence A(t_) = 0 
J J 
if and only if t_ lies on the Cartan-Stiefel diagram. There­
fore one has to carry through a limiting procedure to calcu­
late the characters at points belonging to the Cartan-Stiefel 
diagram. 
5. The characteristic of the trivial representation is: 
X(t) = x(exp t).A(t) = A(t_) . 
Hence the function Δ is an a.e.s. A^. In the following 1c 
is calculated. Consider an (1-1)-dimensional plane in T^  
going through the origin, which does not contain roots but 
for the rest arbitrary. The m roots at one side of the plane 
are called positive roots and are denoted by k.,...k . The 
—l . —m 
m roots -к,,...,-к at the other side of the plane are called 
—1 -m 
the negative roots. Naturally the notion of positive and 
negative roots is a relative one. It can be proven that Δ 
is the a.e.s. belonging to the vector к = g(к +...+k ) of 
7* inside some Weyl chamber with k,,...,k positive roots. 
The Weyl chamber to which к belongs depends on the choice 
- 3 U -
of the posi t ive r o o t s . So Δ can be wri t ten as: 
A(t) = Σ (det S) e ^ i í ^ - i )
 # 
S e W 
6. Suppose к ,...,k to be the positive roots of G. The 
function д can be written as (see 1.2.3): 
m / 7TÍk..t_ -ïïik..t\ 
L(t) = TT (e J -e J ~ 1 
m irik-.t / -2πik..t\ 
.. ^  m / -2πik..t^ 
.1 = 1 \ ' 
2 
= e — 
with к = 5(k,+...+k ) 
— —1 -m 
Hence: 
1 -2TTÌk.t m 
= e ±-ь . π MtT ._, t 00 -2iTink..t \ Σ . τ) n=0 / 
This expression has to be regarded as a formal Fourier ex­
pansion of —. Knowing the Fourier expansion of JL and — it 
is not difficult to calculate the Fourier expansion of the 
product A. .— . This multiplication of two Fourier expansions 
is nothing but a simple geometrical manipulation with vectors 
- 3 5 -
of Τ* because the product of two Fourier terms belonging to 
the weights к and It1 yields a Fourier term belonging to the 
weight к + к1 : 
e
2*ik.t
 β
 ^ і к
1
 .t
 =
 bUlp* ).t
 ( b ^ e ^ 1 e у 
In this way the weight diagram of the character_=_can be 
Δ 
calculated (see [h]). 
7· Suppose D1 and Dp to be irreducible representations of G 
belonging to the reciprocal vectors ki and кг inside a fixed 
Weyl chamber. Let χ1 resp. χ2 be their characters. The 
character of the Kronecker product D, β Do equals χ^.χ . 
In order to decompose D1 ® Dp into a direct sum of irreducible 
representations one has to decompose X-i-Xp into a sum of charac­
ters of irreducible representations: 
X1-Xp = S' M(k)x . 
к -
The prime means that the summation runs over all reciprocal 
vectors к inside the fixed Weyl chamber. The integers M(k) 
are the multiplicities with which the characters χ occur in 
the decomposition. In the following these multiplicities 
are calculated. 
Suppose m(k) to be the weight diagram of χ . One can shift 
this diagram over the vector ka· This yields another func­
tion m on 7* defined by: 
e 
m(k) = m(k-k 2) (k e y*) . 
— U — — — e 
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Using the following expressions: 
xAt) = Σ m(k) е2П±-±. 
k e y * 
— e 
X2(t) = _É 
Δ (t ) 
xk(t) = V ^ 
Δ ( ) 
and t h e i n v a r i a n c e of m(lc) under t h e Weyl group W, i t i s not 
d i f f i c u l t t o prove t h a t : 
M(k) = Σ (det S) m (Sk) . 
S e w 
So knowing the weight diagram of one of the characters the 
decomposition can be carried out by means of simple geometri­
cal manipulations with vectors in 7*. 
8. In the following the representation theory is illustra­
ted in the case of the compact simply connected linear Lie 
group SU(3). That is we calculate the weight diagrams of 
the irreducible representations of SU(3) using only its 
Cartan-Stiefel diagram. Fig. 1. ha. shows this Cartan-Stiefel 
diagram (see 1.1.8) together with Y . The unit lattice γ 
is nothing but the subgroup of translations (regarded as 
lattice) of the crystallographic space group generated by the 
(e) weight diagram of χ2 1 
Fig. 
(f) weight diagram of χ1 
• » 
Λ. 
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reflections in the lines of the diagram (see 1.2.U). As 
generators of 7 we choose pi and pj. Fig. 1.hb shows the 
reciprocal lattice 7* generated by d_i and d2 with p. .¿. = δ . . 
(i,j = 1,2), together with the three lines of the Cartan-
Stiefel diagram going through the origin. The space is 
divided into six Weyl chambers by these lines. As fixed 
Weyl chamber we choose the one formed by the elements λ ^ ι * 
Xjdj with λ λ > 0. The elements of У* inside this fixed 
Weyl chamber are nid; + Пг^г with ni , nj positive integers. 
In fig. 1.kb they are indicated by heavy dots. 
The Weyl group W is generated by reflections in the three 
lines of the Cartan-Stiefel diagram going through the ori­
gin. Hence W contains beside 3 reflections 3 rotations 
about 0, 120 and 2h0 degrees. With respect to { dj , d:} 
the elements of W are: 
rotations : 
reflections 
(г:) с ; ) с :) 
с;0,) с:) (г:) 
Consequently the a.e.s. belonging to an element к = nidi+ 
n2d2 of У* inside the fixed Weyl chamber looks like: 
e 
* t j . \ - τ ν S^iSdi, d.+iijd ) . ( y £ +y ρ ) 
\ ( y i £ 1 + y 2 £ 2 ) = Σ (det s)e | - , 2-2 ' ' 2 2 S e W 
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_
 е
2ігі{іііуі+Піуг]
 + β 2 π ϊ [ - ( n i + n 2 )у 1+Піу 2 ] + e 2 u i [ n 2 y 1 - ( п і + щ )у2 ] 
_
е
27ГІ[-Піуі+(пі+П2 )У2] 27ГІ[ (щ +П2 )уі -П2У2 1 27ГІ[ -П2 Уі -Пі У2 ] 
So t h e c h a r a c t e r i s t i c s of t h e i r r e d u c i b l e r e p r e s e n t a t i o n s a r e 
known now. In order t o c a l c u l a t e t h e c h a r a c t e r s we have t o know 
Δ. The r o o t s of SU(3) a r e t h o s e elements ±ki , ±k2 , ±кз of 
7* such t h a t t h e 3 f a m i l i e s of l i n e s k . . t = i n t e g e r ( i = 1,2,3) 
e - ι — 
c o n s t i t u t e t h e C a r t a n - S t i e f e l diagram. Hence t h e r o o t s a r e : 
± ( d i + d a ) , ± ( - d i + 2d2 ) , ± ( 2 d i - dj ) . 
F i g I.Uc shows t h e r o o t diagram. As p o s i t i v e r o o t s we choose: 
(di +^2 ) , (-di + 2d2 ) , ( 2 d , - dj ) . 
Half the sum of the positive roots equals d¿ + d^  · Hence 
(see 1.2.5): 
Of course this can be verified explicitly. In fig. 1.kd the 
element of 7* .inside the fixed Weyl chamber,characterizing 
the alternating elementary sum Δ is indicated. Now the 
characters of the irreducible representations of SU(3) (re­
garded as functions on £) are: 
A
n η ( y i B + y z P î ) 
Xn _ (exp Уі£д+У2£г) = — и - 2 
А
и](Уг^У^) 
with η ,n p o s i t i e v e i n t e g e r s . 
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For convenience we have written: 
γ and A instead of χ , , and A , . , 
л
Пі ,П2 Пі ,П2 n i £ i + n 2 d 2 Щ dl+П2 α2 
The dimension of the representat ion equals χ (exp 0). 
Пі ,П2 
This can be calculated by a limiting procedure and yields 
іщП2(ni+П2). Using the foregoing character formula, the 
weight diagrams of a few of the lowest irreducible repre­
sentations can be calculated directly. Fig. 1 .he and f 
show the w.d. of χ
 1 ала χ ?. Kronecker products can be 
reduced by using the formula of 1.2.7. For example: 
X1,2,X2,1 X1,1 + X2,2 
X1,2*X1,2 " X2,l + X1,3 
X2,rX2,1 X1,2 + X3,1 
The same procedure as the present one can be applied to the 
other compact simply connected Lie groups of rank 2. The 
results (in geometrical form) are contained in table III at 
the end of this paper. 
Note: the weight diagrams can also be calculated by the 
method of 1.2.6. Concerning this calculation we refer to [ U ] 
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§3. Lie groups and crystaJ. physics. 
1. In the preceding sections we have seen that there is a 
close relation between Lie groups and crystallographic space 
groups. More precisely, there is a one to one correspon­
dence between: 
(i) farm'lies of locally isomorphic compact connected semi-simple 
Lie groups of remit 1. 
(ii) 1-dimensional kaleidoscopic crystallographic space groups. 
Each family contains just one simply connected Lie group. 
Other members of the family are factor groups with respect 
to subgroups of the center Ζ of this simply connected Lie 
group. So the relation between Lie groups and crystallo­
graphic space groups can also be formulated as follows. 
There is a one to one correspondence between: 
(i) compact simply connected Lie groups of rank 1. 
(ii) 1-dimensional kaleidoscopic crystallographic space groups. 
This relation is used to study properties of Lie groups by means 
of the corresponding crystallographic space group. For in­
stance in §2 of this chapter the irreducible characters of 
a simply connected compact Lie group G are calculated 
using only its Cartan-Stiefel diagram, which can be read off 
the corresponding kaleidoscopic crystallographic space group 
r(G). 
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However crystallographic space groups originate from another 
field than Lie group theory. They are symmetry groups of 
crystals I This observation tempts us to question whether 
the relation between crystallographic space groups and Lie 
groups can be used in crystal physics. More specifically 
what we have in mind is the following question. Given a 
crystal the symmetry group of which is a kaleidoscopic 
crystallographic space group (such a crystal will be called 
kaleidoscopic), does the corresponding compact simply con­
nected Lie group play a role in the analysis of such a 
crystal? This is the central theme of the present thesis. 
We will try to answer this question along two different lines, 
a mathematical and a physical one. The mathematical approach 
is contained in chapter 2. There an attempt is made to re­
construct a compact simply connected Lie group G from the 
corresponding kaleidoscopic crystallographic space group 
r(G), hoping to gain more insight into the role of G in the 
analysis of Γ(θ) and therefore of kaleidoscopic crystals. 
However the main part of the paper is devoted to the physical 
approach. It is contained in the remaining chapters 3, ^ , 5, 
and 6. There several elementary problems in the field of 
crystal physics are considered in order to establish whether 
there are Lie group aspects in their solutions in the case of 
kaleidoscopic crystals. These problems are: 
lattices of spins (chapter h) 
lattice vibrations (chapter 5) 
X-ray diffraction 
energy bands 
Chapter 3 contains a preliminary study of these problems in 
the case of a one-dimensional kaleidoscopic crystal. 
(chapter 6) 
C H A P T E R 
CONSTRUCTION OF LIE GROUPS FROM CRYSTALLOGRAPHIC SPACE GROUPS 
The present chapter contains the mathematical approach to 
the question of the applicability of compact simply connected Lie 
groups to the analysis of kaleidoscopic crystals (see 1.3.1). The 
main theme is an attempt to reconstruct a compact simply connected 
Lie group G from the corresponding kaleidoscopic crystallograph!с 
space group Γ(θ) Ъу means of a duality theory à la Pontrjagin. 
The reason for this is that such a construction prohahly clarifies 
the role of G in the analysis of Γ(θ) and therefore of kaleidoscopic 
crystals. However, we will recover only the classes of G in this way. 
Nevertheless, the notion of realization introduced to recover these 
classes has some physical interest. Moreover, as far as we know, the 
present results are unknown in mathematics. They may be of interest 
in group theory. 
§1. Lie groups and crystallographic space groups as dual structures. 
1. From 1.3.1 we know that there is a one to one correspondence 
between : 
(i) compact simply connected Lie groups. 
(ii) kaleidoscopic crystallographic space groups. 
This inspired us to the question whether a compact simply connected 
Lie group G can be used in the analysis of crystals with the symme­
try r(G). In the derivation of the correspondence, Γ(θ) primarily 
appears as an object to investigate G. However, we want to know the 
significance of G with respect to r(G), because it probably clarifies 
the role of G in the analysis of crystals with symmetry Г(с). 
In mathematics a theory exists which deals with a one to one 
correspondence between groups similar to the present one. We mean 
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Pontrjagin's duality theory of locally compact Abelian groups (see 
2.1.2), to which van Kampen contributed important generalizations 
and perfections. Confined to compact Abelian groups and discrete 
Abelian groups the structure of Pontrjagin's theory can be stated 
as follows. There is a one to one correspondence between: 
(i) compact Abelian groups. 
(ii) discrete Abelian groups. 
Given a compact (resp. discrete) Abelian group G the recipe to 
construct the corresponding discrete (resp. compact) Abelian group 
G is very transparent; G is the character group of G (see 2.1.2). 
Thus the significance of a pair of corresponding groups is perfectly 
clear. They are each others character groups. 
In view of our question it would be interesting if the 
correspondence between compact simply connected Lie groups and 
kaleidoscopic crystallographic space groups could be understood on 
the basis of a duality theory similar to the one of Pontrjagin. 
The reason for this is that in a duality theory à la Pontrjagin 
the recipe to construct corresponding groups implies the signi-
ficance of a group with respect to the corresponding one. In the 
present chapter an attempt is made to develop such a duality theory. 
Because of the nature of our problem, the emphasis will be put on 
a recipe to construct a compact simply connected Lie group G from 
the kaleidoscopic crystallographic space group r(G). However, notice 
that in a duality theory like the one of Pontrjagin the same recipe 
applied to G should give r(G). 
We want to remark that a method is known to construct G from 
r(G), based on generators ала relations (see Serre [ 30 ] , appendix 
of chapter 6). It is of a completely different nature than a recipe 
à la Pontrjagin ала does not give insight into the significance of G 
with respect to Γ(θ). Therefore this construction is unsuitable in 
the present context. 
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2. To begin with we give a short survey of Pontrjagin's duality-
theory of locally compact Abelian groups (see chapter 6 of ref. [6 ] ). 
Suppose G to be an Abelian group. Each finite dimensional unitary 
representation of G can be decomposed into a direct sum of 1-dimen­
sional unitary representations. The collection of all 1-dimensional 
unitary representations is denoted by G. If χ and χ' are two arbi­
trary 1-dimensional unitary representations then their product 
χ.χ' is also a 1-dimensional unitary representation. This product 
provides G with a group structure. The unit element of G is the 
trivial representation. The inverse of an element χ of G is just 
χ . Naturally G is Abelian. The group G is called the character 
group of G (1-dimensional representations coincide with their 
characters). Now one can consider the character group G of the 
character group G of G. So G consists of all 1-dimensional unitary 
representations of the group G. 
Each element g e G gives rise to such a 1-dimensional unitary re­
presentation * of G: 
g 
f M x ) g X(g) (x e G) . 
One easily verifies that the mapping g/^/^Φ from G into G is a 
S 
group homomorphism. This mapping is called the natural homomorphism 
of G into G. 
The introduction of topology allows one to construct a duality theory 
of Abelian groups. Therefore G is supposed to be an Abelian, locally 
compact, topological group. Now the character group G of G consists 
of all 1-dimensional unitary representations of G which are contin­
uous with respect to the topology of G. Due to the topology of G the 
group G can also be provided with a certain suitable topology. With 
respect to this topology G can be proven to be also an Abelian, lo­
cally compact, topological group. Now the central theorem of Pontr­
jagin's theory says that the natural homomorphism from G into G 
actually is an isomorphism. So G and G can be identified. Thus one 
has a duality theory for Abelian, locally compact, topological groups 
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G. That is : 
(i) to each G one can construct its dual group G, which is again 
an Abelian, locally compact, topological group. 
(ii) the dual group of the dual group of G equals G: G = G. 
So the Abelian, locally compact, topological groups can be divided 
into pairs of dual groups. 
Another theorem states that the dual group of ал Abelian compact 
topological group is discrete, while the dual group of an Abelian 
discrete topological group is compact. 
As example consider the Abelian compact topological group U(l) of 
all complex numbers u with ¡u|= 1. The 1-dimensional unitary contin-
uous representation χ of U(l) can be labeled by integers: 
χ (u) = u n (u e U(1), η e 2) . 
η 
One immediately sees: χ .χ = χ .So the dual group U(1) is 
^ η m n+m
 B
 ^ 
isomorphic to the discrete additive group of integers Z. 
The 1-dimensional unitary representations χ of 2 can be labeled by 
complex numbers u with |u| = 1: 
X (n) = u n {nel). 
One immediately sees that χ .χ = χ .So the dual group Ζ is 
isomorphic to the compact group U(l). Hence the compact group 
U(l) and the discrete group Ζ form a pair of dual groups in 
Pontrjagin's theory. This result can be extended by considering 
direct products of these groups. That is, the 1-dimensional toroid 
group U(l) and the 1-dimensional lattice group 2 are dual groups 
in Pontrjagin's theory. 
3. Notice the following remarkable circumstances. Let G be a 
compact simply connected Lie group of rank 1 and Γ(θ) the corres­
ponding 1-dimensional kaleidoscopic crystallographic space group. 
From chapter 1 we know that a maximal toroid Τ of G is isomorphic 
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to U(l) , while the subgroup Η of translations of r(G) is 
isomorphic to Ζ . So Τ and Η are dual groups in Pontrjagin's 
theory. Hence the groups G and r(G) we want to fit into a 
duality theory have important Abelian subgroups which are 
dual groups in Pontrjagin's theory. Moreover, G is compact 
and r(G) discrete like in Pontrjagin's theory where the dual 
group of a compact group is discrete. 
These circumstances suggest Pontrjagin's theory to be the germ 
of the duality theory we are looking for. Therefore we will try 
to generalize his theory to non Abelian groups, hoping that it 
yield the wanted duality (see 2.1.1) of G and Г(с). 
k. Pontrjagin's duality theory is based on representations. 
Therefore, to generalize his theory we start by investigating the 
collection of all representations of an arbitrary group G. An 
η-dimensional matrix representation of G is a mapping D from G 
into the group of all non-singular nxn complex matrices, with: 
D(g.h) = D(g).D(h) for all g, h e G. 
Two matrix representations D and D' of G are called equivalent if: 
(i) D and D' are of the same dimension n. 
(ii) there is a non-singular nxn complex matrix S with 
D'(g) = SD(g) S"1 for all g e G. 
One immediately sees that this relation really is an equivalence 
relation. So the collection of all matrix representations of G 
can be divided into classes of equivalent matrix representations. 
The equivalence class to which a matrix representation D belongs is 
denoted by [ D ] . 
One can perform several operations with matrix representations based 
upon operations with matrices. We will discuss them now. Given an 
ordered pair of square matrices (A,B) with dimension η resp. m one 
can construct two new matrices, namely the direct sum A · В and 
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t h e Kronecker product A ® В. The d i r e c t sum i s an (n+m)-dimen-
s i o n a l square m a t r i x defined a s : 
/A 0 4 
А ® В = I j 
\ о в / 
The Kronecker product is an (n.m)-dimensional square matrix defined 
as : 
A » В = 
Al1 В 
/ A21 B 
• 
• 
V
 A : B . . 
ni 
A 1 2 B 
A 2 2 B 
A, В 
In 
A В 
nn 
Notice that the operations θ and β are not commutative. One easily 
proves the operations θ and ® to be associative, that is 
(Α β в) © С = A « (В ® С) 
(А » В) ® С = А » (В ® С) 
for all square matrices А, В and С. 
If one examines the distrihutivity of the operations ф and ® it turns 
out that : 
A ® (B ® C) Φ (A ® B) ® (A ® C) 
(A ® В) ® С = (A ® C) Φ (В « С) . 
Finally one has the following important properties; 
(A ® B).(C « D) = А.С » B.D 
(A ® B).(C ® D) = А.С « B.D 
for all square matrices А, В, С and D with dim A = dim С and dim В = 
dim D. 
Using the operations ® and ® for matrices from each ordered pair 
(D , D ) of matrix representations of G two new matrix representations 
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can be constructed, namely the direct sum D ® D and the Kronecker 
product D β D : 
(Di β Da)(g) = D^g) · Dj (g) 
(g e G) . 
(D, ® D2)(g) = Djíg) » D2(g) 
Using t h e foregoing p r o p e r t i e s of the d i r e c t sum and Kronecker p r o -
duct of mat r i ces one immediately sees t h a t D ® D and D β D are 
indeed m a t r i x r e p r e s e n t a t i o n s of G. F u r t h e r m o r e , t h e o p e r a t i o n s ® 
and ® for m a t r i x r e p r e s e n t a t i o n s a r e : 
( i ) non commutative. 
( i i ) a s s o c i a t i v e : (D ® D ) ® D3 = Dj « (^ « D3 ) 
(D, ® D2 ) ® D3 = Dj β (Da « Dj ) . 
( i i i ) p a r t i a l l y d i s t r i b u t i v e : Ώ
ι
 β (Dj « D3 ) Φ (D, ® D J W D , ® D ) 
(D, β D2 ) ® D3 = (D, ® D3 ) · (D2 ® D3 ) . 
Now we define the operations e and ® also for classes of equivalent 
matrix representations: 
[ D, ] « [ D2 ] = [ D, « D2 ] 
[ D, ] ® [ D2 ] = [ D, ® D2 ] . 
However, we have to check wether these definitions are good. This can be 
done easily by using the relations; 
(A » В).(С « D) = A.C · B.D 
(A ® B).(C β D) = A.C ® B.D 
for ail matrices A, В, С and D with dim A = dim С and dim В = dim D. 
It is not difficult to prove the operations ® and β for classes of 
equivalent matrix representations to be commutative. That is: 
[ D, ] · [ D2 ] = [ D2 ] β [ D, ] 
[ D, ] · [ D2 ] = [ D2 ] ® t D, ] . 
-50-
The associativity of œ and ® follows immediately from the associa-
tivity of the corresponding operations for matrix representations. 
So: 
(ID, ] · [Da ] ) β [D,] = [D,] β ([D2 ] » [D3 ] ) 
([Di ] β [Da ] ) · [D,] = [D,] β ([D2 ] β [Ό, ] ) . 
Combining the partial distributivity of ®, β for matrix represen­
tations and the commutativity of ® for classes of equivalent matrix 
representations one arrives to the distritmtivity. That is: 
[DJ β ([DJ « [DJ ) = ([DJ β [DJ ) β ([DJ β [υ,] ) 
([DJ * [DJ)® [DJ = ([DJ ® [DJ ) β ([ Dj ® [ D J ) . 
5. Now one can generalize Pontrjagin's duality theory in two 
ways for non Abelian groups. That is, to construct a dual object 
of a (non-Abelian) group one can consider either the collection 
of matrix representations or the collection of classes of equivalent 
matrix representations. Several operations with matrix representations 
as well as with classes of equivalent matrix representations can be 
performed, like ® and ®. Now disregard the fact that the objects we 
are dealing with are matrix representations resp. classes of 
equivalent matrix representations. Consider them just as structure­
less elements constituting a collection in which one can perform 
several operations. This collection of structureless elements 
together with the operations is considered as the dual object of G. 
Thus two dual objects can be constructed. The one based upon matrix 
representations will be called of type I. The one based upon classes 
of equivalent matrix representations will be called of type II. 
In 2.1.3 it was suggested that if one generalizes Pontrjagin's 
duality theory, a compact simply connected Lie group G and its 
corresponding kaleidoscopic crystallographic space group r(G) would 
become dual groups. However, neither the dual object of type I nor 
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the one of type II show group structure. So the generalization of 
Pontrjagin's duality theory does not yield the wanted duality 
between G and Γ(θ). Nevertheless, the situation is not as had as 
it seems to be. Because of its compactness the classes of equiv­
alent matrix representations of G are completely determined by 
the characters. From chapter 1, §2 we know that these characters 
can be calculated solely from the knowledge of Γ(θ). Consequently 
the dual object of type II of G can be constructed from Γ(θ). 
Therefore, if we are able to reconstruct G from its dual object of 
type II, we still have a recipe to reconstruct G from Г(с). 
It is known that an arbitrary compact group G can be 
reconstructed from its dual object of type I. This is a theorem 
proven by Tannaka [ 9 ] . One can wonder whether it has implications 
for physics in general. However, this would lead us too far away 
from our subject. In contrast to Tannaka's theorem, the dual 
object of type II of an arbitrary compact group G does not contain 
enough information to reconstruct G. For example the dihedral group 
D4 and the quaternion group are non-isomorphic compact groups having 
the same character tables and therefore the same dual objects of 
type II (remember that classes of equivalent matrix representations 
of finite groups are completely determined by the characters). In 
general, from the dual object of type II of a compact group G only 
particular properties of G can be recovered (see chapter 7 of 
volume II of Hewitt and Ross [ 10 ] ). Nevertheless, we have a feeling 
that there is a large class of compact groups which are uniquely 
determined by their dual object of type II. We think of the class of 
compact connected groups. To settle such a question is far beyond 
our abilities. However, in the present context only the class of 
compact simply connected Lie groups is of importance. For these 
groups we can partially solve the problem. That is, given the dual 
object of type II of a compact simply connected Lie group G we can 
give a recipe to recover the classes (instead of the group elements 
themselves) of G. This will be explained in the following. 
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6. To begin with we consider the dual object of type II of an 
arbitrary group G in more detail. The elements of the dual object 
of type II are the classes of equivalent matrix representations 
[D 1 (see 2.1.Ц). One can perform two operations: 
(i) [D ] * [D1 ] = [D β D' ] (direct sum) 
(ii) [D ] β [D* ] = [D β D' ] (Kronecker product) . 
From 2.1.1+ we know the operations ® and ® to be commutative, 
associative and distributive. Moreover, the operation ® has a 
unit element, namely the equivalence class of the trivial represen­
tation. So the dual object of type II has a rich algebraic structure, 
it is a commutative semi-ring with unit element. It will be denoted 
by RÍO). One usually provides RÍO) with a third operation, namely 
complex conjugation (see chapter 7 of volume II of Hewitt and Ross 
[ 10 ] ). In the present analysis we disregard this operation. So 
our dual object of type II is just a commutative semi-ring with 
unit element. 
To establish a connection between RÍO) and the classes of G we 
introduce the notion of realization. We propose to call a mapping 
φ from RÍO) into the complex numbers a realization of RÍO) if it 
preserves the algebraic structure of RÍO), that is: 
φ ([D ] e [D'l ) = * ([ D ] ) + *([D' ] ) 
*> ([D ] « [D' ] ) = *([D ] ) . *([D· ] ) 
for all [D ] and [D' ] in RÍO). Moreover, it is required that φ does 
not vanish identically. As far as we know this notion of realization 
has not yet been explored in mathematics. 
Now each element g e G gives rise to a realization φ of R(G): 
g 
¥> ([D ] ) = x
n
(g) = Tr D(g) ( [D ] e R(G)) 
with χ the character of the matrix representation D. One easily 
verifies that φ is indeed a realization of RÍO). Because characters 
g 
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are class functions it follows that realizations induced by con­
jugate group elements are the same. So each class of G induces a 
realization of Βίο). On the other hand,given two different classes 
of a compact group, there is a character which takes different 
values on these classes. This is an important theorem from the 
representation theory of compact groups. So for compact groups 
G one can conclude that different classes of G induce different 
realizations of Βίο). 
Now the problem is whether all realizations of R(G) are induced by 
classes of G. In dealing with this question we will restrict our­
selves to compact groups. For finite groups G it is not difficult 
to show that all realizations are induced by classes of G. For 
infinite compact groups the question is not so easy to answer. 
In the following the problem is investigated for the type of 
infinite compact groups we are interested in, namely compact 
connected Lie groups G. 
Because of its compactness the classes of equivalent matrix 
representations of G are uniquely determined by their characters 
as functions on G. So we can look upon RÍO) as the collection of 
characters. The operations ® and ® become the usual addition and 
multiplication of characters as functions on G. In this language 
a realization φ of Ríe) assigns to every character χ a complex 
number ^ (χ) such that: 
Ήχ + χ') = *(χ) + Ήχ') 
^(x . x' ) = v>(x) · Ή χ ' ) . 
A character of an irreducible representation will be called an 
irreducible character for convenience. For compact groups each 
character can be written as a sum of irreducible characters. 
Hence a realization is completely determined by its values on 
the irreducible characters. 
Now suppose Τ to be a maximal toroid of G (see 1.1.1), which is 
also a compact connected Lie group. The collection of characters 
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of G and Τ are R(G) resp. RÎT). Each character χ of G çives rise 
to a character of Τ Ъу merely taking the restriction of χ to T. 
From 1.1.3 we know that different characters of G restricted to 
Τ give different characters of T. So ECG) can be considered as 
subcollection of R(T ) . Moreover, the addition and multiplication 
in Ríe) considered as subcollection of RÎT) just coincide with 
the addition and multiplication in RÎT). SO RÍO) is a sub semi-
ring of R(T). It follows that a realization Φ of R(T) gives a 
realization φ of RÍO) by merely taking the restriction of Φ to 
the subcollection Reo). This provides us with a method to con­
struct realizations of Reo). 
Now we want to apply this procedure to the compact simply connect­
ed Lie group SU(3). Notations and results concerning SU(3) are 
used as developed in 1.1. θ and 1.2.8. 
The irreducible characters of Τ can be labeled by elements of 
. * 
V 
X(exp t) = е 2 т І^· (к e γ*, t e Τ) . 
Let Φ be a realization of R(T). For convenience we write: 
Φ (
е
2
^і]і-І) = φ (k) . 
Because 
2ïïik.t 2πί^.ΐ 2ui(k+k,).t 
e .e — — = e — 
the condition for Φ being a realization of RÎT) is: 
ФСк+к' ) = Ф(к) . ФСк') for all к, к' e γ . 
It follows immediately that a realization of RÎT) can be characterized 
by two complex numbers ζ and ζ : 
- 5 5 -
n, η 
Φ ( п ^ , + п ^ ) = ζ"» ζ;1* (ζ, , ζ 2 e С, ζι Φ Ο, ζ 2 # θ) . 
1 ' 2 
An a r b i t r a r y c h a r a c t e r of Τ can be w r i t t e n a s : 
2тгі(п d, + η d ) . t 
x(exp t_) = Σ ш\.п1 ,η 2 ) e 
η
ι '
η 2 
The value of the realization Φ 7 7 at this character is: 
zi > z i 
η n2 
Φ (γ) = Σ m(n ,η ) ζ ζ 
ζ ,ζ
 Λ
 ι ' 2 1 2 
ί 2 η ,η 
1 ' 2 
If one restricts Φ 7 - to characters of Τ which are restrictions 
z i » z 2 
of c h a r a c t e r s of SU(3) t o T, one o b t a i n s a r e a l i z a t i o n φ of R(SU(3)) . 
The products of t h e c h a r a c t e r s χ r e s p . χ
 1 and χ (η ,η > О) 
of SU(3) reduce i n t h e fol lowing way: 
X 1 , 2 ' Χ η ι » η 2 Χ η ι - 1 ' η 2 + X n i » n 2 + 1 + Ч+Пп,-! 
X2,1 ' \,ъ
г
 =
 ^ , + Ι , η , + 4,^ -1 + x n l - '
l
»
n
a
 + 1
 ' 
If 0 appears in the index the corresponding character does not occur 
in the reduction. From these reduction formulas it follows that a 
realization φ of R(SU(3)) certainly satisfies the following relations: 
v(x H η ) · ψ ( χ η n ) = v(xn ! _ ) + v(xn n + 1 ) + ^ (x,, + 1 _ J 1»2 ni »^ ηι -1 >n2 n, ,n2+1 nj+1,^-1 
V(X2 l)^(x
n n
 ) = ^(X- +1
 n
 ) + ^(X
n n
 J + ^(X
n
 1
 n + 1 ) -
^» '
 ni »n2 η ι + Ί » η 2 ϊ
1!»^"1 Π, -l,n2 + l 
From these recursion relations together with ^(χ 1 ) = 1 it follows 
that a realization φ is completely determined by the numbers ν(χ1 „) 
and φ{χ0 л ) . If «Ρ is the restriction of the realization Φ of 
¿J 1 Zl 'ZJ 
RÎT) these numbers aire: 
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-1 
Z
,
 + Ζ
ΐ
+ Ζ
1
Ζ 2 
, ^ . / - 2 ï ï i à . t 2irià . t 2πΐ ( ( ί -d ) . t 4 -1 
^ ( χ ,
 0 ) = φ (e *ι - + e *г — + e -ι -J —) = ζ +z,  1 ,2 ζ, , z 2 ι 2 
v ( X o J = φ , , ( e - , — + e ^ - + e - 1 - 2 - ) = ζ +ζ +ζ ζ . 
¿ , I Zj , Ζ 2 l i l i 
We w i l l show t h a t t h e s e numbers can t a k e on a r b i t r a r y p r e s c r i b e d v a l ­
u e s . I t s u f f i c e s t o show t h a t f o r an a r b i t r a r y p a i r o f complex num­
b e r s ( a , b ) t h e r e e x i s t s a t r i p l e (λ ,λ , λ 3 ) of complex numbers s u c h 
t h a t : 
a = λ + > + / a = λ + λ + λ (1) 
1 2 3 1 2 3 
-1 -1 -1 
Ъ = λ + } + λ o r e q u i v a l e n t l y b = λ λ +λ λ +λ λ (2) 
1 2 3 Η "' 2 3 1 3 1 2 ν 
1 =
 \ V > 3 1 = λ 1 λ 2 λ 3 ^ 
ο 
M u l t i p l y i n g ( i ) w i t h λ , ( 2 ) w i t h Xjand s u b t r a c t i n g t h e r e s u l t s y i e l d : 
Xj3 - a>f + ЪХ, - 1 = 0 . 
The same can be done for λ and λ . Hence λ ,λ ,λ have to be roots 
of the equation 
λ
3
 - aX2 + bX - 1 = 0 . 
One immediately sees that the triple (λ ,λ ,λ ) of roots of this 
equation satisfies (1), (2) and (З). 
From the foregoing considerations one can draw the following conclusions, 
A realization of R(SU(3)) is completely determined by the numbers 
ιρ(χ
 0) and ^ (χ„ - ) . These numbers take on arbitrary values. 
Now we examine which realizations of R(SU(3)) are induced by classes 
of SU(3). Suppose g to be an arbitrary element of SU(3) and let φ 
g 
be the realization of R(SU(3)) induced by it. Then by definition: 
V^.l 5 = Χ 2 , 1 ( δ ) = ТГ g 
^ ( X 1 ) 2 ) = X! 2(g) = (Tr g ) \ 
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Hence: 
It follows that in contrast with the situation for finite groups 
there are a lot of realizations which are not induced by classes 
of SU(3). However, there is a natural way to get out of this 
unsatisfactory situation by introducing the concept of a bounded 
realization. 
Let G be an arbitrary group. An element [D ] of R(G) will be called 
irreducible if it is impossible to write it as a direct sum of two 
elements of RÍO): 
[D ] Φ [D'I « [D··] . 
Notice that for compact groups this notion of irreducibility 
coincides with the usual one for representations. Now we propose 
to call a realization φ of RÍO) bounded if there is a real nim-
ber M with 
| V([D ] ) | < M 
for all irreducible elements [ D ] of R(G). 
Notice that for finite groups each realization is bounded. So in 
that case the boundedness does not yield any restriction. For 
infinite compact groups the situation is different. For the present 
example SU(3) we will prove: 
(i) realizations induced by regular elements of SU(3) are bounded. 
(ii) realizations induced by singular elements of SU(3) are unbounded. 
(iii) all bounded realizations are induced by (regular) elements of 
SU(3). 
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Proof 
Let φ be a realization of R(SU(3)) induced by an arbitrary class 
of SU(3)· Because each class has an element in T, it can be 
supposed that φ is induced by an element t = exp ;t of T. Hence 
the value of φ at the irreducible character χ is: 
A (t) A (t) 
n
, '
n2 - n 1 '
П2 -
*
(4,n > = V , n , ( e x P ^ = - т ш v¡w 
(i) The regular elements t = exp t_ of Τ are those with t not 
an element of the Cartan-Stiefel diagram. For these t_'s the 
denominator Δ(ΐ_) differs from zero I see 1.2.Ц). The modulus 
of the numerator is smaller or equal 6. For regular elements 
t = exp t_ it follows : 
Их,, _ )| < for all η ,η. 
¡ΔίΟί η ,η 1 2 
So φ is bounded. 
(ii) The singular elements t = exp t_ of Τ are those with t_ an 
element of the Cartan-Stiefel diagram. These V s are just those 
with Δ(ΐ_) = 0. One has to carry through a limiting procedure to 
calculate χ (exp t_). Therefore the argument of (i) does not 
hold for singular elements. To show the unboundedness of real­
izations induced by singular elements we consider the irreducible 
characters χ with n=1,2,3,... . These characters have a simple 
n,n * 
structure because the alternating elementary sums A factorize 
0
 J
 n,n 
like: 
A (t)=[1-xf] . [1-λ,η] . [ 1-λ? ] with 
η ,η —
 l 2 3 
λ
 .eZirií-y.-y, )
 λ = e
2ri(-y1+2y2) λ = ^ і (^ -^ ) ^ 
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That is, λ , λ eind λ are elements of the unit circle with 
λ, λ, λ, = 1. Now χ can be written as: 1 2 3
 n,n 
Ι-λ? i-xj 1-^ 
X
n,n
(eXp
 ^ =— ' UT ' — • 
Because t = exp t_ is supposed to be singular it follows that Δ(ΐ_) = 
A1 ^t) = 0. 4 
Consequently: 
 (t_) Therefore at least one of the numbers λ. has to be 1 
1,1 1 
χ (exp t_) = η . — — . — — - with |λ| = 1. 
n
'
n
 1-λ 1-λ" 
This is an unbounded function of n. Hence the realization 
*(x_
 n
 ) = X_ „ (exP t) 
n
1 '
ni ni ' n2 
is imbounded. 
(iii) Suppose φ to be an arbitrary realization of R(SU(3)). 
We know that there is a realization *„ _ of RÎT) such that φ 
zi ' z : 
equals Φ restricted to R(SU(3)). From (ii) it follows: 
ζ . ζ 
1 » J 
n,n 
t) = Pi1 e2^^-^-^)] J" 1 ^(-у.+гу,)!
 t 
Г
п
д
1
 ^ i k í ^ - y , ) ! 
Hence : 
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Now suppose φ to be bounded. This implies in particular that 
^(χ ) is a bounded function of n. One easily sees that a 
η ,n 
necessary condition for ^ (χ ) to be bounded is: 
|z"1 z"1! < 1 |z"1 z2i < 1 |z2 z"1| < 1 . 
' 1 2 ' ' l ì ' ' 1 2 ' 
Because the product of these three quantities equals 1, it 
follows that they are individually equal to 1. From this it 
can be seen that |ζ | = |Zj | = 1. Hence z^ and z2 can be 
written as: 
2 т і у , 2тгі . ., „ 
ζ, = e ^
1
 z 2 = e -2 w l t h yj .yj e R. 
S o : 
, 4 - 1 - 1 - 2 π i y i 2 π i y , 2тті( 1 - у , ) 
^ ( χ 1 2 ) = z i + z 2 + z i z 2 =e *)•+ e ' y * + e '-« ^ 2 
= X 1 ) 2 ( e x p ^ р ^ y 2 p 2 ) 
^ ( X 2 ) 1 ) = z i + z - 1 + z - 1 z 2 = e 2 " ^ · + е-2" і у2 + е^^+У^ 
= X 2 ) 1 ( e x p y ^ j + y 2 p 2 ) . 
Hence φ is induced by the group element exp (y ρ + у ρ ). 
This completes the proof. 
The foregoing example inspires us to the following conjecture. 
Let G be a compact connected Lie group. Then: 
(i) realizations of Ríe) induced by regular classes of G are 
bounded. 
(ii) realizations of Ríe) induced by singular classes of G are 
unbounded. 
(iii) all bounded realizations of RÍO) are induced by (regular) 
classes of G. 
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We are not able to prove this conjecture to be true. We checked 
its validity in three other examples, namely SU(2) (which is of 
rank l), S0(3) (which is of rank 1 but not simply connected) and 
the covering group of S0(5) (which is another compact simply con­
nected Lie group of rank 2). Moreover, from Pontrjagin's duality 
theory it follows that the conjecture is also true for compact 
connected Abelian Lie groups (toroids). Furthermore, due to the 
expression 
Ak(t) 
Xk (exp t) = ± -(t·) (see 1.2.U) 
the validity of part (i) of the conjecture can easily be proven 
for compact simply connected Lie groups. So there are good reasons 
to believe the conjecture to be true. Consequently the notion of 
bounded realizations enables one to recover the regular classes of G. 
7· Due to the foregoing analysis the state of affairs in recon­
structing a compact simply connected Lie group G from Г(с) is as 
follows. From r(G) one can construct RÍO). By the notion of bounded 
realizations one can recover the regular classes of G frpm RÍO). 
Consequently we are able to recover the regular classes of G from 
r(G). We cannot yet distinguish the group elements within a class 
of G. 
In our opinion the concept of realization is a modest 
contribution to the understanding of the significance of G with 
respect to r(G). This is supported by the circumstance that compact 
simply connected Lie groups can be used in the analysis of particular 
problems in kaleidoscopic crystals via the concept of realization 
(see chapter 3 and 5)· From a mathematical point of view it may be 
interesting to study (bounded) realizations for arbitrary compact 
groups. 
C H A P T E R 3 
ONE DIMENSIONAL KALEIDOSCOPIC CRYSTALS AND SU(2). 
As stated in 1.3.1 the question we intend to answer in 
this paper is whether the relation between compact simply connected 
Lie groups and kaleidoscopic crystallographic space groups plays a 
role in the analysis of kaleidoscopic crystals. Two approaches have 
been proposed to study this question, a mathematical and a physical 
one. The mathematical approach is already discussed in chapter 2. 
In the physical approach several problems of crystal physics are 
considered in order to establish whether there are Lie group as-
pects in their solutions in the case of kaleidoscopic crystals. 
The present chapter contains as a preliminary study the physical 
approach restricted to one dimension. 
In one dimension there is just one kaleidoscopic crystallographic 
space group the corresponding ccmpact simply connected Lie group 
of which is SU(2). Therefore we start with an analysis of SU(2) 
in §1. In §2 several elementary physical problems for a 1-dimen-
sional kaleidoscopic crystal are considered in order to establish 
whether there are aspects of SU(2) in their solutions. It turns 
out that in each of these problems there are indeed aspects of 
SU(2) present. More precisely, the relevant physical quantities 
can be expressed in terms of characters of SU(2) or realizations 
of R(SU(2)). 
§1. Analysis of the compact simply connected Lie group SU(2). 
1. By means of the theory contained in chapter 1, §1 we show 
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that the compact simply connected Lie group SU(2) corresponds 
indeed t o the one-dimensional kaleidoscopic crystal lographic 
space group. 
The group SU(2) i s defined a s : 
SU(2) = a l l 2x2 complex matrices g with gg = 1 and det g = 1 
I t i s not d i f f icul t t o show t h a t the elements of SU(2) can he 
wr i t ten as : 
/ а Ь Ч 
\-Ъ* a*/ 
with aa* + ЪЪ* = 1 . 
The infinitesimal Lie algebra is: 
SU(2) = all 2x2 complex matrices g_ with ¿ + £ = 0 
ела Тг £ = 0 . 
As basis in SU(2) one can choose the Pauli spin matrices multi-
plied by i: 
1 V
 Vi о/ іаУ Л-1 о / ΐ σ ζ = \ ο -i / 
So SU(2) is a real 3-dimensional Lie algebra. The matrices exp ¿ 
belong to SU(2) for all £ с SU(2). 
The diagonal elements of SU(2) constitute a maximal toroid. 
So 
*- Γ Ί 
V 0 а*/ 
with aa = 1 
can be chosen as fixed maximal toroid. 
Its infinitesimal Lie algebra is: 
Τ = ( І А 0 ) 
\ 0 -ІА / 
with A e (R. 
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Because Τ is 1-dimensional SU(2) has rank 1. 
As basis in Τ we choose the element 
-Γ Ί 
\ 0 -2-1 / 
So each element t_ e T_ can be written as t_ = y £ with y e E. 
The exponential mapping exp : Τ *• Τ looks like: 
exp y £ = 
2'iy 
e 0
· ì 
The normalizer N(t) of an element t e Τ is by definition the 
subgroup of all elements of SU(2) which commute with t. 
One immediately sees that N(t) = Τ if a Φ a . If a = a* the 
normalizer N(t) equals SU(2) itself. So by definition the singu-
lar elements of Τ are those with a = a , that is: 
Ό 
The elements of Τ const i tut ing the Cartan-Stiefel diagram are 
those y £ with exp y £ s ingular. Hence the Cartan-Stiefel diagram 
consists of one family of equidistant points : 
| s η £ \ with η e Ζ . 
The kaleidoscopic crystallographic space group r(SU(2)) belonging 
to SU(2) is generated by reflections in the points of the Cartan-
Stiefel diagram. Its translations are multiples of £. The point 
group consists of the identity and the reflection in the origin. 
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2. Because SU(2) is a compact simply connected Lie group the 
theory of chapter 1,52 can be applied to calculate the irreduc­
ible characters from the Cartan-Stiefel diagram. In the following 
this is carried through. 
The translations of r(su(2)) considered as lattice just constitute 
the unit lattice. So: 
γ = { η £ } with η e 2 . 
One immediately sees this to be true. So the unit lattice is gen-
erated by £.The reciprocal lattice γ is generated by d with 
d.Q = 1. The dot in d.£ indicates an inner product (.) in the 1-
dimensional space T^  as introduced in 1.1.h for arbitrary compact 
connected Lie groups. The Weyl group W is generated by the reflec­
tion in the origin. Hence W consists of this reflection and the 
identity. There are two Weyl chambers formed by the elements of T_ 
on the left respectively right hand side of the origin. As fixed 
Weyl chamber we choose the one formed by the elements λ d_ with 
λ > 0. The elements of γ inside this Weyl chamber are η d with 
η a positive integer. They are indicated by heavy dots in the 
following figure. 
— о о о о · φ φ- — 
-3d -2d -d 0 d 2d 3d 
The a l t e r n a t i n g e lementary sum belonging t o ал element η d^  i n 
t h e f ixed Weyl chamber looks l i k e : 
A (y
 2 ) = Σ (det S) e 2 * i ( S l ^ M y *> = е 2 7 Т І П у - e " 2 ^ 
n
 S e w 
(n > 0). 
So the characteristics of the irreducible representations are 
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known now (see 1.2.3 and 1.2.U). In order to calculate the 
characters we have to know Δ. The roots of SU(2) are those 
* 
elements ± к of γ such that the collection of elements t e Τ 
— e — — 
with lt.t_ = integer constitutes the Cartan-Stiefel diagram. 
Hence the roots (different from 0) are ± 2 d. As positive 
root we choose 2 d_. So half the "sum" of the positive roots 
equals d_. Hence Δ is the alternating elementary sum A . 
One immediately sees this to be in accordance with the 
expression 
A(t) = e "
i 2
^ -
 e
- *
i 2
^ (see 1.2.3). 
Now the characters of the irreducible representations of 
SU(2) (regarded as functions on 'T) are: 
A (y p) 2тіпу -2ттіпу .
 0 
/ ч η J *- e J - e _ s i n 2Tmy 
X
n
^exp у £ j= γη-ρ^ =
 e 2 w i y ^ e - 2 r i y " s i n 2π Υ 
with n=1,2, 
It is not difficult to show: 
sin 2^ ny _ -2^i(n-l)y -2Fi(n-3)y 2ri(n-3)y 
· — — θ + G + · · · · G 
sin 2ry 
+ θ
2πΐ(η-ΐ)
Υ
^ 
From this formula the weight diagram of the n-th irreducible 
representation of SU(2) follows immediately: 
-(n-l)d -(n-3)d (n-3)d (n-l)d 
The dimension of the n-th irreducible representation equals 
X
n
(exp 0) = n. 
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3. Now we want to calculate the realizations of the algebraic 
structure R(SU(2)) of equivalence classes of representations of 
SU(2) (see 2.1.6). Because SU(2) is a compact connected Lie group 
we can proceed in the same way as for SU(3) in 2.1.6. In the fol­
lowing this is carried through. The irreducible characters of Τ 
can be labeled by elements of γ : 
ζ .ч 27Tik.t /, * .
 m
\ 
χ (exp t) = e (к e Y
e >
 t e τ) . 
Let Φ be a r e a l i z a t i o n of RÎT) . For convenience we w r i t e : 
. / 2Trik. t Ν ^ /, \ 
Φ (e ) = Φ (к) . 
Because of 
2irik.t г т г і к · ^ 2 ï ï i ( k + k , ) . t 
e .e — — = e ' — 
the condition for Φ being a realization of HCl) is: 
Φ (k+k') = Φ (к).Φ(к') for all к, k'e γ* . 
It follows immediately that a realization of R(T) can be 
characterized by a complex number z: 
Φ (d) = ζ (ζ ε (С, ζ Φ 0). 
ζ — 
Then: 
Φ (η d) = ζ η (ne Ζ) . 
An arbitrary character of Τ can be written as: 
χ (exp t ) = Σ
 # m(k) e
 πι
—*- . 
к e γ 
— e 
The value of the realization Φ on this character is: 
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Ф Ы = Σ . т ( к ) . Ф (к) = Σ m(n d) ζ1 1 . 
ζ * — ζ — — 
к e ·, n=-
0 0 
— e 
If one r e s t r i c t s Φ t o the characters of Τ which are r e s t r i c t i o n s 
ζ 
of characters of SU(2) to T, one obtains a realization φ of R(SU(2)). 
We calculate the values of φ on the irreducible characters χ 
η 
(n=1,2,....) of SU(2). From 3.1.2 we know: 
, . , -2-ri(n-.l)d.t -2-i(n-3)d.t ^ 2-i(n-l)d.t 
χ (exp t_) = e +e +...+e . 
Hence : 
* (. ) = Z-^- 1 )
 + 2 -
( n
-
3 )
 +
 ...
 +
z( n- 1) . 
η 
Fer ζ ^ ζ ' , that is ζ Φ ±1 , this can be written as: 
η -η 
/ \ ζ - ζ 
φ
 U
n
) =
— - Τ * 
ζ-ζ 
Now we discuss the question whether all realizations of R(SU(2)) 
are obtained in this way. Let φ be an arbitrary realization of 
R'SU(2)). Because χ is the unit element of R(SU(2)) it follows 
that ^(χ ) = 1. From 
x 2 - ; < m = Xm-I + Vi 
it follows : 
Hence once ^ (χρ) is known these recursion relations together with 
^(χ ) = 1 determine all other v(x )· So a realization is completely 
determined by the complex number ^ (χρ)ί 
Now let φ be a realization of R(SU(2)) induced by a realization Ψ 
ζ 
of R(T). 
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Then: 
<ρ(χ2) = ζ" + ζ . 
Because each complex number can be written as z~ + z, it fol­
lows that for each realization φ of R(SU(2)) there is a complex 
number ζ such that φ is induced by the realization Φ of R(T). 
Thus all realizations of R(SU(2)) are known now. 
Now we will determine the bounded realizations of R(SU(2)) 
(see 2.1.6). We know that an arbitrary realization φ can be 
written as: 
w \ -
 7-(
n
-
1) 4. --(n-3) . . (n-3) . (n-1) 
φ\\ ) •= ъ +z +...+Z +z , 
η 
Hence a necessary condition for φ to be bounded is ζ Φ ±1. 
For ζ Φ ±1 one can write: 
η -η 
I \ ζ -ζ 
^
=
—TT 
ζ-ζ 
It follows immediately that φ is bounded if and only if: 
I ζ I =1 and ζ Φ ± 1 . 
Or equivalently, φ is bounded if and only if ζ can be written as: 
ζ = e
 y
 with у Φ \ «integer, but for the rest arbitrary. 
Hence : 
ι \ - 1 -2тт іу 27тіу / ν 
<Μχ2) = ζ + z = e ' , + e Jr = x 2 (exp у £ ) . 
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In accordance with the conjecture of 2.1.6 it follows that: 
(i) realizations of R(SU(2)) induced by regular classes of SU(2) 
are bounded. 
(ii) realizations of R(SU(2)) induced by singular classes of 
SU(2) are unbounded. 
(iii) all bounded realizations of R(SU(2)) are induced by regular 
classes of SU(2). 
§2. One dimensional kaleidoscopic crystals and SU(2). 
1. Consider an array of N equidistant (distance a) identical 
diffraction centers numbered from 1 to N: 
— · · · · · · · · — — » χ 
1 2 3 N-1 N 
The origin of the x-axis is chosen in the center of the array. 
Suppose a wave 
. i(kx-u;t) A e 
is incident on this array. This incident wave is diffracted by 
each of the diffraction centers. The n-th diffraction center at 
χ yields: 
η 
2ikx ./ . .\ 
B.e n#ei(-kx-«rt) # 
2ikx 
Here В expresses the amplitude and e the phase of the wave. 
The total diffracted wave is: 
- 7 1 -
Σ e J . e 1 
n=1 / 
(-кх-ш ) 
So t h e ampli tude of t h e d i f f r a c t e d wave i s determined by В axid 
N 2ikx 
у
 n 
2
 e 
n=1 
S u b s t i t u t i n g t h e va lues of χ i t fo l lows : 
Ϊ
 2 l k X
n - i ( N - l ) k a ^ - i (N-3)ka _,_ _,_ i ( N - l ) k a 
2. e = e + e + . . , + e 
n=1 
Now n o t i c e t h e remarkable c i rcumstance t h a t t h i s sum i s nothing 
but t h e N-th i r r e d u c i b l e c h a r a c t e r x^Cexp у JD) of SU(2) w i t h 
ka 
у = -χ-, t h a t i s , t h e c h a r a c t e r χ.
τ
 a t t h e element J
 2π ' ' N 
ika 
e 
of Τ (see 3.1.2). So the amplitude of the diffracted wave can be 
expressed in terms of the N-th irreducible character of SU(2): 
N 2ikx .
 n
 „ 
v
 η / \ sin 2πΝγ 
Σ e = xN(exp у £) = s i n 2 ' • 
n=1 
As one easily sees the extreme values of X (exp у JD) are ± N and 
occur if у = s.(integer). So the amplitude of the diffracted wave 
is maximal if: 
ka τ / • £ \ 
у = — =5·(integer) . 
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This is nothing but the Bragg condition. Notice that the 
condition y=2.(integer) is equivalent to exp y p_ belongs to the 
center of SU(2). Apparently the occurence of maxinal diffraction 
is related to the center elements of SU(2). 
From the foregoing analysis ve conclude that there exists a 
connection between SU(2) and the diffraction by an array of N 
equidistant identical diffraction centers. More precisely, the 
amplitude of the diffracted wave can be expressed in terms of the 
N-th irreducible character of SU(2). In chapter 6 this phenomenon 
is investigated in more detail. 
2. Consider a semi-infinite chain of particles (mass m) connected 
by springs (force constant C): 
The o-th particle is supposed to be fixed. Let χ denote the 
deviation of the n-th particle from its rest position. The equa­
tions of motion are: 
m χ = С (χ - 2 χ + χ ) 
η П-Ί η П+1 
η=1,2,... 
with the additional condition χ =0. The eigenvibrations are of the 
type 
χ = a e 
η η 
ixt 
where the complex number a characterizes the amplitude (including 
eventually a phase factor) of the oscillation of the n-th particle. 
The equations of motion become: 
-moo a = C ( a .,-2a + a i 1 ) 
η n-1 η n+1 n=1,2,.. 
with the additional condition a =0. From these recursion relations 
о 
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it follows that a =0 implies a =0 for n=1,2,... · Hence а, Φ 0 
I n 1 
for non-trivial solutions. Therefore one can introduce the 
relative quantities 
a 
Ъ = — n=1,2,..· . 
η a. ' ' 
Then the equations of motion become: 
b = 1 b„ = 2 - т ш 1 2 С 
Ь
п
= Ъ
п - 1 + Ъ п
+
1 n-2,3,... 
Now notice the remarkable circumstance that these recursion 
relations are the same as those which determine a realization 
φ of R(SU(2)) with 
2 
*(χ2) - 2 - ^ - (see 3.1.3). 
So: 
Ъ
п
 = φ
^
χ
τ? n=1,2,... . 
For a solution to have physical meaning one has to require that 
the b 's are bounded. Hence we have to require that φ is a bounded 
η 
realization of R(SU(2)). From 3.1.3 it is known that all bounded 
realizations are induced by regular classes of SU(2). Thus all 
bounded eigenvibrations of the semi-infinite chain are induced by 
the regular classes of SU(2). Each regular class of SU(2) has one 
and only one element in 
{exp у £ | 0 < у < 5 } . 
So the relative amplitudes and frequencies of the bounded eigen­
vibrations of the semi-infinite chain are: 
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г. „ f ^ _ sin 2πηγ 
Ъ = χ (exp у ρ) = —:—г—*-
η ^ а * * JL
 s i n 2тгу 
= V m ( 2 - X 2 ( e X p У^) = 2 Λ ' ΐ S i n π;5Γ 
with О < y < 1 
In spite of their -unboundedness we also give the eigenvibrations 
induced Ъу the two singular classes of SU(2): 
b = η ) b = (- l ) n + 1 .n ) 
In order to clarify the foregoing results, notice that each eigen-
vibration of the semi-infinite chain can be extended to an anti­
symmetric eigenvibration, with amplitudes a', of the infinite chain 
by defining: 
a' = a and a* = -a with η > 0. 
η η -η η 
On the other hand, each anti-symmetric eigenvibration, with 
amplitudes a*, of the infinite chain gives an eigenvibration of the 
semi-infinite chain by defining: 
a = a' with η > 0. 
η η 
Now the linear combination 
, inka -inka ...
 Λ
 ^  , ^  π 
a' = e - e with 0 < к < — 
η a 
of two running waves with opposite wave vectors ± к is such an 
anti-symmetric eigenvibration of the infinite chain. The relative 
amplitudes of the corresponding eigenvibrations of the semi-infinite 
chain are: 
a 
, η sin nka ...
 л
 ^ . ^  IT b = — = —: — : — with 0 < к < — · 
η a. sin ka a 
Thus the bounded eigenvibrations of the semi-infinite chain calcula­
ted via SU(2) are recovered here. 
-75-
The unbounded eigenvibrations of the semi-infinite chain induced 
by the two singular classes of SU(2) have frequencies 0 and 2\J—. 
For these frequencies the foregoing anti-symmetric linear combina­
tion of waves vanishes identically. This does not mean that the 
infinite chain has no anti-symmetric eigenvibrations in these 
cases. The point is that for these frequencies the bounded eigen­
vibrations are symmetric, whereas the anti-symmetric ones are un­
bounded and therefore do not occur in the conventional theory. 
Consequently the unbounded eigenvibrations of the semi-infinite 
chain induced by the singular classes of SU(2) cannot be recovered 
from the usual analysis of the infinite chain. 
Notice that among all unbounded eigenvibrations of the semi-infinite 
chain those induced by the two regular classes of SU(2) are of a 
special nature. It is not clear to us whether they play a role in 
physics. 
Now we truncate the semi-infinite chain. That is, we only consider 
particles with η < N+1. Furthermore, the (N+l)-th particle is sup­
posed to be fixed. We want to calculate the eigenvibrations of the 
resulting finite chain. One immediately sees that eigenvibrations 
of the untruncated chain with b
w + 1
=
 0 give eigenvibrations of the 
truncated chain. So we have to require (see 3.1.3) 
N+1 -N-1 
b = * (v ) = =-5 = 0 . 
N+1 ^ v xN+r -1 
ζ - ζ 
Hence: 
vir 
ζ = e
 N + 1
 with r=1,...,N,N+2,... ,2N+] . 
That is, φ is induced by an element exp y £ of SU(2) with (see 3.1.3): 
У = 2(N+I) W h e r e r = 1'...,N. 
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So: 
πηΓ 
t \ 5 1 П J J ^ 
ъ
п
=
 "^
 =
—чг 
3 1 П
 ÑTT 
with n,r=1,...,Ν . 
Thus the Ν modes of vibration of the finite chain can be expressed 
in terms of the irreducible characters of SU(2). 
Brillouin and Parodi [ 1 1 ] , chapter 6 treat the same finite chain 
as discussed here. To calculate the eigenfrequencies they use the 
equation 
2 cos β 1 0 
1 2 cos β 1 _ sin (N+1) θ 
О 1 2 cos 0 
where the determinant is of degree N. Notice that this is just an 
equation between irreducible characters of SU(2). It expresses the 
irreducible character χ . of SU(2) as a polynomial in the irreduc­
ible character χ of the defining representation. The proof of this 
equation can be based upon the fundamental reduction formula 
x2' Xn = Xn-1 + Xn+1 
of irreducible characters of SU(2). Thus, in this analysis SU(2) 
appears also, though implicitely. 
3. Consider an array of N spin g particles numbered from 1 to N. 
The Hamiltonian H of the system is supposed to be: 
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N-1 
H = J Σ 
i=1 
.(i) 
о а 
ζ ζ 
with σ the z-component of the spin of the i-th particle and J a 
coupling constant. This is the Ising model. 
Now the problem is to calculate the thermodynamic quantities of the 
system, like for instance the specific heat. All these quantities 
can he calculated once the partition function Ζ is known: 
H_ 
•7 ·* " k T 
Ζ = Tr e 
Hence if we know the eigenvalues E of Η, that is, if we know the 
energy level scheme, Ζ can be calculated: 
Ζ = Σ e 
ν 
ν 
kT 
With respect to the ordinary basis in spin space Η is already diagonal. 
Therefore its eigenvalues can be written down immediately. They are 
multiples of J. So the energy level scheme is completely described by 
a degeneracy function m(n), denoting the degeneracy m of the eigen­
value nJ. The following figure shows these schemes for a few of the 
lowest N's. 
kJ 
3J 
2J 
J 
0 
-J 
-2 J 
-3J 
-It J 
N=2 
2 
2 
N=3 
2 
It 
2 
N=U 
2 
6 
6 
2 
» = 5 
8 
12 
8 
2 
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The degeneracies are just the numbers of Pascal up to a factor 2. 
Now a weight diagram of a character χ of SU(2) is nothing but a 
function m(n), denoting the multiplicity m of the nd-th irreducible 
character of Τ in the restriction of χ to Τ (see 3.1.2). This obser­
vation leads us to the question whether there is a character χ of 
SU(2) such that its weight diagram just equals the degeneracy func­
tion m(n) of the system. That is to say, is it possible to regard 
the energy level scheme of the system as a weight diagram of some 
representation of SU(2)? We will demonstrate that this is possible 
indeed. 
The following figure shows a few of the weight diagrams of the 
sequence 
/ n ι n=1,2,. 
of characters of SU(2). 
k 
3 
2 
1 
0 
-1 
-2 
-3 
-k 
U 
X2 
1 
^ 
1 
_,_ 
2 
1 
1 
3 
3 
1 
±. 
6 
k 
_,_ 
The multiplicities are again the numbers of Pascal. It follows that the 
energy level scheme of a system with N particles equals the weight 
diagram of the character 2.χ ~ of SU(2). With this knowledge about 
the energy level scheme we will calculate the partition function Z. 
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If m(n) denotes the degeneracy of the level nJ, the partition func­
tion can be written as : 
GO 
Ζ = Σ 
n = - œ 
nJ 
. " kT 
m(n) e 
αο 
= Σ m(n) ζ 
η = - » 
J 
w i t h ζ = e 
Ν—1 
Now because m(n) is also the weight diagram of the character 2.χ 
of SU(2) it follows: 
00 
Σ m(n) ζ11 = Φ
ζ
 (г.х^1) 
with Φ realization of R(T) (see 3.1.3). Because Φ preserves addition 
ζ ζ 
and multiplication it follows: 
N-1 
' 2 . [ Φ (X2>1
 N
-
,
 -2. [." * . " « ] 
One can formulate the preceding analysis in a different way. Let 3C 
N . . be the 2 -dimensional Hilbert space of the system. The Hamiltoman 
operator with unit coupling constant is denoted by A: 
i-1 z z 
Now assume there exist two other operators В and С acting on JC, 
satisfying the following commutation relations: 
[А,В ]= 2B [А,С ]= -2C [B,C ] = A . 
Then the linear mapping from SU(2) into the space of operators acting 
on ïC defined by 
ίσ -w^-* i(B+C) ίσ ¿-^ ч-^ -^  (B-C) ϊσ ^х-ч^-іА 
χ y ζ 
Ν preserves the commutator product. Hence we have to do with a 2 -
dimensional representation of the Lie algebra SU(2). The Hamiltonian 
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H multiplied Ъу i is the representing operator of the element 
J.ia of SU(2). Therefore its spectrum can be interpreted as weight 
diagram of SU(2). The partition function 
. , ІН ч 
Ζ = Tr e Ά1 
is nothing but the character of the corresponding (complexified) 
group representation. 
Now the existence of operators В and С will be proven. Because of 
[А,В ]= 2B the operator В increases the energy by two units (remem­
ber A is the Hamiltonian with unit coupling constant), which is the 
smallest energy step possible. If the particles i and i+1 have op­
posite spins, flipping those of the particles 1,...,i causes an 
increase of energy by two units. This procedure is described by the 
operator 
* - JO „(2) (i) ! /. (i) „(i+1 К 
B. = σ σ ... σ . ζ (ι - σ σ ) . 
1 Χ Χ χ ν ζ ζ ' 
Because of [А,С ]= -2С the operator С decreases the energy by two 
units. If the particles i and i+1 have equal spins, flipping those 
of the particles 1,...,i causes a decrease of energy by two units. 
This procedure is described by the operator 
c - J O „(2) (i) ι /, . (i) (i+1 h 
C. - σ
χ
 σ
χ
 ... σ
χ
 .
 5 (1 + σζ σζ ) . 
By straightforward calculation one can prove the following commutation 
relations: 
[B.,C.] = 6.. a ( i ) a ( i + l ) 
1 J ij ζ ζ 
[А,В. ] = 2B. 
'ι ι 
[A.C. ] = -2C. 
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Therefore the operators 
Ν-1 Ν-1 
= - Ъ. and С = ^ С . 
1=1 1=1 
satisfy the desired commutation relations. 
Fesuming we see that there is a connection between the 1-dimensional 
Ising model with nearest neighbour interaction and SU(2). The energy 
level scheme can be regarded as weight diagram of a character χ of 
SU(2), while the partition function equals the value at χ of a 
particular realization of R(SU(2)). An equivalent way to formulate 
the connection with SU(2) is as follows. There is a faithful represen­
tation by Hilbert space operators of the Lie algebra SU(2) such that 
ІН is the representing operator of a particular element of SU(2 ). 
That is to say, ІН can be embedded in a Lie algebra of Hilbert space 
operators isomorphic to SU(2). The partition function is nothing but 
the character of the corresponding (complexified) group representation. 
In chepter h the relation between Lie groups and lattices of spin 5 
particles is investigated in more detail. 
h. Finally we investigate whether aspects of SU(2) are present in 
the analysis of the electron energy band structure of a 1-dimensional 
kaleidoscopic crystal. 
Let V(x) be the crystal potential occuring in the one electron 
approximation. Then V(x) has the kaleidoscopic symmetry. That is 
(we suppose the period to be I); 
V(x+1) = V(x) and V(-x) = V(x) ." 
The Schrodinger equation looks like: 
- 2Γα Τ2 + V(X)-V = Ε · ψ · dx 
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A well-known method to analyse such a Schroainger equation is to 
expand the potential and wave function with respect to an appro­
priate set of functions. 
Now the irreducible characters of SU(2), considered as functions on 
T, provide us with a set of functions (see 3.1.2) 
, / ч sin 2πηχ / . _ ν f (χ) = —: ^ (n=1,2,...). 
η sin 2irx * ' 
This raises the question whether the set {f } is of interest in the 
η 
analysis of the Schrodinger equation. In order to answer this 
question we give a list of properties of the functions f , which 
can be proven by group theoretical arguments (see 6.2.1). 
(i) f has the kaleidoscopic symmetry, that is: 
f (x+1) = f (χ) and f (-χ) = f (χ) . 
η η η η 
Furthermore, an arbitrary continuous function f having the 
kaleidoscopic symmetry can be approximated by linear combina­
tions of the f 's. More precisely, for each positive number e 
there are coefficients α,,...,α such that 
1 r 
r 
f(x) - Σ α .f (χ) 
η=1 
< ε for all χ e R. 
(ii) The absolute extremes of f are + η eind occur at x=2. (integer) 
η — 
(iii) If χ does not lie in the neighbourhood of 5.(integer), f (χ) 
η 
behaves almost like a plane wave sin 2ττηχ. 
If χ does lie in the neighbourhood of J.(integer), f (χ) shows 
η 
strong oscillations. 
From this list we can extract a few arguments in favour of the 
interest of the f 's in electron energy band calculations for 1-
dimensional kaleidoscopic crystals. According to (i) the potential 
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V(x) can Ъе approximated Ъу linear combinations of the f 's. 
Of course many other sets of functions may be used for this purpose. 
The only argument in favour of the f 's we can give stems from 
property (ii). The absolute extremes at ¿.(integer) remind us to 
the singularities of the crystal potential. Property (iii) sug-
gests the functions f to be of interest in the construction of 
η 
wave functions ψ for a crystal with atoms at ¿.(integer). Notice 
that we do not claim that ψ can be approximated by linear combi­
nations of f 's. Such an approximation is impossible because in 
general ψ has not the kaleidoscopic symmetry. 
A second kind of relation between SU(2) and the electron energy 
band structure of a 1-dimensional kaleidoscopic crystal is offered 
by an exactly soluble model introduced by Scarf [ 12 ]. The crystal 
potential considered by Scarf, is: 
V 
v(x) = - — 2 — . 
sin χ 
The eigenfunctions of the corresponding Schrodinger equation are 
expressible in terms of hypergeometric functions. On the other hand 
it is known that there is a connection between hypergeometric func­
tions and the Lie algebra SU(2) (see [ 13 1 ). However, we are not 
able to present a more fundamental insight into the relation between 
the Scarf model and SU(2). Moreover, the analysis is hampered by the 
singularity of the potential. 
The question of the interest of irreducible characters in electron 
energy band calculations for higher dimensional kaleidoscopic crystals 
is investigated in 6.2.1. 
C H A P T E R U 
LATTICES OF SPINS 
As stated already a few times the question we try to 
answer in this thesis is whether the relation between compact simply 
connected Lie groups ала kaleidoscopic crystallographic space groups 
(see chapter 1) can be used in crystal physics. The present chapter 
deals with this question in the case of lattices of spins. In 
3.2.3 this problem has been discussed already in the case of the 
1-dimensional Ising model. In this chapter higher dimensional 
lattices of spins are considered. 
In §1 we start by giving a Lie group theoretical formulation 
for general systems (not necessarily lattice systems) of N spin 5 
N particles. The Hilbert space ЗС of such a system is of dimension 2 . 
With respect to an orthonormal basis in 3C the operators ІР, with 
Ρ an observable of the system and Tr Ρ = 0, constitute the infinite­
simal Lie algebra SU(2 ) of the compact simply connected Lie group 
SU(2 ). Both time evolution and thermodynamics of the system are 
described in terms of this Lie algebra and Lie group. Next the 
N\ SU(2 ) Lie algebra is analysed in terms of spin operators. It 
turns out that all possible products of spin operators multiplied 
N by i form an orthonormal basis in SU(2 ) with respect to the 
Killing form. Moreover the Ising type operators (linear combinations 
of products of z-ccmponents of spins only) constitute a Cartan 
subalgebra of SU(2 ). Consequently each observable Ρ is conjugate 
to an Ising type operator. We finish §1 with an analysis of the 
Cartan subalgebra of Ising type operators. 
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In §2 we try to generalize the analysis of the 1-dimensional Ising 
model as performed in 3.2.3· The sub Lie algebra method is intro­
duced together with an example which contains, among others, 
several models known in the literature. It is hoped that this method 
provides the way to apply the relation between Lie groups and 
crystallographic space groups in the case of lattices of spins. 
This conjecture is investigated in the case of the famous square 
lattice Ising model. However,we are not able to draw definite 
conclusions. 
Finally, in §3, solutions of various Ising models known in the 
literature are considered. We try to recognize Lie group aspects 
in them. 
§1. Spin systems in Lie group language. 
1. As a system of a finite number of spins has a finite dimen­
sional Hilbert space, we start this section with some general 
remarks about systems with a finite dimensional Hilbert space. 
Consider a system of which the Hilbert space -Tf is n-dimensional. 
Choose an orthonormal basis in ^ . With respect to such a basis 
the Hamiltonian H is a Hermitian nxn matrix. Hence: 
(ІН) + (iH)+ = 0 . 
We suppose the trace of H to be zero. This is no serious restric­
tion because H can be made traceless by just adding a constant. 
Hence: 
Tr (ІН) = 0 . 
It follows that ІН belongs to the infinitesimal Lie algebra SU(n) 
of the Lie group SU(n). So the collection of all imaginable 
Hamiltonians multiplied by i just constitutes SU(η). 
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It is an important feature of this section that we do 
not pick up a particular Hamiltonian from SU(n), forget about all 
others and try to analyse it. Our point of view is to analyse the 
collection of all imaginable Hamiltonians. However,this is nothing 
but the analysis of SU(η). The Lie group SU(n) is compact and sim­
ply connected. Hence it just belongs to the class of Lie groups 
discussed in chapter 1. Results derived there will be used in 
the following. 
The evolution in time of the system is described by the 
operator 
A(t) = exp (-iHt) (h = 1, t e R) . 
Hence A(t) is just a I-parameter subgroup of SU(n). Because each 
1-parameter subgroup of a compact Lie group is contained in a 
maximal toroid, it follows that the time evolution operator A(t) 
runs along an (n-1)-dimensional maximal toroid Τ in SU(n). Fig. 
U.I visualizes the situation. 
SU(n) SU(n) 
Fig. U.I. - One-parameter subgroup describing the evolution in t ime. 
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The operators -iHt form a straight line in the (n-1)-dimensional 
infinitesimal Lie algebra T^  of the maximal toroid T. The exponen­
tial mapping maps T_ onto exp !_ = Τ and the straight line -iHt 
onto exp (-iHt). The exponential mapping from T_ onto Τ is 
periodic. The periodicity is described by the unit lattice 
γ of all t_ e T_ with exp t_ = e. Now one can distinguish two 
cases. Suppose the line -iHt contains next to 0 another element 
of the unit lattice γ . Then the 1-parameter subgroup A(t) is 
isomorphic to U(l) and shows a periodicity in time. If the line 
-iHt does not contain an element of γ besides 0, the 1-parameter 
group A(t) is isomorphic to IR and the system shows no periodicity 
in time. 
The evolution in time of an operator Ρ e SU(η) in the Heisenberg 
picture is: 
exp (-iHt) Ρ exp (iHt) . 
This is just the adjoint representation of SU(n). From the fore­
going one can conclude that the Lie group SU(n) and its infinite­
simal Lie algebra SU(n) describe the evolution of the system in 
time. 
As we will show now also the thermodynamics of the 
system fits in this scheme of SU(n). In thermodynamics the 
partition function Ζ is of fundamental importance: 
и 
Ζ = Tr exp (- — ) (k = Boltzmann's constant, Τ = tempe-
JCLA. 
ra ture) . 
The p a r t i t i o n function Ζ has a clear group t h e o r e t i c a l meaning as 
one can see as follows : 
TT 
i 7-ñ belongs to SU(n) 
Η Η 
- — = i (i — ) belongs to the complexification of SU(n) 
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н 
exp (- — ) belongs to the corresponding complexification of SU(n) 
τι 
Tr exp (- τ-=·) is nothing but the character of the group element 
ι
 H
 ϊ exp (-^). 
So in group theoretical terms the partition function is just a 
character'. 
2. Now we will specialize the discussion to a system of N parti­
cles of spin \. Let V be the 2-dimensional spin space of a spin 
2 particle. As usual we choose {φ .¿Pp) as orthonormal basis in V 
with φ
л
 - spin up and φ^ - spin down. With respect to this basis 
the Pauli spin matrices are: 
0 -i 
σ 
χ 
=
 \i о/ ay = \i ο/ σζ \o -J' 
The H i l b e r t space ?С of t h e whole system i s t h e t e n s o r product space 
J C = V ® V e . . . « V . 
As orthonormal b a s i s in И1 we choose: 
{φ. 9 φ. β ... » φ. } wi th i = 1,2 . 
1 1 1 2 1N K: 
With respect to this basis all imaginable Hamiltonians multiplied 
N by i constitute the infinitesimal Lie algebra SU(2 ) (see U.1.1). 
Now we analyse this Lie algebra in terms of spin opera­
tors . For convenience we introduce another notation. The unit op­
erator and the three spin operators belonging to one particle 
(that is, acting on V) will be denoted by: 
0 x 1 У 2 ζ 3 
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Ν One can construct h different tensor products from these operators: 
с « с. β ... β σ. with j = 0,1,2,3. 
J1 J 2 ^N 
The following statement clarifies the role of these operators in 
the infinitesimal Lie algebra SU(2 ). 
(i) The U -1 operators 
ia. ® ο. β ... β σ. with j = 0,1,2,3 and 
J1 J2 JN K 
(J1 »J2.··· ,JN) * (0,0,. ..,0) 
N 
constitute an orthonormal basis in SU(2 ) with respect to 
the Killing form. 
(ii) The 2 -1 operators 
ΐσ. ®σ. ® ...®σ. with j = 0,3 and 
J1 ¿2 ^N 
(j^jgl···^) φ (0,0,...,0) 
constitute an orthonormal basis in the infinitesimal Lie 
N 
algebra Τ of the maximal toroid Τ in SU(2 ) consisting of 
all diagonal elements. 
The proofs of these statements are very simple. 
Proof (i) 
Because the factors are Hermitian the tensor product 
σ. 9 ζ. ® . . . ® σ . 
J1 J2 JN 
i t s e l f i s H e r m i t i a n . Furthermore: 
Tr (σ. » . . . · σ. ) = (Tr σ. ) (Tr σ. ) = (26. ) (26. ' 
J1 J N J ι JJJ
 J 1 ' ^N' 
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because (^,.··,^) ^  (Ο,,.,,Ο). 
It follows that the operators 
ΐσ. ® ... « σ. with (j...... ,,)„) ^ (Ο,.,.,Ο) 
J1 JN ι и 
belong to SU(2N). 
The Killing form is a symmetric bilinear function К which can be 
defined for an arbitrary Lie algebra. In the case of SU(n) it looks 
like (up to an unimportant factor): 
K(A,B) = -Tr (AB) (Α,Β e SU(n)) . 
Moreover К is ал inner product in this case. Now we calculate К 
for the operators at hand: 
Κ(ΐσ. β ... β σ. , ΐσ., β ... β σ.,) =Tr (σ. σ., « ...«σ. σ.,) 
J-l JN J-i JN
 J1 J1 JN ,JN 
= (26. .,) ... (26. .,) . 
J1 »J 1 ^N'^N 
It follows that {ΐσ. « ... β σ. } with (j ..,··. >0„) ^  (Ο,.,.,Ο) is an 
J1 Jjj ι il 
Ν 
orthonormal set of operators in SU(2 ). The number of these operators 
just equals the dimension of SU(2^). Hence we have to do with an 
orthonormal basis, q.e.d. 
Proof (ii). 
The infinit« 
consisting of all diagonal elements, consists itself of all diag­
onal elements 
The operators 
N initesimal Lie algebra T^  of the maximal toroid Τ in SU(2 ) 
Щ 
N in SU(2 ) 
io. « ... ® σ. with j = 0,3 and (j...... »J«) ^  (Ο,.,.,Ο) 
J I Jjl ' " 
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аге diagonal and certainly belong to T. The number of these oper­
ators is 2 -1. Moreover they are independent (see (i)). So they 
span a (2 -1 )-dimensional subspace of T_. However the space T_ is 
also (2 -1)-dimensional. So the given set of operators constitutes 
a basis in T_. q.e.d. 
We will discuss the meaning of the foregoing statement in physical 
terms. Part (i) implies that each Hermitian operator, that is each 
observable, can be expressed in terms of spin operators σ , σ , σ . 
Part (ii) implies that each Hermitian diagonal operator can be 
expressed in terms of spin operators a . For obvious reasons we 
call a Hamiltonian in which only z-components of spins occur an 
Ising Hamiltonian. From part (ii) it follows immediately that the 
space of the Ising Hamiltonians just equals the infinitesimal Lie 
algebra T_ of the maximal toroid Τ of all diagonal elements in 
/ N\ . . . 
SU(2 ). So the space of the Ising Hamiltonians has a clear group 
theoretical meaning. 
Taking into account the fact that each Hamiltonian is conjugate 
to a diagonal one, we conclude: 
Each diagonal Hamiltonian is an Ising Hamiltonian. 
Each Hamiltonian is similar to an Ising Hamiltonian. 
In the remainder of this chapter we will use another nota­
tion. That is, the tensor product 
1® 1® . . . ® 1 ® σ . ® 1® ...® 1 
J 
where σ. acts on the spin space of particle к will be denoted by 
(k) J (k) 
σ. . We say the operator σ. belongs to the k-th particle. 
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3. Now we want to analyse the space of Ising Hamiltonians. 
Because the space of Ising Hamiltonians (multiplied by i) 
coincides with T^ , the theory of compact Lie groups (see 
chapter l) supplies the tools (Killing form, unit lattice, Weyl 
group) to analyse this space. Of course once knowing these tools 
all things can he formulated without explicite reference to the 
theory of compact Lie groups. In the following the analysis is 
carried through. 
N The elements of ¡Г are the diagonal elements of SU(2 ) : 
'ΐω1 
1 ω 2 . I with 
ω. ,...,ω e R 1 ' г 
ω« +...+ ω = 0 1 г 
г/ \ г = 2 
The Killing form on Τ looks like: 
Kit.t') = Σ ω. ш! where t = / '. \ and 
j-i J J 
t·-
1 ω
ι 
• 
* 
ίω; 
• 
* 
ίω 
г 
• 
• 
ίω' 
With this Killing form !_ becomes a space with inner product. 
The exponential mapping acts like: 
exp 
1 Ш1 \ / e 1 
• ίω 
ίω / \ г 
г / х e 
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So the unit lattice γ of all elements in T_ which are mapped Ъу 
exp onto the unit element consists of: 
ί2πη 
1 
with 
i2im 
r 
п., ,. .. ,n e 2 1 г 
η, +...+ η = 0 1 г 
Any permutation of the diagonal elements {ίω1,·..,ίω } gives rise 
to a linear transformation S of the space T. All these transfor­
mations together constitute a group W of linear transformations 
acting on Τ which is isomorphic to the permutation group of 
N 
r = 2 objects. In terms of Lie group theory W is the Weyl group 
(see 1.2.2). Inspite of its apparently trivial nature, the Weyl 
group W is of particular interest for the analyses of the space 
of Ising Hamiltonians. However, before entering in that we want 
to clarify the structure of W as group of linear transformations 
acting on T_. 
From the explicite expressions for the Killing form К and the 
unit lattice γ one immediately sees that they are left invariant 
by elements of W. Hence W is a crystallographic point group acting 
on a (2 -1)-dimensional Euclidean space. Now define the following 
set of vectors t, , in T: 
-kl — 
t. = [ 1. l with i at (k,k) and -i at (l,l) and 
к Φ 1. 
Consider the reflection in the plane perpendicular to t,. , that is: 
К (
ы
к 1 ) 
t — • t - 2
 щ τ
- 1 — ^ (t e Τ) . 
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Calculating the effect of this reflection explicitly, one sees 
that it just achieves the interchange of the diagonal elements 
id), and ίω1 . Hence this reflection belongs to the Weyl group W. 
Furthermore, any permutation of the diagonal elements can be 
written as a product of interchanges of two diagonal elements. 
Consequently W is generated by the aforementioned reflections'. 
The planes perpendicular to the vectors . _ divide the space Τ 
into a finite number of infinite pyramids with their vertices at 
0. In terms of Lie group theory these pyramids are called Weyl 
chambers (see \.2.k). Because the set of vectors {*>·,} is invari­
ant vinder W it follows that these Weyl chambers are permuted among 
each other under the action of elements of W. Moreover one can 
prove that for any pair of Weyl chambers there is one and only one 
element in W which transforms one Weyl chamber into the other. 
Consequemtly there are as many Weyl chambers as there are elements 
N in W, that is 2 ! . The foregoing gives us a feeling of the way W 
acts on Ί4 
Now we want to discuss the significance of W for Ising systems. 
Suppose Η to be an Ising Hamiltonian. Then iH belongs to T_. 
For any element S of the Weyl group S(iH) belongs again to Τ 
and can be written as : 
S(iH) = iH' 
with H' another Ising Hamiltonian. Now from the definition of the 
Weyl group it immediately follows that Η and H' have the same 
spectrum. So acting with the Weyl group elements on a given Ising 
Hamiltonian yield in general a lot of different Ising HnmiItonians 
all having the same spectrum! 
Because the Weyl group acts on Τ as a crystallographic point group 
one can express the situation as follows. The Weyl group divides 
the (2 -1)-dimensional space of Ising Hamiltonians (multiplied by i) 
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into stars of Ising Hamiltonians all having the same spectrum. 
The star of ал Ising Hamiltonian in general position (that is, 
inside a Weyl chamber or equivalently with no degeneracies in 
the energy levels) contains as many elements as there are ele-
N 
ments in W, that is 2 ! . The star of an Ising Hamiltonian in a 
more symmetric position (that is with degeneracies) contains 
less elements. 
We will illustrate the situation in the case N=2, that is for a 
two particle system. Basis in Hilbert space: 
Orthonormal basis in T_: 
,. (1) . (2) . (1) (2), 
ί ι σ
ζ '
 i a z > ΐ σ
Ζ
 σ
ζ
 }
· 
The vectors t,
 Ί
 are: 
—kl 
t = I 1 = 5 ισ„ + 5 ισ„ a
r 2 I 0 Ι ζ ζ ζ 
t = I Ι = 2ΐσ + 5ΐσ σ 
з Ι -ι ι ζ ζ ζ 
t = | - | =¿ia ( l ) +^ia ( 2 ) 
4 \ 0 1 Ζ ζ 
_ ι- (1) ι. (2) 
-
 2 ΐ σ
ζ -
 5 ΐ σ
ζ 
- 9 6 -
^ 4 - I 0 I -
 5 1 C JZ - ^ Ζ σ ζ 
^34 " I i ) " h a Z - 5 ΐ σ Ζ σΖ · 
* Ч
г 
Fig. lt.2. - Space of Ising Hamiltonians of a two particle system. 
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Because of its three dimensionality the space T^  can be visualized. 
Fig. h.2 shows the orthonormal basis and the 6 planes perpendicular 
to the vectors t . The Weyl group W is generated by the reflee-
К J. 
tions at these 6 planes. Hence W is the 3-dimensional crystallog-
raphic point group Τ , vhich is the symmetry group of a tetrahedron. 
The Weyl group divides the Hamiltonians into stars. For example the 
^ (1) · star of σ is : 
ζ 
- . (1) · (2) . (1) (2), 
ζ ' ζ ' ζ ζ 
One immediately sees that all these Hamiltonians have identical 
spectra. 
Now the key point of the present analysis is that if one writes 
down the Ising Hamiltonians in a star explicitly in terms of spin 
operators σ , it can happen that some of them are simple while oth­
ers are complicated. However, they all have identical spectral 
For calculations where only the spectrum is of interest (e.g. 
partition function) it does not matter which Ising Hamiltonian of 
a star one takes. Consequently these calculations may considerably 
be simplified by picking up a simpler Ising Hamiltonian from a star 
then the original one. As example consider a system with N particles 
and the Ising Hamiltonians: 
Η = Σ α
( ι )
σ
( ι + ΐ )
 and Η = Σ o ( l ) . 
1
 i=1 ζ ζ 2 i=1 Ζ 
The Hamiltonians Η., and Η belong to the same star. This can be 
understood without applying W explicitly, because one easily sees 
that Η and H p have identical spectra. The partition function of 
Η can be written down immediately because the system is uncoupled, 
whereas the calculation of the partition function of Η is more 
involved because of the coupling. 
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From the foregoing considerations one sees that it is worthwhile 
to know explicitly the action of the Weyl group on the spin 
operators. However, this is a very complicated affair. Therefore 
one is forced to he more modest. For example one can act with the 
Weyl group elements on the N-dimensional subspace of T^  spanned by 
• (1) · (N) 
10 . . . . ,1(7 . 
Ζ ' ' Ζ 
This gives a finite number of N-dimensional subspaces of T_. 
The Ising Hamiltonians in these subspaces are just those which can 
be decoupled. However, this problem is also very complicated. 
Another approach is to restrict oneself to a subspace of Ising 
Hamiltonians in Τ ала to consider only those Weyl group elements 
which transform this subspace into itself. Of course these elements 
constitute a subgroup of W. For instance consider the N-dimensional 
subspace of T^  spanned by: 
1 σ
ζ
 ι σ
ζ ' 
It is not difficult to show that the Weyl group elements S which 
transform this subspace into itself act like: 
S(ia( k ))=c
>
.ia ( k , ) 
ζ к ζ 
with 
. к 'N/^ -k' an arbitrary permutation of {1,2,...,N} 
\ e, = +_! but for the rest arbitrary. 
Hence the Weyl group gives 2 .(N! ) different transformations of 
the N-dimensional subspace of Τ at hand. 
We will not try to proceed further into this direction because our 
main interest lies somewhere else. Nevertheless, a further analysis 
of the action of the Weyl group on the space of Ising Hamiltonians 
might have some interest in the investigation of Ising models. 
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§2. The sub Lie algebra method 
1. Having given in §1 a Lie group theoretical formulation for 
general systems of spin I particles, we come to the central 
question of this chapter. Consider a lattice of spin 5 particles 
with Hamiltonian H. Suppose the symmetry group of the system to 
be a kaleidoscopic crystallographic space group Γ. Now the central 
question is whether the corresponding compact simply connected 
Lie group G (see chapter l) is of interest in the analysis of the 
system at hand. In 3.2.3. this problem has been discussed in the 
case of the original 1-dimensional Ising model with nearest 
neighbour interaction. The compact simply connected Lie group 
corresponding to this lattice geometry is SU(2). It was to be 
found that SU(2) really could be used in the analysis of the 
system. More precisely, we embedded iH in a Lie algebra iso­
morphic to SU(2). Consequently the energy spectrum of the 
original Ising model could be interpreted as a weight diagram 
of SU(2). This procedure is an example of what we will call 
the sub Lie algebra method. In general by the sub Lie algebra 
method we mean the following. Suppose the Hamiltonian of a 
system H multiplied by i belongs to a sub Lie algebra £ of the 
Lie algebra SU(2N) (see ІІ.1.2). Because the elements of SU(2N) 
are 2^ χ 2 N matrices this gives a representation of the abstract 
Lie algebra X by 2^ χ 2^ matrices. Then iH is the representing 
matrix of some element of the abstract Lie algebra £. Therefore 
the representation theory of the abstract Lie algebra £ can give 
information about the spectrum of H. 
In the case of the original 1-dimensional Ising model the sub 
Lie algebra method provided the way to apply SU(2). In this 
section we want to investigate whether this situation is more 
general. However, before embarking upon this subject we will 
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give a nice example of the SUTD Lie algebra method in the 
reverse manner. That is, we study a convenient siib Lie alge­
bra of SU(2^) and look which kind of Hamiltonians are con­
tained in it. Such a convenient sub Lie algebra is provided 
by the construction of the spin representations of orthogonal 
groups by means of the Clifford algebras, as treated for 
example in Boerner [ Ik ] . In the following we discuss this 
sub Lie algebra in detail. 
A Clifford algebra is an algebra generated by elements α..,...,α 
which satisfy the following relations: 
α =1 (p=1,...,n), α α = - α α (ρ # q) . 
One easily sees that this algebra is spanned by the following 
products: 
e1 ε2 εη (о^) (oig) ... (α
η
) with ε1,...,εη = 0,1 . 
So the Clifford algebra is 2 -dimensional. Now consider the sub-
space spanned by the quadratic elements α α with ρ Φ q. The 
commutator of two such elements looks like: 
[o.a. ,α α ]= 26. a.a - 26, a.a + 20. a a, - 26. a a. . j k' r s kr j s ks j r jr s к js г к 
One easily checks that this is always a linear combination of 
quadratic elements α α with ρ Φ q. It follows that the sub-
space at hand is a Lie algebra. We will show it to be isomor­
phic to the infinitesimal Lie algebra S0(n) of the Lie group 
S0(n). The nxn matrix with 1 at the place (p,q) and everywhere 
else zeros is denoted by E . The set of nxn matrices A = 
- pq. pq. 
E - E constitute a basis in S0(n). The commutator of two 
pq qp _ 
such elements looks like: 
[Α.. ,Α 1 = 6 , A. -ó. Α. + 6 . Α. - δ . Α . . jk' rs kr j s ks jr jr sk js rk 
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From the foregoing commutation relations it immediately follows 
that the Lie algebra spanned by the quadratic elements α α with 
ρ Φ q in the Clifford algebra is isomorphic to S0(n). The iso­
morphism is given by: 
α οι +^s-r^+ 2 A 
P I pq 
Now we return to the system of N particles with spin 5. Consider 
the following set of 2N operators: 
„(1) (2) (i-1) Ji) 
ζ ζ ζ χ 
with i=1,...,Ν . 
(1) (2) (i-1) (І) 
σ σ . ·. σ σ 
ζ ζ ζ y 
One easily verifies these operators to satisty the conditions of 
the generating elements of a Clifford algebra with n=2N. There­
fore the quadratic products of these operators span a Lie algebra 
isomorphic to S0(2N). The products are: 
. (i) (i+D (i+2) (k-1) (k) 
ισ σ σ ... σ σ 
χ ζ ζ ζ χ 
. (i) (i+1) (i+2) (k-1) (к) 
ι σ σ σ ... σ σ 
У ζ ζ ζ у 
. (i) (i+1) (i+2) (k-1) (к) 
ισ σ σ ...σ σ 
χ ζ ζ ζ у 
. (i) (i+1) (i+2) (k-1) (к) 
ι σ σ σ ... σ σ 
у ζ ζ ζ χ 
1 σ 
ζ 
where 1 < i < к < Ν. 
2 Ν 
So the foregoing 2N -Ν operators span a sub Lie algebra ·£ of SU(2 ) 
isomorphic to S0(2N). Because Χ is compact and semi-simple, the 
corresponding connected sub Lie group of SU(2 ) is compact (see 
[6 ] , chapter 11). The space spanned by the operators i σ is a 
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Cartan saibalgebra of-С. Hence, each operator in £ is conjugate 
to a linear combination of operators i a by an element of 
SU(2 ) (see 1.1.1). So each Hamiltonian (multiplied Ъу i) be­
longing to £ can be decoupled. In the following we mention a 
few models occuring in the literature with Hamiltonians in £. 
The original 1-dimensional Ising Hamiltonian can equally well be 
written as 
χ χ 
Hence ІН belongs t o £. 
The Hamiltonian of t h e XY-model in t roduced by Lieb, Schulz, 
M a t t i s [ 15 ] i n 1961 i s : 
Η = ¿< α.σ σ + ρ.σ σ . 
χ χ У У 
Hence ІН belongs t o £. 
One can add a magnetic f i e l d t o t h e XY-model without l e a v i n g £. 
That i s , 
Η = i α.er σ + ρ.σ σ + γ . σ 
χ χ У У ζ 
multiplied by i belongs to £. This case was discussed by Katsura 
[ 16 ]in I962. 
In 1971 Suzuki [ IJ ] introduced a generalized XY-model, the 
Hamiltonian Η of which is a linear combination of the following 
operators: 
(i) (i+1) (i+2) (k-1) (k) 
σ ο ο ...σ о 
χ ζ ζ ζ χ 
Ai) (i+1) (i+2) (k-1) ^ (k) 
y ζ ζ ζ γ 
. « > 
ζ 
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where 1 < i < к < N. Hence ІН belongs to «С. 
The operators in JC not occuring in the foregoing models are: 
. (i) (i+1) (i+2) (k-1) (k) 
ι σ σ σ ... σ σ 
χ ζ ζ ζ у 
, (і) (і+1) (і+2) (к-1) (к) 
ι σ σ σ . •. σ σ 
у ζ ζ ζ χ 
As far as we know there are no Hamiltonians in the literature 
in which these operators appear. 
2. Now we try to answer the question posed at the beginning of 
U.2.1. That is, whether the sub Lie algebra method provides a 
way to use the relation between Lie groups and kaleidoscopic 
space groups in the analysis of lattice spin systems with 
kaleidoscopic symmetry. We will investigate the situation in the 
case of the rectangular Ising model with only nearest neighbour 
interaction (see fig. U.3a). The lattice points are labeled by 
pairs of integers (k,l) with k=1,...,K and 1=1,...,L. The Hamil-
tonian looks like: 
H = Σ j, . сЛ.1)
 σ
<*
+1
.1ΐ
 +
 J2 . σ^'
1 5
 a
( k
'
1 + l )
 . 
.
 л
 * ζ ζ
 2
 ζ ζ kl 
The partition function of this model was calculated in a famous 
paper by Onsager [ 18 ] in 19^3· In 19^9 Kaufïnan [ 19 1 has given a 
more transparent calculation. The symmetry group of the (infinite) 
system is p2inm. So the symmetry group is a 2-dimensional kalei-
doscopic crystallographic space group, the corresponding Lie group 
of which is SU(2) χ SU(2) (see 1.1.9)· Hence the question is whether 
ІН can be embedded in a Lie algebra isomorphic to SU(2) Φ SU(2) or 
equivalently whether the energy spectrum can be interpreted as a 
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ik 1 ik 1. ί 
(a) Rectangular Ising model. (b) Rectangular Ising model. 
(c) Triangular Ising model. (d) Honeycomb Ising model. 
Fig. U.3. 
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weight diagram of SU(2) χ SU(2). 
The irreducible characters of SU(2) χ SU(2) are products of those 
of SU(2): 
sin 2^ 11 y sin 2-"-n y 
X = —: ñ • ~~·—ñ (see 3.1.2). 
Λ
η η sin 2^y1 sin 2-у 
The weight diagram of \ (that is, the Fourier coefficients) 
1 2 
follows immediately. For instance fig. h.ha. shows the weight 
diagram of χ . . The non-zero multiplicities are always one. 
7 s^  
An arbitrary weight diagram is the superposition of irreducible 
ones. 
Knowing the weight diagrams of SU(2) χ SU(2) we investigate the 
energy spectrum of the Ising model at hand. Obviously the pos­
sible energy eigenvalues are s J + s J with s ,s integers. 
Hence one can represent the possible energy eigenvalues by points 
(s ,s ) of a square lattice. The energy spectrum is completely 
determined by the degrees of degeneracy m(s ,s ) of the lattice 
points (s ,s ). So just like the weight diagrams of SU(2) χ SU(2), 
the energy spectnun can be regarded as a square lattice with multi­
plicities. This object will be called the energy diagram of the 
system. In the following a number of crude features of the energy 
diagram of a KxL lattice is given. Considering the interaction 
energies in the horizontal and vertical bonds, one easily sees 
that m (s ,s ) eventually differs from zero only if 
s = _ s , - S + 2 , -S + h. ... ,S 
1 1 1 1 1 
s = -S , -S + 2, -S + k. ... ,S 
2 2 2 2 2 
with S = (K-l).L and S = (L-l).K. These points (s,,s2) con­
stitute a finite lattice <R with period 2 in both directions. 
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1
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1 1 1 1 
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1
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(a) Weight diagram of χ 7 . . 
2 
ik 
• о о о о о 
о о 
0 0 · 
1 2 
• О 
3 6 
3 6 3 0 
6 4 
.* О . * 
' о . ' о . « О 
О О О О О 
О О 
8 1 2 8 
О · О · О 
1 2 
• О 
О О О 
3 6 8 
- · • S j 
1 2 3 0 
1 2 
3 6 3 0 
• О 
1 2 
1 2 
• О 
4 2 
О О О О О · 
(ъ) Energy diagram of а 3x3 lattice. 
Fig. k.k. 
- 1 0 7 -
For (s ,s ) near t h e edges of fi e i t h e r almost a l l h o r i z o n t a l or 
almost a l l v e r t i c a l bonds have equal s i g n . In t h e s e cases m(s ,s ) 
can be analysed r a t h e r e a s i l y . I t t u r n s out t h a t : 
m(± S , , s 2 ) = 0 except for s 2 = - S 2 , -S 2 + 2K, -S 2 + U K , . . . , S 2 
111(3^+ S2 ) = 0 except for sl = -Sl , -Sl + 2L, -Sl + U L , . . . , S 1 
m(± (Sj-2) , s 2 ) # 0 where s2 = -S 2 + 2, -S 2 + U , . . . , S 2 - 2 
m(s ,± ( S 2 - 2)) # 0 where si = -Sl + 2, -Sl + k,...,Sl - 2 . 
As example fig. k.hb shows the energy diagram of a 3x3 lattice. 
Notice that in this example all points (s ,s ) e fi with |s | < Sl - 2, 
I s I < S - 2 have degeneracies different from zero. We suspect this 
property to hold for an arbitrary KxL lattice. 
Now let us compare the energy diagram of a KxL lattice with weight 
diagrams of SU(2) χ SU(2). Because of the gaps at its edges, the 
energy diagram cannot be identified with a weight diagram. Possi­
bly these gaps can be filled by modifying the boundaries of the 
lattice. The usual periodic boundary condition does not produce 
this effect. We think of leaving out bonds or fixing spins at the 
boundaries. However, having eventually filled the gaps, one still 
has to analyse the energy diagram in more detail in order to es­
tablish whether it can be identified with a weight diagram of 
SU(2) χ SU(2). Because of the difficulty of such a direct analysis 
of the energy diagram we will not proceed in the present direction. 
An alternative way of doing is to try to construct a Lie algebra 
isomorphic to SU(2) Φ SU(2) which contains the Hamiltonian (with 
suitable boundaries). The following is an attempt in this direc­
tion. One cannot construct such a Lie algebra by generalizing 
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the ргосеагіге for the 1-dimensional lattice (see 3.2.3) because 
there does not exist a straightforward generalization at all. 
However, one can proceed in another way. Consider the rectangular 
Ising model with modified boundaries as shown in fig. l+.3b. The 
coordinates of the fat lattice points will be indicated by (m,n). 
The Hamiltonian H can be broken up in pieces belonging to the 
various fat lattice points (m,n) in the following way: 
H = Σ Η wi th 
m,η 
m,η 
Η = a
( m
'
n )
 . [ j a ( m + 1 ' n ) + J a ( m - 1 ' n ) + J
 a
( m > n + 1 ) + j a ( m ' 
m,η ζ L l z 1 z î z i z 
Now to each fat lattice point (m,n) we assign a Lie algebra £ 
consisting of all real linear combinations of the following opera-
t o r s 
ι σ 
(m,η) Γ , ..
 Ί
 _ , . _ (m±1,n) (m,n±l) l 
. l a r b i t r a r y r e a l funct ion of σ ' , σ I , 
X |_ Ζ Ζ J 
[ " ]. 
[ ] 
(m,η) 
ι σ ' 
У 
i а ( ш' п ) 
ζ 
One easily verifies £ to be a Lie algebra, the structure of 
which is the same for all (m,n). Moreover, Lie algebras Χ and 
m,n 
£ , , belonging to different fat lattice points (m,n) and 
(m1,η') commute. Furthermore, iH belongs to £ . From these 
m,n m,n 
properties it follows that if iH is contained in some sub 
^ * m,n 
Lie algebra of £ , the total Hamiltonian iH can be embedded in 0
 m,η' 
a Lie algebra isomorphic to it, just by pointwise summation of 
equivalent operators belonging to the various fat lattice points. 
Therefore we determine the structure of the Lie algebra £ 
Q
 m,n 
and the element iH in it. Investigating the structure of £ 
m,n
 0 0
 m,η 
it is convenient to regard the spin operators belonging to the 
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5 particles (m,η), (m±1,n), (m,n±l) as acting on the 32-dimen-
sional Hilbert space of these particles, instead of acting on 
the Hilbert space of the complete system. Hence the elements 
of £ can be regarded as 32x32 matrices. One easily sees 
m,n 
that with respect to a suitable basis they look like: 
1
 \ Ък + І С' 
with А^ = 
А
і б / \ - Ъ к + і с к - і а к 
where a, , Ъ , с are arbitrary real numbers and k=1,...,l6. 
Consequently i is the direct sum of 16 Lie algebras each 
isomorphic to SU(2). The components of iH in these sixteen 
SU(2) constituents of JC are: 
—*—- m,n 
0 -i ^ 
(k=1,...,l6) 
where a·],...,a..g are the іб eigenvalues of the operator 
J a ( m + 1 ' n )
+
J a ( m - 1 ' n )
+
J a ( m ' n + l )
+
J a ( m' n- 1 ) . 
1 Z 1 Z 2 Ζ 2 Ζ 
These eigenvalues are: 
2J, + 2J2 (Ix) 2J, - 2J2 (Ιχ) 2^(2χ) 2J2 (2x) 0(Ux) 
- 2 ^ - 2J2 (Ix) - 2 ^ + 2J2 (Ιχ) -2^(2χ) -2J2 (2x) 
Notice that iH has zero components in four SU(2) constituents 
m,n * 
of •£ .So iH is contained in a sub Lie algebra of ·£ iso-
m,n m,n m,n 
morphic to the direct sum of twelve SU(2) Lie algebras. Further­
more, from SU(2) constituents with the same or opposite components 
a new Lie algebra isomorphic to SU(2) can be constructed (by point-
wise summation) containing the sum of these components. Hence 
iH is contained in a sub Lie algebra of X isomorphic to the 
m,n m,n 
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direct sum of four SU(2) Lie algebras. Consequently the total 
Hamiltonian iH can Ъе embedded in a Lie algebra isomorphic to 
SU(2) Φ SU(2) « SU(2) § SU(2). 
If there are relations between J, and J, the operator iH is 
1 2
 n,m 
contained in a still smaller sub Lie algebra of £ . For in-
m,n 
stance, if Jj = J2 = J the eigenvalues of 
J a( m + 1» n) + j
 σ
(ιη-1,η)
 +
 j
 σ
(ιη,η+ΐ)
 +
 j
 ст
(т,п-1) 
ζ ζ ζ ζ 
are: 
UJ (lx) 2J (l«c) 0 (6x) 
-kJ (lx) -2J (kx) 
Applying the same arguments as before we conclude that iH is 
contained in a sub Lie algebra of £ isomorphic to SU(2) § SU(2). 
Such a sub Lie algebra of £ is spanned by: 
m,n (m.n)
 A . (m.n) .2 . (m,n) . 
ι σ ' . A , ι σν ' . A , ι σ ' . A 
χ nijn' y m,η ζ m,η 
i a ( m ' n ) . В , i a ( m ' n ) . В2 , i
 σ
( π ι
'
η )
 . В 
χ m,η y m,η ζ m,η 
with 
A = ¿ Г і + о
( т + 1 , n )
a
( m
-
1
 »
n )
a
( m
'
n + 1
 K ^ ^ П . Г а ( т + 1 » n ) + a
( m
-
1
 ·
η )
+ m,η о |_ ζ ζ ζ ζ J L ζ ζ 
а
(т,п+1)
 + o(m,n-1 )Ί 
ζ ζ J 
_ _± Γ ^(m+1,n) ^(m-Ι,η)
 л
(т,п+1)
 л
(т,п-1 )Ί Г(т+1,п) 
в — τ il—σ σ o o 1.1с + 
m,η 4 І^  ζ ζ ζ ζ J |_ ζ 
(m-1,n) (m,n+l) (m,n- l ) | 
ζ ζ ζ J σ ζ 
One easily verifies this sub Lie algebra of £ to be isomorphic 
m,n 
t o SU(2) β SU(2) by iising the following properties of A and 
——— ——— т,п 
В : 
m,n _
 3 
A = А В = В (diagonal elements are 
m,n m,n m,n m,n 
- 1 , 0 , 1 ) 
А . В = О . 
m,η m,η 
The o p e r a t o r iH i s conta ined i n t h i s sub Lie a l g e b r a because 
i t can be w r i t t e n a s : 
ІН = U j . i a ( m ' n ) A + 2 J . i a ( n l ' n ) В 
m,η ζ m,η ζ m,η 
So if Jj = Jj the total Hamiltonian iH can be embedded in a Lie 
algebra Χ isomorphic to SU(2) » SU(2). 
The next step should be the calculation of the branching rules. 
That is, to determine the decomposition of the 2^-dimensional 
representation of £ into irreducible ones. However, this is a 
difficult problem which we are unable to solve. Moreover, the 
present embeding is not of the type we are looking for. The 
reason for this is that the Cartan subalgebra of £ is spanned 
by 
v
 . (m,n) . j ν · (ni»n) _, 
Σ ισ ' A and Σ ισ ' В 
ζ m,η ζ m,η 
m,η m,η ' 
whereas the one of the SU(2) Φ SU(2) Lie algebra we are looking 
for should be spanned by 
v
 . (k,l) (k+1,1) .
 v
 . (k,l) (k,l+l) 
Σ ισ ' σ ' and Σ ισ ' σ ' . 
k,l ζ ζ k,l Ζ ζ 
Furthermore, the present embeding of iH in the Lie algebra £ of 
type SU(2) Φ SU(2) only holds for J1 = J2 . However, for Jj = J2 
the symmetry group of the system becomes pUmm, the corresponding 
compact simply connected Lie group of which is the covering group 
of S0(5) (see 1.1.9)· From all these considerations we conclude 
that the question whether the sub Lie algebra method provides a 
way to apply the relation between p2mm and SU(2) χ SU(2) to the 
analysis of the rectangular Ising model is still open. 
-112-
By the present state of affairs it is impossible to draw con-
clusions concerning the applicability of the relation between 
compact simply connected Lie groups and kaleidoscopic crystal-
lographic space groups to the analysis of lattice spin systems. 
Nevertheless, independent of this problem the sub Lie algebra 
approach to spin systems might have interest. 
§3. Lie group aspects in the partition function of kaleidos-
copic Ising models. 
1. We finish this chapter by considering partition functions of 
some kaleidoscopic Ising models, in order to investigate whether 
there are aspects in their evaluation that remind us of the 
corresponding compact simply connected Lie groups. For details 
we refer to a review article by Newell and Montroll [ 20 ]. 
There are two quite different methods to evaluate partition 
functions of Ising models. One method is to introduce a trans-
fer matrix. Then the problem is reduced to the evaluation of the 
eigenvalues of such a transfer matrix. This problem is solved 
by Lie algebraic methods (notice that this approach is totally 
different from the sub Lie algebra method introduced in §2 of 
the present chapter). Thus the transfer matrix method is al-
ready in the frame-work of Lie algebra theory. 
Th.e second method is a combinatorial one. Hence at first sight 
this method does not show any connection with Lie group theory. 
However, the calculation of weight diagrams of simply connected 
compact Lie groups amounts to a combinatorial problem (see Kos-
tant [ 3 ] , Antoine and Speiser [ k ] and chapter 1, §2 of the pre-
sent thesis). Thus there might still be a link between the com-
binatorial method and Lie group theory. 
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V i = 
A
o = 
-нЧ 
e 
η 
- Σ 
2. Let us consider the evaluation Ъу the transfer matrix method 
of the partition function of the rectangular Ising model (see 
k.2 of Newell and Montroll [20 ] ). The transfer matrix equals 
the product of 
H,Ai 
and V = e 
2 
with 
о « ' ал* A = Ì „<J> „(0+1) 
X 1 . . Ζ Ζ 
while Η and Η' are scalars depending on the coupling constants 
and the temperature. 
Now the Lie algebra generated Ъу A and A is the fundament of 
the analysis of the transfer matrix V V . One can show this Lie 
algehra to Ъе a direct sum of (n-1 ) complexified SU(2) Lie alge­
bras and a two-dimensional commutative Lie algebra. So the Lie al­
gebra SU(2) plays a fundamental role in the evaluation of the 
partition function. 
Now the symmetry group of the rectangular Ising model is the ka­
leidoscopic crystallographic space group p2inm, the corresponding 
compact simply connected Lie group of which is SU(2) χ SU(2) (see 
U.2.2). Consequently the transfer matrix approach to the rectangu­
lar Ising model shows a relation with the compact simply connected 
Lie group corresponding to the kaleidoscopic symmetry group of the 
model! 
We want to make a remark concerning the operators A and A . In­
stead of A and A one can equally well use the operators 
A' = - Σ aW and A* - Σ σ ^ a (J + l ) . 
о ._ ζ 1 . χ χ 
J=1 J=1 
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The s e operators belong to the complexified S0(2n) Lie algebra 
constructed in U.2.1. Hence the Lie algebra generated by A* 
and A* is a sub Lie algebra of this complexified SO(2n) Lie 
algebra. Furthermore the transfer matrix 
H'A' -I^A' 
V V = e ' e 0 
2 1 
belongs to the corresponding Lie group. This clarifies at once 
the spinor analysis of Kaufman [ 19 ] · 
One can wonder whether the evaluation of the partition function 
of other kaleidoscopic Ising models (like the triangular or 
honeycomb models) also shows a relation with the corresponding 
compact simply connected Lie groups. However, as far as we know, 
in the literature no Lie algebras axe explicitly written down 
in the analysis of these models. There is only a paper by Husimi 
and Syozi [ 21 ] concerning the triangular and honeycomb Ising 
model, in which they generate complicated algebras (instead of 
Lie algebras). 
3. Consider the rectangular (fig. U.3a), triangular (fig. U.3c) 
and honeycomb (fig. U.3d) Ising models. If the coupling constants 
in the various directions are equal, the symmetry groups of these 
models are kaleidoscopic. We list them together with the corres­
ponding compact simply connected Lie groups (see 1.1.9)· 
rectangular model: ptam, corresponding Lie group is S0(5) (cover­
ing group of S0(5)). 
triangular model: p6mm, corresponding Lie group is G2. 
honeycomb model: p6mm, corresponding Lie group is G2. 
Now we will consider the partition function per particle λ for 
these kaleidoscopic Ising models (in the limit of infinite lattices), 
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in order to investigate whether they show aspects of the corres­
ponding compact simply connected Lie groups. For details concern­
ing the irreducible characters of S0(5) and G we refer to 1.2.8 
and table III at the end of this paper. 
For the rectangular model one has (see Onsager [ 18 ] ): 
ι ! - 1 log 2 λ = — -
2π 
π π 
О О 
log J (cosh 2 ^ ) -(sinh2^)(, cos ω
ι
 + cos ω 2) 
düOj diOj. 
Up to a factor 2 the expression 
cos ω + cos ω 
1 2 
can be interpreted as the irreducible character χ of S0(5)· 
For the triangular model one has (see Houtappel [22 ]): 
2π 2π 
log \ λ = -L. log { (cosh 2 ^ ) + (sinh 2 ^ ) - (sinh 2 jL) . 
8π i, ¿ * 
О О 
(cos ω + cos ω + cos (ω + ω )) > du), du,. 
л
 1 2 1 2 ' ) ' 2 
Up to a constant term the expression 
cos ω + cos ω. + cos (ω. + ω ) 
1 2 1 2 
can be interpreted as the irreducible character χ of G . 
1 ,3 
For the honeycomb model one has (see Houtappel [ 22 ] ): 
2π 2π 
log i λ = — 
Ібтт' 
' / 3 2 
log Ì J (cosh 2 ^ ) + 1 -(sinh 2 ^ ) . 
(cos ω + cos ω + cos (ω + ω ) ) > ά ω dco. 
л
 1 2 1 2 ' ƒ 1 2 
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Up to a constant term the expression 
cos ω + cos ω
Ι
 + cos (ω1 + ω2 ) 
can Ъе interpreted as the irreducible character χ of G . 
So there are indeed aspects in the partition functions of these 
kaleidoscopic Ising models that remind us of the corresponding 
compact simply connected Lie groups. However, the reason for 
their presence is obscure. 
C H A P T E R 5 
LATTICE VIBRATIONS 
The question ve try to answer in this thesis is whether 
the relation between compact simply connected Lie groups and 
kaleidoscopic crystallographic space groups (see chapter 1) 
can be used in crystal physics. The present chapter deals with 
this question in the case of lattice vibrations. In 3.2.2 this 
problem has been discussed already in the case of the one-dimen-
sional chain with nearest neighbour interaction. 
In section 1 it is shown that the analysis of the one-
dimensional chain can be generalized to higher dimensional lat-
tices. So the question of the applicability of Lie groups in 
the case of lattice vibrations can be answered in the affirma-
tive. From the practical point of view the main result is that 
we can calculate the eigenvibrations of certain finite lattices. 
Section 2 contains an attempt to establish along another 
line a relation between lattice vibrations of kaleidoscopic 
crystals and the corresponding Lie groups. The approach is of 
the same nature as the one in chapter k concerning lattices of 
spins. That is, we start by giving a Lie algebra theoretical 
formulation for what we call harmonic systems. Assemblies of 
coupled oscillators belong to this class of systems. Within 
this Lie algebra frame-work we try to establish a relation with 
compact Lie groups in the case of lattice vibrations of kaleidos-
copic crystals. However, this intention fails. Nevertheless, 
section 2 may have some interest for the following reasons. 
It provides a general frame-work to deal with a rather large 
class of systems; the harmonic ones. Besides the already mention-
ed assemblies of coupled oscillators this class contains for in-
-lie-
stance also the system of an electron in a homogeneous magnetic 
field. As illustration of what can be done we mention that the 
Lie algebra approach enables one to construct operators which 
commute with the Hamiltonian of a given harmonic system. 
Furthermore, section 2 contains two by products. It gives a 
generalized angular momentum theory and a method to contruct 
explicitly a class of representations of the infinitesimal 
Lie algebra U(n) of the group U(n) of nxn unitary matrices. 
This is a generalization of a method by Schwinger. 
§1. Lattice vibrations and Lie groups. 
1. In the present chapter we intend to investigate whether Lie 
groups play a role in the analysis of lattice vibrations in ka­
leidoscopic crystals. In one-dimensional space there exists only 
one kaleidoscopic crystallographic space group, the corres­
ponding compact simply connected Lie group of which is SU(2) 
(see 1.1.9). From 3.2.2 we know that there is a relation between 
SU(2) and the vibrations of a 1-dimensional crystal with nearest 
neighbour interaction. In order to see how things go in higher 
dimensions we will consider the 2-dimensional case. In two-
dimensional space there axe four kaleidoscopic crystallographic 
space groups, namely p2tam, p3m1, pUmrn and p6mm (see 1.1.9). 
Because in one dimension the representations of SU(2) enter, 
we start by repeating the representation theory of the Lie 
groups corresponding to these four kaleidoscopic crystallo­
graphic space groups (see 1.2.8). 
Let Γ be a two-dimensional kaleidoscopic crystallographic 
space group and G the corresponding compact simply connected Lie 
group. Using the techniques of chapter 1, §2 we will calculate 
the irreducible characters of G. First we construct the Cartan-
Stiefel diagram of G which is just the collection of mirror 
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lines of Г. Secondly we construct the unit lattice γ which is 
just the lattice of translations of Γ. We choose 2 generators 
* 
Pj and ρ of γ and construct the reciprocal lattice γ genera­
ted by d, and d2 with p..d. = 6.. (i,j=1,2). The mirror lines 
going through 0 divide space into Weyl chamhers. The Weyl group 
W is generated by the reflections in these lines. Each reciprocal 
lattice vector It inside a fixed Weyl chamber gives an alternating 
elementary sum (a.e.s): 
A, (t) = Σ (det S) e 2 l T i S-·- . 
- S e W 
The roots of G follow from the Cartan-Stiefel diagram. From them 
the alternating elementary sum Δ(ΐ_) can be calculated. Now the 
irreducible characters of G can be written down: 
Ak(t) 
* 
where к runs through the part of γ lying inside the fixed Weyl 
chamber. Using this formula the weight diagrams (w.d) of some of 
the lowest irreducible characters can be calculated. 
Table III at the end of this paper gives the results of 
the foregoing procedure for the four 2-dimensional kaleidoscopic 
crystallographic space groups. There the elements of the recipro-
cai lattice γ inside the fixed Weyl chamber are indicated by 
fat dots. 
2. After these mathematical preliminaries we return to the pro­
blem of the applicability of Lie groups to the analysis of lattice 
vibrations. From 3.2.2 we know that the calculation of realiza­
tions of R(SU(2)) amounts to the same problem as the calculation 
of the eigenvibrâtions of a 1-dimensional chain with nearest 
neighbour interaction does. We intend to investigate whether this 
phenomenon also occurs for Lie groups with rank bigger then one. 
As starting point we will try to carry through an analogous ana-
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lysis as the one in 3.2.2 for the Lie group SU(3) of rank 2. 
* . 
The elements of the lattice γ inside the fixed Weyl 
chamber represent the irreducible representations of SU(3) 
(see 1.2.8). Now suppose the elements li of γ belonging to 
the fixed Weyl chamber to represent the equilibrium positions 
of particles (mass m) with one degree of freedom, interacting 
with their six nearest neighbours (force constant C). Further­
more, suppose the particles in the walls of the Weyl chamber 
to be fixed. If u(k) denotes the deviation of the particle 
with equilibrium position 1c, then the equations of motion are 
mü(k) = Σ С [ uík') - u(k) ] (к inside the Weyl chamber) 
n.n. 
with the additional conditions 
uin^ ) = u(nd2 ) = 0 for η = 0,1,2,... . 
The symbool n.n.means that the summation runs over all le' which 
are nearest neighbours of k. 
The eigenvibrations of the system are of the type 
u(k) = a(k) е І ш 
(it inside fixed Weyl chamber) 
aindj ) = a(nd2 ) = 0 for η = 0,1,2 
Now we investigate whether realizations V of R(SU(3)) are 
solutions of the foregoing equations of motion. For convenience 
with a(k) the amplitudes. 
The equations of motion become 
(6-^-) a(k) = Σ a(k») 
n.n 
with the additional conditions 
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we write: 
ν'ίχ,) = ^(k) (к inside fixed Weyl chamber) . 
One easily verifies (see 1.2.7): 
[xd.+Zä. + X2d1+d_1 * \ = Σ xk· " 
If It' lies in the wall of the fixed Weyl chamber the corresponding 
character does not occur. Because φ is a realization it follows 
M d ^ d , ) +*(2d 1+d 2) ].v(k)= Σ φ(ί') 
η.η 
with the additional conditions 
V(nd ) = «/»(ndj ) = 0 for η = 0,1,2,... . 
Comparing this with the equations of motion it follows that a 
realization ψ of R(SU(3)) gives an eigenvibration of the system 
with 
2 
6 - 2ïï_ = φ(
ά
 +
2d ) + *(2d +d ) . 
С - 1 - 2 - 1 - 2 
For a solution to have physical meaning we have to require that 
a(k) is a bounded function of k. Hence we have to require that φ 
is a bounded realization of R(SU(3)). From 2.1.6 we know that all 
bounded realizations are induced by regular classes of SU(3). 
So each element t_ inside some fixed triangle of the Cartan-Stiefel 
diagram of SU(3) gives an eigenvibration of the system (the singu­
lar elements t_ at the sides of the triangle give unbounded eigen-
vibrations. See also 3.2.2). The amplitudes are 
Ak(t) 
a(k) = ¥>(k) = x k (exp t) = "^v with 
- 1 2 2 -
2πϊ[ η,y,+n 2 y 2 ] 2 u i [ - ( n 1 + n 2 ) y 1 + n 1 y 2 ] 2iri[ i^y, -(η,+nj )y 2] 
A^(t^) = e + e + e 
2πί[ -n^j + í^+iij )y2] 2iri[ Ц + і ^ ) y | - n a y 2 ] 2πί[ -n2yi - η ^ 2 ] 
- e - e - e 
where к = η d +n d and ^ = y g +y ρ . The frequency ω is deter­
mined by the equation 
2 
6 - ^ - = X1 2(exp t) + χ 2 ^exp t) 
= 2 [ cos 2тгу
і
 + cos 2TT y2 + cos 2π (y| -y2 ) ] . 
Thus, at first sight, the situation is just the same as in 
the one-dimensional case. However, there is a difference. In the 
case SU(2) each realization gives rise to an eigenvibration and 
each eigenvibration gives rise to a realization (see 3.2.2). 
Or to put it in another form, the recursion relations which deter­
mine a realization and those which determine an eigenvibration are 
the same. In the case of SU(3) each realization gives rise to an 
eigenvibration whereas an eigenvibration need not to be a realiza­
tion. That is, if a(k) is a solution of the equations of motion 
then (к) = a(k) need not to be a realization of R(SU(3)). The 
reason for this is that the superposition of different eigen-
vibrations with the same frequency ω is again an eigenvibration 
with the frequency ω, whereas for realizations such a superposi­
tion principle do not hold. One can put the reason also in the 
following form. The recursion relations determining a realization 
and those determining an eigenvibration are not the same. Anyhow, 
each eigenvibration of the system can be written as a superposi­
tion of eigenvibrations induced by regular classes of SU(3). 
Like in the case of SU(2) (see 3.2.2) we truncate the sys-
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ет. That is, we suppose particles to be present only at 
к = η d +n d in the fixed Weyl chamber with η +n < N. 
— 1 - 1 2 - 2 ^ 1 2 
These particles constitute a triangle. The particles in the 
walls of this triangle are supposed to be fixed. Like before 
there is only interaction between nearest neighbours. We want 
to calculate the eigenvibrations of this truncated system. One 
immediately sees that eigenvibrations of the untruncated system 
with 
aCNdj+ndj-ndj ) = 0 for n=1 ,2,... ,N-1 
give rise to eigenvibrations of the truncated system. Therefore 
we look for reaJLizations φ of R(SU(3)) with 
v(Nd +nd -nd ) = 0 for n=1,2,...,N-1. 
- 2 - 1 - 2 ' ' ' 
Suppose φ i s induced by a r e g u l a r c l a s s of SU(3). Then t h e fore­
going c o n d i t i o n s become 
M l ) = 0 for к = Ndj+ndj-ndj 
where n = 1 , 2 , . . . , N - 1 . As we w i l l show now, t h e s e c o n d i t i o n s a r e 
s a t i s f i e d by a l l _t e Г^ with Nt be longing t o t h e c e n t e r l a t t i c e 
γ . By d e f i n i t i o n : 
A. ( t ) = Σ (det S) e 2 7 r Ì S ^ Ì 
- S e W 
= Σ (det S) e2 T r Ì S^-NÌ . е ^ І З ( а . - ^ ) - п І . 
S e W 
j . ! . * ^ 2TriSd .Nt . , , . _ „ 
Because Nt e γ t h e f a c t o r s e —ι — a r e independent of S. 
Hence A, ( t ) =( c o n s t a n t ) . Σ (det S) e 2 7 T Ì S ( - i " ^ ) · η - . 
- S e W 
Since a, -U2 l i e s on one of t h e m i r r o r l i n e s by which t h e Weyl 
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group W is generated, this expression equals zero in accordance 
with our assertion. So each t^  inside a triangle of the Cartan-
Stiefel diagram with Nt e γ induces a realization φ of R(SU(3)) 
with 
^(N^+ndj-ndj ) = 0 for n=1,2,...,N-1. 
1 2 2 1 
Because γ
ζ
 i s g e n e r a t e d by -^ £,+ ^ P2 ала "Ö £,+ ^· Р 2 (see 1.1.8) 
it follows that each 
Í = 3 Ñ ( P i + 2 b ) + 3Ñ ( 2Р. +Ь> 
with г ,r positive integers and rj+r1 < N gives rise to an 
eigenvibration of the truncated system. The corresponding 
amplitudes are : 
Ak(t) 
a(
^
 =
 -щ) ' 
The frequencies ω are determined by the equation : 
2 
6 pr- = 2 [ cos гтту^ cos 2*y2 + cos 2n(yi-y2 ) ] 
г 1 +2г а 2rl+r2 r,-^ 
= 2 [ cos 2π — = j j — + cos 2π — = = — + cos 2π —rr:— ] 
3. From 5.1.2 we know that the applicability of Lie groups to 
lattice vibrations rests upon the notion of realizations induced 
by classes. That is, the amplitudes of the vibrating particles 
can be expressed as 
a(k) = x^t) = -щу · 
Because b{t) is independent of к and different from zero,the 
essential quantity is the alternating elementary sum 
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A (t) = Σ (det S) e 2 w i S---= Σ (det S) e 2 ™ - · 3 ^ . 
- S e w S e W 
In physical terms this is nothing but a linear combination 
of plane waves with wave vectors St. Using this observation 
one can put the analysis of 5.1.2 in a more direct form, wit­
hout explicit intervention of Lie groups. By doing so the 
essence of the method and thereby its range of validity will 
become clear. 
- > • - > Consider the infinite lattice generated by aj and a, 
-> -v 
of fig. 5.1. Its reciprocal lattice is spanned by b and b 
with a..b. = δ... Suppose each lattice point to be the equili­
brium position of a particle of mass m. Furthermore, it is 
supposed that each particle has one degree of freedom and in­
teract with its six nearest neighbours (force constant C). 
The deviation of the particle at R is denoted by u(R). The 
normal modes are: 
. - * • -*• /£ч 2iTiR.p іш 
u(R) = e r e 
where the wave vector ρ and frequency ω are related by the 
dispersion relation 
2 
о =— = 2 L cos 2πa .p + cos 2τ& .ρ + cos 2ъ(а. -а
г
 ; .ρ J . 
Now consider the three families of parallel lines as 
indicated in fig. 5.1. They divide the infinite lattice into 
finite triangles with sides N|a |. In fig. 5.1 we have taken 
N=U. The reflections in these lines generate a kaleidoscopic 
crystallographic space group Γ of type p3m1. The translations 
of Γ are generated by 
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Fig. 5.1. - Infinite lattice divided into triangles Ъу mirror lines. 
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N( -а, +2а2 ) and N( 2ai -a2 ). 
The point group К of Г is generated by the reflections in the 
three lines through the origin. The triangles are the fundamen­
tal regions of Г. The essence of our method is to construct 
linear combinations of waves with the same frequency, showing 
an alternating behaviour with respect to Г. That is, a reflec­
tion in one of the lines produces a minus sign. Necessary and 
sufficient conditions for alternating behaviour are: 
(i) translation symmetry. 
(ii) alternating behaviour with respect to the point group K. 
The condition of translation symmetry is fulfiled by choosing 
the wave vectors ρ in the reciprocal lattice Λ of the lattice Λ 
generated by N(-a1+2a2; and N(2a -aJ. One easily verifies that 
* 
Λ is generated by 
3ÏÏ(V2V and 3Ñ(2V^· 
Hence ρ has to be of the form 
-> r i .->• -> . r î . ->- -> , 
ρ = — (bi+Zbj ) + - ^ (2Ъі+Ъг ) wi th rj , r 2 i n t e g e r s . 
The a l t e r n a t i n g behaviour with r e s p e c t t o t h e p o i n t group К can 
be achieved by t a k i n g a proper l i n e a r combination of ( t r a n s l a ­
t i o n i n v a r i a n t ) waves: 
A^(R) = Σ (det S) e 2 7 T i S - S P ( ρ * Λ * ) . 
Ρ S e К 
->- • ->• * 
Notice t h a t i f ρ e Л t h e n a l s o Sp e Л f o r a l l S e К. 
Al l waves occur ing in t h i s sum have t h e same frequency ω because 
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the interaction shows the symmetry of К. Hence the sum is ал 
eigenvihration of the infinite lattice with frequency ω, unless 
ρ is in a symmetric position such that the sum vanishes. It has 
the special property that it behaves alternating with respect 
to the three f win'lies of lines. Therefore its values on these 
lines equal zero. Let us examine the vibration of the particles 
belonging to some triangle. All particles at the sides of such 
a triangle have zero deviations. Because particles inside the 
triangle do not interact with those outside, it follows that 
the inside particles vibrate as if the side particles were held 
fixed and no outside particles presenti In other words we con­
structed eigenvibrations of a finite lattice with nearest 
neighbour interaction and fixed particles at the triangular 
boundary. It is obvious that the present procedure is equivalent 
with the one in 5·1·2. We give a list of the corresponding 
quantities. 
a and -*• 
bj and bj 
S 
Ρ 
Λ 
Λ* 
kjh 
correspond to 
correspond to 
correspond to 
correspond to 
correspond to 
correspond to 
correspond to 
d and 
& ^ 
к 
t 
the a.e, 
Αι 
Ea 
.s 
One can drop the condition that the particles at the 
sides of the triangle are fixed. To this end one has to consider 
linear combinations of waves with the same frequency ω, showing 
a symmetric behaviour with respect to Γ. Necessary and sufficient 
conditions for symmetric behaviour are: 
(i) translation symmetry 
(ii) point group symmetry 
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As in the preceding case the translation symmetry is achieved 
by choosing ρ in Λ . The point group symmetry can be achieved 
by a proper linear combination of (translation invariant) waves: 
B j S ) - Σ e2lTi*-SP (ре Λ * ) . 
Ρ S e К 
In contrast with the anti-symmetric linear combinations an ele­
ment ρ e Л in a symmetric position give a non-vanishing result. 
Again В (R) is an eigenvibration of the infinite lattice with 
Ρ · · 
frequency ω. It has the special property that it is symmetric 
with respect to reflections in the three families of lines. 
Let us examine the vibration of the particles belonging to the 
triangle with vertices 0, Na , and Na2 . The amplitudes a(RJ =B^ .(R) 
of these particles satisfy the equations of motion: 
-πιω
2
 a(R) = Σ С [ a(R') - a(R) ] . 
n.n 
Taking into account the symmetric behaviour of the amplitudes 
this yields the following. 
(i) If R lies inside the triangle: 
-πιω
2
 a(R) = Σ С [ a(il· ) - a(R) ] . 
n.n 
(ii) If R lies at the verticaJ. side but differs from the vertices: 
-πιω a(R) = С [aÍR+aj-a,)- a(R) ]+C [a(R-a,+a,) - a(R) ] 
+ 2C [aiR-a^ ) -a(R)] + 2C [ a(R-a2 ) - a(R) ] . 
For points at the other sides but different from the ver-
tices similar equations hold. 
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(iii) If R equals the vertex Na : 
-тш
2
 a(R) = ЗС [ aÍR-a, ) -а(Й) ]+ ЗС [ a(R-a +а ) -a(R) ] . 
For the other vertices similar equations hold. 
From (i), (ii) and (iii) it follows that the atR^s satisfy the 
equations of motion of a finite lattice with triangular shape 
and the following characteristics (fig. 5.2 shows such a system 
for N=U): 
mass of inside particles = m 
mass of side particles = im 
mass of vertex particles = -тт 
force constants inside triangle = С 
force constants at sides of triangle = i С 
all particles are free to move . 
Fig. 5.2. 
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Thus we constructed eigenvibrations of a finite lattice with 
free boundaries and the foregoing characteristics I As in the 
case of fixed boundaries the relation with Lie groups is quite 
simple. The fundamental quantity B^R) is just an automorphic 
elementary sum (see [ 2 ] ). 
One can wonder whether the foregoing method to treat 
finite lattices of triangular shape breaks down if one drops 
the condition of nearest neighbour interaction. If the range 
of interaction becomes larger, there is interaction between 
particles inside and outside a triangle (considered as part 
of the infinite lattice). Therefore the argument (no inter­
action between inside and outside particles) used in the case 
of fixed boundaries does not hold. Consequently the anti-sym­
metric linear combinations of waves do not provide eigenvibra­
tions of the triangle with fixed boundaries in this case. 
However, one can procede in the same way as was done for the 
free boundary case. That is, the equations of motion of the 
infinite lattice together with the anti-symmetry property 
yields a set of equations satisfied by the particles inside 
a triangle. Then one simply modifies the masses and force 
constants inside the triangle in such a way that the resulting 
equations of motion just equal s the foregoing set. In practice 
this means that the masses and force constants far enough in­
side the triangle remain the same, whereas those near the 
boundaries have to be changed in a proper way. The same remarks 
hold in the case of free boundaries. 
It is obvious that the present method is not restricted 
to the group p3m1. It can be applied to any kaleidoscopic crys-
tallographic space group in any dimension. Therefore we can draw 
the following conclusions. Given a kaleidoscopic crystallographic 
space group Γ in any dimension, one can construct eigenvibrations 
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of a finite lattice of particles (one degree of freedom) having 
the shape of a fundamental region of Γ (smallest volume enclosed 
by mirror planes). For fixed boundaries the anti-symmetric 
linear combinations of waves must be used. In Lie group language 
they are just alternating elementary sums. For free boundaries 
the symmetric linear combinations of waves must be used. In Lie 
group language they are just automorphic elementary sums. The 
masses and force constants of the finite lattice are the same 
as those of the infinite lattice, except near the boundaries. 
There they have to be chosen in a proper way such as to match 
the symmetry resp. anti-symmetry properties. The eigenfrequencies 
can be expressed in terms of characters of the compact Lie group 
at hand. 
If one removes the boundaries, that is, if one considers 
infinite crystals it is not necessary to consider linear combina­
tions of waves. Because of the perfect translation symmetry the 
single waves 
2-nxR.v + lurt 
e * 
are eigenvibrations. Still the dispersion relation ω(ρ) can be 
expressed in terms of characters of the Lie group at hand. 
If the lattice particles have more degrees of freedom 
analogous things can be done as in the case of one degree of 
freedom. That is, one can construct anti-symmetric and symme­
tric linear combinations of waves taking into account the 
polarizations. In the anti-symmetric case the boundary particles 
vibrate perpendicular to the boundaries, whereas in the case of 
symmetric linear combinations they vibrate parallel to the 
boundaries. The eigenfrequencies can be expressed in terms 
of characters. 
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§2. Systems of coupled oscillators in Lie group language. 
1. The present section deals with the problem of the applicabi-
lity of Lie groups to the analysis of lattice vibrations in 
kaleidoscopic crystals from another point of view. The present 
approach is of the same nature as the one in chapter U. 
That is, we give a Lie algebra theoretical formulation for 
systems of particles with harmonic interactions (not necessarily 
crystals). The Lie algebra occuring is a real form of the com-
plex simple Lie algebra (E.. , with 1 the number of degrees of free-
dom of the system. Then we incorporate symmetry considerations 
into this Lie algebra formulation, hoping to find a relation 
with compact Lie groups in the case of systems with kaleidos-
copic symmetry. For details concerning the theory of complex 
semi-simple Lie algebras and their real forms we refer to 
Freudenthal and de Vries [ 23 ]. 
2. Bilinear products of operators satisfying Boson commutation 
relations or Fermion anticommutâtion relations are closed with 
respect to the commutator operation. That is, they constitute 
Lie algebras (see chapter 5 of [ 2k ] ). We will show this for 
the Boson case in a more general form. 
Let V be the n-dimensional vector space spanned by the operators 
1 η 
Suppose the commutator of arbitrary elements χ and у of V to be 
scalars. Then the commutator operation is nothing but an anti­
symmetric bilinear function В on V: 
[ x,y ] = xy - yx = B(x,y) (x,y e V). 
One immediately sees that the commutator of bilinear products 
of elements of V is again a bilinear product. A straightforward 
calculation gives: 
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[ xy.uv ]= B(x,v)uy + B(y,v)ux + B(x,u)yv + B(y,u)xv. 
So the linear combinations of bilinear products constitute a 
Lie algebra. As basis we can choose: 
1, He.e. + e.e.) i,j = 1,...,n. 
1
 J J -'• 
It is not difficult to show that the linear combinations of 
the elements 
s(e.e. + e.e.) i,j = 1,... ,n 
constitute a sub Lie algebra. It will be denoted by £. 
We investigate £ by constructing a representation ρ of £ 
acting on the vector space V: 
p(a)x = [a,x ] (a e £, χ e V). 
Notice that [a,x] belongs to V. One immediately sees that the 
linearity requirements are fulfiled. It remains to show: 
р([а,Ъ ] ) = p(a)p(b) - p(b)p(a) (a,b e £) . 
That is, one has to show: 
p([a,b ] )x = p(a)p(b)x - p(b)p(a)x 
for all χ e V. That is: 
[[a,b],x] = [a,[b,x]] - [ b , [ a , x ] ] . 
However, this is nothing but the Jacobi associativity of the 
commutator product. One can calculate ρ explicitly: 
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p(g(e.e. + e.e.)) e =[е.,е ] е. + [е.,e ] е. 
ι J J 1 m l о' m J ι l i ' m J j 
= B(e.,e ) e. + B(e.,e ) е. . 
J m ι i' m j 
Now suppose G о Ъе the invariance group of the bilinear func­
tion B. That is, G consists of all non-singular linear trans­
formations g of V with: 
B(gx,gy) = B(x,y) for all x,y e V. 
Suppose Cì t o be the i n f i n i t e s i m a l Lie a lgeb ra of G. Then Cr 
c o n s i s t s of a l l l i n e a r t r ans fo rmat ions £ of V wi th : 
B(£X,y) + B(x,gy) = 0 fo r a l l x ,y e V. 
We w i l l show t h a t £ i s mapped by ρ i n t o G^ . One has t o show: 
B(p(a)x ,y) + B(x ,p(a)y) = 0 for a l l x,y e V and a e X. 
Applying t h e d e f i n i t i o n s of ρ and В t h i s express ion becomes: 
t [ a , x ] , y ] + [ x , [ a , y ] ] = [ a , [ x , y ] ] = [ a , B ( x , y ) ] = 0 . 
So p ( i ) i s p a r t of t h e Lie a l g e b r a G_. 
3. Consider a system with 1 degrees of freedom. Let 
<1ΐ»···><11 a·
11
*
3
· P·] >··•>?]_ 
denote t h e p o s i t i o n and momentum o p e r a t o r s r e s p e c t i v e l y . Hence: 
[ c i
r
, q
s
] = 0 [ p
r
, P
s
] = 0 [ q ^ ] = i f i ^ ( h = l ) . 
Let V be the complex vector space spanned by the position and 
momentum operators. Because the commutator of each pair of ele­
ments of V is a scalar, we can apply the procedure of 5.2.2. 
So the complex linear combinations of 
-136-
V s V s ^ V ) s + p s q r ) 
constitute a Lie algebra i. 
We propose to call the system harmonic if its Hamiltonian H 
belongs to £. Notice that each Hamiltonian which is a linear 
combination of bilinear products of position ала momentum 
operators can be made an element of £ by merely adding a proper 
constant. Systems of coupled harmonic oscillators are harmonic. 
So the type of Hamiltonians we are interested in belong to the 
Lie algebra £. 
Beside coupled oscillators there are other types of harmonic 
systems. Suppose the coupled oscillators have electric charges 
and are in a constant, uniform, external magnetic field. The 
Hamiltonian of this new system also belongs to £. One can even 
extend £ so as to include also the Hamiltonian of a system of 
coupled (charged) oscillators in a constant, uniform, external 
electromagnetic field. One only has to extend £ with the position 
and momentum operators themselves. It can be seen easily that 
this extended set of operators constitute again a Lie algebra. 
Of course the coupling between the particles can be chosen to be 
zero. Hence within the present frame-work one can also deal with 
free particles in a constant, uniform, external electromagnetic 
field. 
The Lie algebra £ can be useful in treating a particular 
harmonic system. For instance, one can look for the sub Lie alge-
bra of all operators in £ commuting with the Hamiltonian. However, 
at the moment we are interested in harmonic systems as a class 
of systems. 
In the following we will determine the structure of the Lie 
algebra £ by means of its representation p. With respect to the 
basis 
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><!•]_» P-j ± 
О і(Е + E ) 
rs sr 
<PA> = 
-i(E + E ) 0 
rs sr 
-iE 0 
rs 
p ( i ( V s + PsS-^ = 
iE 
sr 
Неге E denotes an 1x1 matrix with 1 at the place r,s and 
rs 
everyvhere else zeros. So p{£) is just the collection of 
matrices of the form 
с .:•) ! γ arbitrary complex 1x1 matrix. α,β arbitrary complex symmetric 1x1 matrix. 
Here the symbol τ indicates the transposition of a matrix. 
Consequently p(-C) just equals the infinitesimal Lie algebra (ϊ 
of the symplectic group G of all linear transformations which 
leave invariant the antisymmetric bilinear function 
iE 
(E = 1x1 unit matrix). 
Considered as a complex Lie algebra, (5 is the classical complex 
simple Lie algebra I of rank 1 (see l6 and 20-27 of ref. [23 ] ). 
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One immediately sees that ρ is an isomorphism of £ onto (J. 
So the Lie algebra £ is of type Φ . 
If Η is the Hamiltonian of a harmonic system then the 
evolution of the system in time is described by the operator 
exp -iHt. The operator iH is anti-Hermitian. All anti-Hermitian 
operators in £ constitute a real Lie algebra £ , spanned by: 
i q ^ s ІРрРд SiÍCLpPg + Pg^) ( Г , S = 1 , . . . , 1 ) . 
If we apply the isomorphism ρ to £ we get all real matrices 
of (}. Consequently £ is a real form of <C . All possible Hamil-
tonians multiplied by i of harmonic systems constitute the real 
Lie algebra £ . Therefore £ is the fundament of the present Lie 
algebra theoretical formulation for systems with harmonic inter­
action. 
k. In the following the Lie algebra £ is investigated. From 
5.2.3 we know that £ is isomorphic to the Lie algebra G/ of 
all matrices 
с.;-) Ι γ arbitrary real 1x1 matrix. α,β arbitrary real symmetric 1x1 matrices. 
This is a real form of the complex simple Lie algebra (C . In the 
analysis of real forms of complex simple Lie algebras two 
characteristics play an important role, namely the Killing 
form and the maximal compact sub algebra (see 51-62 of ref. [ 23 ] )· 
We will calculate these characteristics. 
Each matrix A e CJ' can be split into a symmetric and anti­
symmetric part: 
A = ΗΑ+Ατ) + ΗΑ-Ατ) . 
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One easily verifies that "both parts again belong to G/ . 
So G/ can be split into 2 subspaces. One subspace consisting 
2 
of the symmetric matrices (dimension 1 + l), the other one 
of the antisymmetric matrices (dimension 1 ). Up to an unim­
portant factor the Killing form can be written as: 
K(A,B) = Tr(AB) (A,B e G'). 
Because of the properties of a trace it follows immediately: 
К is definite positive on the symmetric subspace. 
К is definite negative on the antisymmetric subspace. 
К equals 0 between elements of the symmetric and of the 
antisymmetric subspaces. 
2 ? 
So in diagonal form К has (l +l) positive and 1 negative 
diagonal elements. 
Contrary to the symmetric subspace the antisymmetric one 
is a sub Lie algebra of (ï'. Its elements are: 
с :) Ι γ arbitrary real antisymmetric 1x1 matrix. a arbitrary real symmetric 1x1 matrix. 
The elements of the infinitesimal Lie algebra U(l) of the Lie 
group U(l) of 1x1 unitary matrices can be written as γ+ΐο 
with γ and α like before. One easily shows that 
(γ+io) 
с :) 
is a Lie algebra isomorphism. So the antisymmetric subspace of 
G' is a Lie algebra isomorphic to U(l). It is a maximal compact 
sub Lie algebra of (J '. As a by-product we can construct represen­
tations of U(l) in the following way. The operators in JC corres­
ponding to antisymmetric elements of G/ are real linear combina­
tions of 
-Il+O-
H(q
r
p
s
 + P
s
(l
r
) - H(%V
r
 + P^) 
T f S — I э · Φ ·
 9 _L * 
i(q
r
q
s
 + P ^ ) 
In terms of creation operators a. and annihilation operators 
a, this set of operators becomes: 
а а - а а \ = ^ ^ к + 
r s s r \ / K V 
t t J vith] t 
i ( a a + a a ; 7 v a . = -r s г s к
 =
 ? (<1к - Ч 5 
As basis in the Hilbert space we take: 
{Ψ
η
 и^-Фд («lg) ··· Ψ
η
 (^)} = {|η1,η2,...,η1 > } 
with ψ (q) the eigenfunctions of the one-dimensional harmonic 
.
 η
 t . . 
oscillator. The effect of a^ and a, on these basis elements is: 
alJ ni>· ••> n 1
 > =
 '^ \1 I11-!»· ••> n k-'
,
>'"»
n
1
 > 
ak|n1,...,nl > = >^+1,|п1,...1пк+1,...,п1 > 
Consequently, the subspaces of the Hilbert space spanned by 
|η1,...,ηΊ > with n. +...+ n1 = constant are invariant under t t . t t the operators a a - a a and i(a a + a a ). Hence they carry 
r s s r r s r s 
finite dimensional representations of the Lie algebra U(l). Thus 
as a byproduct we are able to construct explicitly a particular 
class of representations of U(l) (see also Schwinger [ 25 ] and 
Kretzschmar [ 26 ] ). 
The Lie algebra £ contains a sub Lie algebra with a clear 
geometrical meaning. That is, its elements are the infinitesimal 
transformations of the Hilbert space transformations induced 
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Ъу coordinate transformations. This will be discussed in the 
following. 
The linear coordinate transformations constitute the Lie group 
GL(l,R) of all real non-singular 1x1 matrices. Suppose a belongs 
to the unit component of GL(l,F). Then one can define a unitary 
transformation D(a) of the Hilbert space by: 
1 
-2 -1, (В(а)ф)(д1 ,...,q ) = (det α)~ ψ(α~ (q1 , · . . ,^) ) . 
One easily sees that α -v^v-»- D(a) is a representation of GL(l,R). 
The infinitesimal Lie algebra GL(l
>
R) of GL(l,IR) consists of all 
real 1x1 matrices λ. Consider the following mapping d from 
GL(1,R) into i' : 
d(X) = Σ -X
sr
.ji(q
r
p
s +
 p
s q r) (λ e GL(1,R)) . 
s.r 
From the definition of the isomorphism ρ from JC onto ^ ' it 
follows that d is an isomorphism from GL(1,R) onto the sub 
Lie algebra JC" of £ spanned by 
{ii(q
r
p
s
 + р
в Ч г
) } . 
Now consider the following diagram: 
D GLdJR) H i l b e r t space 
t r a n s f o r m a t i o n s 
exp exp 
GL(l tR) £" 
One can prove t h i s diagram t o be commutative. That i s : 
D(exp λ) = exp d(X) = exp Ι Σ - x
s r
« i i ( q
r
P
s
 + P g ^ 
Ls,r 
for each real 1x1 matrix λ. 
1 
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Consequently the sub Lie algebra £" of real linear combinations 
of the operators 2Ì(q_P + ρ q ) is just the Lie algebra of in-
Γ S s г 
finitesimal operators of the Hilbert space transformations in­
duced by linear coordinate transformations. This is a generali­
zation of the ordinary angular momentum operators in 3-dimen-
sional space. 
5. Having given a Lie algebra theoretical formulation for 
general systems of coupled oscillators, we return to the question 
of the applicability of Lie groups to oscillator systems with 
kaleidoscopic symmetry. We start by introducing the concept of 
symmetry. Each linear coordinate transformation α e GL(l,|R) in­
duces a linear transformation D(a) of the Hilbert space JC, 
defined by: 
(D(a)*)(q1,...,q1) = (det α)"
2
 ψ(α~ (q1,...,ql)) (ψ e 5f). 
The mapping α-~—• D(a) is a representation of GL(l,R). TO α one 
can also assign an automorphism P(a) of the algebra of Hilbert 
space operators defined by: 
P(a) A = D(a) A D(a)~ (A = operator acting on 3C). 
One easily shows a«'w p(a) to be a representation of GL(l,IR). 
Let F be a subgroup of GL(l,R) and A be a Hilbert space 
operator. We say that F is a symmetry group of A or A has 
the symmetry F, if 
D(a) A D(a)"1 = P(oi) A = A for all α e F. 
Usually A is given and the problem is to determine symmetry 
groups F. However, we are interested in the reverse. That is, 
given a subgroup F of GL(l,[R) we consider the collection of all 
Hilbert space operators A showing the symmetry F. One immediately 
sees that this collection constitutes ал algebra. The intersection 
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of this algebra with the Lie algebra £ is the collection of 
Hamiltonians (multiplied by i) of all those harmonic systems 
having the symmetry F. Of course this intersection is a sub 
Lie algebra of £ . It will be denoted by Χ (F). 
Now consider a crystal the symmetry group of which is 
the crystallographic space group Γ. Each g e Γ gives a linear 
transformation a(g) of the coordinates of the crystal partic­
les. The mapping g-^ -*^ -*· a(g) is a representation of Г in the 
group of linear coordinate transformations. In the remainder 
of this chapter the symbol Г resp. g will indicate both the 
crystallographic space group and the corresponding group of 
coordinate transformations resp. a space group element and 
the corresponding coordinate transformation. 
Which of both meanings is meant follows from the context. 
To the crystallographic space group Г one can construct the 
Lie algebra Χ (Г). One can wonder whether the relation 
Г /^ *-w> £ (ρ) has something to do with Stiefels relation. 
More precisely, if Г is a kaleidoscopic crystallographic 
space group does the Lie algebra JC (Г) have anything to do 
with the corresponding Lie group G(r) (see chapter 1)? 
To answer this question (in the negative) we will investigate 
JC (Г) with Г an arbitrary crystallographic space group in the 
following. 
Consider a crystal. Let U be the group of translations 
which transform the crystal into itself. The elements of U 
are {e|R} where R runs through a lattice Л. One can divide the 
crystal into cells labeled by the vectors R e Л. The degrees 
of freedom within a cell R are labeled by (R,s) with s=1,...,S. 
In order to make the number of degrees of freedom finite we 
impose periodic boundary conditions or what is equivalent wrap 
the crystal around a toroid. Mathematically this procedure can 
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be described as follows. One introduces a sublattice of Λ 
(of the same dimension as Λ). It will be called a super lattice. 
We make the number of degrees of freedom finite by the relation 
(R+N,s) = lR,s;, with N an arbitrary element of the super lattice. 
The position and momentum operators can be written as q(R,s) 
and p(R,s). So the Lie algebra £ is spanned by: 
q(R,s) qrê'.s') 
p($fs) piR'.s') 
I [q(5f8) pi^'.s·) + p(R',s·) q(5,8) ] . 
Now we detennine the Lie algebra JC(U) of all operators in £ 
with the symmetry U. The effect of a translation {είπ1} e U on 
the position and momentum operators is: 
P({
e
|R'}) q(R,s) = qtM'.s) 
Ρ({ε|δ·}) ρίΑ,β) = p(M«,s). 
Let χ be a 1-dimensional unitary representation of U with 
Χ({ε|Ν}) = 1 for all N of the super lattice. We introduce a new 
set of operators: 
q(x,s) =-î- Σ' X({e|5}).q($,s) 
ρίχ,β)»- 2- Σ· X*({e|R}).p(R,s) . 
>ΓΡ R 
The prime means that the summation runs over all R e Λ which 
are not equivalent with respect to the super lattice, while N 
denotes the number of these non-equivalent vectors. The effect 
of translations on the new set of operators is very simple: 
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Ρ({ε|5}) q(x,s) = X*({
e
|^}).q(x,s) 
P({e|R}) p(x,s) = X({e|Ä}).p(x,s) . 
As new basis in the Lie algebra £ ve choose: 
qíXjs) qíx'.s') 
P(x,s) ρίχ',β') 
2 [ q(x,s) ρίχ'.s') + píx'.s') q(x,s) ] . 
From the behaviour of the operators q(x,s) and p(x,s) under 
translations it follows immediately that the Lie algebra £(U) 
of all operators in £ with the symmetry U is spanned by: 
q(x»s) q(x ,3') 
p(x>s) p(x*,s') 
5 [q(x,s) ρίχ,δ') + pCx.s') q(x,s) ] . 
where s,s,=1,...,S and χ runs through the collection of all 
1-dimensional unitary representations of U (with the foregoing 
restriction). The following statement gives the structure of 
the Lie algebra JC(U). 
Let ·£(χ,χ ) be the subspace of X spanned by 
q(x,s) q(x .s') 
p(Xis) pix^.s') 
Hqix.s) pCx.s') + ρίχ,ε') q(x,s) ] 
2[q.(x »s) p(x ,s') +ρ(χ ,3') q(x ,s) ] 
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where s,s,=1,...,S and ίχ,χ*} fixed. 
If Χ Φ Χ* then JE (χ,χ ) is a Lie algebra isomorphic to 
the Lie algebra of all complex 2Sx2S matrices. 
If χ=χ* then ΐ(χ,χ ) is a Lie algebra of type €_. 
The Lie algebra i(U) is the direct sum of the Lie al-
gebras £(x,x ). 
Proof 
It is obvious that JC(U) as vector space is the direct sum of 
the vector spaces ^ (χ,χ ). 
The commutators of the operators q(x,s) and p(x,s) are: 
[q(x,8), qix'.a·) ] = 0 
[p(x.s), p(x',s·) ] = 0 
Iqix.a), ρίχ',β') ] = іб , δ , . 
Х»л
 &
»
& 
It follows immediately that the operators in ί(χ,χ ) and 
•^(χ'ϊΧ1*) commute if ίχ,χ*} Φ ίχ',χ'*}. So it remains to 
prove that ·£(χ,χ*) are Lie algebras of the types specified. 
Suppose χ=χ . Then ^ (χ,χ ) consists of linear combinations of 
the symmetric bilinear products of 
q(x,i)f«»q(x»s), ρ(χ,ι)»···»ρ(χ.8) · 
Because these operators have the same commutators as position 
and momentum operators it follows that ^ (χ,χ ) is a Lie algebra 
of type (C
s
 (see 5.2.3). 
Suppose χ Φ χ*. Then £(χ,χ*) is spanned by some bilinear pro­
ducts of the operators: 
q(x.i)».'«»q(x»s), q(x*,i),...,q(x ,S), 
p(x»i)»«'«tp(x»s)» ρ(χ ,ι)»···.ρ(χ >s). 
Again these operators have the same commutators as position and 
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momentum operators. Hence the linear combinations of its 
symmetric bilinear products constitute a Lie algebra of type 
€_,;,. With respect to the above basis, the products in Χ(χ,χ ) 
<l(x,s) qCx*^' ) 
iE 
ss' 
О 
и 
p(x,s) ρ(χ ,3' ) 
2[q(x,s) p(x,s') + 
PÍX.S') q(x,s) ] 
2[q(x*,s)p(x*,s')+ 
p(x*,s·) q(x*,s) ] 
0 
0 
0 
-iE 
0 
0 
0 
0 
ss' 
0 0 0 
iE , 
s's 
It follows that £(χ,χ ) corresponds to the collection of matrices 
-1U8-
A 
0 
0 
С 
0 
- ϋ
τ 
ο
τ 
0 
0 
Β
τ 
-Α
τ 
0 
Β 
0 
0 
D 
with А,В,С and D arbitrary complex SxS matrices. One easily 
shows that this collection of matrices constitutes a Lie 
algebra isomorphic to the Lie algebra of all complex 2Sx2S 
matrices. Consequently i(χ,χ ) is a Lie algebra isomorphic 
to the Lie algebra of all complex 2Sx2S matrices. This 
completes the proof of the statement. 
The Lie algebra JC(U) of all operators in £ with the 
translation symmetry U is known now. The next step is to deter­
mine all operators in JC(U) with the symmetry of the full crys-
tallographic space group Γ. 
The elements g of Γ can be written as {<p|t} with φ 
belonging to the point group К of Γ and t a (possibly non-
primitive) translation vector. Let us examine the effect of 
P(g) with g = {^ |t} on the operators q(x,s) and p(x,s). First 
notice that the point group element φ can be considered as a 
transformation of the collection of 1-dimensional unitary 
representations χ of U in the following way: 
(*χ)({ε|δ}) = XUEI*- 1 R}) . 
One easily shows ^
ι
(ψ2χ) = {ψ φ, )χ· Now we calculate the effect 
of a translation on P(g) q(x,s): 
Ρ({ε|5}) P(g) q(x,s) = 
P(g) Pig"1) P({e|$}) P(g) q(xfs) = 
P(g) PCíe^"1 R}) q(x,s) = 
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(VX)* ({e|R}) P(g) q(x,s) . 
So Ρ(g) q(x,s) transforms according to the representation {ψχ) 
of U. Consequently, ^ (g) q(x,s) is a linear combination of 
q^Xj 1 ) « · · · >q(Vx>S) · In the same way one shows that P(g) p(x,s) 
is a linear combination of ρ(^χ,1),...,p(^x,S). 
From the foregoing it follows that P(g) ^ (χ,χ ) = 
^(^X»^X ) (notice that φχ = (φχ) ) . So the Lie algebras 
^(χ»Χ ) a r e permuted among each other under the action of P(g). 
We will call two pairs of representations {χ ,χ } and {χ ,χ } 
equivalent if there is a point group element φ such that 
[φχ ^φχ } = {y ^χ }. This equivalence relation divides the 
collection of pairs of representations into classes С of equi­
valent pairs. In more usual terms this is the division into 
stars of the wave vectors ± k. Now JC(U) = ζ£7 -С (χ,χ ) can be 
broken up in parts belonging to these classes: 
® ί(χ,χ*). 
ίχ,χ*} ^  с 
It is obvious that these pieces are transformed into themselves 
Ъу Ρ(g) for all g e Г. Hence the problem is to determine the 
operators in these pieces which are left invariant by P(g) for 
all g e Г. 
Because the operators in JC(U) are (by definition) left 
invariant by Ρ({ε|^}) for all R e Λ, the effect of P(to|t}) on 
•C(U) is independent of t for fixed φ. Therefore, in the present 
context, we will write Р(^) instead of P({^|t}). So the problem 
becomes the determination of all operators in 
© i(x,x*) 
ίχ,χ*} e с 
which are left invariant by Ρ (φ ) for all φ e К. The following 
statement partly settles this question. 
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Let ίχ,χ } be ал arbitrary element of the class C. 
Let L be the subgroup of К of aJ.1 φ e К with ίνχ,^χ } = 
Ιχ,χ*}. 
Let fi be the Lie algebra of operators in ^ (χ,χ ) which 
are (pointwise) invariant under P(<p) for all φ e L. 
Then the Lie algebra of operators in 
0 ¿(x,x*) 
{χ,χ*> e с 
with the full symmetry Г is isomorphic to <R. As isomorphism 
λ one can take: 
φε К 
Proof 
In the present context the equality 
P(Mt}) PUv'lt'}) =р({*\Ъ ÍVlt'}) 
becomes Ρ (i¿> ) Ρ {φ ' ) = Ρ {φφ ' ). It will be frequently used in the 
following. 
First we prove that λ is a Lie algebra homomorphism. 
The linearity requirements are fulfiled. It remains to show that 
λ preserves the commutator product. Divide the point group К into 
cosets of L: 
К = ip.L + φΛ, + ... + φ L. 
1 2 η 
For each element ycfl we can w r i t e : 
1 η 
Σ Σ Ρ (ω.) P ( h ) y 
order L . ., , _ ι ' 
1=1 heL 
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= Σ Ρ(^.) y . 
i=1 
We know that Ρ (φ . ) y belongs to £(φ.χ,φ.χ ). Futhermore, operators 
in £{φ.χ,φ.χ ) ала £(φ .χ,φ .χ ) commute for i Φ j, because 
. .J J 
{^ •χ,^ .χ } ^  ί'/'.χ,ν.χ } for i Φ j. Consequently, for all 
J- J- J J 
y}y
,
e(R we have: 
[ X(y),X(y') ] = Σ [Ρ(φ ) у, Ρ(φ ) у' ] 
i,j ^ 
= Σ [P(^i)y, P(^i)y· ] 
i 
= Σ Р(^) [y,y· ] 
i 
= λ( [y,y· ] ) . 
So λ is a Lie algebra homomorphism. Furthermore, from the 
expression 
X(y) = Σ P(^i)y (ye«) 
i 
it follows that the kernel of λ equals zero. 
The next step is to prove that the image of λ consists 
of operators with the symmetry of Γ. For each ye fi and ^ 'eK one has: 
ρ{φί) x ( y ) =
^di7T· \ Ρ{φ'φ)ν 
ψεΚ. 
1
 ^ P(v)y 
0 r d e r L
' φβΚ 
= A(y). 
So the image of λ consists of operators with the full symmetry Γ. 
It remains to show that the image of λ contains all 
operators χ in 
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© Χ(χ,χ*> 
ίχ,χ*} ее 
with the symmetry of Г. We know that χ can be written as 
η 
χ = Σ P(*.) χ with x. eJECx.x*). 
i=1 
We will show that if χ has the symmetry of Γ it equals X(y) 
with 
1 n 
У = — τ 7 - Σ P(h) ( Σ χ.) . 
' order К ,
 т
 ν
. . ι' heL 1=1 
One immediately sees that ycfi. Because χ has the symmetry Γ it 
follows : 
1 
χ = 
order К 
. Σ РЫх 
¥>eK 
«реК ι 
order К 
Σ Ρ(*) (Σ Χ.) 
<реК 
J heL ι 
= ΣΡ(φ.)
γ
 = Л(у) . 
j J 
This completes the proof of the statement. 
We summarize the results of the foregoing analysis. 
The Lie algebra -CCU) of all operators in •£ with the symmetry of 
the translation subgroup U of the crystallographic space group Г 
is the direct sum of Lie algebras ¿(χ,χ ). If χ φ χ then ¿(χ,χ*) 
is isomorphic to the Lie algebra of all complex 2Sx2S matrices 
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(S is the number of degrees of freedom per unit cell). 
If χ=χ then ^ (χ,χ ) is isomorphic to the complex symplectic 
Lie algebra of rank S. The Lie algebra Χ(Γ) of all operators 
in JC with the full symmetry Г is a sub Lie algebra of ^(U). 
It can be written as a direct sum of Lie algebras isomorphic 
to the sub Lie algebras fi of the Lie algebras ·£(χ,χ*). 
To obtain the Lie algebra JC (Γ) of all anti-Hermit i an 
operators in £ with the symmetry Γ, one simply has to replace 
the Lie algebras fi in the foregoing analysis by the Lie algebras 
fi' of all anti-Hermitian operators in fi. Thus the problem of the 
determination of JC (Γ) amounts to the determination of the sub 
Lie algebras fi' of ¿(χ,χ ). For general {χ,χ } (in usual terms, 
for ± к in general position) L = le} if the point group does 
not contain the central inversion, while L = {ε,ί} if К does 
contain the central inversion i. Consequently, η=£(χ,χ ) in 
the former case. So fi is independent of the structure of Γ. 
For special {χ,χ } (in usual terms, for ± к in symmetric 
positions) L becomes bigger and fi reflects some of the structure 
of Г. Especially if {χ,χ } = {1,1} L equals the full point group 
K. In this case Γ has the strongest influence on the structure 
of fi. 
Now let Γ be a kaleidoscopic crystallographic space group. 
The question posed at the beginning of the present section 5-2.5 
was whether or not the Lie algebra £ (Γ) reflects anything of the 
Lie group G(r) corresponding to Γ. Hence the question becomes 
whether or not the Lie algebras fi' reflect anything of θ(Γ). 
We know that Г has the strongest influence on fi' for {χ,χ*} = 
{1,1}. Therefore we investigate the possible relation between 
G(r) ала fi' for ίχ,χ*} = {1,1}» using an example. 
Consider the square lattice of particles in fig. 5·3, 
which axe free to move in the xy-plane. The coordinates are 
labeled by: 
q(R,l) = deviation of particle at R in the χ direction. 
q(R,2) = deviation of particle at R in the у direction. 
-1 Jit-
Fig. 5.3. 
Suppose the system to have the symmetry generated Ъу reflections 
in the lines in fig. 5.3. That is, it has the kaleidoscopic symme­
try pUmm. The point group К is generated by the reflections ^ 
and φ in the x-axis resp. the diagonal x=y. 
The Lie algebra JC(l,l) is spanned by: 
q(l,s) qd.s») 
p(l,s) pO.s') 
i U O . s ) p(l,s') + p(l,s·) q(l,s) ] 
with s,s,=1,2. The effect of the reflections φ and Φ on q(1,s) is: 
- 1 5 5 -
P ( { * | 0 } ) q ( l , l ) = q ( l , l ) Ρ({φ\θ}) q ( l , l ) = q ( l , 2 ) 
Ρ { S P | 0 } ) q ( l , 2 ) = - q ( l , 2 ) Ρ ( { Φ | θ } ) q ( l , 2 ) = q ( l , l ) 
The e f f e c t on p ( 1 , s ) i s t h e same. I t follows immediately t h a t 
t h e subspace of £ ( 1 , 1 ) l e f t ( p o i n t w i s e ) i n v a r i a n t by P({^ |0 } ) 
i s spanned Ъу: 
q ( l , s ) q ( l , s ) 
p ( l , s ) p ( l , s ) 
i l q d . s ) p ( l , s ) + p ( l , s ) q ( l , s ) ] 
with s=1,2. The subspace of this subspace left (pointwise) in­
variant by Ρ({φ|θ}) is spanned by: 
2 
Σ q(l,s)q(1,s) 
s=1 
2 
Σ p(l,s)p(l,s) 
s=1 
2 
Σ s[q(l,s) p(l,s) + p(l,s) q(l,s) ] . 
s=1 
This is the sub Lie algebra fi of £(l,l). The Lie algebra fi' of 
all anti-Hermitian operators in fi consists of all real linear 
combinations of the foregoing three operators multiplied by i. 
One easily sees that fi' is isomorphic to SU(2), whereas the Lie 
group G(pUmm) is the covering group of S0(5) (see chapter 1). 
Apparently there is no relation between fi' and G(r) in this case. 
We investigated also other systems with a kaleidoscopic 
crystallographic space group Γ as symmetry group. Hon of them 
showed a relation between fl' and G(r). So it seems that we are 
forced to conclude that along the present line no relation can be 
established between lattice vibrations of kaleidoscopic crystals 
and the corresponding compact Lie groups. 
Perhaps other sub Lie algebras of £ can be assigned to 
symmetry groups^ -such that there is a relation with θ(Γ) in the 
case of a kaleidoscopic crystallographic symmetry group Г. 
However, we did not investigate this possibility. 
C H A P T E R 6 
DIFFRACTION AND ELECTRON ENERGY BAND STRUCTURE. 
As stated already a few times the question we try to 
answer in this thesis is whether the relation between compact 
simply connected Lie groups and kaleidoscopic crystallographic 
space groups (see chapter l) can be used in crystal physics. 
In the present chapter we concentrate our attention on X-ray 
diffraction and electron energy band structure. 
In §1 we show that the analysis via SU(2) of diffraction 
by a 1-dimensional array of diffraction centers can be general-
ized to arbitrary SU(n) groups. However, for other compact 
simply connected Lie groups such a generalization does not 
exist in general. 
In §2 the results of 3.2.U concerning the electron 
energy band structure of one-dimensional kaleidoscopic crystals 
is generalized. We show that the irreducible characters of a 
compact simply connected Lie group G of rank 1 provide us with 
a complete set of functions with the 1-dimensional kaleidoscopic 
symmetry r(G). Moreover, with respect to a properly chosen inner 
product in the space of functions this set is orthonormal. The 
question is discussed whether or not this set of functions has 
particular significance in the analysis of the electron energy 
band structure of kaleidoscopic crystals with the symmetry r(G). 
§1. Diffraction. 
1. In this section we investigate whether a compact simply 
connected Lie group G plays a role in the analysis of X-ray 
diffraction by kaleidoscopic crystals with the symmetry r(G). 
In 3.2.1 this question has been discussed for one-dimensional 
kaleidoscopic crystals. In one dimension there is only one 
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kaleidoscopic crystallographic space group, the corresponding 
compact simply connected Lie group of which is SU(2). It turned 
out that diffraction by an array of N equidistant identical 
diffraction centers can be expressed in terms of the N-th irre­
ducible character of SU(2). In the following we investigate 
whether or not analogous phenomena occur in higher dimensions. 
First let us recall the results of the theory of X-ray 
diffraction. Suppose an electromagnetic wave with wave vector 
к is incident on a (finite) crystal. The factor in the expres­
sion for the diffracted wave where the crystal structure comes 
in, looks like (see Landau and Lifshitz [ 31 ] , chapter 15): 
P(q) = n(r) e dr with q = к - к'. 
crystal 
Here n(r) denotes the number density of electrons participating 
the diffraction proces and k' the wave vector of the diffracted 
wave (Ik'l^kl). The crystal can be divided into identical unit 
cells (numbered from 1 to m). The position of cell number j is 
- » • 
denoted by R .. If one writes the foregoing integral over the 
crystal as a sum of integrals over the m cells, P(q) factorizes 
accordingly to P(q) = F(q).S(q) with: 
•вг~*\ I /'-v'\ i q . ( r - R i ) ,-*• 
F(q) = n(r) e * J dr 
ceil j 
S(q) = Σ e1(1-RJ . 
j = 1 
Here F(q) does not depend on the choice of the cell because they 
are identical. The factor F(q) reflects the inner structure of 
the cells, whereas S(q) reflects the manner in which these cells 
are arranged. The factor F(q) is called the structure factor. 
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We will call S(q) the geometrical factor. 
Notice that a geometrical factor has the same structure 
as a character of a compact connected Lie group G considered as 
function on T^  (see 1.1.5). More explicitly, if R..,.,. ,R are 
the weights of a character χ of G (all with multiplicity one) 
then: 
S(î) = Σ е ^ = x(ex P^- q) . 
j=1 
That is, the geometrical factor S(q) equals the character χ at a 
group element of G determined by Is. - k.' . It follows that the ana­
lysis in 3.2.1 can be generalized only if the collection of unit 
cell positions (called diffraction centers in 3.2.1) equals a 
weight diagram (with all non-zero multiplicities equal to one). 
In general the (non-zero) multiplicities in a weight diagram of 
an irreducible representation of a compact simply connected Lie 
group differ from one. Hence a relation between diffraction and 
compact simply connected Lie groups like the one for SU(2) does 
not hold in general. 
Although the analysis in 3.2.1 cannot be generalized to 
arbitrary compact simply connected Lie groups, the groups SU(l+1) 
(1=1,2,3,.··) do allow such a generalization. The reason for 
this is that SU(1+1) has a series of irreducible characters with 
all (non-zero) multiplicities in their weight diagrams equal to 
one. We will demonstrate this in the case of SU(3). Concerning 
the representation theory of SU(3) we refer to 1.2.8. The weight 
diagrams of the series of irreducible characters χ^
 1 (N=1,2,3,...) 
of SU(3) constitute triangles like those for N=2,3,4 shown in 
fig. 6.1. All (non-zero) multiplicities in these weight diagrams 
are equal to one. Consequently the geometrical factor of a two-
dimensional triangular crystal with R.'s like in fig. 6.2a 
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w.d. of Xg^i 
w.d. of X^ ι 
F i g . 6.1 
• a» · 
. < 
v . d . of Хц ι 
(Ъ) 
(а) 
F i g · 6 .2 . 
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(N dots at each side) equals the character χ
Ν 1 of SU(3). Using 
the character formula it follows (see 1.2.8): 
m 
S(4) = Σ e"\]· iR,.q _ ^ ,1 vith 
A. j=1 1,1 
i[Na+a ] .q i[-(N+l)a+Na ] .q i[ a -(N+1 )a ] .q 
Vi = e ' + e 1 + e 
i[ -Naj +(N+1 )a2] .q i[ (N+1 ia, -aj .q i[ -a, -NaJ .q 
- e - e - e 
Thus the summation over the m = 2N(N+1) terms can he reduced to 
a quotient of two sums each containing 6 terms. Of course once 
knowing this equality it can be proven without intervention of 
SU(3). It is a kind of generalized geometric series. 
One can carry through the same analysis for SU(1+). More 
explicitly, the geometrical factor S(q) of crystals where the 
R.'s constitute a tetrahedron like for instance the one in fig. 
J 
6.2Ъ equals some irreducible character of SU(U). Using the 
character formula it can be written eis a quotient of two sums 
each containing 2h terms. 
If the geometrical factor S(q) equals the character χ of 
an irreducible representation D of a compact simply connected 
Lie group G, then the occurence of maximal diffraction is re­
lated to the center elements of G, as we will show now. One 
can assume the representation D to be unitary, due to the 
compactness of G. Because the modulus of the matrix elements 
of a unitary matrix are smaller or equal to one, it follows; 
|x(g)| = |Tr D(g)| < η for all g e G 
where η is the dimension of the representation D. If g' belongs 
to the center Ζ of G then Dig') commutes with D(g) for all g e G. 
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Therefore Dig') is a multiple of the nxn unit matrix (Schur's 
lemma). Moreover, Dig') is unitary. Consequently: 
|χ(
δ
·)| = |Tr D(g')| = η for all g' e Ζ . 
Thus at center elements |χ| reaches its absolute maximum. Since 
S(q) = x(exp — q) 
1 •* it follows that if exp — q belongs to the center Ζ of G, 
¡S(q)| reaches its absolute maximum. That is to say, if q 
equals a vector of the center lattice γ (see 1.1.2 and 1.1.7) 
multiplied by 2τ, maximal diffraction occurs (provided the 
structure factor does not vanish). This is just the veil-known 
Laue condition. 
§2. Electron energy band structure. 
1. In this section we investigate whether a compact simply 
connected Lie group G plays a role in the analysis of the 
electron energy band structure of kaleidoscopic crystals with 
the symmetry r(G). In 3.2.k this question has been discussed 
for one-dimensional kaleidoscopic crystals. In one dimension 
there is only one kaleidoscopic crystallographic space group, 
the corresponding simply connected compact Lie group of which 
is SU(2). It was to be found that the irreducible characters 
of SU(2) could be of interest in the electron energy band calcu­
lations of one-dimensional kaleidoscopic crystals. In the fol­
lowing the situation is investigated for kaleidoscopic crystals 
in arbitrary dimensions. 
Consider an 1-dimensional kaleidoscopic crystal having 
the symmetry Γ, with the corresponding compact simply connected 
Lie group being G. Let V be the crystal potential occuring in 
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the one electron approximation. Then V has the kaleidoscopic 
symmetry Г. The Schrödinger equation is 
h2 
_ £_ Δψ + Υ.ψ = Ε.ψ . 
2m 
A well-known method to analyse such a Schrödinger equation is 
to expand the potential and wave function in ал appropriate set 
of functions. Now the irreducible characters of G provide us 
with a set of functions which may be of interest in this respect, 
as we will show in the following. 
To begin with we investigate the irreducible characters 
of G in detail. Suppose Τ to be a maximal toroid of G and T^  
its infinitesimal Lie algebra (see 1.1.1 and 1.1.2). The 1-
dimensional kaleidoscopic space group Γ is generated by re­
flections at the hyperplanes of the Cartan-Stiefel diagram 
in the 1-dimensional Euclidean space Τ (see 1.1.9)· We will 
show that functions on T_ with the symmetry Γ are closely re­
lated to class functions f on G. Notice that a class function 
f on G is completely determined by its restriction f| to T. 
Furthermore, f| is left invariant by the elements of the Weyl 
group W considered as automorphisms acting on Τ (see 1.2.2). 
Next, using the mapping exp: T_ •*• Τ a function on Τ can be 
regarded as a function on T^  with the periodicity of the unit 
lattice γ (see 1.1.2). Consequently class functions on G can 
be identified with functions on T^  having the symmetry of γ 
(considered as translations) and W (considered as orthogonal 
transformations of T^). Because Γ is generated by γ and W, it 
follows that class functions on G can be identified with func­
tions on T^having the symmetry Г. Characters are class functions. 
Hence : 
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(i) The irreducible characters of G provide us with a set of 
functions on the 1-dimensional Euclidean space T^ , having 
the kaleidoscopic symmetry Г. More explicitly, the func­
tions (see 1 .2.h) 
Ak(t) 
on T^  have the symmetry of Г. 
A famous theorem of the representation theory of compact topo­
logical groups states that the irreducible characters of a 
compact topological group form a complete set in the space of 
continuous class functions (see chapter 5 of Pontrjagin [6 ] ). 
Because in the present situation class functions can be iden­
tified with functions on T_ having the symmetry of Г, this 
completness theorem amounts to: 
(ii) The irreducible characters of G (considered as functions 
on Ύ) form a complete set in the space of continuous func­
tions on Τ having the symmetry Γ. By this completness pro­
perty is meant the following. Let f be an arbitrary con­
tinuous function on T^  with the symmetry Г. Then for each 
positive number ε a finite linear combination h of irre­
ducible characters (considered as functions on T^ ) exists, 
such that 
|f(t) - h(t)| < ε for all t e Т^ . 
Another result from the representation theory of compact topo­
logical groups are the orthogonality relations (see chapter 5 
of Pontrjagin [6 ] ). For the present situation they amount to 
(see 1.2.3): 
(iii) Define the following inner product in the space of contin­
uous functions on T^  having the periodicity of the unit 
- mu­
latti ce γ 
e 
(f,g) = f -g ΔΔ 
where the integration is over a unit cell Ρ of the lattice 
γ and Δ is as in 1.2.3. It is supposed that the integra­
tion is normalized in such a way that / 1 = 1 . Now the 
Ρ 
irreducible characters (considered as functions on T^ ) are 
orthonormal with respect to this inner product. 
Finally, using the character formula (see 1.2.U) 
Ak(t) 
*k(exp ^ = * -ш ( i e ^ 
the behaviour of the irreducible characters as functions on T^  
can be analysed. This yields: 
(iv) If t_ e Т^  does not lie in the neighbourhood of mirror planes 
in Γ, χ (exp ;t) behaves almost like A^(t^). That is, it be­
haves almost like an anti-symmetrized plane wave. On the 
contrary, if t_ e T_ does lie in the neighbourhood of mirror 
planes in Γ, χ (exp t_) shows strong oscillations (gathering 
strength when к increases). These oscillations are the 
stronger the more mirror planes are in the neighbourhood of 
t^ . They reach their maximum at points where a maximal number 
of mirror planes intersect.These points just constitute the 
center lattice γ . 
ζ 
Now we come to the question whether or not the set of irre­
ducible characters of G, considered as functions on the 1-dimen-
sional Euclidean space T, is of interest in the analysis of the 
Schrödinger equation. Like in the one-dimensional case, from the 
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foregoing list of properties one can extract a few arguments in 
favour of this set in this respect, as we will show now. 
According to (ii) the potential V, which has the symmetry 
of Γ, can be approximated by linear combinations of irreducible 
characters of G. Of course many other sets of functions may be 
used for this purpose. The only argument we can give in favour 
of the irreducible character functions stems from property (iv). 
That is, the absolute extremes at the center lattice γ remind 
ζ 
us to the singularities in V at places where there are atoms. 
We do not know whether the minor oscillations near the single 
mirror planes reflects also something of the behaviour of the 
actual potential V. 
Property (iv) suggests the irreducible characters of G 
(considered as functions on 1-dimensional space) to be of 
interest in the construction of wave functions ψ if the atoms 
are localized at the center lattice γ . We do not know whether 
ζ 
the minor oscillations near the single mirror planes reflects 
something of the actual behaviour of ψ. Notice that we do not 
claim that ψ can be approximated by linear combinations of 
irreducible character functions. Such an approximation is 
impossible because ψ has not the symmetry of Γ in general. 
Quite in the spirit of this work we finish with a question. 
Does the strange inner product with respect to which the irre­
ducible character functions are orthonormal have any significance 
in the analysis of the electron energy band structure of crystals 
with the kaleidoscopic symmetry Γ? 
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TABLE I - The four 2-dimensional C a r t a n - S t i e f e l diagrams 
ρ 2 m m о о SU(2) χ SU(2) ρ k m m d )> i> S0(5) 
ρ 3 m 1 о о SU(3) ρ 6 m m " )• » G 
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TABLE II - The seven 3-dimensional Cartan-Stiefel diagrams 
Ρ m m m о о о SU(2) χ SU(2) χ SU(2) 
Ρ δ m 2 о о о SU(2) χ SU(3) 
- 1 б 9 -
TABLE I I ( c o n t i n u e d ) 
Ρ k/ m m m о > ι» SU(2) χ S 0 ( 5 ) 
Ρ 6/ m m m о )• SU(2) χ G 
-1 TO-
TABLE II (continued) 
F Ц 3 m о о о SU(U) 
The Саг ап-Stiefel diagram consists of regular rhombic dodecahedra 
like above (the faces have heen taken away to show the inner structure). 
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TABLE II (continued) 
F m 3 m о ч > i> S0(7) 
The C a r t a n - S t i e f e l diagram c o n s i s t s of cubes l i k e above 
( t h e faces have been taken away t o show t h e i n n e r s t r u c t u r e ) . 
-ITS-
TABLE II (continued) 
Ρ m 3 m о n ζ в Sp(6) 
The Cartan-Stiefel diagram consists of cubes l ike above 
(the faces have been taken away t o show the inner s t r u c t u r e ) . 
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TABLE III - Representations of the compact simply connected Lie groups of rank 2. 
SU(2) χ SU(2) - ρ 2 m m 
, 
f 
1 
i kE» 
t 
ι 
1 
Ει 
¿ 
*-
( a ) C a r t a n - S t i e f e l d i ag ram w i t h γ 
ψ · · · 
• · · 
0 d 2 · · · 
A» 
о о 
(b ) γ w i t h Weyl chambers 
о о о о о о о 
о о о О о о о 
о о о о о о о 
-о 9 о О о # о 
о о о о о о о 
о о о о о о о 
о о О ( о о о 
о о о 6 · φ · 
о о о о · φ φ 
о о о ό # # · 
о о о о о о о-
о о о о о о о 
о о о о о о о 
о о о о о о о 
( с ) r o o t d i a g r a m ( d ) t h e a l t e r n a t i n g e l e m e n t a r y sum Δ 
о о 
о о 
о о 
о о 
О (ι о о-
о т о о 
о о О о о 
( е ) w e i g h t d i a g r a m of χ., ρ 
ο ο ο ο ο 
( f ) w e i g h t d i a g r a m of χ- . 
TABLE I I I (cont inued) 
SU(3) - ρ 3 m 1 
(a) C a r t a n - S t i e f e l diagram with γ (Ъ) γ with Weyl chambers 
(d) t h e a l t e r n a t i n g elementary sum Δ 
ό 
(e) weight diagram of χ- .. (f) weight diagram of χ1 _ 
- I T S -
TABLE I I I (cont inued) 
SO{5) - ρ h m m 
( a ) С a r t ал-St ie f e l diagram with γ (b) γ with Weyl chambers 
о о. о · о er о 
о о !• ò щ о о 
-о · о ЧН о # о 
о о щ А 1· о о 
О СГ О К\ О \ L О 
fi о о о о о тз 
(с) r o o t diagram (d) t h e a l t e r n a t i n g elementary sum Δ 
(e) weight diagram of χ_
 1 
-3» * 
( f ) weight diagram of χ 3,2 
-1Тб-
TABLE III (continued) 
(a) Cartan-Stiefel diagram with γ 
(с) root diagram 
(b) γ with Weyl chambers 
(d) the alternating elementary sum Δ 
(e) weight diagram of χ 2 3 
(f) weight diagram of χ1 -, 
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SUMMARY 
In this thesis we try to answer the question whether or 
not the relation between kaleidoscopic crystallograph!с space 
groups and compact simply connected Lie groups can be used in 
the analysis of kaleidoscopic crystals (see the introduction). 
Two approaches are presented, a mathematical and a physical one. 
Chapter 1 is introductory, dealing with compact connected 
semi-simple Lie groups, their classification and representation 
theory. As a result of the classification of these Lie groups, 
the question of their applicability to kaleidoscopic crystals 
is formulated. 
Chapter 2 contains the mathematical approach. We try to 
understand the relation between a kaleidoscopic space group Г 
and the corresponding Lie group G on the basis of a theory 
similar to Pontrjagin's duality theory of discrete Äbelian 
groups and compact Abelian groups. This leads to the problem 
of the reconstruction of G from the semi-ring ECG) of all 
characters of G. We partially succeed in that we are able 
to reconstruct the classes (instead of the elements) of G 
via the homomorphisms of R(G) into the complex numbers. 
These homomorphisms are called realizations of RÍO). AS far 
as we know the presented results are unknown in mathematics. 
Furthermore, it may be worth while to investigate realizations 
in the case of arbitrary compact topological groups. 
At first sight chapter 2 does not contribute to the 
problem of the applicability of Lie groups to kaleidoscopic 
crystals. However, the notion of realization can be used in 
the analysis of lattice vibrations. The exceptional role of 
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the singXLLar classes with respect to realizations remind us 
to phenomena at Brillouin zone boundaries. 
Chapter 3 is the first step in the physical approach. 
It contains a discussion of the 1-dimensional case. There 
is only one 1-dimensional kaleidoscopic space group, with 
the corresponding Lie group being SU(2). We find that 
various 1-dimensional kaleidoscopic models allow an analysis 
on the basis of SU(2). More explicitly, these models are: 
(i) diffraction by an array of N equidistant diffraction centers. 
(ii) vibrations of a chain of N particles connected by springs. 
(iii) 1-dimensional Ising model with nearest neighbour interaction. 
(iv) electron energy band structure in 1-dimensional crystals. 
The Lie group SU(2) appears in all these models via its charac-
ters or the closely related realizations of R(SU(2)). The 
remainder of this work (chapters U, 5» and 6) is devoted to 
the generalizations to higher dimensions of the considerations 
in one dimension. 
Chapter h deals with the generalization of the considera-
tions in chapter 3 to higher dimensional Ising models. The 
first step is a study of general systems (not necessarily 
lattices) of spin s particles from a Lie group theoretical 
point of view. The collection of all possible (traceless) 
Hamiltonians multiplied by i of a system of N spin g parti-
N 
cles equals the infinitesimal Lie algebra SU(2 ) of the Lie 
N group SU(2 ). This Lie algebra is investigated in terms of 
spin operators. We find that the subspace of Ising type 
Hamiltonians multiplied by i has a clear group theoretical 
N 
meaning, it is a Cartan subalgebra of SU(2 ). Using simple 
techniques of Lie group theory this Cartan subalgebra is ana-
lysed. The result is that the space of Ising type Hamiltonians 
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(multiplied Ъу i) becomes a (2 -1)-dimensional Euclidean space 
with a (2-1)-dimensional crystallographic point group acting 
on it. Applying the point group elements on an Ising type 
Hamiltonian gives a star of Ising type HamiItonians all with 
the same energy spectrum. One recognizes that for a given 
Ising type Hamiltonian there are in general a lot of other 
Ising type Hamiltonians with the same energy spectrum. This 
may be of interest in the calculation of quantities depending 
only on the energy spectrum as for instance the partition 
function. 
Next the discussion is specialized to lattices of spin 5 
particles with Ising type Hamiltonian H. If J..,...,J are the 
coupling constants occuring in H, the possible energy levels 
are integral linear combinations of J..,...,J and can be 
represented by points of an 1-dimensional lattice. The energy 
spectrum is completely characterized by the degrees of degen­
eracy of these lattice points. We call this 1-dimensional 
lattice with the degeneracies the energy diagram of the system. 
The notion of energy diagram leads to question whether it can 
be considered as weight diagram of a Lie group G or equivalently 
whether ІН can be embedded in a sub Lie algebra of SU(2 ) iso­
morphic to the infinitesimal Lie algebra G of G. The suggestion 
is made that this sub Lie algebra method provides a way to 
apply compact simply connected Lie groups to the analysis of 
kaleidoscopic Ising models. The rectangular Ising model is 
used as a test case for this suggestion. However, we cannot 
give definite answers. 
Independent of the question of the applicability of Lie 
groups to kaleidoscopic Ising models, in our opinion, various 
parts of chapter h are of interest in their own. We think of 
the analysis of the space of Ising type Hamiltonians and the 
sub Lie algebra method. The usefulness of this latter method 
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is demonstrated by an example, covering the original 1-dimen­
sional Ising model, the XY-model, the XY-model with additional 
magnetic field, the generalized XY-model, and some models un­
known in the literature. Moreover, in principle this method 
is applicable throughout quantum mechanics. Finally we think 
it to be worth while to try to analyse directly the rectangular 
and other Ising models on the basis of energy diagrams (in the 
limit of infinitely large lattices). 
Chapter 5 deals with the applicability of compact simply 
connected Lie groups to the analysis of lattice vibrations in 
kaleidoscopic crystals. Given a kaleidoscopic space group Г 
we are able to construct particular finite lattices of harmon-
ically coupled particles, the eigenvibrations of which can be 
written down immediately. These eigenvibrations can be iden­
tified with the alternating or automorphic elementary sums 
occuring in the representation theory of the Lie group G 
corresponding to Г. The eigenfrequencies are expressible in 
terms of characters of G. As example the eigenvibrations of 
a finite triangular lattice are analysed. 
Besides this approach another is presented based upon a 
Lie group theoretical analysis of general harmonic systems. 
It is shown that the collection of all operators quadratic 
in the position and momentum operators of a system with 1 
degrees of freedom constitutes a Lie algebra ^  of type С 
(symplectic Lie algebra of rank l). Among others JC contains 
the Hamiltonians of systems of harmonically coupled particles. 
Then the sub Lie algebra of all Hamiltonians in £ with the 
symmetry of an arbitrary crystallographic space group is 
determined, hoping to find a connection with compact simply 
connected Lie groups in the case of kaleidoscopic space 
groups. However, we do not find such a connection. 
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Nevertheless, in our opinion, the presented analysis of 
general harmonic systems is of some interest in its own. 
The first part of chapter 6 is devoted to X-ray diffrac­
tion. We find that the geometrical factor in the diffraction 
hy certain finite crystals is expressible in characters of 
Lie groups. The Laue condition is closely related to the 
center of the Lie group at hand. The procedure is demonstrated 
explicitly in the case of a finite triangular crystal. 
The second part of chapter 6 deals with electron energy 
band structure in kaleidoscopic crystals. Let Γ be a kaleidos­
copic space group and G the corresponding Lie group. The charac­
ters of the irreducible representations of G provide us with a 
set of functions on 1-dimensional space with the symmetry of Γ. 
Any continuous function on 1-dimensional space with the symme­
try of Γ can be approximated as closely as one wants by linear 
combinations of these characters. Furthermore they are ortho-
normal with respect to a suitable chosen inner product in the 
space of functions. It is argued that this set of character 
functions may be useful in electron energy band calculations 
in kaleidoscopic crystals with the symmetry Γ. 
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SAMENVATTING 
In dit proefschrift trachten we de vraag te beantwoorden 
of de relatie tussen caleidoscopische kristallografische 
ruimtegroepen en compacte enkelvoudig samenhangende Lie 
groepen kan worden aangewend in de analyse van caleidos­
copische kristallen (zie inleiding). Dit probleem wordt 
op twee manieren benaderd, een wiskundige en een natuurkundige. 
Hoofdstuk 1 bevat een overzicht van de classificatie en 
representatie theorie van compacte samenhangende half-enkel­
voudige Lie groepen. Als een uitvloeisel van de classificatie 
van deze Lie groepen wordt het probleem van hun toepasbaarheid 
op caleidoscopische kristallen geformuleerd. 
Hoofdstuk 2 bevat de wiskundige benadering. We trachten 
de relatie tussen een caleidoscopische ruimtegroep Γ en de 
corresponderende Lie groep G te begrijpen op basis van een 
theorie à la Pontrjagin's dualiteits theorie van discrete 
Abelse groepen en compacte Abelse groepen. Dit voert ons 
naar het probleem van de reconstructie van G uit de half ring 
RIG) van alle karakters van G. We kunnen dit probleem gedeel-
telijk oplossen doordat we in staat zijn de klassen (i.p.v. 
de elementen) van G te reconstrueren via de homomorfismen 
van RÍO) naar de complexe getallen. Deze homomorfismen noemen 
we realisaties van RÍO). Voor zover ons bekend is zijn de ge-
geven resultaten nieuw. Verder kan het de moeite waard zijn 
om realisaties te onderzoeken voor willekeurige compacte 
topologische groepen. 
Op het eerste gezicht verheldert hoofdstuk 2 niet veel 
omtrent de vraag naar de toepasbaarheid van Lie groepen op 
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caleidoscopische kristallen. Echter, het begrip realisatie 
kan worden gebruikt bij de analyse van rooster trillingen. 
De uitzonderlijke rol van de singuliere klassen wat betreft 
de realisaties doet ons denken aan verschijnselen aan de 
rand van Brillouin zones. 
Hoofdstuk 3 is een eerste stap op de weg van de natuur-
kundige benadering tot ons probleem. Het omvat een bespreking 
van het een dimensionale geval. Er is slechts een 1-dimensionale 
caleidoscopische ruimtegroep. De corresponderende Lie groep is 
SU(2). Het blijkt dat verschillende 1-dimensionale caleidos-
copische modellen kunnen worden geanalyseerd op basis van 
SU(2). Deze modellen zijn: 
(i) diffractie aan een rij van equidistante diffractie centra. 
(ii) trillingen van een keten van deeltjes verbonden door veren. 
(iii) 1-dimensionaal Ising model met naaste buren wisselwerking. 
(iv) elektron-energieband structuur van 1-dimensionale kris-
tallen. 
De Lie group SU(2) verschijnt in al deze modellen via zijn karak-
ters of de nauw verbonden realisaties van R(SU(2)). De rest van 
dit werk (hoofdstuk U, 5> en 6) is gewijd aan het veralgemenen 
tot hogere dimensies van de beschouwingen in een dimensie. 
In hoofdstuk k houden we ons bezig met de veralgemening 
van de beschowuingen in hoofdstuk 3 tot meer dimensionale Ising 
modellen. De eerste stap is een studie, vanuit een Lie groepen 
theoretisch standpunt, van algemene (niet noodzakelijk roosters) 
systemen van spin 5 deeltjes. De verzameling van alle mogelijke 
(spoor nul) Hamiltonianen vermenigvuldigd met i van een system 
van N spin 5 deeltjes vormt de infinitesimale Lie algebra 
SU(2 ) van de Lie groep SU(2 ). Deze Lie algebra wordt onderzocht 
in termen van spin operatoren. Het blijkt dat de deelruimte van 
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i s i n g type Hamiltonianen vermenigvuldigd met i een duidelijke 
groepen theoretische betekenis heeft. Het is een Cartan deel-
algebra van SU(2 ). Deze Cartan deelalgebra wordt geanalyseerd 
d.m.v. eenvoudige technieken uit de Lie groepen theorie. 
Het resultaat is dat de ruimte van Ising type Hamiltonianen 
een (2 -1)-dimensionale Euclidische ruimte wordt waarop een 
(2 -1)-dimensionale kristallografische puntgroep werkt. Het 
toepassen van de puntgroep elementen op een Ising type 
Hamiltoniaan levert een ster van Ising type Hamiltonianen 
welke allen hetzelfde energie spectrum hehben. Dit leidt tot 
het inzicht dat er bij een gegeven Ising type Hamiltoniaan 
i.h.a. zeer vele andere Ising type Hamiltonianen bestaan 
met hetzelfde energie spectrum. Dit kan van belang zijn bij 
de berekening van grootheden die alleen afhankelijk zijn van 
het energie spectrum zoals de partitie functie. 
Vervolgens specialiseren we de discussie tot roosters 
van spin i deeltjes met Ising type Hamiltoniaan H. Indien 
J^.-.jJ de koppelings const antes zijn die in H voorkomen 
dan zijn de mogelijke energie niveau's gehele lineaire 
combinaties van J ,...,J en kunnen worden weergegeven door 
punten van een 1-dimensionaal rooster. Het energie spectrum 
wordt volledig bepaald door de ontaardingsgraden van deze 
rooster punten. We noemen dit 1-dimensionale rooster met de 
ontaardingsgraden het energie diagram van het systeem. Het 
begrip energie diagram voert ons naar de vraag of dit diagram 
kan worden opgevat als gewichten diagram van een Lie groep G. 
Dit is equivalent met de vraag of iH kan worden ingebed in een 
N . 
sub Lie algebra van SU(2 ) isomorf met de infinitesimale Lie 
algebra G van G. Aan de hand van het rechthoekige Ising model 
gaan we na of compacte enkelvoudig samenhangende Lie groepen 
via deze sub Lie algebra methode kunnen worden toegepast bij 
de analyse van caleidoscopische Ising modellen. 
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We komen echter niet tot definitieve antwoorden. 
Naar onze mening zijn verschillende delen van hoofdstuk h 
op zichzelf van belang, onafhankelijk van de vraag naar de 
toepasbaarheid van Lie groepen op caleidoscopische Ising 
modellen. We denken hierbij aan de analyse van de ruimte 
van Ising type Hamiltonianen en de sub Lie algebra methode. 
De bruikbaarheid van deze laatste methode wordt gedemonstreerd 
aan een voorbeeld dat het originele 1-dimensionale Ising model, 
het XY-model, het XY-model met magnetisch veld, het gegenera­
liseerde XY-model en enige onbekende modellen omvat. Boven­
dien is de sub Lie algebra methode in principe toepasbaar in 
de gehele quantum mechanica. Tenslotte geloven we dat het de 
moeite waard is om te proberen een directe analyse te geven 
van het rechthoekige en andere Ising modellen op basis van 
hun energie diagrammen (in de limiet van oneindig grote 
roosters). 
In hoofdstuk 5 houden we ons bezig met de toepasbaarheid 
1
 van compacte enkelvoudig samenhangende Lie groepen in de 
analyse van roostertrillingen in caleidoscopische kristallen. 
Bij een gegeven caleidoscopische ruimtegroep Γ kunnen we be­
paalde eindige roosters van harmonisch gekoppelde deeltjes 
construeren waarvan de eigentrillingen direct zijn op te 
schrijven. Deze eigentrillingen kunnen worden geïdentificeerd 
met de alternerende of automorfe elementaire sommen uit de 
representatie theorie van de met Γ corresponderende Lie groep G. 
De eigenfrequencies kunnen worden uitgedrukt in karakters van G. 
Als voorbeeld worden de eigentrillingen van een eindig drie­
hoekig rooster geanalyseerd. 
Naast bovenstaande benadering wordt er een andere gegeven, 
gebaseerd op een Lie groepen theoretische beschouwing van al­
gemene harmonische systemen. We tonen aan dat de verzameling 
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ναη alle operatoren kwadratisch in de plaats en impuls opera­
toren van een systeem met 1 vrijheidsgraden een Lie algebra 
£ van het type JE (symplektische Lie algebra van rang l) vormt. 
De Lie algebra £ bevat o.a. de Hamiltonianen van systemen 
van harmonisch gekoppelde deeltjes. In de hoop een verband 
te vinden met compacte enkelvoudig samenhangende Lie groepen 
in het geval van caleidoscopische ruimtegroepen, bepalen we 
de sub Lie algebra van alle Hamiltonianen in £ met de symme­
trie van een willekeurig gegeven kristallografische ruimte-
groep. Zo'η verband vinden we echter niet. Niettemin is, naar 
onze mening, de gegeven analyse van algemene harmonische sys­
temen op zichzelf van enig belang. 
Het eerste deel van hoofdstuk 6 is gewijd aan diffractie 
van Rontgen stralen. Het blijkt dat de geometrische factor bij 
de diffractie aan bepaalde eindige kristallen uit te drukken 
is in karakters van Lie groepen. De Laue voorwaarde is nauw 
verbonden met het centrum van de betreffende Lie groep. 
De procedure wordt gedemonstreerd aan het geval van een eindig 
driehoekig kristal. 
Het tweede deel van hoofdstuk 6 heeft de elektron-energie­
band structuur in caleidoscopische kristallen tot onderwerp. 
Zij Γ een caleidoscopische ruimtegroep en G de corresponderende 
Lie groep. De karakters van de irreducible representaties van 
G leveren ons een verzameling functies op de 1-dimensionale 
ruimte met de symmetrie van Γ. ledere continue functie op de 
1-dimensionale ruimte met de symmetrie van Γ kan tot op een 
willekeurige graad van nauwkeurigheid worden benaderd door 
lineaire combinaties van deze karakters. Bovendien zijn ze 
orthonormaal t.o.v. een geschikt gekozen inprodukt in de ruimte 
van functies. We tonen aan dat deze verzameling karakter func­
ties nuttig zou kunnen zijn bij de berekening van elektron-
energiebanden in caleidoscopische kristallen met de symmetrie Γ. 
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S T E L L I N G E N 
I 
Het is de moeite waard om te onderzoeken of de dualiteitstheorie zoals die is ge-
groeid uit het werk van L. Pontrjagin en E.R. van Kampen van belang kan zyn voor 
de analyse van systemen met een oneindig aantal vrijheidsgraden. 
II 
Er is een voorschrift te geven waarmee men bij elk element uit een segment reële 
getallen een toestand van een aftelbare oneindige verzameling Ising spins kan constru-
eren, zodanig dat verschillende elementen verschillende toestanden leveren. 
III 
De bewering dat energie eigenruimten irreducibele representaties van een invariantie 
groep G van de Hamiltoniaan dragen mits G voldoende groot gekozen wordt, moet 
nog worden waargemaakt voor het systeem van een deeltje in een kubus met oneindig 
harde wanden. 
IV 
De wiskunde en natuurwetenschappen vormen een rijke bron van ideeën voor boeien-
de grafische voorstellingen, objecten, mobiles enz.. Tot nu toe is hiervan slechts op 
bescheiden schaal gebruik gemaakt. 
V 
Schuift men twee 2-dimensionale periodieke structuren (zoals vitrage) over elkaar dan 
ontstaat een Moiré patroon met een nieuwe periodiciteit. Dit is te begrijpen door te 
bedenken dat de doorsnijding van de symmetrie groepen van translaties van beide 
structuren weer een groep van translaties is. 
VI 
Indien men de toestanden van de spins in een vierkant 1000 χ 1000 Ising rooster 
weergeeft door witte en zwarte puntjes levert iedere configuratie een soort rasterfoto 
op. Een album van alle op deze wijze zichtbaar gemaakte configuraties bevat o.a. zo'n 
rasterfoto van ieder deel van de zichtbare wereld in verleden, heden en toekomst. 
Nijmegen, 24 februari 1972 J.M. Beltman 


