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a b s t r a c t
The Edelman–Jamison problem is to characterize those abstract
convex geometries that are representable by a set of points
in the plane. We show that some natural modification of the
Edelman–Jamison problem is equivalent to the well known NP-
hard order type problem. The relation to the realizability of
oriented matroids is clarified.
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1. Introduction
Without further notice, all structures are assumed to be finite. A closure space (J,−) is called a
convex geometry if it satisfies the anti-exchange axiom, i.e.
x ∈ A ∪ {y} and x 6∈ A imply that y 6∈ A ∪ {x}
for all x 6= y in J and all closed A ⊆ J. (1)
The points xwith x 6∈ X − {x} are the extreme points of (J,−), the others the interior points. There
is another axiomatization of convex geometries by way of rooted circuits. Most relevant for us is the
special case of rooted triangles (Section 2). The following ‘‘concrete’’ example of convex geometries
shows how they earned their name. Given a set of points X in Euclidean spaceRn, one defines a closure
operator on X as follows: For any Y ⊆ X put Y˜ = conv(Y ) ∩ X , where conv(Y ) stands for the usual
convex hull of points in the plane (and of course |conv(Y )| = ∞ for |Y | > 1). Clearly, the operator
Y 7→ Y˜ satisfies the anti-exchange axiom, and so (X,∼) is a convex geometry.
Problem 1.1 (The Edelman–Jamison Problem [1]). Characterize those convex geometries that are
realizable by a suitable point configuration in Rn.
I In memory of Andries van der Walt, Mathematician and the second author’s father in law.
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Already the case of just one interior point is non-trivial and was pioneered by Edelman and
Larman [2].We review their results in Section 4 and build on them later on. A partial solution of 1.1 for
n = 2 is presented in Section 8 by linking the Edelman–Jamison Problem to theOrder Type Problem.
Let us give some more details. In combinatorial geometry order types (Section 3) were introduced
as a tool to capture essential features of point configurations [3]. Assuming that a configuration is
in a general position, i.e. no three distinct points are collinear, one defines the order type of this
configuration as the function of orientation (positive= 1, negative= −1) of triples of distinct points.
The order type problem asks whether a given function from the triples of distinct members of a set J
into {−1, 1} can be realized as the order type of a suitable configuration of |J| points in the plane. It is
known that the order type problem is NP-hard [4].
We show that point configurations that are equivalent as order types are also isomorphic as
convex geometries (Proposition 3.4). On the other hand, there are plenty of point configurations that
produce the same convex geometry while being non-equivalent as order types. In fact, we show in
Proposition 6.2 that the number of non-equivalent order types corresponding to the same convex
geometry cannot be polynomially bounded.
However, the convex geometry formed by a given point configuration, and the circular clockwise
order of the points in the outside layer L0 of this configuration, determines the order type uniquely
(up to weak equivalence). It follows (Theorem 8.10) that the modified Edelman–Jamison problem
is polynomially equivalent to the order type problem. Here ‘‘modified’’ means that the issue is the
realizability of a convex geometry with preservation of a fixed circular ordering. The connection of it
all with oriented matroids is sketched at the end of Section 8.
We mention that the current work was motivated by [5,6]. More specifically, for X ⊆ Rn and
the associated convex geometry (X,∼) let Co(Rn, X) be the lattice of all closed subsets A = A˜ of X .
Articles [7,8] attempt to characterize those abstract lattices L that are embeddable into Co(Rn, X) for
suitable n ∈ ω and X ⊆ Rn; it suffices to mention that L is necessarily join-semidistributive. While [5,
7,8] are lattice oriented, our work is geometric-combinatorial and thus no lattices will henceforth
appear. In particular, albeit we are concerned with the question as to which (J,−) are isomorphic
to some (X,∼), the structure of those join-semidistributive L’s that are exactly isomorphic to some
Co(Rn, X) remains open.
2. Convex 4-geometries
For any convex geometry (J,−) one can recursively define a family of subsets Li ⊆ J called layers.
Namely,
L0 = {x ∈ J : x 6∈ J \ {x}}
is the set of extreme points of (J,−). It is well known that L0 = J . One can continue by setting
J1 := J − L0 and taking L1 as the set of extreme points of the convex subgeometry (J1,−), and so
forth. In what follows only the outermost layer L0 will be relevant.
Consider now a convex geometry (X,∼) induced by a set of points X ⊆ R2 in general position (see
Section 1). A rooted triangle of (X,∼) is a pair (T , x) such that
T ∪ {x} ⊆ X, |T | = 3, x ∈ T˜ − T
(thus x is in the interior of the triangle spanned by T ). Notice that a fixed T may give rise to many
rooted triangles (T , x), (T , y), and so forth in (X,∼). Since each polygon is partitioned by triangles,
the closure operator Y 7→ Y˜ is determined1 by the setRT (X) of all rooted triangles via
Y˜ = Y ∪ {x ∈ X | ∃(T , x) ∈ RT (X)with T ⊆ Y }.
Call a subsetD of any closure space (J,−) dependent if there is x ∈ Dwith x ∈ D− {x}. An inclusion-
minimal dependent set C is called a circuit (adopting matroid terminology). It easily follows from the
1 In other words, the family {T → {x}| (T , x) ∈ RT (X)} is an implicational base of (X,∼) in the sense of [9].
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Fig. 1. Illustration of Dietrich’s axiom.
Fig. 2. On the idempotency of the operator A 7→ A¯.
anti-exchange axiom (1) that in a circuit C of a convex geometry (J,−) there is a unique element
x = x(C) of C , call it the root of C , such that x ∈ C − {x}.
It is not hard to show that one way to obtain a circuit with root x is as follows. If T ⊆ J − {x} is
inclusion-minimal with x ∈ T , then C := T ∪ {x} is a circuit. Let Circ(J,−) be the set of all circuits of
a convex geometry (J,−).
Definition 2.1. A convex geometry (J,−) is a convex 4-geometry or briefly 4-geometry2 if |C | = 4 for
each C ∈ Circ(J,−).
In particular, as seen above, every convex geometry realizable3 via point configurations in general
position is a 4-geometry. Let now J be any set. It is handy to call a pair (T , x), T any 3-element subset
with x 6∈ T , a candidate rooted triangle. The following proposition is reminiscent of [11], Theorem 7:
Proposition 2.2. Let QRT be a family of candidate rooted triangles of a set J . Then the following are
equivalent:
(i) There is a convex 4-geometry (J,−) such that (T , a) 7→ T ∪ {a} is a bijection from QRT onto
Circ(J,−).
(ii) Dietrich’s axiom: For all (T1, a), (T2, b) ∈ QRT with a ∈ T2 there is (T3, b) ∈ QRT with
T3 ⊆ (T1 ∪ T2)− {a}. In other words: Each triangle having a vertex ‘‘colliding’’ with another triangle’s
root, can be locally shifted whilst keeping its root (Fig. 1).
Proof. As to (i)⇒ (ii), let T1∪{a} and T2∪{b} be circuits of any 4-geometrywith roots a, b respectively.
The assumption a ∈ T2 entails a 6= b. Let T := (T1 ∪ T2) − {a, b}. From a 6∈ T1 ∪ {b} follows
T1 ∪ {b} ⊆ T ∪ {b}, and so a ∈ T ∪ {b}. Ditto b 6∈ T2 ∪ {a} implies b ∈ T ∪ {a}. But the conjunction of
a ∈ T ∪ {b} and b ∈ T ∪ {a} forces by (1) that either a ∈ T or b ∈ T . In both cases b ∈ T . Let T3 ⊆ T be
minimal with b ∈ T 3. Then, as mentioned previously, T3 ∪ {b} is a circuit.
As to (ii)⇒ (i), we draw inspiration from Fig. 2 and first define
A := A ∪ {a| ∃(T , a) ∈ QRT with T ⊆ A}.
2 We could have called (J,−) a 3-geometry because the closure of a set is the union of the closures of all 3-element subsets.
The authors are not aware of any standard terminology.
3 The precise definition of ‘‘realizable’’ will be given in Example 3.2. We note that every convex geometry (J,−) is ‘‘realizable
of sorts’’ by more than |J| points in R2 [10], but this concept of realizability is quite different from ours and will not be further
pursued.
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Obviously this yields amonotone and extensive operator on the powersetP (J). SupposewehadA 6= A
for some A ⊆ J . Picking b ∈ A − A there would be some (T2, b) in QRT with T2 ⊆ A (and trivially
T2 6⊆ A). We may assume that among all possible T2’s of this kind our T2 minimizes |T2 − A|. Pick any
a ∈ T2 − A. Since a ∈ A, there is a (T1, a) in QRT with T1 ⊆ A. By (ii) there is a (T3, b) in QRT with
T3 ⊆ (T1 ∪ T2) − {a}. Since T3 ⊆ A, and since T3 − A ⊆ T2 − (A ∪ {a}) implies |T3 − A| < |T2 − A|,
we get a contradiction to the minimality of T2. Hence our operator Y 7→ Y is idempotent, i.e. a closure
operator. It is clear that the circuits with respect to this closure operator are precisely the members
ofQRT .
In order to verify (1) suppose there was a closed subset A = A of J and distinct elements a, b such
that a ∈ A ∪ {b} and b ∈ A ∪ {a}. We need to show that a, b ∈ A. Indeed, there are (T1, a) and (T2, b)
inQRT with T1 ⊆ A∪{b} and T2 ⊆ A∪{a}. By (ii) there is a (T3, b) inQRT with T3 ⊆ (T1∪T2)−{a}.
From T3 ⊆ A follows b ∈ A. Ditto follows a ∈ A. 
In view of Proposition 2.2 we shall adopt the notation (J,RT ) rather than (J,−) for convex
4-geometries. HereRT is a set of rooted triangleswhich by definitionmeans that the members ofRT
satisfy Dietrich’s axiom. Occasionally however things will be better expressed in terms of the closure
operator X 7→ X than with rooted triangles. Note that any family F of 3-element subsets T of a set
L0 yields a set of rooted triangles by fixing any element a 6∈ L0 and puttingRT := {(T , a)| T ∈ F }.
Indeed, Dietrich’s axiom is void since it only impedes triangles with distinct roots a 6= b. These basic
4-geometries (J,RT ) (J = Lo ∪ {p}) are the subject of Section 4.
3. Order types
For all non-collinear x, y, z ∈ R2 define
sign(x, y, z) :=
{
1, if x, y, z are positively oriented (anti-clockwise)
−1, if x, y, z are negatively oriented.
Recall that sign(x, y, z) = sign(z, x, y) = sign(y, z, x) (cyclic permutability) and sign(x, y, z) =
−sign(x, z, y). It is well known that sign can be defined in terms of determinants (namely sign
(x, y, z) = det(x, y, z) where if x = (x1, x2) then x = (x1, x2, 1)) but except for one occasion in
Section 4 there will be no need to do so.
For a set J let J[3] be the set of all triplets (a, b, c) with distinct a, b, c in J . Following [12] we call
two point configurations X, Y ⊆ R2 equivalent if there is a bijection F : X → Y which preserves the
orientation of all triples in X . Call t : J[3] → {1,−1} an order type on J , if there is a function f : J → R2
such that for all (a, b, c) in J[3] one has
t(a, b, c) = sign(f (a), f (b), f (c)).
The point configuration X := f (J) is then said to realize the order type t . In brief, t is an order type, if
it represents the orientation of triples of some suitable point configuration. If a particular f is relevant,
we shall write t = tf .
Reminiscent to equivalent point configurationswe declare two order types t1 and t2 on J equivalent,
if there is a bijection δ : J → J such that t2 = t1◦δ. Here δ : J[3] → J[3] is the canonical map induced
by δ. A minute’s thought confirms:
Corollary 3.1. Two order types t1 and t2 on J are equivalent if and only if any two corresponding realizing
point configurations X1 and X2 are equivalent.
Example 3.2. Consider the 4-geometry (J,RT ) with J = {1, 2, 3, 4} andRT = {({1, 2, 3}, 4)}. The
bijection f : J → R2 defined by Fig. 3 is a realization of the 4-geometry (J,RT ) in that it maps rooted
triangles to rooted triangles, but g : J → R2 is no realization.
Nevertheless, X = f (J) and Y = g(J) are equivalent as mere point configurations since F(f (1)) :=
g(4), F(f (2)) := g(1), F(f (3)) := g(3), F(f (4)) := g(2) is an orientation preserving bijection. The
above comparisonofX andY is artificial, and only served to illustrate the various concepts. Henceforth,
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Fig. 3. All three point configurations are equivalent, but only two realize the convex 4-geometry in Example 3.2.
Fig. 4. The two point configurations are weakly equivalent but not equivalent.
whenever we compare two point configurations X and Y , they will be realizations of some common
abstract 4-geometry. For instance, h : J → R2 defined by Fig. 3 is another realization of (J,RT ). The
two realizations are equivalent in the sense that there is an orientation preserving bijection between
the corresponding point configurations, namely e.g. G(g(4)) = h(3),G(g(1)) = h(1),G(g(3)) =
h(2),G(g(2)) = h(4). 
Call two order types t1, t2 weakly equivalent if t1 is equivalent to either t2 or−t2. Accordingly point
configurations X and Y are weakly equivalent if there is a weak equivalence F : X → Y , i.e. F is a
bijection which is either uniformly orientation preserving or uniformly orientation reversing.
Example 3.3. Consider the convex 4-geometry on J := {1, 2, . . . , 10} with RT defined by the
realization f (i) := xi in Fig. 4. One can show that the realization g(i) := yi of (J,RT ) in Fig. 4 is
weakly equivalent, but not equivalent to f .
Proposition 3.4. Any two weakly equivalent point configurations X, Y ⊆ R2 induce isomorphic convex
4-geometries.
Proof. Let x1, x2, x3, x ∈ X be distinct. A quick sketch confirms that
x ∈ conv({x1, x2, x3}) ⇔
sign(x1, x2, x3) = sign(x, x2, x3) = sign(x1, x, x3) = sign(x1, x2, x). (2)
Thus, if F : X → Y is a weak equivalence, then
x ∈ conv({x1, x2, x3}) ⇔
sign(x1, x2, x3) = sign(x, x2, x3) = sign(x1, x, x3) = sign(x1, x2, x) ⇔
sign(F(x1), F(x2), F(x3)) = sign(F(x), F(x2), F(x3)) = sign(F(x1), F(x), F(x3)) = sign(F(x1), F(x2), F(x))
⇔ F(x) ∈ conv({F(x1), F(x2), F(x3)}).
This shows that F is an isomorphism of convex 4-geometries. 
As a sneak preview, consider two realizations f , g of (J,RT ) and put X := f (J), Y := g(J). Then
F : X → Y with F(f (i)) := g(i) for all i ∈ J , trivially is an isomorphism of convex 4-geometries, but
not necessarily a weak equivalence. It may be adjustable to a weak equivalence (as in Theorem 4.5),
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and it can happen that X and Y are simply not weakly equivalent (Proposition 6.2). While point
configurations are less abstract than order types, the latter will be more convenient in the proofs.
Here is an appetizer.
Proposition 3.5. For each convex 4-geometry (J,RT ) the following are equivalent:
(i) (J,RT ) is realizable
(ii) There is an order type t on J such that for all distinct a, b, c, d in J one has:
({a, b, c}, d) ∈ RT ⇔ t(a, b, c) = t(d, b, c) = t(a, d, c) = t(a, b, d).
Proof. (i)⇒ (ii). If f : J → R2 is a realization of (J,RT ), then t := tf does the job since for all
a, b, c, d ∈ J:
({a, b, c}, d) ∈ RT ⇔ f (d) ∈ conv({f (a), f (b), f (c)}) (2)⇔
t(a, b, c) = t(d, b, c) = t(a, d, c) = t(a, b, d).
(ii)⇒ (i). Let t = tf be an order type as in (ii). Then f : J → R2 is a realization of (J,RT ) because
for all distinct a, b, c, d in J one has:
({a, b, c}, d) ∈ RT ⇔ t(a, b, c) = t(d, b, c) = t(a, d, c) = t(a, b, d) (2)⇔
f (d) ∈ conv({f (a), f (b), f (c)}). 
For a 4-geometry (J,RT ) define Types(J,RT ) as the set of equivalence classes of order types
tf : J[3] → {−1, 1} induced by realizations f : J → R2. In particular, Types (J,RT ) = ∅ if (J,RT ) is
not realizable. We opted for equivalence classes rather than weak equivalence classes only to follow
common practice. The latter are really more natural in what follows.
4. Basic convex 4-geometries
Let us first dispense with the case of a free 4-geometry (J,∅), i.e. S = S for all S ⊆ J = L0. If |J| = n
then any n-gon (n points in general position) is a realization of (J,∅). Furthermore, if X, Y ⊆ R2 are
two n-gons, then there are n bijections F : X → Y that preserve the orientations of triples, namely
precisely those F ’s that map a fixed circular (say clockwise) ordering of X onto one of the n circular
clockwise enumerations of Y . In particular,4 |Types(J,∅)| = 1.
Recall from Section 2 that a 4-geometry (J,RT ) is basic if it has exactly one interior point p. Their
theory has been pioneered in [2], and we now survey the key features. We put J = [n] ∪ {p} with
[n] = {1, 2, . . . , n}. Since all rooted triangles have the same root p, one can unclutter RT and as
in [2] focus on
F := {{i, j, k}|({i, j, k}, p) ∈ RT }.
Any family F of triples {i, j, k} which has a realization f : J → R2 at all, has a realization g where all
g(i) (1 ≤ i ≤ n) lie on a circlewith center g(p) = f (p). The ‘‘proof by picture’’ [2, 2.1] is given in Fig. 5.
More formally, using determinants it follows at once that F(f (x)) := g(x) (x ∈ J) is orientation
preserving. Hence 3.4 implies that with f also g is a realization of F .
For any family F of triples define i, j ∈ [n] as equipotent, written as i ≡ j, if
(∀k, ` ∈ [n]) {i, k, `} ∈ F ⇔ {j, k, `} ∈ F .
In other words: i and j are equipotent if they can be augmented to triples in the same way.
4 It is an exercise to prove that then-element free 4-geometry has exactly (n−1)!order types t : J[3] → {−1, 1}. Focussing on
all order types (rather than their equivalence classes) would be appropriate in connectionwith automorphisms of 4-geometries.
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Fig. 5. Each realizable basic 4-geometry can be realized with the exterior points suitably spaced on a circle.
Remark 4.1. Distinct elements of a triple in F are never equipotent, and thus there are at least three
equipotency classes.
Indeed, say {i, j, k} ∈ F . Then i 6≡ j since {i} ∪ {j, k} ∈ F but {j} ∪ {j, k} 6∈ F . One checks that for
each isomorphism F of 4-geometries s ≡ t implies F(s) ≡ F(t).
Call F irreducible if no distinct points are equipotent. Otherwise, F is reducible.
Example 4.2. Let n = 8 and let F consist of these triples:
{2, 1, 3}, {6, 1, 3}, {8, 1, 3}
{2, 1, 5}, {6, 1, 5}, {8, 1, 5}
{4, 1, 5}, {7, 1, 5}
{2, 3, 4}, {6, 3, 4}, {8, 3, 4}, {2, 3, 7}, {6, 3, 7}, {8, 3, 7}
{4, 3, 5}, {7, 3, 5}.
(3)
Is F realizable? First, one computes the ≡ classes, which are {1}, {2, 6, 8}, {3}, {4, 7}, {5}. Let k˜
denote the ≡ class of k. By Remark 4.1, if {a, b, c} ∈ F then {a˜, b˜, c˜} has cardinality 3 (but of course
{a, b, c} 6= {d, e, f } may entail {a˜, b˜, c˜} = {d˜, e˜, f˜ }). Here the resulting collection F ∗ of triples of ≡
classes is:
{2˜, 1˜, 3˜}, {2˜, 1˜, 5˜}, {4˜, 1˜, 5˜}, {2˜, 3˜, 4˜}, {4˜, 3˜, 5˜}.
By construction F ∗ is irreducible. Putting
F ∗{i, j} := {k| {i, j, k} ∈ F ∗}
we have
F ∗{1˜, 2˜} = {3˜, 5˜}, F ∗{3˜, 5˜} = {2˜}, F ∗{1˜, 4˜} = {5˜}
F ∗{1˜, 5˜} = {2˜, 4˜}, F ∗{2˜, 3˜} = {1˜, 4˜}, F ∗{2˜, 4˜} = {3˜}
F ∗{2˜, 5˜} = {1˜}, F ∗{3˜, 4˜} = {2˜, 5˜}, F ∗{3˜, 5˜} = {4˜}
F ∗{4˜, 5˜} = {1˜, 3˜}.
On the set of equipotency classes define a directed graphD∗ as follows. Put an arrow i˜→ k˜ if and
only if there existmaximal sets F ∗{i˜, j˜} and F ∗{k˜, ˜`} such that
F ∗{i˜, j˜} − F ∗{k˜, ˜`} = {k˜}
F ∗{k˜, ˜`} − F ∗{i˜, j˜} = {j˜}.
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Fig. 6.
In our example we e.g. have 2˜→ 4˜ because
F ∗{2˜, 3˜} − F ∗{4˜, 5˜} = {4˜}
F ∗{4˜, 5˜} − F ∗{2˜, 3˜} = {3˜}.
Generally, F ∗ is realizable if and only ifD∗ is a directed circle [2, 3.4].
Remark 4.3. In view of |F | = O(n3) it follows that the realizability of a basic 4-geometry with n
elements can be decided in time O(n5).
Generally the numberm of equipotency classes is odd [2, 3.2]. Here we havem = 5 andD∗ is
1˜→ 3˜→ 5˜→ 2˜→ 4˜→ 1˜. (4)
One realization of F ∗ is obtained by taking the points to be the vertices of a regularm-gon [2, 3.3],
ordered (either clockwise or anti-clockwise) according toD∗. That circular ordering persists for every
realization f : [n] → R2 [2, 3.5].
Generally F is realizable if and only if F ∗ is realizable [2, 2.3]. A realization f of F ∗ on a circle
yields a realization of F on the same circle when each f (k˜) is split into |k˜| points which are ‘‘slightly’’
displaced from the original. In view of (4), Fig. 6 is therefore a realization of F :
One verifies that the rooted triangles in Fig. 6 correspond to the triples in (3). As to the meaning
of ‘‘slightly’’ displaced, when f (8) is moved too much towards f (5), the triple {f (1), f (5), f (8)} will
become ‘‘unrooted’’ in that its convex hull will loose f (p) (dashed line). 
In what follows, we switch back from notation F toRT .
Definition 4.4. A convex 4-geometry (J,RT ) has unique realizable circular orderings (URCO) if for
any two realizations f , g the circular orderings of f (L0) ⊆ R2 and g(L0) ⊆ R2 are the same (up to
reflection). We say that (J,RT ) has an unique order type (UOT) if for any two realizations f , g the
order type tf is either equivalent to tg or to−tg .
Observe that both URCO and UOT cover the possibility that (J,RT ) is not realizable at all.
Theorem 4.5. Each basic 4-geometry (J,RT ) has an unique order type. If (J,RT ) is moreover
irreducible, then it has unique realizable circular orderings.
Proof. The claim about URCO has been stated before in another manner. As to UOT, for all (including
reducible) basic 4-geometries (J,RT ) let Ji = {(i, 1), (i, 2), . . . , (i, ai)} be the equipotency classes of
(J,RT ), so J = ⋃{Ji|1 ≤ i ≤ m}. Fix any realizations f , g : J → R2 and put X := f (J) and Y := g(J),
as well as X0 = X−{f (p)} and Y0 = Y−{g(p)}. As seen in Section 3, wemay assumewithout changing
order types that X0 and Y0 lie on circles centered at f (p) and g(p) respectively. If we define F : X → Y
by F(f (p)) = g(p) and F(f (i, j)) = g(i, j), then F preservesRT but is generally noweak equivalence
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Fig. 7. Any two realizations of a (realizable) basic 4-geometry are weakly equivalent.
(see the remark after Proposition 3.4). Rather recall that X0 and Y0 feature the same (up to reflection)
circular ordering of≡ classes, for instance as in Fig. 7 (herem = 5).
Let F : X → Y be the bijection that matches the circular orderings in the ‘‘obvious way’’. Thus in
our case
F(f (4, 1)) = g(4, 2), F(f (4, 3)) = g(4, 1), F(f (4, 2)) = g(4, 3),
F(f (1, 1)) = g(1, 1), F(f (3, 2)) = g(3, 1), F(f (3, 1)) = g(3, 2),
and so forth. Generally, for any x ∈ X0 let x′ ∈ X0 denote the clockwise successor of x, and for any
y ∈ Y0 let y′ ∈ Y0 be the clockwise successor of y. Thus F transfers one circular ordering upon the
other one in the sense that either (a) F(x′) = F(x)′ for all x ∈ X0, or (b) F(x′)′ = F(x) for all x ∈ X0
(which happens in Fig. 7). Distinguishing the cases p ∈ {x, y, z} and p 6∈ {x, y, z} one verifies at once
that:
in case (a), sign(F(x), F(y), F(z)) = sign(x, y, z) for all (x, y, z) ∈ J[3];
in case (b), sign(F(x), F(y), F(z)) = −sign(x, y, z) for all (x, y, z) ∈ J[3]. 
5. Unique circular orderings
Here we ask in which way features of basic 4-geometries could possibly be extended to
4-geometrieswhose set P of interior points has |P| > 1. Firstwe extend the concept of irreducibility to
non-basic 4-geometries (J,RT ) in the natural way. For p ∈ P fixed call i, j ∈ L0 p-equipotent, written
as i≡p j, if
(∀k, ` ∈ L0) ({i, k, `}, p) ∈ RT ⇔ ({j, k, `}, p) ∈ RT .
The≡p class of x ∈ L0 is denoted as [x]p. Call i, j ∈ L0 equipotent, written as i ≡ j, if i≡p j for all p ∈ P ,
and call (J,RT ) irreducible if≡ is the equality relation. Of course, for basic 4-geometries ‘‘equipotent’’
respectively ‘‘irreducible’’ coincide with the corresponding concepts introduced in Section 4.
A non-basic 4-geometry (J,RT ) cannot, in any sensible way, be ‘‘reduced’’ to an irreducible
4-geometry (J∗,RT ∗) as in Section 4. This relates to the fact that the equipotency classes of a
realizable non-basic 4-geometry no longer need to be contiguous segments of L0. Nevertheless, the
concept of irreducibility will be useful in connection with circular orderings of the outer layer L0.
Recall that whenever the 4-geometry that (J,RT ) induces on L0 ∪ {p} happens to be realizable, then
the circular arrangement Xp of≡p classes is unique. As to notation, if say Xp = (S2, S3, S1, S4) (where
Si = [xi]p), then e.g.
Xp = (S4, S2, S3, S1) = (S1, S3, S2, S4) = (S2, S4, S1, S3) 6= (S3, S1, S2, S4).
We say that a circular arrangement Y = (y1, y2, . . . , yn) of L0 refines Xp if all ≡p classes in Xp are
segments {ys, ys+1, ys+2, · · ·} of Y (mod n).
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Definition 5.1. A convex 4-geometry (J,RT ) with outer layer L0 and set of interior points P has
circular orderings (CO) if all induced 4-geometries on L0∪{p} are realizable with corresponding ‘‘local’’
circular arrangements Xp, and if there is at least one ‘‘global’’ circular arrangement Y of L0 that refines
all Xp (p ∈ P). We say that (J,RT ) has unique circular orderings (UCO) if there is at most one such Y .
Circular arrangements A of L0 are not subject to any requirements. Suppose Y = (y1, . . . , yi, . . . ,
yj, . . .) refines all Xp and yi≡p yj for all p ∈ P . Then also Y ′ = (y1, . . . , yj, . . . , yi, . . .) refines all Xp.
Hence reducibility entails the violation of UCO. Its contraposition is the first implication below:
UCO ⇒ irreducible
UCO ⇒ URCO ⇒ UOT
realizable ⇒ CO.
(5)
All these implications follow at once from the definitions, except for URCO⇒ UOT which will be
established in 8.9. As seen in Section 4, for basic 4-geometries one has (irreducible⇔ UCO⇔ URCO).
Here comes another kind of 4-geometry for which one has (irreducible⇒ UCO).
Theorem 5.2. Every irreducible convex 4-geometry which for each p ∈ P has all ≡p classes of different
cardinalities, has an unique circular ordering.
In order to show that some 4-geometry (J,RT ) has at most one circular ordering one can
proceed as follows. Say L0 = [n]. Fix circular orderings (say) Y1 = {1, 2, . . . , n} and Y2 =
{σ(1), σ (2), . . . , σ (n)}, where σ : L0 → L0 is a bijection, and verify Y1 = Y2. That boils down to
showing that either σ(i) is a circular shift σ ′(i) = i+ t(mod n), or σ = τ ◦σ ′ where τ is the reflection
operator τ(i) := (n + 1) − i. For our particular kind of (J,RT ) we are going to show that in fact
σ(i) = i. Namely, since σ maps≡p classes upon≡p classes (preserving their circular ordering Xp), and
since all≡p classes have different cardinalities, each class [i]p is mapped upon itself. By irreducibility,⋂{[i]p : p ∈ P} = {i}, and so σ(i) = i. 
The requirement in 5.2 that all≡p classes have different cardinalities can be weakened. It suffices
that for each fixed p ∈ P and fixed cardinality k, the ≡p classes of cardinality k are neither equally
spaced (to prevent rotational symmetry) nor mirror symmetric with respect to some axis through the
circle. In the next example one has such mirror symmetry, and indeed UCO fails.
Example 5.3. For t ≥ 2 fixed consider the convex 4-geometry (Jt ,RTt) defined by
Jt = L0 ∪ P = {1, 2, 3, . . . , 2t} ∪ {p1, p2, . . . , pt}
andRTt consisting of
({1, 2, x}, p1) (x ∈ Jt − {1, 2, p1})
({3, 4, x}, p2) (x ∈ Jt − {3, 4, p2})
...
({2t − 1, 2t, x}, pt) (x ∈ Jt − {2t − 1, 2t, pt}).
In Fig. 8 some realization f : Jt → R2 is defined (for readabilitywewrote x instead of f (x) throughout).
Using either directly the definition ofRTt or Fig. 8, one verifies that
Xpi = {{2i− 1}, {2i}, L0 − {2i− 1, 2i}} (1 ≤ i ≤ t).
It follows that the intersection of all ≡pi is the identity relation, i.e. (Jt ,RTt) is irreducible.
Nevertheless there are 2t circular orderings of L0. Namely, each pair {2i − 1, 2i} may be swapped
independently of all other pairs without alteringRTt or the local circular orderings Xpi . For instance,
consider the circular ordering L0 = {2, 1, 4, 3, 5, 6, 7, . . . , 2t}. Then
Xp1 = {{1}, {2}, {3, 4, . . . , 2t}} becomes {{2}, {1}, {4, 3, . . . 2t}}
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Fig. 8. The circular ordering of this convex 4-geometry is not unique.
but the latter is again Xp1 since {3, 4, . . . , 2t} = {4, 3, . . . , 2t} and the circular ordering arising
from swapping {1}, {2} is just the reflection of the initial circular ordering. Similarly all other Xpi stay
invariant. 
The next concept will be relevant in Section 8.
Definition 5.4. A class C of convex 4-geometries of unbounded cardinalities has polynomially unique
circular orderings (PUCO) if each (J,RT ) in C has UCO, and if there is a polynomial algorithm which
decides whether any (J,RT ) in C has 0 or 1 circular orderings.
We stress that despite the U in PUCO, some members of a PUCO class may have no circular
orderings. Although all 4-geometries in Theorem 5.2 have UCO, that alone does not make this class
a PUCO class since there is no obvious polynomial algorithm that decides between 0 and 1 in each
case. As seen in Example 5.3, not every unbounded class of 4-geometries has PUCO. However, in the
remainder of this section it will be shown that under weak hypotheses PUCO and URCO take place.
Call two equivalence relations ≡p and ≡q on L0 antagonistic if one ≡p class contains all but one
≡q class (so far no circular orderings feature). Evidently, the one remaining ≡q class will contain all
but one ≡p class, hence the antagonist relation is symmetric. Notice that each Xp in Example 5.3 is
a member of many antagonistic pairs Xp, Xq. Call a 4-geometry antagonism sparse if all 4-geometries
L0 ∪ {p}(p ∈ P) are realizable (and whence the local circular orderings Xp exist), and if at least one Xp
does not belong to any antagonistic pair.
Theorem 5.5. Let C be the class of all irreducible antagonism sparse 4-geometries. Then C has
polynomially unique circular orderings.
Proof. We first give an outline of the claimed polynomial algorithm for members (J,RT ) of C. Fix
some p ∈ P (=set of interior points) for which Xp is not involved in any antagonistic pair. Say
Xp = (S1, S2, . . . , Sm). For each fixed non-singleton≡p class Si, and every distinct a, b ∈ Si, we attempt
to define a directed edge: either a→ b or b→ a or both. This will be done in such a way that a→ b
entails the following: If Y is any (potential) circular ordering of L0, and the segment Si of Y is traversed
in direction Si−1 → Si → Si+1, then a is met before b.
There will be one situation (in subcase 2.2 below) where no directed edge between a and b can be
defined. This results in the ‘‘immediate’’ rejection of UCO. If for all Si (1 ≤ i ≤ m) all directed edges can
be defined, then one individually checks each Si whether it herewith becomes linearly ordered. That
happens if and only if Si is a singleton or features no directed cycles, in particular no doubly directed
edge a ↔ b. If some Si does not get linearly ordered, UCO fails. If all Si (1 ≤ i ≤ m) enjoy linear
orderings, thenwe concatenate them in the order S1, S2, . . . , Sm, S1 andget some circular arrangement
Y of L0. If Y happens to refine all Xq’s (q ∈ P), then Y is a circular ordering and UCO holds. Otherwise
UCO fails.
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We now come to the fine details, and leave it to the reader to check that all the computations
involved can be done in polynomial time. Say i = 2 and fix distinct a, b ∈ S2. By definition we put a
directed edge a→ b if and only if a q→ b for some q ∈ P with a 6≡q b. Here a q→ b will be defined in
such a way that the specific shape of Xq forces that a comes before b in each potential global circular
ordering of L0 that is traversed in direction S1 → S2 → S3. Although not a priori clear, it will turn out
that in all cases we are either forced to conclude a
q→ b or b q→ a or that UCO fails. First of all, since
(J,RT ) is irreducible, Q := {q ∈ P : a 6≡q b} is non-empty. This is crucial because if Q was empty, a
decision between a
q→ b and b q→ a would be omitted without ‘‘not UCO’’ being the reason for that.
Fix q ∈ Q .
Case 1. There is i 6= 2 with [a]q ∩ Si 6= φ.
Subcase 1.1. [a]q ∩ S1 = φ. Then in any circular ordering Y of L0 the segment [a]q covers all elements
of S2 to the right of a (i.e. in direction S2 → S3 → · · · → Si). Because b ∈ S2 but b 6∈ [a]q, we conclude
that b
q→ a.
Subcase 1.2. [a]q∩ S1 6= φ. Then [a]q covers all elements of S2 to the left of a (i.e. in direction S2 → S1),
and similarly follows a
q→ b.
Case 2. [a]q ∩ Si = φ for all i 6= 2, and thus [a]q ⊆ S2.
Subcase 2.1. There is i 6= 2with [b]q∩Si 6= φ. Mutatis mutandis as above one argues that either b q→ a
or a
q→ b.
Subcase 2.2. [b]q ∩ Si = φ for all i 6= 2, and thus [b]q ⊆ S2. So neither [a]q nor [b]q touches upon S1 or
S3. Imagine (that is not the only dooming scenario) there were only three ≡q classes altogether, the
third one being [c]q. Because Xq = ([a]q, [b]q, [c]q) = ([b]q, [a]q, [c]q) (one is the reflection of the
other), the knowledge of Xq cannot settle whether a
q→ b or b q→ a!
Fortunately by assumption Xp and Xq are not antagonistic, and so not all Si (i 6= 2) are contained
in a single≡q class. Hence there are c ∈ S1 and d ∈ S3 with c 6≡q d. The classes [a]q, [b]q, [c]q, [d]q are
distinct and there is of course a unique way of writing down the local circular ordering Xq with [c]q
first and [a]q appearing before [d]q:
Xq = ([c]q, . . . , [a]q, . . . , [d]q, . . .).
If [b]q appears between [c]q and [a]q, then b q→ a. If [b]q appears between [a]q and [d]q, then a q→ b.
If [b]q appears after [d]q, then there cannot be a circular ordering Y of L0, and so UCO fails. 
A couple of comments are in order. If for each q ∈ P the number of ≡q classes is at least 2 more
than the size of the largest≡q class, then there clearly cannot be antagonistic pairs, and so PUCO holds
by 5.5. On the other hand, consider increasing antagonism from sparse to moderate by allowing that
each Xp is a member of several antagonistic pairs but subject to this condition:
For each fixed ≡p class S there is at most one q ∈ P − {p} such that ≡q has
a class that collapses all ≡p classes disjoint from S. (6)
Call (J,RT ) strongly irreducible if for each p ∈ P the intersection of all ≡q (q ∈ P − {p}) is still
the identity. An easy adaption of the proof of 5.5 shows that each class C of strongly irreducible,
moderately antagonistic 4-geometries has PUCO. Notice that for t ≥ 3 the realizable 4-geometry
(Jt ,RTt) of 5.3 is strongly irreducible but not moderately antagonistic.
We close this section by exhibiting a class of URCO (not necessarily UCO, see (5)) convex
4-geometries. Consider this condition, that can be formulated for an arbitrary 4-geometry (using the
closure operator determined byRT ) and that in the realizable case is illustrated in Fig. 9.
(7) There is a circular arrangement A of L0 and some p ∈ P such that for all choices of a1, a2, ak with
A writable as (a1, a2, . . . , ak, . . . , an) and p 6∈ {a1, a2, a3, . . . , ak} this is true. There are x, y ∈ P
such that:
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Fig. 9. This convex 4-geometry has unique circular orderings.
Fig. 10. The state of affairs when the convex 4-geometry of Theorem 5.6 happens to be realizable.
(i) x, y ∈ {p, a1, ak}
(ii) x ∈ {p, a1, a2}
(iii) y ∈ {p, a2, ak}.
Theorem 5.6. Each convex 4-geometry that satisfies (7) has unique realizable circular orderings.
Proof. Suppose (J,RT ) had a realization g : J → R2 with a circular ordering of g(L0) ⊆ R2 different
from A in (7). Then there are non-neighboring a1, ak ∈ A such that g(a1) and g(ak) are neighboring
in g(L0). Let a1, a2, ak, x, y ∈ J be such that (i), (ii), (iii) in (7) take place. From (i) it follows that
g(x), g(y) ∈ conv{g(p), g(a1), g(ak)}.
Case 1. g(a2) is opposite g(a1)with respect to line(g(p), g(ak)). This is impossible because by (iii) we
have g(y) ∈ conv{g(p), g(a2), g(ak)}.
Case 2. g(a2) and g(a1) are on the same side of line(g(p), g(ak)). Since g(a1), g(ak) are neighboring
extreme points, g(a2) must be opposite g(ak) with respect to line(g(p), g(a1)), and so g(x) 6∈
conv{g(p), g(a1), g(a2)} (see Fig. 10). But this is a contradiction since (ii) forces g(x) ∈
conv{g(p), g(a1), g(a2)}. 
6. Convex 4-geometries with many order types
In the previous section we pondered how many circular orderings of L0 may arise in the various
realizations of a fixed 4-geometry. Albeit (Jt ,RTt) in 5.3 had 2t realizations with different circular
orderings, notice that all these realizations were equivalent. This leads us to shift focus from many
circular orderings to many inequivalent realizations. Our construction of (J,RT ) in 6.2 is akin to the
one in 5.3 in that the interior points are close to L0, but additionally we shall have ‘‘clusters’’ of points
on L0.
We need to first sort out some technicalities of integer partitions.
For a fixed k ≥ 3 define a good k-partition of the integer n as a k-tuple A = (a1, . . . , ak) of integers
such that
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(i) a1 + a2 + · · · + ak = n
(ii) a1 ≤ a2 ≤ · · · ≤ ak
(iii) a1 + a3, a2 + a4, . . . , ak−1 + a1, ak + a2 are distinct.
Let f (n, k) be the number of good k-partitions of n. In order to get 4-geometries with many
inequivalent realizations, property (iii) will be crucial. One may think that (iii) follows from (ii)
provided≤ is replaced by<. This is true for k = 5 since
a1 + a3 < a4 + a1 < a2 + a4 < a5 + a2 < a3 + a5,
but false for k ≥ 6 since e.g. A = (1, 2, 3, 4, 5, 6) has 2 + 4 = 5 + 1 and 3 + 5 = 6 + 2. Another
approach towards (iii) is to start out with distinct integers v1, . . . , vk and tackle the linear system
ai−1 + ai+1 = vi where i − 1, i + 1 are mod k. Interestingly, due to properties of circulant matrices,
this system has a unique solution (a1, . . . , ak) for all choices of (v1, . . . , vk)whenever k 6≡ 0 (mod 4),
but when the vi’s are positive integers the same need not be the case for the ai’s. Fortunately, one can
get around these difficulties.
Lemma 6.1. For each fixed k ≥ 6 there is a positive constant c such that f (n, k) > cnk−1 for all large
enough n.
Proof. The number q(n, k) of partitions of n into k parts is well known to asymptotically go to
nk−1/k!(k − 1)! as n → ∞. If q∗(n, k) is the number of partitions of n into k distinct parts, then
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as n → ∞. Now b1 + b3 > b2 + b4 > · · · > bk−2 + bk, and any two adjacent numbers differ by at
least 2. Also bk−1+b1 is at least 2 more than bk+b2, but either of themmay equal one of the numbers
above (as seen for k = 6). Using that k ≥ 6 one can always find indices i 6= j such that after adjusting5
bi := bi+1 and bj := bj+1 all k numbers b1+b3, . . . , bk+b2 become distinct. Furthermore of course
b1 ≥ b2 ≥ · · · ≥ bk. It follows that

















)−1 and all large enough n,
the right hand side in (9) is≥ cnk−1. 
Proposition 6.2. For k ≥ 3 fixed the number of inequivalent realizations of a convex 4-geometry on n+3k
points cannot be bound by a polynomial in n.
Proof. By Lemma 6.1 it suffices to show that for fixed k ≥ 3 and n one can associate with each good
k-partition A of n a point configuration X(A) ⊆ R2 such that the X(A)’s are mutually inequivalent, yet
induce up to isomorphism the same convex 4-geometry (J(n, k),RT (n, k)). This X(A) is visualized in
Fig. 11.
Specifically, put k points αi equally spaced on a circle. Split each point αi into ai points which are
lined up in arc formation, neighboring ‘‘very closely’’ (more precision in amoment). In Fig. 11 imagine
the ai points within the fat dot αi. Call these n = a1 + · · · + ak points x the cluster points. Between
5 Here bi, bj are augmented in all cases, i.e. whether equality occurs twice, once, or not.
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Fig. 11. This convex 4-geometry has many weakly inequivalent realizations.
α1 and α2 choose two close twin points b1, b2 on the circle and do the same between each αi and
αi+1(mod k). These n + 2k points will constitute the outer layer of X(A). Very close to the middle of
segment (b1, b2) and inside the polygon, put an interior point b3. Ditto choose c3 for (c1, c2) and so
forth. The resulting point configuration X(A) has cardinality n+ 3k and defines a convex 4-geometry
whose setRT (A) of rooted triangles consists of the following. All ({b1, b2, x}, b3)where x ranges over
all points 6= b1, b2, b3 of X(A), all ({c1, c2, x}, c3)with x 6= c1, c2, c3, and so forth. A moment’s thought
confirms that, provided the mentioned distances in the construction of X(A) are short enough, there
are no other rooted triangles. It follows that for every k-partition B of n one has RT (B) = RT (A),
i.e. the convex 4-geometries induced by X(A) ⊆ R2 and X(B) ⊆ R2 are isomorphic.
To prove that these point configurations are however pairwise inequivalent, fix an orientation
preserving bijection F : X(A) → X(B), where B = (b1, . . . , bk). We attempt to show that B = A.
Each cluster point occurs in k rooted triangles while each twin point occurs in n + 3k − 3 of them.
Hence F maps cluster points upon cluster points (using 3.4). Fix any cluster point x, say belonging to
α2. If y belongs to α3 then line(x, y) has precisely one interior point (in this case d3) on one side, and
the other interior points on the other side. The same happens to line(x, y) when y belongs to α1, but
not when y belongs to any other αi. We thus call the number val(A, x) := a1 + a3 the valency of x.
Generally, for all 1 ≤ i ≤ k
(∀x ∈ αi) val(A, x) = ai−1 + ai+1(=: val(αi))
(∀z ∈ βi) val(B, z) = bi−1 + bi+1(=: val(βi))
where i−1, i+1 aremodulo k. Since F is orientation preserving, x and F(x) have the same valency for
all cluster points x. Say x1, x2 ∈ αi both have valency v. Then also F(x1) (say ∈ βh) and F(x2) (say ∈ βj)
have valency v. Because different βi have different valencies (by property (iii) for B), we conclude that
h = j. In other words, F maps the set αi into one set βh and thus (argue with F−1) also onto one set βh.
Therefore αi and βh have the same cardinality ai. Hence as multisets {a1, . . . , ak} = {b1, . . . , bk} and
thus A = B. 
Observe that (J(n, k),RT (n, k)) is reducible since the n-set of all clustered points constitutes an
equipotency class (the other equipotency classes are singletons). In contrast, we conjecture in 8.15
that for irreducible 4-geometries the number of inequivalent realizations is polynomially bound.
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7. Quasi-order types
Suppose t = tf is an order type on a set J , and x, y ∈ J are such that
(∀z ∈ J − {x, y}) t(x, y, z) = −1. (10)
Then obviously f (x), f (y) must be two adjacent points of the outermost layer of the point
configuration f (J) ⊆ R2. The converse holds as well. This motivates the following concept.
Definition 7.1. For a finite set J , a function t : J[3] → {−1, 1} is a quasi-order type if there is a convex
4-geometry (J,RT ) such that:
(i) For all distinct a, b, c, d ∈ J one has:
({a, b, c}, d) ∈ RT ⇔ t(a, b, c) = t(d, b, c) = t(a, d, c) = t(a, b, d).
(ii) By definition the digraph D(t) of t has vertex set L0 and a directed edge (x, y) if and only if
t(x, y, z) = −1 for all z ∈ J − {x, y}. We require that D(t) be a directed cycle and that t supports
the ensuing circular arrangement A = (a1, a2, . . . , an) of L0 in the sense that
t(ai, ai+r , ai+s) = −1 for all 1 ≤ i ≤ n and 0 < r < s < n.
Of course, each order type is a quasi-order type. In view of (i) the 4-geometry (J,RT ) in 7.1 is
uniquely determined by t , and so is A. We say that t determines the ordered 4-geometry (J,RT , A).
Remark 7.2. Using 2.2 it can be tested in polynomial time whether or not a function t : J[3] →
{−1, 1} is a quasi-order type. If the answer is yes, also the corresponding ordered 4-geometry
(J,RT , A) can be computed in polynomial time.
8. Complexity of the modified Edelman–Jamison problem
We attempt to link the Edelman–Jamison Problem 1.1 to:
Problem 8.1 (The Order Type Problem). Given any function t : J[3] → {1,−1}, recognize whether it
is an order type.
It is known that the Order Type Problem is NP-hard. More on that and the relation to oriented
matroids comes at the end of this section. For now we proceed to the modified Edelman–Jamison
Problem and show that it is polynomially equivalent to the Order Type Problem.
Problem 8.2 (The Modified Edelman–Jamison Problem). Given an ordered 4-geometry (J,RT , A),
decide whether it can be realized in the sense that there is a realization f of (J,RT ) such that the
circular arrangement of f (L0) ⊆ R2 matches A.
Of course, if (J,RT , A) is realizable, then Amust have been a circular ordering in the sense of 5.1.
Definition 8.3. A circular arrangement A = (a1, . . . , an) of the outermost layer L0 of a convex
4-geometry (J,RT ) satisfies the carousel rule if, for any element x ∈ J , and any distinct element
y ∈ J \ L0, there exists exactly one i ≤ n such that
({x, ai, ai+1}, y) ∈ RT (modulo n). (CR)
Fig. 12 illustrates the carousel rule in the realizable case. Point y belongs to the polytope with
vertices a1, . . . , an, in that circular order, but it is not a vertex of this polytope. For any other point
x of that polytope (including the case when x is one of a1, . . . , an) we consider the splitting of the
polytope into triangles {x, ai, ai+1}. The carousel rule is the statement that y belongs to exactly one of
those triangles.
The following is akin to the case n = 3 in (CR), but all 3-element subsets {a, b, c} ⊆ J are
considered.
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Fig. 12. The carousel rule in the realizable case.
Fig. 13. The state of affairs when the convex 4-geometry of Lemma 8.7 happens to be realizable.
Definition 8.4. Wewill say that the convex 4-geometry (J,RT ) satisfies the 3-carousel rule, if for any
five distinct points a, b, c, x, y ∈ J with x, y ∈ {a, b, c} exactly one of the following alternatives takes
place:
y ∈ {a, b, x}, y ∈ {a, c, x}, y ∈ {b, c, x}.
Of course, the first statement say, amounts to ({a, b, x}, y) ∈ RT , but this notation would be a bit
clumsy in what follows.
Lemma 8.5. Every realizable 4-geometry (J,RT ) satisfies the 3-carousel rule. Furthermore, if Y =
(a1, . . . , an) is a circular ordering of L0 induced by a realization, then Y satisfies the carousel rule.
Lemma 8.6. Given a convex 4-geometry (J,RT ) and a circular arrangement A of its outermost layer,
it can be checked in polynomial time whether A satisfies the carousel rule, and whether this convex
4-geometry satisfies the 3-carousel rule.
The proofs of Lemmas 8.5 and 8.6 are evident.
Lemma 8.7. Let a, a′, a′′, b be distinct elements of a convex 4-geometry (J,RT ) that satisfies the
3-carousel rule, and suppose b ∈ T := {a, a′, a′′}. Put
S := {b, a′, a′′} ⊆ T
S ′ := {x ∈ S| b ∈ {x, a, a′′}} (a′′ is correct)
S ′′ := {x ∈ S| b ∈ {x, a, a′}} (a′ is correct).
Then S = S ′ ∪ S ′′ and S ′ ∩ S ′′ = {b}.
Proof. As a guideline, Fig. 13 illustrates the realizable case, but realizability is not assumed.
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Fig. 14. State of affairs when the ordered 4-geometry (J,RT , A) in Lemma 8.8 happens to be realizable (Case 2).
By the 3-carousel rule each x ∈ T \ {b} satisfies exactly one of these (for x ∈ {a, a′, a′′} the claim is
trivial):
b ∈ {x, a, a′} or b ∈ {x, a, a′′} or b ∈ {x, a′, a′′}.
However, if x ranges over S \ {b}, the last alternative is impossible because of x ∈ {b, a′, a′′} and the
anti-exchange property (1). It follows that S ′ ∪ S ′′ = S and S ′ ∩ S ′′ = {b}. 
Obviously, in the realizable case the points 6=b of S ′ are exactly the ones on the same side of
line(a, b) as a′, and the points 6=b of S ′′ are on the same side of line(a, b) as a′′.
Lemma 8.8. Given is a convex 4-geometry (J,RT ) that satisfies the 3-carousel rule and the carousel rule
for some circular arrangement A = (a1, . . . , an) of L0. Then one can define in polynomial time a function
t∗ : J[3] → {−1, 1} that supports A and which, provided (J,RT , A) happens to be realizable, has these
properties:
(a) t∗ is an order type of (J,RT , A).
(b) Every realization f of (J,RT , A) has order type tf = t∗.
Proof. Since t∗ must support A, for any distinct a, b, x ∈ A the value of t∗(a, b, x) is forced by 7.1 and
the fact that t∗(b, a, x) = −t∗(a, b, x). We proceed by cases to define t∗(a, b, x) ∈ {−1, 1} for the
remaining (a, b, x) ∈ J[3]. Properties (a), (b) of t∗ will be dealt with afterwards.
Case 1. a, b belong to L0, say a = ai and b = aj. Say i < j (the case j > i is similar).We put J1 := J \{a, b}
and set K ′ := {ai, ai+1, . . . , aj} ∩ J1 and K ′′ := {aj, aj+1, . . . , ai} ∩ J1 (modulo n). It follows from the
carousel rule (put x := ai) that every y ∈ J1 is in precisely one of K ′ or K ′′. Put t∗(a, b, x) = 1 for all
x ∈ K ′ and t∗(a, b, x) = −1 for all x ∈ K ′′.
Case 2. If a ∈ L0 and b 6∈ L0 (vice versa is similar), then say a = a1. According to the carousel rule
b ∈ T := {a, aj, aj+1} for some unique j > 1. Furthermore, again by the carousel rule, each y ∈ J \ L0
belongs to exactly one of these sets:
A1 := {a1, . . . , aj} or T or A2 := {aj+1, . . . , an, a1}.
Now let S, S ′, S ′′ ⊆ T be as in Lemma 8.7 (with aj, aj+1 corresponding to a′, a′′) and define
K ′ := (A1 ∪ {b, a, aj} ∪ S ′) ∩ J1
K ′′ := (A2 ∪ {b, a, aj+1} ∪ S ′′) ∩ J1.
By the 3-carousel rule each y ∈ T \ {a, aj, aj+1, b} belongs to exactly one of
S = {b, aj, aj+1} or {b, a, aj} or {b, a, aj+1}.
In view of S ′ ∪ S ′′ = S, S ′ ∩ S ′′ = {b} (Lemma 8.7) it follows that K ′, K ′′ is a bipartition of J1. Put
t∗(a, b, x) = 1 for all x ∈ K ′ and t∗(a, b, x) = −1 for all x ∈ K ′′. For the time being, consider Fig. 14 as
a Venn diagram of various set relations, rather than as a realization in R2.
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Fig. 15. State of affairs when the ordered 4-geometry (J,RT , A) in Lemma 8.8 happens to be realizable (Case 3).
Case 3. If both a, b 6∈ L0, we proceed similarly to Case 2 (and analogous remarks apply for the
accompanying Fig. 15). Due to the carousel rule there are unique i, j such that a ∈ {b, ai, ai+1} and
b ∈ {a, aj, aj+1}. By the anti-exchange property i 6= j, say i < j. Again by the carousel rule, each
y ∈ J \ L0, y 6= a, will be in exactly one of
A1 := {a, ai+1, . . . , aj} or T := {a, aj, aj+1} or
A2 := {a, aj+1, . . . , ai} or W := {a, ai, ai+1}.
Let S := {b, aj, aj+1} and S ′, S ′′ ⊆ S be as in Lemma 8.7, with correspondence aj ↔ a′ and
aj+1 ↔ a′′. Similarly, in view of W = {b, ai, ai+1}, let W ′,W ′′ ⊆ W be as in Lemma 8.7, with
correspondence ai+1 ↔ a′ and ai ↔ a′′. Putting
K ′ := (A1 ∪ {b, a, aj} ∪ S ′ ∪W ′) ∩ J1
K ′′ := (A2 ∪ {b, a, aj+1} ∪ S ′′ ∪W ′′) ∩ J1
it follows mutatis mutandis as in Case 2 that K ′, K ′′ is a bipartition of J1. Put t∗(a, b, x) = 1 for all
x ∈ K ′ and t∗(a, b, x) = −1 for all x ∈ K ′′.
It should be clear from the above that if (J,RT , A) happens to be realizable, then each realization
f : J → R2 of (J,RT , A) necessarily has unique order type tf = t∗, i.e. (a) and (b) are satisfied. 
It follows from Lemma 8.8 that two realizations of a convex 4-geometry that feature the same
circular ordering of L0 must be weakly equivalent. As a special case we obtain:
Corollary 8.9. Each convex4-geometrywith unique realizable circular orderings has an unique order type.
For instance, 5.6 and 8.9 imply that all 4-geometries with (7) have UOT.
Theorem 8.10. The modified Edelman–Jamison Problem is polynomially equivalent to the Order Type
Problem. In particular, the modified Edelman–Jamison Problem is NP-hard.
Proof. Given an instance (J,RT , A) of the modified Edelman–Jamison problem, we can decide in
polynomial time (Lemma 8.6) whether the 3-carousel rule and the carousel rule for A hold. If either
fails then (J,RT , A) is not realizable (Lemma 8.5). If both hold, compute in polynomial time the A
supporting function t∗ : J[3] → {−1, 1} from Lemma 8.8. By hypothesis, we can decide in polynomial
time whether t∗ is an order type. If no, then (J,RT , A) is not realizable by Lemma 8.8(a). If yes, then
we check in polynomial time whether
({a, b, c}, d) ∈ RT ⇔ t∗(a, b, c) = t∗(d, b, c) = t∗(a, d, c) = t∗(a, b, d)
for all distinct a, b, c, d ∈ J . If yes, then (J,RT , A) is realizable by Proposition 3.5 and because t
supports A. If no, then (J,RT , A) is not realizable by Proposition 3.5 and the uniqueness of the order
type (Lemma 8.8(b)).
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Vice versa, given an instance of theOrder Type Problem, in polynomial timeone candecidewhether
the given function t : J[3] → {1,−1} is a quasi-order type (Remark 7.2). If no, then t is even less
an order type. If yes, let (J,RT , A) be the ordered 4-geometry determined by t (Remark 7.2). By
hypothesis we can decide in polynomial time whether or not (J,RT , A) is realizable. If no, then t
is not an order type (because if it was, Proposition 3.5 would force the realizability of (J,RT , A)).
If yes, then the function t∗ from Lemma 8.8 is an order type. It can be tested in polynomial time
whether or not t = t∗. If t = t∗, then t is an order type. If t 6= t∗, then t is not an order type by
Lemma 8.8(b). 
There is no obvious implication in either direction between the Edelman–Jamison and themodified
Edelman–Jamison problem, but we can proceed along other lines.
Definition 8.11. A class C of unbounded 4-geometries has polynomially many order types (PMOT) if
there is an algorithm which for each (J,RT ) in C puts forth, in time polynomial in |J|, a list of quasi-
order types ti (i ∈ I) of (J,RT )with the following property. If (J,RT ) happens to be realizable, then
all ti (i ∈ I) are order types, and each order type t of (J,RT ) is equivalent to some tj.
Of course PMOT entails that for each (J,RT ) in C the list ti (i ∈ I) itself has only polynomially
many members.
Remark 8.12. It likely follows (details pending) from the Algorithm 2.1 of [3] that, given any order
type t1 : J[3] → {−1, 1} and any function t2 : J[3] → {−1, 1}, it can be tested in polynomial time
whether or not t2 is an order type which is equivalent to t1.
Theorem 8.13. Let C be a class of 4-geometries with polynomially many order types. Then the following
are equivalent.
(a) There is an algorithm which for each (J,RT ) in C decides, in time polynomial in |J|, whether (J,RT )
is realizable.
(b) There is an algorithm which for each quasi-order type t of some (J,RT ) in C, decides in time
polynomial in |J|, whether t is an order type.
Proof (Contingent on the Truth of 8.12). Let us show how to decide whether the quasi-order type t
in (b) is an order type. By assumption (a) it is decidable in polynomial time whether the 4-geometry
(J,RT )determinedby t is realizable. If no, then t is not an order type (because if itwas, Proposition 3.5
would force the realizability of (J,RT )). If yes, then all the quasi-order types ti (i ∈ I) coupled to
(J,RT ) are order types by definition of PMOT. By Remark 8.12 it can be tested in polynomial time
whether any fixed tj is an order type equivalent to t . If that happens for some tj, then t is an order type.
If the outcome is negative for all j ∈ I , then t is not an order type by the definition of PMOT.
Conversely, assuming (b) we show how to decide the realizability of some given 4-geometry
(J,RT ) inC. First generate the list of quasi-order types ti (i ∈ I) of (J,RT ). By assumption (b) we can
decide whether any ti is an order type. If yes, then (J,RT ) is realizable by Proposition 3.5. If no, then
(J,RT ) is not realizable (because if it was, all ti’s would have been order types by Definition 8.11). 
In particular the polynomial time decidability of the order type Problem 8.1 implies (a) in
Theorem 8.13. It remains to find crisp classes C of 4-geometries that have PMOT. Notice that PUCO
(Definition 5.4) implies PMOT (Corollary 8.9). In fact, even ‘‘polynomially many circular orderings’’,
which is the obvious generalizations of PUCO, implies PMOT.
Corollary 8.14. For fixed 0 ≤ ε < 1 let C be a class of 4-geometries (J,RT ) such that the outer layer
L0 is of cardinality O((log |J|)ε). Then C has PMOT.
Proof (Contingent on the Truth of 8.12). Putm = |L0|. For each fixed arrangement Ai of L0 (1 ≤ i ≤ m!)
one can compute in polynomial time the function ti(=t∗) from 8.8 that supports Ai. It remains to show
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that m! itself is bounded by a polynomial in |J|. Increasing ε slightly (but <1) we may assume that
m ≤ (log |J|)ε for |J| big enough. This yields
log(m!) ≤ log(mm) ≤ (log |J|)ε · log((log |J|)ε),
which because of ε < 1 is≤ log |J| for |J| big enough. Hencem! = O(|J|). 
For instance,C in 8.14 could be the class of all 4-geometries (J,RT )with |L0| ≤ 2009.Wemention
that ε = 1 fails in that (log |J|)! is not polynomially bound by |J|. The 4-geometries (Jt ,RTt) of
Example 5.3 constitute a class C which does not have polynomially many circular orderings but has
PMOT. As seen in 6.2, there also are classes which do not have PMOT, but we speculate the following.
Conjecture 8.15. The class of all irreducible 4-geometries has polynomially many order types.
We close by discussing an optimistic but with hindsight a false statement which one of the authors
has encountered twice: The realization problem for abstract convex geometries ‘‘should be’’ the same
as for oriented matroids (OM), which is well known to be NP-hard.
(a) An oriented matroidM =M(J) is realizable iff its chirotype representation t : J → {−1, 1} is an
order type t = tf . A realizableM is necessarily simple and acyclic, and the isomorphism classes
of realizable OMs correspond to the equivalence classes of order types. In brief: realizable OM =
order type.
(b) There is a link between OMs and convex geometries independent of realizability in that each
acyclic simple M1 = M1(J) induces a certain convex geometry (J,∼1) [4, p. 152]. Not every
convex geometry arises this way.
(c) IfM1 is realizable (t = tf in (a)), then (J,∼1) necessarily is a convex 4-geometry (J,RT ) which
has f : J → R2 as realization. In contraposition: When (J,∼1) is not realizable, thenM1 is even
less so.
Problem 8.16. If the convex geometry (J,∼1) induced by M1 is realizable, does it follow that the
oriented matroidM1 itself is realizable?
(d) We saw that a convex geometry (J,−) may be induced by plenty of mutually non-isomorphic
oriented matroids (Proposition 6.2). Although those OMs were all realizable, it is imaginable that
(J,−) ' (J,∼1) ' (J,∼2)withM1 realizable butM2 not!
(e) However, in view of Lemma 8.8 this is true: If (J,−) is realizable and has UCO, then it follows from
(J,−) ' (J,∼1) ' (J,∼2) thatM1 andM2 (i.e. their order types) are weakly equivalent.
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