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Resumo
Nas últimas décadas a optomecânica de microcavidades chamou a atenção de cien-
tistas e engenheiros, que encontraram na interação entre luz e ondas acústicas aplicações que
variam de sensores de massa com resolução atômica, até a preparação de estados quânticos de
osciladores harmônicos mesoscópicos, passando por simuladores quânticos, filtros ópticos con-
troláveis opticamente, criação de estados topológicos para luz e fônons, apenas citando alguns
exemplos. Apesar das diversas demonstrações de vários dispositivos, sendo discos e cristais
fotônicos os formatos mais comuns, há ainda um grande esforço no sentido de aperfeiçoá-los
reduzindo perdas ópticas e mecânicas e suprimindo outros fenômenos de óptica não-linear,
como absorção de dois fótons, que podem impedir seu funcionamento apropriado. Como resso-
nadores ópticos e mecânicos tipicamente compartilham a mesma estrutura nestes dispositivos,
seus projetos são acoplados, dificultando o aprimoramento independente de cada um.
Nesta tese usamos dispositivos optomecânicos de campo próximo, cuja interação
entre modos mecânicos e ópticos se dá através do campo evanescente do último, para desa-
coplar o projeto mecânico do óptico, o que nos permitiu estudar a otimização do ressonador
mecânico sem qualquer efeito sobre a cavidade óptica. Com um ressonador mecânico de silí-
cio composto por dois osciladores acoplados, pudemos demonstrar que o correto equilíbrio das
massas de cada oscilador é um método simples e eficiente para suprimir as perdas devido à ra-
diação de energia mecânica para o substrato na escala de frequência de 50 MHz. Este processo
permitiu que fatores de qualidade limitados por perdas relacionadas ao material e à superfície,
da ordem de 10 mil à temperatura ambiente e de 50 mil a aproximadamente 25 K, fossem obti-
dos. Também observamos nestes dispositivos o fenômeno de auto-pulsação, que apresenta uma
dinâmica própria tão interessante quanto a optomecânica, apesar de impedir a operação apropri-
ada dos osciladores optomecânicos. Estudamos este fenômeno separadamente e demonstramos
que estes pulsos, ocorrendo em duas cavidades ópticas acopladas por seus campos evanescentes,
podem sincronizar com o campo óptico sendo o único intermediador.
Ambas as demonstrações têm implicações importantes, abrindo caminho para o
desenvolvimento de novas plataformas de interesse tanto científico quanto tecnológico, como
estruturas para o estudo de estados topológicos para a luz e para ondas acústicas e geradores
de sinal de radio-frequência de alto desempenho. Além disso, os dispositivos foram todos
produzidos em uma fábrica comercial, o que também demonstra que sua fabricação está pronta
para ser escalada para produção em massa.
Abstract
Cavity optomechanics in the micro-scale has attracted the attention of scientists
and engineers on the last few decades, who encountered applications to the interaction of light
and acoustic waves ranging from atomic resolution mass sensors to the preparation of quan-
tum states of mesoscopic harmonic oscillators, passing by quantum simulators, optically con-
trollable optical filters, formation of topological states for both photons and phonons, just to
mention a few examples. Although various devices have been demonstrated, with disks and
photonics crystals being the most common designs, there is still a large effort to improve them
by reducing optical and mechanical losses and suppressing other non-linear phenomena, such as
two-photon absorption, that may affect their proper operation. Because optical and mechanical
resonators typically share the same structure in these devices, their designs are coupled, which
complicates the independent improvement of each one.
In this thesis we used near-field optomechanical devices, whose mechanical modes
interact with the optical through the latter’s evanescent field, to decouple the mechanical design
from the optical, what allowed us to focus all attention on the mechanical resonator. With a
silicon mechanical resonator composed of two coupled oscillators, we could demonstrate that
the correct balance of the masses of the oscillators is an efficient and simple way to suppress
losses due to energy radiation to the substrate at the 50 MHz frequency range. This strategy
led to material and surface limited quality factors close to 10k at room temperature and 50k
at approximately 25 K. We also observed the phenomenon of self-pulsing in these devices,
which presents dynamics as interesting as the optomechanical interactions do, in spite of being
a problem for the proper operation of the optomechanical devices. We studied this phenomenon
separately and demonstrated that these pulses, when occurring in two evanescently coupled
optical cavities, may synchronize with the optical field being the sole intermediary.
These two demonstrations have important implications, paving the way for new
platforms of scientific and technological interest, such as structures for the study of topologi-
cal states for both light and acoustic weaves as well as high efficiency radio-frequency signal
generators. Moreover, these devices were all fabricated in a commercial foundry, which also
demonstrates that the fabrication of such technology is ready to be scaled up to mass production.
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1.1. Optomechanics: an introduction
In the past half a century or so, the interaction of electromagnetic fields confined
in an optical cavity with acoustic vibrations have attracted the attention in various scientific
communities [1–3]. Nowadays, the so called cavity optomechanics is found in a very broad
range of mass and length scales, from kilograms and kilometers in gravitational waves detec-
tors [4] down to fentograms and nanometers in micro-fabricated devices [5]. These systems
have been used to demonstrate sensors with high sensitivity [4, 6, 7], the preparation of meso-
scopic harmonic oscillators into their quantum ground state [8, 9], sources of coherent laser-like
phonons [10], all-optical tunable optical filters [11], self-sustained oscillators and their synchro-
nization [12, 13], among many other examples of applications.
The operation of all cavity optomechanical systems rely on a feedback loop (fig.
1.1a) in which the light stored inside the cavity exerts a pressure on the mechanical structure and,
because the structure is mechanically compliant at some level, the structure moves, inducing a
change on the optical frequency of resonance and changing the amount of stored optical energy.
The typical toy-model for this interaction is a Fabry-Pérot optical cavity (FP) with one of its
mirrors coupled to a spring (fig. 1.1b).
The first to report a complete analysis of this feedback process was Vladimir Bragin-
skiı̆ [1] in the context of optical interferometers. What Braginskiı̆ showed is that the dynamical
variations due to this feedback, often called dynamical backaction, can cause changes to both
mechanical stiffness and damping rate. The former is called optical spring effect, as the varying
force caused by the optical field alters the stiffness of the mechanical oscillator. The change in
damping rate or optomechanical damping rate, as Braginskiı̆ argues, appears because the optical
field inside the cavity has a finite response-time, which creates a delay on the feedback loop,
causing the optical force to have a component in phase with the mechanical velocity.
Both the spring effect and the optomechanical damping rate signal depend on the
detuning of the pump laser with respect to the cavity’s resonance frequency. If the laser is
detuned to lower frequencies (red-detuned) the mechanical frequency of oscillation (Ωm) de-
creases, while the effective damping rate, given by the intrinsic plus optomechanical damping
rates (γe f f = γm + γOM) increases. This is the effect used to reduce the temperature of a me-
chanical mode, ultimately leading to quantum ground state cooling [8]. On the other hand, if the
















Figure 1.1: Optomechanics schematics. a) Feedback diagram of an optomechanical cavity
system. Pin and Pout are the optical input and output power, respectively; Fopt is the force the
optical field exerts on the cavity’s structure; kbT is the thermal energy that initially excites
the mechanical structure, with kb being the Boltzmann constant and T the temperature of the
environment; δω0 is the optical frequency shift caused by the motion of the mechanical struc-
ture. b) Optomechanical toy-model, composed by a Fabry-Pérot optical cavity with a movable
mirror placed on a spring. ω0 is the optical resonant angular frequency, determined by the cav-
ity’s length L. ωl is the input laser angular frequency. Ωm is the natural angular frequency of
oscillation of the mass-spring system formed by the mirror and a spring.
effect increases the mechanical frequency of oscillation, while the optomechanical damping
rate is actually negative and reduces the effective damping rate of the mechanical oscillator.
This reduction of γe f f in practice causes an amplification of the mechanical oscillations, ulti-
mately leading to self-sustained oscillations. This is the regime of operation used to demonstrate
phonon-lasing [10] and optically mediated synchronization of mechanical oscillators [12].
More recently, interest in the dynamics arising from the coupling of optomechan-
ical oscillators in arrays of devices have emerged [14, 15]. And the first demonstration of the
possibility of such a system [12] only encourages other groups to follow this path, e.g., propos-
ing realistic structures that may lead to topological effects and pseudomagnetic fields for sound
waves (or phonons) [16, 17].
1.2. Challenges in optomechanics
Although the toy-model typically used to explain optomechanics is a FP cavity with
a moving mirror (fig. 1.1b), this is not an easy design to implement in the micro- and nano-
scale required for integrated photonics. The most common designs encountered in literature for
micro- and nano-scale optomechanical devices are disks, supporting optical whispering-gallery
modes (WGM) [18], and photonic crystals [19], which guide and confine light by creating
photonic band-gaps through periodic patterning. Figure 1.2 present a few examples studied in
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our group, in this case all three made of silicon. Namely a bullseye optomechanical cavity (1.2a)
studied by Felipe Santos [20], a PhD student of our group; a photonic-crystal optomechanical
cavity (1.2b), studied by Rodrigo Benevides [21], another PhD student of the group; a double
paddle near-field optomechanical device, which is object of study in this thesis.
c)
b)a)
Figure 1.2: Examples of optomechanical cavity designs. a) Bullseye optomechanical cav-
ity [20]. b) Photonic-crystal optomechanical cavity [21]. c) Double paddle near-field optome-
chanical device (studied in this thesis). All scale bars are 5 µm long.
In these devices, the coupling between optical and mechanical modes, character-
ized by the optomechanical coupling rate (GOM = ∂ω0/∂x, where x is a parametric variable
for the mechanical displacement), happens because of two effects: motion of the optical cavity
boundaries [22], similarly to the FP case, and strain-induced changes of the material’s index
of refraction, what is called photo-elastic effect [23]. Hence, in order to increase the optome-
chanical interaction, or the optomechanical coupling rate, the devices are usually designed to
maximize the overlap between optical and mechanical modes. Although, this overlap doesn’t
always guarantee higher optomechanical coupling rates [24], as the effects of moving boundary
and strain may cancel each other out. And here the challenges of designing optomechanical
devices emerge. Because optical and mechanical oscillations can be in very different wave-
length scales, it is very difficult to produce a single structure capable of efficiently confining
both kinds of oscillations maintaining good overlap between them, i.e., maintaining a consider-
able optomechanical coupling rate. Although this has been demonstrated for mechanical modes
above the 1 GHz frequency scale [25–27], this is only possible because the acoustic wavelength
at these frequencies is about the same order of magnitude of the optical field wavelength (taking
the material index of refraction into account).
One approach that allows for independent optical and mechanical design, at the
MHz frequency scale for the latter, is the so called near-field optomechanics (NFO) [28]. In this
kind of device, the mechanical and optical resonators are totally independent structures, with the
mechanical modes interacting with the optical field of a cavity through the latter’s evanescent
field. This allows for independent troubleshooting of optical and mechanical devices, leading
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to independent improvements, at the expense of reduced optomechanical coupling rates as the
overlap between optical and mechanical modes is reduced.
Mechanical losses
Efficient confinement of optical and mechanical modes involves producing devices
with lower intrinsic losses, or damping rates. Losses in resonators are typically benchmarked by
the quality factor (Q-factor or Q), which is defined as the ratio between the stored energy and the
dissipated power per oscillation period. It is simple to show that, for low dissipation oscillators,
this relation is equivalent to the ratio between the oscillating frequency and the damping rate
(Q = Ωm/γm for a mechanical mode, for example) [29, 30].
When referring to damping rate, one is typically concerned about the slow decay
(in the low loss limit) of the amplitude of oscillation. However the devices also suffer influence
from the surrounding environment, which can cause fluctuations to both phase and amplitude
of the oscillations, which are called phase- and amplitude-noise. In terms of phase-noise, a
common quantity used to asses the performance of the resonator is the Q f -product, which for
mechanical oscillators, for example, quantify their decoupling from the environment at a finite
temperature [31]. The Q f -product also allows for a better comparison between resonators,
as this parameter becomes frequency independent for resonators whose losses are limited by
material absorption [32, 33].
Although low loss, or high quality factor, optical microcavities have been demon-
strated [21, 34], obtaining high Q’s in micromechanical devices is still a challenge, with loss
mechanisms and methods to suppress them being objects of recent studies [35–39]. Ultimately,
mechanical resonators are limited by material absorption, but for micro- and nanomechanical
devices the necessary supports become an important dissipation channel, as energy may leak
through them towards the substrate [40–42], what is commonly called anchor loss.
Of course that many solutions to suppress anchor loss emerged, such as using a
periodic structure presenting (partial) phononic band gaps at the frequencies of interest [20, 43],
using deep trenches to cerate mesas [44] and destructive interference of the radiated elastic
waves [38, 45]. All of these methods present their advantages and disadvantages; for instance,
the phononic band gap approach is very efficient in shielding mechanical modes on the GHz
scale, but for modes below the 100 MHz scale their large footprint can make them impractical
for integrated devices, although they have been used for other purposes [7].
And reducing losses in optomechanical devices is not only interesting for increas-
ing the efficiency of the optomechanical effect. Because many substrates used as platforms for
optomechanics also present non-linear optical susceptibility, and the stored energy density in
micro-cavities can easily be high enough for other non-linear phenomena to take place, me-
chanical losses and the optomechanical couping rate are the key parameters that determine if
the device will operate as intended or if other phenomena are going to hinder its functionalities.
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Self-pulsing in silicon micro-cavities
Among the most common materials chosen for fabricating micro and nano-scale
optomechanical devices is silicon. That is because all the processes involved to obtain the
final structures are well established thanks to the great development of the electronics industry.
Moreover, because the electronics industry is largely based on silicon, this is thought to lead to
easier integration of optomechanics, photonics and electronics in the future.
However, silicon has high optical non-linear susceptibility [46], which means it can
produce non-linear optical phenomena if pumped with high power. Moreover, the imaginary
part of this non-linear susceptibility is also large, which leads to significant two-photon absorp-
tion (TPA). This non-linear absorption, more than just adding to the linear [47] optical losses of
an optical cavity, may also cause what is called self-pulsation of the transmitted light [48, 49].
This process is understood to take place when the dispersion caused by the TPA generated free
charge-carriers (FC dispersion) and the one caused by the thermo-optical effect, which are op-
posite in silicon, compete and drag the optical resonance frequency up and down, producing













Figure 1.3: Pulses generated on a silicon optical micro-cavity.
If this process happens for input powers lower than the threshold of optomechani-
cal self-sustained oscillations, it can completely compromise the optomechanical device’s per-
formance. On the other hand, these non-linear pulses have been demonstrated to lock to the
optomechanical oscillations [50, 51], which actually presents a new area to be studied.
1.3. Summary of this thesis
In the first part of this work in this thesis we demonstrate a silicon NFO device
whose mechanical resonator’s losses are limited by bulk material and surface related mecha-
nisms. For that we designed a device in which anchor losses are suppressed by elastic wave
interference, which led to room temperature (293 K) mechanical quality factors of 7.6k for
a given mode, operating at approximately 55MHz. The material and surface dependence of
this Q-factor is demonstrated by measuring the devices at temperatures ranging from 20 K up to
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293 K, as well as submitting the devices to processes that are know to improve the surface prop-
erties, such as chemical cleaning and annealing. Part of this work was presented at the ENFMC
Brazilian Physical Society Meeting of 2015, in which it received an award as "The best poster
on the optics and photonics area". Also, the final results were presented at the Conference on
Lasers and Electro-Optics®of 2016 (CLEO 2016) [52]. A paper has also been submitted for
publication and is currently under revision, but a preprint version can already be accessed on
arXiv [53].
When trying to set these NFO devices into self-sustained oscillations at room tem-
perature, we observed self-pulsation with powers much lower than the estimated threshold for
optomechanical oscillations. Because the samples fabricated at the foundry also included cou-
pled optical cavities in their design, this appeared as an opportunity to test the possibility of the
pulses of one cavity to couple to those of the other, much similar to what has been demonstrated
in an optomechanical system [12]. Hence we studied this self-pulsing effect, first by performing
measurements on a single cavity, used to understand the kind of experiments that should be per-
formed and the basic results they would produce. Also, with the single cavity, we demonstrate
the possibility of locking the pulses with an external weak tone in high order harmonics of the
pulses [54]. And finally the synchronization of the pulses in two optically coupled cavities was
demonstrated. This last part of the work was presented at the CLEO 2017 conference and a
complete paper is under preparation.
1.4. Thesis structure
This thesis is divided in 6 chapters, with the first being this introduction. Chap-
ter 2 presents the fabrication process through which the samples are produced, while chapter 3
presents a few details on the main measurement and data treatment techniques. Chapter 4
shows the results on the work in which we demonstrated the suppression of anchor loss in an
NFO device, and that this led to material and surface limited mechanical Q-factors. Chapter 5
presents the work in which we studied the self-pulsation in silicon optical micro-cavities and
demonstrated that self-pulsing of two coupled cavities can couple and synchronize, with only
the optical field as the coupling mechanism. Chapter 6 is an outlook, conclusions and perspec-
tives chapter. Additional information can be found in the references cited along the thesis and/or




There are various reasons why silicon-on-insulator (SOI) is largely used by the op-
tomechanics and micro-photonics community. One of the main reasons is the fact that the
fabrication processes are very well established thanks to the electronics industry development.
In this thesis the possibility of mass production of photonic and optomechanical devices is
demonstrated, as the samples tested were all fabricated in a commercial foundry.
This chapter presents a few details on the steps taken to obtain the samples used in
this thesis, as well as compare the advantages and disadvantages of producing samples through
a commercial foundry.
2.1. Foundry vs. in-house fabrication
The samples measured in this thesis were all fabricated by IMEC, a commercial
foundry based in Belgium, through the ePIXfab Alliance. The ePIXfab is a program that allows
for any company or research group to submit a photonics chip design to be processed in a
CMOS compatible processing chain. See appendix I for the code used to generate the design of
the samples presented in chapter 4. General details on the program, design rules and fabrication
specifications can be found in their website1.
Choosing the foundry over fabricating at UNICAMP’s facilities have both advan-
tages and disadvantages. One of the advantages is that more than one group can participate on
the chip design, including their devices of interest in it, optimizing the chip space usage. In this
way the cost of contracting the foundry is split between the groups and is fully compensated by
the amount of research that can be done in each batch that is ordered. On the other hand, the
timescale from design to samples delivery makes it very difficult to do prototyping, which is
very often desired in device research.
Also, because of the technology used by the foundry to fabricate the samples, they
specify that the minimum width of lines and spacing is of 150 nm, which is why the smaller
dimensions in the devices we studied are of 200 nm, avoiding problems due to the foundry’s
limitations. Moreover, the devices produced in-house typically present better etched surfaces,
leading to optical modes with higher quality factors because of less scattering induced by rough-
ness. Although, the effect of the etched borders on optical quality factor depends on the device
1http://epixfab.eu
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design, as demonstrated by another work developed in our group with photonic-crystals fabri-
cated by the same foundry, which presented optical quality factors of the order of 106 [21].
Figure 2.1 shows two scanning electron microscope (SEM) images of the edge of
disk optical cavities. On the left is a device produced at the foundry and on the right a de-
vice produced in-house at UNICAMP. Note that the roughness of the disk border on the left
(foundry) is very apparent, while the device fabricated in-house presents very little roughness.
The device on the right is a silicon optical micro-disk cavity fabricated by Felipe Santos, a
recently graduated PhD of the group.
Si
Si
Figure 2.1: Comparison of edge roughness in devices produced by the foundry and in-
house. Left: Near-field optomechanical device produced at the foundry. Right: Silicon disk
optical cavity fabricated entirely at UNICAMP by Felipe Santos, a recently graduated PhD of
the group. The scale bar on the left is 2 µm and on the right 1 µm.
But these problems are surpassed by the simplicity of just developing a design and
receiving the devices all done a few months later, whereas the in-house fabrication may lead
to longer time-scales if calibration of the processes are needed, which was the case during
the development of this work. Besides, fabricating the devices in a commercial foundry also




The general fabrication process follows the sequence presented in figure 2.2. A
wafer of SOI, which is composed by a 220 nm thick silicon layer on top of a 2 µm thick
silicon oxide (or silica) thermally grown on a silicon substrate, have its surface covered by
a photo sensitive resin (photoresist). The photoresist is exposed to UV light (λ = 193 nm)
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with a mask and developed, leaving the mask’s pattern imprinted on the photoresist. Then an
ICP-RIE (Inductively-coupled plasma, reactive ion etching) plasma etches the material of the
wafer exposed by the photoresist pattern, transferring this pattern to the first layer of the wafer.
Finally, the devices are released by partially etching the oxide layer with a buffered oxide etcher
(BOE), which is a buffered solution of 1 part of hydrofluoric acid (HF) to 6 parts of ammonium
fluoride. Of all these steps, only the last is performed in-house.
1) Silicon
     wafer



















     removal
4) Anisotropic
     dry etch
6) Isotropic wet




Figure 2.2: Schematics of fabrication steps. 1) A silicon on insulator (SOI) wafer is prepared.
2) A photosensitive resin (photoresist) is deposited on to of the wafer. 3) A pattern is imprinted
on the photoresist using UV light. 4) An anisotropic plasma etch removes material around the
photoresist mask. 5) The photoresist is removed. 6) An isotropic wet etch removes part of the
oxide, leaving the devices suspended. Steps 1 through 5 are performed by the foundry, while
step 6 is performed in-house.
Wet etching
The wet etch step is important not only for the mechanical devices, granting them
their mechanical degrees of freedom, but also for the optical cavities tested. That is because
the optical modes are probed by a tapered fiber (taper) and not an integrated waveguide, what
requires that no oxide exist on top of the sample. If the bottom oxide layer was not removed the
optical symmetry of the device is broken, distorting the optical modes [55], which can reduce
the coupling of light from the taper to the optical cavity. Moreover, because the top silicon
layer of the SOI is only 220 nm thick, when the taper is close to the cavity it would also be
close to the silica below, which would lead to leak of optical power to the silica, also decreasing
the amount of power coupled into the cavity. As mentioned before, from the steps presented in
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figure 2.2, the foundry performs all but this last one, which is executed in a clean room of the
Device Research Laboratory, at UNICAMP’s Physics Institute. For the devices presented in this
work, the etching times of this last step vary between 5 minutes of immersion in BOE, for the
smaller disks presented in chapter 5, and 15 minutes, for the optomechanical devices presented
in chapter 4.
A few steps are taken to properly release the samples in the wet etching process.
First an optical mask isolates the regions of the devices being released. That is because the
foundry uses a dummy-tilling structure in empty spaces of the chip to guarantee the spatial
uniformity of their process (fig. 2.3a). Unfortunately, these structures are typically much smaller
than the typical devices tested, which means that they usually detach from the substrate and float
randomly over the sample, possibly landing on a device (fig. 2.3b) and deteriorating both optical
and mechanical properties.
a) b)
Figure 2.3: Example of filling-factor structure landing on a device. a) Disk optical cavity
before wet etch. b) The same disk in (a) after the release without a protecting mask, with the
dummy-tilling all gone and landing in random spots of the sample.
The procedure to obtain the mask for oxide etching start by cleaning the sample by
rinsing it first with acetone, to remove any residual organic compound (e.g., photoresist used by
the foundry), and then with isopropyl alcohol (IPA), to remove residual acetone. This cleaning
process is important to guarantee proper adhesion and uniformity of the resist over the sample.
After cleaning it is necessary to use an adhesion promoter for better and repro-
ducible results. This step depends on the photoresist used, which in this case was the SC1827.
For this resist we chose to use the adhesion promoter Surpass 3000. Following the promoter’s
datasheet, we hydrate the sample for 30 seconds in deionized (DI) water, then immerse it in pro-
moter for 1 minute and immerse it again in Di water for another 30 seconds. Then, the sample
is dried by blowing clean nitrogen on it.
The photoresist is applied on the sample by the spinning process. For that the sam-
ple is inserted in a protected spinner, whose sample holder works by sucking air through an
orifice with the help of a mechanical vacuum pump. If the sample is smaller than the spinner’s
sample holder, it is necessary to protect the orifice by placing the sample on a adhesive tape
larger than the sample holder. Enough photoresist to cover the sample is dropped over the latter
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and the spinner is turned on. The spinner was set to spin at 4000 rpm for 40 seconds.
After the spinner stops a soft-bake of the resist is performed on a temperature con-
trolled hot-plate (if a tape was used on the spinner, it must be removed first). This soft bake
is performed at 90 ºC for 90 seconds. After soft-baking, the sample is ready for exposition of
the mask. In our laboratories we count on a MJB-3 mask aligner for exposing soda-lime glass
masks. The mask was prepared in-house by the students Felipe Santos, Jorge Soares e Laís
Fujii as well as the lab staff Antonio Augusto Von Zuben (Totó). After aligning the mask to the
sample, it is exposed for 25 seconds. The development of the photoresist is then performed by
immersing the sample for 1 minute on the AZ 300 MIF (metal ion free) developer and rinsed
with DI water to stop the developing process.
The last step on the lithography procedure is to hard-bake the resist, so it becomes
harder and more resistant to the etching process. This is done by taking the sample back to
the hot-plate, this time with the temperature set to 120 ºC. The sample is left on the hot-plate
for 5 minutes before going through etching. Finally, as mentioned before, etching is performed
immersing the sample for a given amount of time into a BOE solution.
Figure 2.4 shows an example of a disk optical cavity whose bottom oxide was par-
tially etched, producing a suspended device. Notice that the pedestal is approximately circular
due to the isotropic nature of oxide wet etching. And this is another example of a sample in
which the dummy-tile protecting mask was not used, leaving dummy-tiles scattered over the en-
tire sample. The device shown in this example is a bullseye optomechanical resonator, produced
in the same sample as the devices of this thesis and studied by Felipe Santos [20, 56].
5µm
Figure 2.4: Example of pedestal produced by BOE etching a disk optical cavity. Notice that
in this case the protecting mask was not used, leaving the dummy-tiles scattered all over the
sample. This device is a bullseye optomechanical cavity, object of study of Felipe [20].
The etching process ends with the sample immersed in DI water, used to stop the




After the release step is complete the sample is cleaned, first by immersing the
sample in acetone, then in isopropyl alcohol (IPA) and finally Di water again, removing most
of the remaining photoresist and acetone residuals. After that we follow the advice of Borselli,
Johnson and Painter [57] to reduce optical absorption due to states on the surface of the silicon
device caused by oxidation and dangling bonds. For that the sample is immersed for 10 minutes
in a boiling solution (approx. 140 ºC) of sulfuric acid and hydrogen peroxide (H2SO4 : H2O2
- 3 : 1), called piranha solution. In this solution the sulfuric acid removes any residual organic
substance from the surface and the H2O2 has the function of oxidizing the surface, forming a
thin layer of silicon oxide. The passivation of the surface is performed by a 30 seconds dip in a
10% solution of HF in DI water, which removes the thin oxide layer and, as Borselliet al.argue,
fills the left silicon surface dangling bonds with hydrogen atoms.
The whole process ends with the sample immersed in DI water, which needs to be
dried so the devices can be tested. Because part of the structures are mechanically compliant
and water’s surface tension, while it is evaporating, apply a force on them towards the substrate,
they tend to collapse.
Drying
We used two processes with high yield of suspended devices. The first is with a crit-
ical point dryer (CPD) and the second with methanol dried on a hot-plate. For the CPD process,
performed in a Tousimis Autosamdri®-931 Series (here called CPD), after the sample is clean
it is immediately moved from water to IPA and inserted into the CPD chamber, which is also
field with IPA. The machine gradually exchanges all the IPA inside the chamber for liquefied
carbon dioxide (CO2). Then it brings the CO2 past its phase transition critical point (pressure at
7.39 MPa and temperature at 31.1 ºC), when it has zero surface tensions and can be gradually re-
moved from the chamber without damaging the devices [58]. This process typically has a 100%
yield for the samples processed, but required transport of the sample between laboratories, as
the machine is not in the same place where wet etching and cleaning are performed.
Due to the distance between the processing lab and the CPD tool, the methanol
technique, which has a yield typically greater than 80% for our samples, was explored. In this
process, after the sample is clean, water is substituted by methanol and the sample is then placed
on a hot plate set to 100 ºC. This is considerably hotter than methanol’s boiling point (64.7 ºC),
hence the alcohol quickly evaporates. Because methanol’s surface tension is about a third that




In this thesis, different phenomena are measured through the effects they cause on
the proper ties of the optical cavities. This is performed by measuring light transmitted through
the optical cavity, which requires that its optical properties are well characterized. Moreover,
it is necessary to properly set the signal detection scheme to obtain the data necessary to study
each phenomena. These tasks, although part of the daily activities of any optics and photonics
laboratory, present some subtleties that are not always described in literature.
This chapter is dedicated to some details on the measurement techniques used to
characterize the devices. It presents the problems encountered on determining the optical reso-
nance and dispersion and how they were solved. A few details on the experimental setups are
presented, specially concerning the vacuum and cryogenic setup, through which I also collabo-
rated in other works developed by the group [20, 21, 61–64]. Then it presents the two different
methods used to measure the signals produced by the non-linear interactions of the optical field
with the material.
Before proceeding to the next section, we want to define a few relevant symbols that
will be used throughout this thesis, to avoid confusion. Unless otherwise specified, Q refers to
the quality factor of a mechanical resonator, while γm refers to the mechanical damping rate and
κ to the optical damping rate. Also, Ω refers to a mechanical angular frequency and ω to an
optical frequency. Other symbols can be found in the List of Symbols and are defined along the
text when needed.
3.1. Optical spectra
Coupling light into and out of the optical cavity
To probe the optical properties of a cavity it is necessary to provide a communica-
tion channel for the input light to enter and exit the resonator. For micro devices this is typically
done through integrated optical waveguides, which are fabricated on the same chip as the tested
devices, or through tapered fibers (taper). In our group we chose to use tapers because they
typically have low insertion loss (<1.5 dB) and they allow for quick change from a device to
the other, as well as for controlling the coupling regime between waveguide and cavity.
The fabrication of the taper involves heating a single mode fiber (SMF) and pulling
along its axis in a controlled way [65, 66]. The original fiber core diffuses due to the heat
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making the fiber no longer single-mode, but as it stretches its diameter decreases [65], down to
the point when it becomes a single-mode glass fiber with air cladding, when the taper diameter
is of about 1.1 µm. The taper is desirably single-mode because to input and extract light through
it the laser is still coupled to standard SMF; if light couples to any of the higher order modes
of the taper, when it reaches the SMF it will be lost, what will be accounted as extra cavity
losses [67]. In appendix F more details on the fabrication and set-up of the taper is given.
The optical resonances of a cavity are probed by approaching the taper to the cavity
(fig. 3.1, left). Because the taper is thin, it has a considerable amount of optical power on its
mode’s evanescent field, which extends outside of the fiber. This evanescent field, on the region
close to the cavity, couples the taper mode to the cavity’s modes, allowing light to couple into
de optical resonator [68]. It is then possible to probe the cavity’s resonances by varying the
frequency of the input laser and collecting the transmitted light with a photodetector.
The transmitted light presents well defined dips when the laser frequency matches
those of the cavity’s resonances (fig. 3.1, right). It is easy to obtain analytical functions with
the expected shapes of these dips [29], which are left to appendix A. By fitting these functions
to the a resonance dip it is possible to obtain all the characteristics pertaining to the optical
resonance, namely the total optical decay rate (κ = κi +κe) that results in the full-width at half
minimum of the resonance dip, and the coupling rate between cavity and waveguide (κe) that
is related to the depth (or extinction ratio) of the resonance dip. From these two quantities it
is possible to estimate the losses due only to processes inherent to the cavity, called intrinsic
losses and typically symbolized by κi.
κe = 0.2 κi
κe = κi
































Figure 3.1: Schematics of cavity-waveguide coupling schemes. The top figures show the
schematics of a one-port cavity coupled to a waveguide (left) and the detuning dependent trans-
mission over one of its resonances (right). The bottom shows the schematics of a two-port cavity
(left) and the transmission over one of its resonances (right). The colors on the transmission
curves represent the undercoupled (blue), critically-coupled (yellow) and overcoupled (green)
coupling regimes. ∆ = ωl −ω0 is the angular frequency detuning between the input laser and
the cavity’s resonance and gcp is the coupling rate between counterpropagating modes.
Now, the proper determination of κe requires knowledge of the condition of cavity-
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waveguide coupling. Note in figure 3.1 that two situations are presented. On top is an ideal disk
cavity, in which light only propagates in one direction before coupling back to the fiber. This
device will produce single dips as the ones shown on the top-right and the depth of the dips are
determined by κe, such that if κe < κi the transmission is never zero; this condition is called
undercoupled regime. Zero transmission occurs only when κe = κi, being this condition called
critically-coupled regime. And when κe > κi, the overcoupled regime, the transmission doesn’t
reach zero again. This means that it is possible to obtain, for the same resonance, two pairs of
κ and κe that would make the analytical function to properly fit the measured resonance. The
only way to determine the correct pair of decay rates is by experimentally testing the condition
of coupling while testing the device.
That may not be a problem when the cavity presents coupling of counterpropagating
modes of the cavity [69]. This coupling may happen for various reasons, being the most com-
mon of them roughness of the disk’s surface [70], and causes the splitting of the resonance dip
into two dips. In this case the cavity may behave similarly to a two-port cavity (e.g., a Fabry-
Pérot cavity), such that increasing κe always increases the dips extinction ratio, with zero being
an asymptote to this process. In this case the knowledge of coupling condition at the moment
of measurement is substituted by the knowledge that the dips are due to coupled modes.
The last information that may be drawn from the optical characterization is the reso-
nance frequency (or wavelength). This can be obtained by properly relating the transmission dip
to the laser wavelength at which it occurred. Also, the dips of optical modes of the same family
are separated from each other on the spectrum by a certain amount called the free-spectral range
(FSR), which is not necessarily constant with varying resonance wavelength. This variation of
the FSR can be related to the variation of the group velocity of the light coupled in the different
mode, which is called the dispersion of the optical modes. This information is important as it
helps to determine the optical mode, such as demonstrated in section 4.5 of the chapter 4, but
for that a few extra steps are needed, as will be detailed later in this section.
Data acquisition
To obtain the optical transmission spectra of the cavities we use a setup represented
by the schematics presented in figure 3.2. In this setup the light of an external cavity tun-
able laser (Yenista’s Tunics Reference – 1460-1610 nm) is coupled into a single-mode opti-
cal fiber (SMF28) and then into a taper. The taper is positioned close to the cavity with the
aid of high precision micro-positioners (Suruga Seiki Co.’s – KYC06020-G and KZC06020-
G – for room conditions and Attocube’s – ANPx101/RES, ANPz101/RES, ANSxy100lr and
ANSz100std – for vacuum and cryogenic conditions). The fiber usually touches the device or
a structure close to the device designed for that, this guarantees that the the taper is stable dur-
ing the experiments. The light transmitted through the taper is then detected by a power-meter
(Thorlabs PM200), whose voltage output is measured either by a data acquisition system (DAQ
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Figure 3.2: Schematics of experimental setup for optical spectrum characterization.
BS: beam-splitter; VOA: variable optical attenuator; PC: polarization controller; MZ: Mach-
Zehnder interferometer; AC: acetylene reference cell; OSC: oscilloscope.
To control the power inserted into the optical cavity a variable optical attenuator
(VOA – OZ Optics’) is used, maintaining the laser output power constant and stable. Also, the
optical modes of the devices have a preferred polarization, hence a fiber polarization controller
(PC) is used to optimize the coupling of light from the taper into the cavity. Finally, with the
correct power and polarization one can obtain the optical spectrum of the cavity by sweeping the
laser wavelength while monitoring the output transmitted light. Figure 3.3 shows an example
of the typical data obtained using either a DAQ or an oscilloscope.




















Figure 3.3: Data of an optical transmission spectrum with uncorrected wavelength axis.
It is important to note that to obtain reliable data one should sweep the laser slowly,
such that the energy change in the cavity while the laser frequency passes by the optical res-
onance is adiabatic. By slowly we mean that the laser frequency has to stay quasi-static for
at least the typical time-scale of the cavity (τ), which is characterized by its total decay rate
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κ = 1/τ . The effects of a fast sweeping measurement, such as rapid wavelength dependent
oscillations of the transmitted power, can be found in reference [71]. For the cavities shown in
this work speeds on the order of 1 nm/s to 10 nm/s are typically used and result in good quality
data, without distorting the resonance dips.
Note, however, that the wavelength axis on figure 3.3 was obtained by constructing
a linearly spaced vector with the same amount of elements as there are points in the acquired
dataset. That is because the laser position is read by an electric output of the laser, which is a
voltage proportional to the laser wavelength and, as can be seen in the example in figure 3.4,
this output presents two main problems: 1) the start and stop times are not very well defined
because the curve has smooth start and stop regions (marked in red); 2) the curve is not a perfect
straight line, as expected if the laser sweeping speed was considered constant.















Figure 3.4: Laser output voltage for wavelgnth reference. Colored lines are data, while the
black line is a straight line reference connecting arbitrary initial and final points. In red the
region where start and stop wavelength must be defined.
This creates a problem for defining the start and stop wavelength and to rely on the
exact wavelength spacing between points. Hence if one wants to determine the precise position
of the resonances or the dispersion of the modes, which involves correctly determining the
distance between modes of a given family (free-spectral range – FSR), a process for correctly
determining wavelength axis of the data is needed.
Wavelength correction
To correctly determine the resonant wavelengths of the cavities, two references are
used. A fiber based Mach-Zehnder interferometer (MZI) with known FSR is used as a relative
reference. And an acetylene cell (AC) is used as an absolute reference, as its absorption lines
positions have been precisely characterized and easily found in literature [72] (see appendix B
for the spectrum used in this thesis). In order to guarantee that the signal of these references
doesn’t depend on the cavity input power, 0.5% of the laser output power for each reference is
separated before the VOA.
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Figure 3.5: Data of an optical transmission spectrum with corrected wavelength axis. The
gray shade behind is the raw data of fig. 3.3.
Assuming that the MZI has a fixed FSR along the whole spectrum span, which is
reasonable as it is expected to vary by about 0.1% from 1460 nm to 1616 nm due to optical fiber
chromatic dispersion, its signal is used to correct the wavelength vector used to plot the cavities’
data. For that, the minima and maxima of the MZI signal are counted and a frequency vector
is created, with the same amount of points equally separated by one interferometer FSR from
each other. Then, to obtain the correct absolute wavelength, this frequency vector start point is
shifted such that the AC resonances are in the correct position. After correcting for both relative
and absolute wavelength variations we obtain spectra like the one shown in figure 3.5. Notice
the difference between the corrected (black) and the naively generated wavelength (gray) data.
Normalizing the spectrum



















Figure 3.6: Raw data of a taper fiber waveguide spectrum.
Note that the transmission background is nor smooth neither constant. That is be-
cause the taper transmission is not smooth, as can be seen in figure 3.6. These data were taken
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while the taper was far from the sample, hence all features are exclusively due to the taper, as
the laser is know to be very stable in this wavelength range. These variations can be explained
by different reasons, such as scattering in particles or defects on the taper; also, the taper is
mounted with a loop on its thinnest part (see appendix F) where scattering may also take place.
However, these causes were not investigated as it is beyond the scope of this work.
10µm
Figure 3.7: Example of a taper coupled to an optical cavity. Usually the taper either touches
the cavity or some structure close to it, such as the vertical suspended silicon bridge on the left
of the NFO.
One could readily suggest to divide the cavity signal by the taper’s, both normalizing
and removing the taper influence in the former. However, the taper transmission can only be
obtained with the fiber far from the sample, while the cavity data is taken with the fiber touching
either the cavity (fig. 3.7) or some structure close to it, as stated before. The fact that the
taper touches the sample reduces the overall transmitted signal by approximately 2 dB, besides
potentially creating new features in its spectrum. This makes it impractical to use its spectrum
to normalize the cavity’s.

































Figure 3.8: Normalization of a single resonance spectrum. a) Resonance with corrected
wavelength but non-normalized. b) Same resonance from (a) but after normalization.
Another way to normalize the resonance is by obtaining its background separately
by fitting it with a polynomial function. Of course this must be done for each resonance, inde-
pendently, since it is practically impossible to solve this problem to the whole spectrum at once
because the resonance dips vary in broadness and depth. In order to perform this background
fitting it is necessary to isolate the resonance, cutting it out of the data in points like those shown
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in figure 3.8a. The a polynomial function, which in this case could very well be a simple straight
line, can be fitted to the remaining data. Figure 3.8b shows the result of dividing the original
data by this fitted function. Now it is possible to fit the theoretical transmission function to the
cavity data and obtain its resonance properties. Moreover, with the corrected wavelength it is
also possible to correctly determine the resonances dispersion by identifying the related modes
and calculating their distance in the spectrum.





Figure 3.9: Room conditions measurement setup. a) Overview of the partially sealed box
with positioning motors for sample and taper, constantly purged with nitrogen gas. b) Detail
of the moving stages with the microscope objective (20x in this case); the taper is held on the
glass blade sticked to the vertically moving stage on the left. b) Detail of a sample with the
taper touching a device.
Because the taper is very thin (about 1µm in diameter) it is very susceptible to
the environment, such that its transmission loss may increase due to adsorption of contami-
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nant molecules, such as water. To decrease such a degradation, increasing the taper life-time,
all room condition (293 K and atmospheric pressure) measurements are performed inside a
partially sealed box with a constant flux of nitrogen gas (fig. 3.9a). This increased the taper
life-time from less than a week to over a month, even though the nitrogen flux is off during
experiments to avoid the motion of gas causing motion of the taper.
To correctly position the taper close to the devices in the sample, precision motors
by Suruga Seiki Co. are used to move the sample on the horizontal plane, while the taper moves
in the vertical direction. A microscope is used to image the systems under test, with a camera
attached to it allowing for real-time video and photo recordings when necessary. To facilitate
the imaging process the microscope is held on a (x,y,z) stage whose vertical axis is controlled
by a step-motor, while the (x,y) motion is made manually. This allows for fast and automatic
focus corrections, while minimizing vibrations on the table. The hole setup is mounted on an
optical table suspended by pneumatic isolators, all fabricated by Newport.
Vacuum and cryogenics
Although the optical measurements do not suffer from problems related to the air
around the devices, the same does not hold for the mechanical resonators studied in chapter 4.
The mechanical motion, as demonstrated in appendix E, can be severely damped by the air
viscosity, completely impairing the resonator’s operation. To avoid this, the optomechanical
devices are tested inside the vacuum chamber shown in figure 3.10, which has a cold-finger
cryostat inside that also allows for cryogenic temperature measurements. This increases the
typical mechanical quality factor of the a given mechanical mode from 650 to almost 10k.
b)a)
Figure 3.10: Vacuum and cryogenic measurement setup. a) A vacuum chamber on top a cold-
finger cryostat allows for vacuum and low temperature measurements. On top a microscope
with a 10x objective allows for sample imaging through a sapphire window. b) Detail of the
inside of the chamber, with a sample clamped on the sample holder, close to a thermometer
(screwed to the holder), and the taper on top.
This system is composed by an ST500 cold-finger cryostat around which two vac-
uum chambers were assembled. The entire system but the aluminum taper-holding pieces was
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designed by professor Thiago Alegre, a member of the group, and assembled by Janis Research
Company. The system has two chambers because it was thought to allow the injection of helium
gas inside the inner one, while the outer one is kept in vacuum. This is interesting because it
will allow for quicker and better cooling of the samples. However, this feature was not used for
the measurements presented in this thesis.
Inside the inner chamber structure (number 1 in figure 3.11) is in direct contact
with a cold finger, which is cooled by liquid helium. On top of this structure a series of At-
tocube stages (number 2 in figure 3.11) allow for precise positioning of the taper on the devices,
while the entire system is imaged by a microscope through sapphire windows (number 3 in
figure 3.11). To optimize the cooling performance of the system, the structure below the po-
sitioners and the sample holder on top are gold plated; copper braids are also attached to the




Figure 3.11: CAD of Vacuum and cryoogenic measurement setup. CAD showing a cut view
of the inside of the cryostat’s chamber. Number 1 marks the structure created to support and
conduct heat from the positioning stages, marked as 2, and samples. Number 3 marks sapphire
windows that allow imaging of the sample during measurements.
During the measurements, both in vacuum and cryogenic temperatures, we kept
the inner chamber open, as no gas helium buffer was used, and pumped the whole system
through the outer chamber outlet. Good high vacuum pressures (≈ 1.5× 10−5 mbar) were
achieved using a Pfeiffer pump station (HiCube 80 Eco). When the cold-finger is cooled down
to 4.7 K, close to liquid helium boiling point, the pressure reaches the 10−7 mbar scale due to
the cryopump effect, which reduces the amount of free particles inside the chamber by trapping
them in the cold-finger region.
Because of the reduced size of the taper holder of this chamber, if compared to the
room conditions glass holders, the taper has to be shorter than those used in the latter. While
the room conditions tapers have tapering regions almost 4 cm long, those used in the vacuum
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chamber are about 25% shorter. This is enough to increase coupling of the light coming from
the SMF into higher order modes of the tapering region. Moreover, the waist region for the
cryostat taper is intentionally not single mode, increasing its stiffness to reduce oscillations
caused by the moving stages, which cause difficulties on coupling the taper to the cavity and
whose causes are commented further in this section. This results in lossier tapers; while the
room conditions tapers can have less than 1 dB of insertion loss, the vacuum ones have at best
1.5 dB insertion loss.
Also, residual absorption due to substances adsorbed on the taper surface also
causes the taper to heat and, because of the lack of air inside the chamber to dissipate this
heat, the taper may be damaged. This greatly limited the capabilities of testing our samples in
vacuum conditions, as the input laser power could not exceed approximately 1 mW. This could
be resolved by cleaning the taper before inserting it into the chamber, but we use tapers with a
loop to guarantee that it touches only one device at a time, and this loop comes undone in the
cleaning process. Hence we have to further manipulate the fiber after cleaning, which is enough
to hinder the cleaning process.
Another challenge we encountered on the vacuum and low temperature measure-
ments was positioning the taper on the device. The Attocube stages move all by piezo-actuated
motors, with the coarse motion being executed using the slip-stick principle [73]. In this type
of motion drive a mass moves slowly part of the cycle, caring another mass with it through
static friction; at the end of the cycle this mass rapidly returns to its initial position, such that
the inertial force of the second mass is larger than the friction, what results in the second mass
staying put at the final position. This principle is the same of the table-towel trick, in which a
swift pull of the towel leaves everything on the table at their original position, while a slow pull
will carry the objects with the towel.
This kind of motion causes the taper to vibrate, making the positioning very difficult
due to the lack of air to damp the oscillations that last for a considerable amount of time. The
solution to this is to use another stage to realize the fine positioning, which moves only by
stretching or contracting a piezoelectric component. But this also presented vibrations, although
much weaker than the coarse motion stages, because the change of on the driving voltage of the
piezoelectric component was discrete with minimum steps of 10 mV instead of continuous.
And this change of 10 mV was enough to also cause small vibrations that, although they do not
hider the experiment, make it harder to correctly land the taper on the sample.
3.3. Radio-frequency spectra readout
Now, the devices presented in this thesis have optical modes that are perturbed by
different phenomena. In chapter 4 the optical modes are perturbed by the periodic motion of
a mechanical resonator through the optomechanical interaction, while on the devices presented
in chapter 5 the resonances are perturbed by the periodic variations of temperature and free
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charge-carrier density. These perturbations manifest themselves first as oscillations of the op-
tical resonant frequency, which in turn result in periodic oscillations of the transmitted light
intensity. This transduction depends on the detuning between the input laser frequency and the
cavity resonance frequency (∆), the relation between the total optical decay rate (κ) and the
frequency of the perturbing phenomenon (Ω) and on the detection scheme used [74].
The transmitted light, when detected by a photodetector, produces a photocurrent
whose spectral density carries the information of the mechanism causing the perturbations on
the optical resonance. For the optomechanical case, for example, the spectral density of the
photocurrent can be expressed as
SII(∆,Ω) = F(Ω) KD,H(∆,Ω) G2OM Sxx(Ω) Pin , (3.1)
where F(Ω) is the photodetector gain, GOM is the coupling rate of mechanical motion to optical
resonance shift, Sxx(Ω) is the mechanical displacement spectral density, Pin is the input optical
power and KD,H(∆,Ω) is a transduction function dependent on the measurement scheme and the
detuning between the pump laser and the optical resonance (∆), which will be explained later
in this section. This expression is easily extended to other phenomena by substituting other
coefficients, such as the coupling of temperature or free-carrier density to the optical resonance,
for the optomechanical coupling rate (GOM).
Also, the relation between Ω and κ defines two regimes of operation for the trans-
duction performed by the cavity. These regimes are called resolved sideband regime when
Ω κ and unresolved sideband regime when Ω κ [31]. In this thesis all the frequencies
measured for the fluctuations of the transmitted light intensity are on the tens of MHz scale,
while the cavity decay rates are always on the GHz scale, which leaves all the phenomena
studied in the unresolved sideband regime (Ω κ).
Direct detection
The simplest measurement scheme is the direct detection. In this scheme the output
light of the cavity is measured by a single photo-detector. The experimental setup for this type
of measurement (fig. 3.12) is very similar to the one showed for the optical characterization.
A tunable laser light is coupled into a taper after passing through a variable attenuator and
a polarization controller. The transmitted light is collected by a photo-detector (NewFocus
1617AC) whose response-time is smaller than the period of the signal we want to measure;
e.g., if we want to test a system whose RF signal is in the 100’s of MHz scale we should use a
detector that responds at least at those frequencies, ideally higher. In the experiments presented
in this thesis, signals that span up to 500 MHz are measured, while the detector used has a
nominal cutoff frequency at 800 MHz. The photocurrent output of the detector is measured
with both an oscilloscope (Agilent’s DSO9254A) and an electrical spectrum analyzer (ESA –
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Figure 3.12: Schematics of experimental setup for direct detection of RF signals. BS: beam-
splitter; VOA: variable optical attenuator; PC: polarization controller; ESA: electrical spectrum
analyzer; OSC: oscilloscope.
As mentioned before, the photocurrent of the detector is proportional to the incident
optical power, which in turn depends on the transduction of the optical resonance modulation
to the transmitted light intensity. For the direct detection scheme, in the unresolved sideband
regime (Ω κ), the transduction can be expressed by
KD(∆,Ω) =
4∆2 (κ−κe)2 κ2e Ω2(
∆2 +(κ/2)2
)4 , (3.2)
where KD is the cavity transduction coefficient, ∆ = ωl−ω0 is the detuning between the input
laser angular frequency (ωl), and the cavity resonance angular frequency (ω0), κ = κi+κe is the
total optical decay rate given by the sum of the intrinsic cavity decay rate (κi) with the coupling
with the waveguide (κe) and Ω is the optical resonance perturbation frequency. For more details
on the equations for optical transduction of the cavity resonance to the optical field we refer to
Felipe’s PhD thesis [56] and to reference 74.
Noticeably this function is zero for ∆ = 0, while attaining its maximum value at
∆ =±κ/
√
12 (see fig. 3.13). For the measurements presented in chapter 5 this has little impact,
as the measurements are all made varying the input laser frequency and it is always blue-detuned
(∆ > 0) with respect to the cavity resonance. Also, it is important to note that this function was
obtained by assuming that the amplitude of modulation of the optical resonance (δω0) is very
small, i.e., δω0 κ . And, as it will be shown in chapter 5, this is not the case for the oscillations
caused by temperature and charge-carriers density variations. Hence, this analysis can’t actually
be done for that experiment, although direct measurement is used.
For the optomechanical case presented in chapter 4, on the other hand, this trans-
duction function is valid, as the mechanical motion probed through the optical field has very
little amplitude as a result of the sample having a finite temperature, causing very small ampli-
tude oscillations of the optical resonance frequency. However, in that case we are interested in












Figure 3.13: Direct detection transduction coefficient as a function of laser detuning. Verti-
cal dashed lines mark ∆ = κ/2. The colors indicate the cavity-waveguide coupling regime, for
a single port cavity: blue – undercoupled; yellow – critically-coupled; green – overcoupled.
obtaining intrinsic (bare) mechanical properties of the resonator and, for ∆ 6= 0, optomechani-
cal feedback affects both the mechanical damping rate and frequency [31, 75, 76] (see also my
Master’s degree dissertation [77]). For that it would be desirable to measure the optomechanical
signal with the laser frequency to the optical cavity resonance.
Homodyne detection
One way to produce non-zero optical transduction at ∆ = 0 is by using the Hansch-
Couillaud scheme [78]. This scheme uses the fact that the modes of the optical cavity are
polarization dependent to create a Mach-Zehnder interferometer. The system of interest is in
one of the of the polarizations (one of the arms – signal) and the other polarization becomes
a phase reference (or the local oscillator – LO). In our measurements this is accomplished by
using an in-fiber polarization controller (PC) to control the polarization of the optical cavity
input light, such that just a fraction of it couples into the optical mode of interest, with the
remaining light becoming the LO (see fig. 3.14). This process can be understood in terms of
projection of the polarization of the light. If the cavity mode preferential polarization is, let us
say, in the horizontal one, then the input light will be mostly vertical, such that the projection
of the total polarization in the vertical direction is much larger than in the horizontal direction.
Then, if the input light had a linear polarization, i.e., the phase difference between LO and signal
is zero, after the cavity the total transmitted light will have an elliptical polarization, becasue
the signal gains an extra phase by coupling into and out of the cavity.
By passing this elliptically polarized light through a second PC the major axis of
the elliptical polarization is rotated, such that when it passes through a polarizing beam-splitter
(PBS) the vertical and horizontal components are separated in two linearly polarized beams,
with orthogonal linear polarization and equal intensity. In this last step, because LO and signal
















Figure 3.14: Schematics of experimental setup for homodyne detection of RF signals. BS:
beam-splitter; VOA: variable optical attenuator; PC: polarization controller; PBS: polarizing
beam-splitter; ESA: electrical spectrum analyzer; OSC: oscilloscope. Green and orange polar-
izations indicate the separation between signal and local oscillator (LO). The cyan path indicates
the path in which signal and LO interfere.
are set to the same polarization in each output port of the PBS, they can interfere and this inter-
ference pattern is then detected by a pair of photo-detectors, whose photocurrents are measured
in a differential scheme (I2− I1). This setup is very similar to a homodyne detection scheme,
missing only the ability to freely chose the phase of the local oscillator arm (polarization out of
the cavity – LO).
The cavity transduction coefficient for this detection scheme, on the unresolved











and its detuning dependency can be more clearly seen in figure 3.15. In this case the transduc-
tion is not only different than zero but also maximum for ∆ = 0, which allows us to probe the
optomechanical devices’ mechanical properties without any effect of optomechanical feedback.
We call attention to the fact that the these curves were generated for a single port cavity, in which
κe = κ/2 is possible and results in the cavity-waveguide critical-coupling regime (κe = κi); for
a two port cavity κe = κ/2 is an impossible condition and the critically-coupled regime re-
sults from κe = κ/3. Hence the zero transduction at ∆ = 0 for the critically-coupled regime is
only possible for single-port cavities. Again we point to reference 74 for more details on the
deduction of this expression.












Figure 3.15: Homodyne detection transduction coefficient as a function of laser detuning.
Vertical dashed lines mark ∆ = κ/2. The colors indicate the cavity-waveguide coupling regime,
for a single port cavity: blue – undercoupled; yellow – critically-coupled; green – overcoupled.
In our case the photo-detector pair used is the NewFocus’s 1617AC system, com-
prised of two photo-detectors connected to a differential amplifier, all in the same chip to re-
duce the mismatch of the two detectors. This detector system has three DC outputs, two that
give the DC photocurrent of each detector (I1 and I2) and one that gives the DC component
of the difference between these photocurrents (I2− I1). These DC outputs are all measured in
an oscilloscope (Agilent’s DSO9254A) with the laser frequency sweeping over the resonance,
which allows for proper adjustment of the polarization controllers (PC). To adjust the input PC
the cavity resonance is monitored on the computer, with the transmitted light detected with a
power-meter in the same manner presented in section 3.1. For this adjustments the laser fre-
quency is swept in a short range, just enough to cover most of the optical resonance, using an
internal piezoelectric motor of the laser system. Figure 3.16 shows the resulting detuning de-
pendent transmission of I1 and I2 (green and orange), their sum (black) and difference (yellow)
obtained experimentally (a) and from the transfer matrix analytical model (b – see appendix C).
Note that the optical resonance presents two peaks, result of the coupling of counter-
propagating modes. Nevertheless this doesn’t impair the correct adjustment of the PC’s to obtain
the correct transmission signal, although it requires previous understanding of the expected
signal in this case, which is possible by comparing the experimental data to the theoretical
analytical traces (fig. 3.16).
A fourth output in the 1617AC system gives only the AC component of the I2− I1
signal. This output is measured with an ESA (Agilent’s N9030A PXA Signal Analyzer) and its
data treated to obtain the mechanical properties of the optomechanical system.
But allowing measurements with zero detuning it not the only advantage of this
detection scheme. As Agrawal demonstrates in his book [79], the homodyne detection can also
increases the signal to noise ratio (SNR) of the measurement by a factor 2. This is because
the power on the photo-detectors are typically dominated by the power of the local oscillator,
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Figure 3.16: Signals on the outputs of a homodyne detection scheme. a) Experimental sig-
nals for the DC photocurrents (green and orange), their sum (black) and difference (yellow)
when the laser frequency is varied over a resonance. b) Result of the analytical model of the
PBS output signals.
which can lead to the detection noise being dominated by shot-noise (noise originated from the
corpuscular nature of light) instead of thermal and electronic noise, if the LO power is made
high enough.
3.4. Mechanical spectra
Once the signal in figure 3.16 is set, the laser is tuned to the center of the resonance,
which results in the difference DC signal going to zero. Then we are able to measure the RF
spectrum due to the mechanical motion, without optomechanical changes to the mechanical
resonant frequency or damping rate. Figure 3.17 shows an example of a 20 MHz span of the
power-spectral-density (PSD) obtained for the optomechanical devices we studied. The smaller
peaks close to 40 MHz and 56 MHz are due to mechanical modes, which can be identified
comparing their frequency to numerical simulations. The sharp, intense peak close to 56 MHz
is due to a phase modulation imprinted in the input laser before it is coupled to the optical cavity.
The modes we study in chapter 4 are those close to 56 MHz.
This measurement, as well as all similar measurements, is performed accumulating
and averaging 50 spectra, which is automatically done by the ESA. The validity of fitting this
averaged dataset was assessed by taking the ESA averaged signal and applying the bootstrap
fitting method [80]; then, 50 independent non-averaged spectra were obtained and fitted sep-
arately. Because the average of the independently fitted parameters, as well as their standard
deviation, resulted in the same values (less than 1% variations) as the bootstrapping method, we
concluded that the averaged data is very reliable.
The phase modulation peak is used to measure the vacuum optomechanical cou-
pling rate [31, 74]. Also, we can use this measurement to convert the electrical power-spectral-
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Figure 3.17: Experimental power-spectral-density of a near-field optomechanical device.
The peaks smaller peaks close to 40 MHz and 56 MHz are due to different mechanical modes.
The sharp, intense peak close to 56 MHz is due to a phase modulation of the input laser.
density to a displacement spectral-density, which gives us the notion of displacement sensitivity
in our experiment. The detailed derivation of the relationship between the phase modulation
and mechanical peaks can be found in reference [74]. In summary, the mechanical motion
causes a phase-modulation (PM) of the light stored in the cavity, which is then converted to
an amplitude-modulation (AM) by the cavity itself. What Gorodetsky et al. [74] have shown
is that one can obtain the vacuum optomechanical coupling rate by comparing the amplitude
of a known PM passing through the cavity to the signal due to the optomechanical interaction.
Moreover, this technique eliminates the necessity of absolute knowledge of all losses, couplings
and transfer functions of the measurement setup and optical cavity, reducing systematic errors.













where g0 is the vacuum optomechanical coupling rate [31], nm is the phonon occupation at the
mechanical mode’s frequency Ωm, φ0 and ΩPM are the amplitude and the frequency of the PM,
Γm is the decay rate of the mechanical mode, ENBW = RBW
√
π/(4log(2)) is the effective
noise bandwidth determined by the resolutions bandwidth (RBW) of the spectrum analyzer and
SII(Ω) are the current spectral-densities at the frequencies of the mechanical mode and PM.
The only parameters that must be known besides the data obtained from the PSD
measurement are the temperature of the sample, to calculate the phonon occupancy at the
mode’s frequency (nm), the amplitude of the PM (φ0), which can be calculated from the modu-
lators drive voltage once the modulators Vπ is known, and the spectrum analyzer’s RBW, which
is typically set by the person realizing the experiment. Although the expression uses the elec-
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trical current spectral-density (SII) for both mechanical and modulation signals, they are both
measured at the same time with the same equipment that gives the electrical power spectral-
densities, which is proportional do the current.
To obtain the properties of the mechanical spectral density we fit the function









to the data of the ESA. In this function Sb is the background noise considered to be frequency
independent as no phase noise around the signals measured is expected, S0 = SmeasII (Ωm) is the
peak signal at the mechanical angular frequency Ωm and γm is the mechanical damping rate.
Note that the ESA data is obtained in log scale (dBm/Hz), hence the powers of 10 to convert













































Figure 3.18: Calibration of the power spectrum into displacement signal. a) Original data
with modulator signal to the right and mechanical signal to the left. b) Zoom in the mechanical
signal indicating the relevant parameters. c) Calibrated displacement spectral density (DSD). In
all graphs the lines are fitted functions: blue is the background noise, green the function of the
mechanical signal and in red the total function fitted to the data.
The measured g0 is then used to translate the PSD data into mechanical spectral
density. For that one must obtain the optomechanical coupling rate, GOM = g0/xzpf, where
xzpf =
√
h̄/(2meffΩm) is the displacement quantum zero-point-fluctuation, with meff being the
mechanical mode’s effective mass. The effective mass is determined from numerical simu-
lations of the mechanical modes. In our case this is done using the commercial package
COMSOL®. Figure 3.18 shows the original PSD data, with equation 3.5 fitted to the mechanical
peak, before and after calibrating the vertical axis.
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Chapter 4
Suppression of Anchor Loss Through
Destructive Interference of Elastic Waves
The interaction of optical and mechanical fields in microscale devices enables the
manipulation and control of mechanical modes vibrating at radio-frequencies. Some remark-
able examples resulting from such an optomechanical interaction include the preparation and
measurement of harmonic oscillators’ quantum ground states [8, 81, 82], optically induced syn-
chronization between mechanical oscillators [12], phase noise suppression [13] and highly sen-
sitive sensors [83–86]. A major limitation in these microdevices is mechanical energy loss that
leads to reduced sensitivity [87], lower coherence [31], and increased power consumption [88];
it also remains among the most challenging issues in micromechanical devices, depending on
design and fabrication processes.
This chapter presents an optomechanical device whose mechanical dissipation is
limited by material and surface related mechanisms. The main loss channels are determined by
testing the devices in vacuum, at room and cryogenic (20 K) temperatures. Results related to
the operation of the devices at room conditions (293 K and atmospheric pressure) will be left to
appendix E, as the problem of air damping is already well documented in the literature [89–94].
4.1. Device presentation
This device is part of a near-field optomechanical (NFO) system based on a me-
chanical resonator that interacts with a nearby silicon micro-disk optical cavity (fig. 4.1). The
mechanical resonator is composed by two square paddles (2 µm× 2 µm), attached on both sides
to suspended beams through 4 nanostrings (200 nm wide) separated by a 200 nm gap. They are
fabricated following the steps detailed in chapter 2, with devices defined on the SOI platform by
the IMEC foundry, and the mechanical degrees of freedom granted by wet etching performed
at the Device Research Laboratory’s clean room, at UNICAMP’s Physics Institute. Because the
mechanical device’s structure is completely detached from the optical cavity’s, we are able to
design the former without any changes to the latter. Then, in order to reach a perfect balance be-
tween mechanical waves radiating to the supporting beams, the length of the back paddle (L) is
offset from the front one by a small length δ (see fig. 4.1a). Each chip fabricated by the foundry
has a series of devices where the back paddle has its length varied, while the front paddle’s is
fixed and the optical cavity is nominally the same for every different mechanical device. This
























Figure 4.1: Scanning electron microscopy and optical resonance of the near-field optome-
chanical device. a) On the left an overview image of the paddles and the optical cavity micro-
disk. On the right a zoom in the region marked on the left, with the false color highlighting the
paddles (blue) and the cavity (green). The names of the paddles are used to refer to each one of
them throughout the chapter. The front paddle is 200 nm away from the disk border. The gap
between paddles is of 200 nm and the initial paddle length L is 2 µm, with δ being a symmetry
breaking parameter. In this image δ =−50 nm. b) Typical optical resonance used to probe the
mechanical motion of the paddles. The center wavelength is λ0 = 1516.93 nm with a loaded
optical quality factor Qopt = 35k.
back paddle asymmetry is varied from δ =−200 nm up to δ = 200 nm, in 25 nm steps.
The devices are designed such that the front paddle is 200 nm away from a 5 µm
radius disk optical cavity. This optical cavity supports whispering gallery modes (WGM) [28],
whose electromagnetic fields are mostly concentrated on the disk’s edge. Figure 4.1b shows the
transmission of a low power laser (≈ 500 nW) whose frequency was varied over one of these
resonances. This resonance presents a split dip due to the coupling of counter-propagating
modes, which can be caused by roughness on the disk’s border [70] and the presence of the
paddle. Nevertheless, these resonances present high loaded (total) quality factors of approx-
imately 35k (55k - intrinsic), obtained by fitting the function of the transmission of coupled
resonances (see appendix A) to the data. This optical spectrum had its frequency axis calibrated
following the procedure presented in chapter 3, section 3.1.
4.2. Numerical simulation
Because the supporting beams couple the paddles’ motion, symmetric (S) and anti-
symmetric (AS) combinations of individual paddle modes are formed, such as the in-plane
modes shown in the finite element method (FEM) [95] numerical simulation of figure 4.2a.
These simulations were all performed using the commercially available package COMSOL®.
The color code for S (blue) and AS (red) modes will be used throughout the entire chapter.
FEM calculations of the mechanical modes show that the resonant frequencies of the
coupled mechanical modes display the avoided crossing behavior when δ is varied (fig. 4.2b), a
signature of coupling of the paddles’ motion (see sec. 4.3 and reference [96]). The resonances











































Figure 4.2: Finite element method simulations of the coupled paddles mechanical res-
onator. a) Mode shape of the mechanical modes of interest. The color scale indicates the
total mechanical energy distribution throughout the device, normalized by the maximum, with
the same log-scale for both S and AS modes. b) Real part of the eigenfrequency for each mode
for various values of paddle asymmetry parameter δ . c) Quality factor (Q) of each mode for
various values of δ . These quality factors don’t include material absorption or surface related
mechanisms. The vertical axis is in log-scale.
appear centered at 56.5 MHz, separated by 1 MHz, at δ ≈−15 nm. The simulations also show
that the AS mode has consistently higher anchor loss limited Q’s when compared to the S mode
(fig. 4.2c). This difference appears because the S mode induces a larger displacement on the
supporting beams, due to the two paddles’ in-phase motion, coupling energy from the paddles
to the pedestal and leading to a higher loss rate. On the other hand, the AS mode, due to the
anti-phase paddle motion, drastically reduces the displacement at the anchor points, minimizing
dissipation to the substrate when the two radiated mechanical waves are balanced. Moreover, we
observe a rapid increase of this effect when the paddles are more symmetric (δ ≈ 0), indicating
that it is possible to eliminate anchor losses simply by balancing the paddles. Note however that
the point of minimum dissipation of the AS mode happens with δ ≈−15 nm, due to geometry
asymmetry of the single-sided pedestal supporting the beams.
A perfectly matched layer (PML) [97] is used to obtain dissipation due to mechan-
ical energy radiation to the substrate (anchor loss). Similarly to the conformal transformation
typically used in electromagnetic problems to solve curved regions [98], the PML is a transfor-
mation that maps the imaginary component of the material properties (associated with energy
absorption) into the space variables, creating a perfectly absorbing region in the computational
domain. But more than that, it does so in such a manner that the transition from standard to
absorbing region is continuous, minimizing reflection in the interface and granting reliability
on the resulting complex eigenfrequencies.
Nevertheless, because FEM divides the computational domain in a discrete mesh
whose nodes are the points where the problem is solved, the PML has to be fine tuned so that the
variation from one node to the other is smooth enough, minimizing reflections inside the PML
itself, what could cause the return of energy from the absorbing region back to the standard
domains, reducing the effective damping rate calculated. To account for that we performed a
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series of simulations, changing the PML parameters until minimum quality factor was achieved
for the S mode.
In the simulations shown here, the PML region was placed bellow the structure
presented in figure 4.2a, although not shown. Also, it is important to note that this simulation
only predicts losses due to radiation to the substrate, with bulk and surface material mechanisms
left out. Figure 4.3 shows the expected behavior when some material damping rate, larger than
the maximum radiation damping rate, is added to the results of the FEM simulations. Notice the
smooth dependence close to δ =−15 nm, which is the result of almost constant Q-factors even
for tens of nanometers variation in δ . This is a great contrast if compared to the bare anchor













Figure 4.3: FEM calculated mechanical Q with material loss contribution. Representation
of the expected asymmetry dependence of mechanical Q with material related losses contribu-
tion. The vertical axis is in log-scale.
This suppression of anchor loss through wave interference is not new in literature,
being known since at least the invention of the tuning fork resonator, and is widely used by the
micro-electro-mechanical systems (MEMS) community [99, 100]. But only recently it has been
used to increase the performance of optomechanical devices by reducing mechanical dissipa-
tion [5, 38, 45].
4.3. Analytical model
A mass-spring lumped coupled oscillators model can be used to explain the tuning
fork effect that suppresses anchor loss in the devices. The model consists of two mass-spring
oscillators (m1 and m2 in fig. 4.4), which represent the two paddles, coupled to a third mass-
spring oscillator (mb in fig. 4.4), which represents the pedestal (or base) of the devices. Besides
the indirect coupling of oscillators 1 and 2 through oscillator b, a direct coupling between
oscillators 1 and 2 is also included. This direct coupling is necessary for the model to properly
describe both losses and eigenfrequencies.







Figure 4.4: Mass-spring coupled lumped oscillators schematics. The masses and springs
represent the paddles (1,2) and the pedestal or base (b).
This system is represented by the following system of equations:
dx1
dt

























where the frequencies Ωm,i =Ωm,i+ iγm,i are allowed to be complex, β12 = β21 are the couplings
between resonators 1 and 2 and β1b = βb1 = β2b = βb2 are the couplings of oscillators 1 and 2
with 3, t is the time variable and xi are the amplitudes of motion of the oscillators.
This model takes into account losses due to radiation to the substrate, given by a
combination of γm,b and βib, and intrinsic channels, given by γm,i. The frequencies of oscillators








where L is the beam length (4 µm), w is its width in the direction of motion (200 nm), Y is silicon
Young’ modulus and k = 4.73 is a constant obtained from the equation of motion of a doubly
clamped beam, considering the first mode [30, 36]. The density of the material (ρ) is modified
to account for the extra mass of the paddles, without any change to the elastic properties. The








where ρSi is the density of silicon, Vstr is the volume of the string and Vpad is the volume of
the paddle, which may depend on the parameter δ , allowing changes to the mass of one of the
oscillators. This still results in a minor (less then 2 % ) deviation between the model’s eigenfre-
quencies and the experimental ones, which is corrected with a scaling factor. The frequency of
oscillator b is estimated to be 76 MHz from FEM simulations of the device without the paddles
and nanostrings.
Solving the system of equations 4.1 results in a set of three complex coupled mode
4 Suppression of Anchor Loss Through Destructive Interference of Elastic Waves 53
eigenfrequencies, two for the symmetric (S) and anti-symmetric (AS) combinations of modes
of the oscillators 1 and 2, and a third for the pedestal. By varying the mass of one of them (e.g.
m2) the expected avoided crossing of the coupled mode resonant frequencies and the shape of
the damping rate observed in the FEM simulations is reproduced (fig. 4.5). The eigenfrequency
and Q related to the base mode is not shown in figure 4.5 because its frequency is much higher
than the graph top limit. Note that the example of solutions shown in figure 4.5 have maximum
AS-mode Q when m1 =m2, which is not the case for the FEM simulations and, as will be shown
later in this chapter, neither for the experimental data. This is easily accounted for by making
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Figure 4.5: Frequency and Q-factor obtained from the lumped model. a) Frequency of the
S (blue) and AS (red) modes of masses 1 and 2, as a function of the difference between masses
1 and 2. The frequency related to the mass b is not shown because it is over the top limit of the
graph, at 76 MHz. b) Q-factor of the modes in (a) versus the difference between masses 1 and
2.
4.4. Thermoelastic damping and the Akhiezer effect
One of the most common material damping mechanism in silicon micromechanical
resonator is thermoelastic damping [30, 101]. The thermoelastic effect is the process of tem-
perature change of the material due to deformation, which means it is related to the coefficient
of thermal expansion of the material. In micromechanical systems the modes of oscillation typ-
ically produce regions with compression and distension and, through the thermoelastic effect,
these regions will have different temperatures (fig. 4.6), creating a temperature gradient that
in turn creates heat flow. Because heat flow is a diffusive process this can lead to irreversible
energy loss from the mechanical system, causing the so-called thermoelastic damping (TED).
As pointed out by Zener in his work [102, 103], if the motion is slow enough such
that the material is always in thermal equilibrium with its environment (isothermal regime), or
if it is so quick that heat doesn’t have time to flow at all before another cycle of mechanical
oscillation begins (adiabatic regime), then almost no energy is lost by this process. However
there is a condition in between these two that can maximize TED, i.e., when most of the thermal








Figure 4.6: FEM simulation of thermoelastic effect in a doubly clamped beam. The arrows
indicate heat flow between regions heated and cooled by the mechanical motion. Displacement
exaggerated for clarity.
energy can flow from heated to cooled regions in each cycle. This relation between time-scales
of mechanical and thermal processes is usually characterized by the product Ωmτth, where Ωm
is the mechanical angular frequency and τth the thermal lifetime of the structure. Hence, when
Ωmτth  1 the system is in the isothermal regime, while for Ωmτth  1 it is in the adiabatic
regime.
To assess the role of TED in the devices presented in this thesis, we performed
FEM simulations of this effect. A custom weak form was implemented and the validity of the
FEM model was verified by comparing the numerical solution of a doubly clamped beam to
the analytical model presented by Roukes and Lifshitz[101]. Figure 4.7a presents the results of
this comparison, which shows great agreement between analytical and numerical models. To
do this comparison the Young’s modulus of the material was artificially varied in both cases.
Analytical
Numerical





































Figure 4.7: FEM simulation of TED limited Q-factor. a) Comparison of numeric and analyti-
cal models of TED on a doubly clamped beam. Inset shows the side-view of numerical thermal
distribution. b) Numerical solution of temperature dependent TED limited Q for the S and AS
modes of the paddles. Inset shows the top-view of numerical thermal distribution.
The FEM was then applied to the coupled paddles device, using temperature depen-
dent material properties for temperatures varying from 300 K down to 25 K (see appendix G).
The results for TED limited Q’s are shown in figure 4.7b, where the minimum Q is 80k, at
room temperature, and it increases to almost 1010 at 25 K. The peak around 125 K is due to
the coefficient of thermal expansion of silicon going to zero at this temperature. In section 4.7
it will be shown that, in vacuum, the measured mechanical Q-factors are always much smaller
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than the values obtained in this simulation, at all temperatures. This discrepancy indicates that,
when anchor loss is suppressed, the tested devices are not limited by TED, but other mecha-
nisms. This is easily understood from the Ωmτth relation for these devices, which is in the order
of a few hundreds as the typical thermal lifetime is of a few microseconds and the mechanical
mode of interest is in the tens of MHz (hundreds of rad/s) scale, leaving the system well in the
adiabatic regime.
Another effect that is known to cause mechanical dissipation in silicon microme-
chanical resonators is the Akhiezer effect (AKE) [104]. This effect can be understood as follows
(fig. 4.8): because the sample is always at a finite temperature it has natural thermal vibrational
modes of its crystalline structure excited, with these thermal vibrations following a given dis-
persion relation [105, 106]; the mechanical motion of a given mode of interest locally distorts
the crystalline lattice of the material, locally changing the dispersion of the thermal vibrations,
which takes the thermal vibrations out of thermal equilibrium; finally, the system can thermalize

















Figure 4.8: Schematics of acoustic dispersion modification. Mechanical motion locally dis-
torts the material lattice (a→ a′), which in turn leads to a modification on the acoustic waves
dispersion, taking the vibrations out of thermal equilibrium.
Again, this process has two limits, one isothermal, when the mechanical motion is
so slow that the thermal vibrations are always in equilibrium, and one adiabatic, when the mode
is so fast that the thermal vibrations never have time to recover equilibrium. This means that
this effect can also be represented by a model similar to that Zener derived for the thermoelastic
effect, but in this case the material property that maps the energy transfer from the mechanical
motion to the thermal system is the so-called Grüneisen parameter. This parameter is defined
as γ = −(∂ ln(Ω)/∂V )T , i.e., it relates the change of the natural frequency of the crystalline
modes (Ω) to the local change in volume (V ) at constant temperature (T ). It is important to
note that this parameter is rigorously a tensor, with different components related to different
polarizations and directions of propagation of the thermal vibrations, typically referenced to the
crystalline planes. However, for the estimate of losses due to the AKE, it is usually substituted
by an average constant value [107, 108].
The characteristic product that determines the regime the system is operating is
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Ωmτph, where τph is the thermal phonons (or vibrations) lifetime. Another common nomencla-
ture found in literature is that for Ωmτph 1 the system is said to be in the Akhiezer regime,
while for Ωmτph  1 it is said to be in the Landau-Rumer regime. Using the typical thermal
phonons lifetime [109], it is easy to determine that the paddles devices of this thesis are in the
Akhiezer regime, as Ωmτph ≈ 0.3. Even being in this isothermal-like regime, it is known that
this effect can still cause significant energy dissipation [110].
This effect is typically treated as a local process, not involving energy flux between
different regions of the device, hence any dependency on the mechanical mode’s shape is ne-
glected. Then we look only for analytical models to try to estimate the role of this phenomenon
in the coupled paddles devices. There are several works in the literature that derive analyti-
cal expressions for the AKE [107, 110–112]. We used the well accepted [43, 110] expression







where vD is the Debye average speed of vibrations propagating in the [110] direction [113],
τph is the phonon life-time, for which the values for thermal phonons interacting with acoustic
phonons propagating in the [110] direction with polarization in the [11̄0] direction are used [109,
113], γ is the Grüneisen parameter, cp is the specific heat, ρ is the material density and T is
the equilibrium temperature. Note that these values are not all available for temperatures below
80 K, hence we have to extrapolate the values for sound speed and phonon life-time to obtain
estimates below this temperature. The crystalline planes chosen are based on the relation of the
direction of motion of the modes studied.
Usually, thermal conductivity is substituted for the thermal phonons lifetime using
the relation k = cpv2Dτph/3. But, as discussed by Ilisavskii [109], the thermal phonons lifetime
in silicon is very dependent on the polarization and direction of propagation of the mechanical
motion that affects their dispersion, which makes it difficult to perform this substitution. Hence
we chose not to use thermal conductivity when evaluating the role of AKE in our devices.
Also, the literature is very divergent on the values used for the Grüneisen parameter,
being the most common value at room temperature γ = 1.5 [30, 108]. However, we couldn’t find
reliable sources with this parameter’s dependence on temperature that agreed with this value at
300 K. Hence an upper boundary for the AKE Q limit was defined based on the values given by
Philip and Breazeale [114], which state γ(T = 300 K) = 0.45, and a lower boundary shifting
all values from reference 114 such that γ(T = 300 K) = 1.5. It will be shown in section 4.7
that this model’s lower boundary renders a Q-limit that is only a factor two larger than the best
experimental results, indicating that this effect can indeed have an important role in the mechan-
ical energy dissipation of the devices presented. This is expected because with Ωmτph ≈ 0.3 the
system is in the isothermal (Akhiezer) regime, but not too far from the maximum attenuation
condition (Ωmτph = 1).
4 Suppression of Anchor Loss Through Destructive Interference of Elastic Waves 57






























Figure 4.9: Determination of optical mode polarization and radial order. a) Dispersion of
experimental (dots) FEM calculated (solid lines) TE-like optical modes. Radial order increases
from bottom to top, 1st to 7th. b) Experimental optical spectra for the TE-like polarization.
Circles on (a) and (b) are related by color. The green star marks the optical mode used to probe
the mechanical resonator.
The polarization (transverse electric – TE or transverse magnetic – TM) and radial
order of the optical modes are determined by comparing FEM numerical solutions of the disk’s
modes to the measured spectra. This is done by solving for the modes’ azimuthal numbers (m)
for various wavelength values (λ0) and calculating their separation (free-spectral-range or FSR).
This results in the curves shown as solid lines in figure 4.9a, where the radial order increases
from bottom to top. This curves are related to the dispersion curve as the FSR is proportional
to the group velocity associated with each mode. Then the experimental families of modes are
determined on the experimental transmission data, their FSR is calculated and ploted (FSR vs.
λ0) over the numerical solution; these are shown as dots in figure 4.9. The optical mode used to
probe the mechanical resonators is marked with a green star.
The wavelength axis is calibrated following the procedure presented in section 3.1.
This results in excellent agreement with the numerically calculated dispersion of a 4.9 µm radius
silicon disk, which is only 2% smaller than the nominal disk that is below any fabrication
precision. Repeating the procedure with TM-like numerical and experimental data (not shown)
also result in very good agreement. The fact that there are families of modes with smaller FSR
than the one used to probe the mechanical resonator (green star) demonstrates that we used a
high radial order mode to perform the measurements; in this case the mode is likely a 6th radial
order TE-like mode.
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4.6. Dependence of g0 on the optical mode radial order
In order to readout the motion of the paddles, the front paddle is designed to be
200 nm away from a 5 µm radius disk optical cavity (fig. 4.1) supporting whispering gallery
modes (WGM) [28]. Optical readout is possible because the motion of the paddles modulates
the frequencies of the optical modes through evanescent field perturbation.
The figure of merit of this interaction is the vacuum optomechanical coupling rate [31],
g0 = (∂ω/∂x)xzpf, which measures the amount of optical frequency shift caused by a displace-
ment with a quantum-mechanical zero-point fluctuation amplitude (xzpf =
√
h̄/2meffΩm, where
h̄ is the reduced Planck’s constant and meff and Ωm are the mechanical effective mass and
frequency, respectively). Although there are usually two main contributions to the optical reso-
nance shift, namely boundary motion [22] and photo-elastic effect [23], only the former is con-
sidered because the mechanical modes studied in this thesis induce negligible strain throughout
the material volume.
The moving boundary optomechanical coupling rate (g0) can be estimated through
perturbation theory by [22]
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, (4.5)
where xzp f =
√
h̄/(2me f f Ωm) is the quantum zero-point fluctuation of a mechanical mode with
effective mass me f f and angular frequency Ωm, ω0 is the optical unperturbed resonance fre-
quency, Un is the normalized mechanical displacement perpendicular to the surface S, ∆ε =
ε0(n2in − n2out) is the difference of electrical permitivity inside and outside the material and




out), Et is the electric field tangent to the surface, Dn is the electric dis-
placement normal to the surface and E is the total electric field distributed in the volume V .
Also, the optical effective mode volume can be defined as [115]






where |E|2max is the maximum field intensity and nmax is the refractive index of the medium at
the point where the field is maximum.
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with |Ẽt |2 = |Et |2/|E|2max and |D̃n|2 = |Dn|2/|E|2max.
For the in-plane modes presented in section 4.2, g0 is estimated using equation 4.5
for various radial orders of the optical TE modes, which were calculated using FEM, using
the axial symmetry of the optical cavity to reduce the problem from 3D to 2D. More details
on the geometry used to estimate g0 can be found on appendix D. To obtain the radial order
dependence, the optical modes’ azimuthal number (m) is calculated for a fixed wavelength.
This invariably returns non-integer m values, which are not physically correct, as the periodic
boundary condition imposes integer numbers for the azimuthal index [18]. Nevertheless, this
doesn’t invalidate this analysis because, in this case, we are interested in determining what
difference in g0 should be expected if a given mode was of first or 8
th radial order. The calculated
g0 values, for the perfectly balanced device, range from tens to several hundred Hz, as shown













Figure 4.10: Dependence of g0 with the optical mode radial order. Insets show the distribu-
tion of the radial component of the electric field for the first (bottom) and 8th (top) radial order.
The wavelength is artificially the same for all points and is equal to 1520 nm.
This behavior is counter-intuitive for those used to look only to the confined field
in WGM cavities, as the higher optical intensity region is located further from the disk’s border
for higher radial order modes. But it is easily explained once the decay characteristics of the
evanescent field is evaluated.
In equation 4.7, only ΓOM and Ve f f depend on the field distribution, hence they
must be the terms that determine the dependence of g0 on the modes’ order. Using FEM sim-
ulations Ve f f and ΓOM are computed for TE modes with radial orders varying from 1 up to 8.
Figure 4.11a shows the calculated values of ΓOM and Ve f f normalized by the values obtained
for the first order mode. While Ve f f changes by at most 20%, ΓOM increases greatly, almost 16
times for the 8th order mode. Hence the g0 dependence presented on figure 4.10.
The behavior of ΓOM is explained by the evanescent field of different radial order
modes as a function of the distance from the disk border (fig. 4.11b). Although the field intensity
for each order may vary at the edge of the disk, at the closest paddle’s position (dashed line in
fig. 4.11b) the decay rate difference results in higher field intensities for higher order modes.
4 Suppression of Anchor Loss Through Destructive Interference of Elastic Waves 60
1 2 3 4 5 6 7 8















































Figure 4.11: g0 field dependent components and evanescent field deay profile. a) Effective
mode volume (Ve f f ) and ΓOM, calculated at 200 nm away from the disk’s border, for different
radial order modes, normalized by the value for the first order mode. b) FEM calculated evanes-
cent field profile, for three different radial order modes, outside of a 5 µm radius and 220 nm
thick Silicon disk optical cavity. The field in (b) is normalized by the maximum field value for
each mode, which occurs inside of the cavity; the dashed vertical line indicates the position of
the paddle closest to the disk.
Note that the surface integral in ΓOM should be calculated on all the surfaces of the
two paddles but, because of the characteristic field decay length, only the surface closest to the
disk contributes significantly to g0. This allows for determining the better balanced device in
the samples by measuring g0. That is because only for this device the amount of amplitude of
motion of the front paddle is approximately the same for both S and AS modes, resulting in
similar ΓOM and, consequently, similar g0.
Nonetheless, one may ask why the devices are measured with the mode indicated
in figure 4.9 if there are at least two other modes with higher radial order, hence higher g0.
The answer is because the signal we obtain doesn’t depend only on g0, but also on the optical
damping rate. This can be easily observed taking equation 3.1 evaluated at ∆ = 0 and with the
transduction function for the homodyne detection scheme of equation 3.3, which results in
SII(Ω) = F(Ω) Sxx(Ω) Pin
(




Then, because the higher the optical mode radial order the lower the quality factor,
as easily observed on the optical spectra of the cavities, we chose that particular mode for it was
the one that yielded the best spectral density signal for our samples.
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4.7. Experimental results
The devices are all measured following the procedure detailed in chapter 3, sec-
tion 3.3, using the homodyne scheme. Measurement of g0 using the phase-modulation signal as
reference yields an optomechanical coupling rate of 450 Hz, which is low if compared to other
optomechanical devices in literature that present coupling rates ranging from kHz [12, 21] up
to MHz [23]. But this g0 is expected for NFO devices and is highly dependent on the distance
between paddles and disk [116]. Also this value agrees very well with those from numerical
simulations (see sec. 4.6). The mechanical modes are identified by directly comparing mea-
sured frequencies with those from FEM simulations, which agree within a 2% margin. All
measurements are performed with the optical cavity undercoupled to the taper (κe < κi), even
though the experiments are performed with the taper touching the optical cavity. This is due to
the fact that the taper is a silica (n=1.45) waveguide with air cladding, while the optical cav-
ity is a silicon (n=3.45) resonator with air cladding. That makes the propagating constants of
the confined light in each structure very different and, consequently, reduces the cavity-taper
coupling rate.
The room temperature (RT) mechanical quality factors (Q) are obtained from the
measured power spectral density (PSD) of the two in-plane mechanical modes while the sample
is in a vacuum chamber (10−5 mbar). Using the homodyne detection scheme [78] the samples
are probed with the laser tuned to the center of the optical resonance, thus avoiding any optome-
chanical feedback that could affect the mechanical quality factor [31, 75, 76]. Figure 4.12(a,b)
shows the measured calibrated displacement spectral density, as well as Lorentzians fitted to
the data, for the device with δ = −50 nm, which has the highest AS mode quality factor,
QRTAS = (7.61± 0.07)k, and QRTS = (4.53± 0.04)k for the S mode. The mechanical resonance
frequencies of these coupled modes are around f ≈ 56 MHz with a frequency splitting of
























Figure 4.12: Displacement spectral density at room temperature. S (a) and AS (b) modes’
calibrated displacement spectral density at room temperature. Data is shown in black and fitted
Lorentzians in red. fm ≈ 56 MHz and splitting of 940 kHz. Data of device with δ =−50 nm.
In chapter 1 it was mentioned that one important figure of merit of oscillators is the
Q f -product, which gives a frequency independent feature of the system, when it is limited by
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material losses, facilitating the comparison between different devices. For this particular device
this product yields Q f = 4× 1011 Hz, which is no record for silicon based micromechanical
oscillators [108], but probably the highest for NFO devices fabricated in photonics compatible
SOI platforms (silicon thickness between 100 nm and 400 nm) [117, 118], operating at room
temperature and on the 50 MHz frequency scale.
The fact that this device, with δ =−50 nm, is the one with best anchor loss suppres-
sion is determined by measuring the frequency, Q and optomechanical coupling rate for devices
with varying balance between paddles, as shown in figure 4.13. Here we show the frequency
difference between S and AS modes, because the absolute frequencies present a relatively large
fluctuation due to fabrication variations [119], making it harder to identify the avoided crossing
and the better balanced device. There is still a fluctuation in the frequency difference around










































Figure 4.13: Dependency of frequency, Q and g0 on δ at room temperature. a) Dependence
of frequency difference between S and AS modes on δ . Solid lines are the analytical model
with parameters fitted to the data. b) Mechanical Q-factor dependency with δ for S and AS
modes. Solid lines are the analytical model with parameters fitted to the data. c) Dependence
of g0 on δ for the S and AS modes.
This device not only has the smallest frequency difference and highest AS Q, but it
also has S and AS modes with almost identical measured optomechanical coupling rates. Due
to the similar effective masses and frequencies of S and AS modes, this further indicates that
the optical overlap of the front paddle displacement is also balanced, which results in similar
GOM and, consequently, similar g0 for both modes. Experimentally, the best balance of me-
chanical waves radiation occurs for a δ -value different from the simulated results, which can be
explained by deviations in the devices geometries, such as the buried oxide pedestal shape and
the rounded corners in the clamping regions of the nanostrings. The analytical model (sec. 4.3)
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is fitted to the data, resulting in the following parameters and their respective fitting standard
errors: (β12, β1b, Qb, Q1,2) = (0.65 ± 0.06 MHz, 4.0 ± 0.4 MHz, 323 ± 9, 7380 ± 60).
Comparison of the S and AS modes’ quality factors, for devices with different δ
(fig. 4.13b), shows consistently higher quality factors for the AS modes, suggesting an important
contribution from anchor loss for the unbalanced devices. Nevertheless, its modest two-fold
improvement compared to the S mode — even for the best resonator — indicates that other loss
mechanisms are also playing an important role in the overall dissipation.
Some of these mechanisms, such as thermo-elastic damping and Akhiezer effect,
depend on material properties that typically vary with temperature. Then, to suppress temper-
ature dependent mechanisms and intensify the role of the radiation suppression scheme in the
overall mechanical losses, the sample is inserted in a cold-finger cryostat to cool it down to
22 K. At these low temperatures (LT), a high enhancement of 385% for the AS mode quality
factor, reaching QLTAS = (37.0±0.6)k (fig. 4.14b) is observed, while the S mode increases only

























Figure 4.14: Displacement spectral density at cryogenic temperature. S (a) and AS (b)
modes’ calibrated displacement spectral density at cryogenic temperature. Data in black and
fitted Lorentzians in red. fm ≈ 56 MHz with splitting of 960 kHz. Data of device with δ =
−50 nm.
These Q-enhancements are accompanied by a small (0.7%) increase in mechan-
ical frequencies due to an expected material stiffening at LT, resulting in a Q f -product of
2× 1012 Hz. Such a high contrast between the S and AS modes’ quality factors at LT clearly
indicates the efficiency of the destructive interference scheme. Note that the LT limit for the Q
of the S mode is approximately two times greater than the predicted by the FEM simulations
shown in figure 4.2c, which can be explained by differences on the pedestal shape that affect
how much mechanical energy can leak to the substrate. Nonetheless, the calculated anchor loss
limited Q is much higher for the AS mode, an indication that the devices may have reached
some kind of material or surface related limit at 22 K.
I further investigate the nature of the low temperature Q-limit by increasing the
cryostat base temperature from 22 K up to 200 K, while monitoring the mechanical quality
factors (fig. 4.15). The measured Q temperature dependence reveals a capped behavior below
∼ 100 K and a power-law reduction up to 200 K; above 200 K there is an apparent increase
in both S and AS quality factors. The power law and the limit bellow 100 K are assessed by
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considering two common material related loss channels in silicon devices, the thermoelastic
damping (TED) [101] and the Akhiezer effect (AKE) [104, 107]. The expected TED-limit Q’s
temperature dependence, based on FEM calculations, are shown in figure 4.15 as red and blue
lines. As presented in section 4.4, the expected RT TED-limited Q values are close to 105, while
the expected LT TED limits are well above the 108 level, without any decrease below the RT
limit. Hence, TED cannot explain neither the LT, nor the temperature dependent, nor the RT Q
limits. This is expected due to the large mismatch between the mechanical period and thermal


















Figure 4.15: Temperature dependence of mechanical Q-factor. Dots mark the experimental
data for the S and AS modes. Solid lines ar the TED limits for S and AS modes’ Qs. The shaded
area indicates the region bounded by the upper and lower AKE limits.
In order to verify the role of the Akhiezer effect (AKE) we considered the model by
Woodruff and Ehrenreich [107] with temperature dependent material properties [113, 114, 120]
(see sec. 4.4 and appendix G). As mentioned before, among the parameters involved in this
model, the Grüneisen parameter (γ) has the largest range of reported values [108], resulting in
an upper and a lower Q-limit due to the AKE, respectively. Therefore, to obtain temperature-
dependent boundaries for the AKE damping, we used the measured γ temperature depen-
dence [114] for the upper AKE Q-limit, whereas we rescaled these γ values such that at RT
γRT = 1.5, resulting in the lower limit. The gray area on figure. 4.15 is bounded by these
upper and lower limits, and the lower-limit is roughly within a factor 2 above the RT mea-
sured values. Comparison of the variation of Q with temperature suggests that this effect is the
most likely material damping mechanism to affect our devices from room temperature down to
100 K. However, the mismatch between analytical model and experimental data also suggests
that some other effect also has an important impact in the mechanical losses, at all temperatures.
The Q-limit observed at LT could be attributed to a residual asymmetry in the fab-
ricated paddles. To investigate this possibility we measured the δ dependency of the quality
factor of these modes in a second cool-down of the sample (fig. 4.16). Again the AS mode
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presents consistently higher Q-factors and the fitted model results in the following parameters:
(β12, β13, Qb, Q1,2) = (0.65 ± 0.06 MHz, 4.0 ± 0.4 MHz, 320 ± 20, 27900 ± 1300). The
values for the coupling rates (β12 and β13) are the same as the ones for the RT case because we
fixed them at those values. This is justified by the very small change in frequency and splitting
(0.7%) at LT.
Notice that Qb changed by less than 1% from RT to LT, while Q1,2 varied by a factor
4, indicating that the increase in Q and in its dependence with δ can be reasonably explained
by a decrease in material related losses, without necessarily changing anchor losses. Also, the
slowly varying AS mode Q-enhancement towards the higher symmetry region (δ ≈ −50 nm)
suggests that the mechanical Q is not being limited by variations in the device geometry (see
fig. 4.3 in sec. 4.2). Moreover, numerical simulations confirm that small (up to 5 %) variations
on any of the device transverse dimensions would not quench the AS quality factors to the LT
measured levels. Hence, we infer that the AS mode LT Q-factor is not being limited by failure
of the destructive interference scheme.
However, note that the variation from δ = −25 nm to δ = 25 nm also increased,
with the Q of device with δ = 25 nm presenting larger enhancement than its neighbors. This
indicates that this fluctuation might be caused due to variations on the geometry of these devices,
which are changing how anchor loss affects each one of them, although the actual cause of this
changes have not been determined. Nevertheless, this seems to be an effect confined to the
devices with δ =−25 nm and δ = 25 nm, hence it should not invalidate the analysis presented

















Figure 4.16: Dependency of Q on δ at low temperature. Mechanical Q-factor dependency
with δ for S and AS modes at 22 K. Solid lines are the analytical model with parameters fitted
to the data.
Another loss channel that could be considered to be limiting the performance of
these devices is related to surface effects, which are known to be important damping mechanism
in very thin (less than 1 µm thick) silicon devices [121–124]. An important hint about the role
of surface dissipation is evident in the data presented so far. Note that the maximum Q in
figure 4.16 is 35% smaller than the data shown in figure 4.15. In fact, the data presented in
figure 4.15 was taken during the first cool-down of the sample, while the data in 4.16 was
taken in the second cool down. In the meantime the sample was not removed from the vacuum
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chamber, although the vacuum pump was turned off keeping the valves closed, what caused an
increase in the chamber inner pressure, but not up to atmospheric pressure (≈ 5 mbar). This
suggests that some sort of surface modification could have occurred in the devices.
To assess the role of surface effects, we measured the impact of surface treatment
– cleaning [57] and local laser annealing [125] – on the Q temperature dependence. These mea-
surements were carried out from liquid nitrogen temperature (LNT, with the sample reaching≈
82K) up to room temperature. We chose to use liquid nitrogen (LN), instead of helium (LH),
because of the time-scale of the experiment. Usually an 8h experiment takes approximately
60 L of LH to cool the sample and to keep the temperature stable. On the other hand, the same
amount of LN can be used for 2 to 3 experimental processes. Moreover, although the Physics
Institute of UNICAMP has a cryogenic workshop, where both LH and LN are continuously
produced, the time-scale to obtain LH is of about one week, due to the liquefaction rate and
demand, while LN can be obtained in a daily basis. The results of the surface treatment tests
are summarized in figure 4.17, where the data of figure 4.15 is repeated in lighter colors for





























Figure 4.17: Temperature dependence of Q-factor at different surface conditions. a) After
a few months stored in a box with N2 rich atmosphere. b) After cleaning with piranha solution
and HF dip. c) After in-situ laser annealing – device with δ = −75 nm. The first cool down
measurement is kept in every figure for comparison (lighter colors). Shaded area marks the
Akhiezer limits and the blue and red lines the TED limits.
The description of each measurement in figure 4.17 is listed below:
Fig. 4.17a: First the sample is measured after being stored in a box with N2 rich atmosphere
for a few months after the measurements presented before (lighter colors). The
modes of interest are probed at RT (293 K), at 82 K and while the temperature
increases from 82 K up to RT. Observe that both S and AS modes had their RT
Q degraded, indicating that changes on the device have occurred since it was last
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measured. Also, the temperature dependence of both modes was very similar to
the first cool down, but the AS mode saturated with a Q of 20k at 82 K, half of
the maximum obtained in the first cool down and 70% of the second (fig. 4.16).
Again, this is indicative that some structural changes might have occurred while
the sample was stored.
Fig. 4.17b: After that, the sample was cleaned using piranha solution and a 30 seconds dip in
a 1:10 solution of HF in water, and the measurements repeated. After cleaning,
the sample remained in contact with air for about one hour before measurements.
An overall reduction of the Q′s at room temperature was observed, and the S mode
presents lower Q factors for all temperatures. However the AS mode reached a Q =
45k at 82 K and it is hard to tell if it would saturate or continue rising if temperature
continued decreasing. This is a 13.5% increase with respect to the value at 22 K in
figure 4.15 and 45% if compared to the maximum value in figure 4.16.
Also, a minimum in Q for both modes around 220 K is clearly observed, which
seems also to be present on the first cool down measures and is not easily observed
due to lack of points around these temperatures. Similar minima have been ob-
served in other structures[124, 126–130] and, although typically associated with
dislocation relaxation[126] or surface related effects[124, 127], their actual origin
still lack proper explanation and its detailed investigation lies beyond the scope of
our work.
Fig. 4.17c: Finally, we performed in-situ laser annealing [125], while the sample was in vac-
uum at room temperature, and repeated the whole temperature dependent measure-
ment process. The annealing is performed by focusing a continuous-wave green
laser, with approximately 500 mW of power, on the sample. This is accomplished
by launching the laser through the objective of a microscope, which is also used
to image the samples. We note here that, although we could measure the device
with δ =−50 nm at RT, it was damaged in a second annealing attempt before the
cool down. This prevented me from acquiring the temperature dependent data for
this device. Nevertheless, the RT data presented an increase on Q’s for this device,
with the AS mode’s reaching 10k, while the S mode was limited to 5.0k, close to
the value measured on the first cool down (lighter colors in fig. 4.17).
Because the device with δ =−50 nm was damaged, which was used in the dataset
so far, and because we wanted to avoid changing the sample for these tests, we
were forced to measure the temperature dependence for the second better balanced
device at room temperature (δ=-75 nm). We annealed this new device at RT and
repeated the cooling and heating process. Note that this device, although not as
well balanced as the one with δ=-50 nm, reached a Q of 54k for the AS mode at
82 K, repeating the best result of the previous measurement (after cleaning), while
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the S mode saturated at the 10k plateau. This is a 103% increase for the AS mode
if compared to the values measured at 82 K in figure 4.17a. Also, the S mode
maintained a Q value, at RT, very close to the obtained before the first cool down,
but the AS mode reached a Q of 10k, indicating that even this device is not limited
by anchor loss, at RT.
I note that, on these last measurements, the AS mode seems to saturate its LNT
Q at about 54 K. However, this device is not the best balanced on this sample,
hence it is not possible to determine if this limit is due to material/surface effects
or failure of the anchor loss suppression scheme.
4.8. Conclusion
In summary, we have demonstrated the use of destructive interference of elastic
waves as an effective approach to obtain high-Q mechanical resonators at the 50 MHz frequency
scale. The data clearly shows that symmetric modes are highly susceptible to anchor loss, while
the antisymmetric modes may be limited by other mechanisms, such as surface scattering and
the Akhiezer effect. To further increase these devices’ performance one should pay attention
to the fabrication process, including surface treatment steps [125, 130, 131], reducing surface
related dissipation and increasing the Q limit for the AS mode. We expect these devices to serve
as platforms for studies of arrays of optically coupled mechanical resonators, as well as very
sensitive force sensors.
The consistently higher QAS, obtained after the surface-treatment of the same sam-
ple (for the better balanced device, δ = −50 nm), suggests that the AS mode quality factors
were limited by surface related mechanisms. Although further investigation would be required
to reduce surface-loss, the observed Q-enhancement after surface treatment suggests that the LT
Q-limit is not due to failure of the destructive interference effect.
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Chapter 5
Self-pulsing in Silicon Micro-cavities
One very common material used for developing optomechanical devices is sili-
con. Its use is encouraged by the fabrication process, which is very well established thanks
to the development of the electronics industry in the late 21st century. Moreover, it increases
the possibility of integrating optical, mechanical and electronic systems, all in the same plat-
form. However, silicon is a material with relatively high non-linear optical properties, with
two-photon absorption (TPA) as the main process limiting its usage for non-linear optics and
also optomechanics. In optical micro-cavities, this process, associated with the thermo-optical
effect (change of refractive index with temperature), can lead to what is called self-pulsing
of the stored energy [48, 49, 132], a process that can affect the operation of optomechanical
systems [50, 51].
In fact this phenomenon was observed in the NFO devices presented in the previous
chapter, what inhibited tests with the devices set to optomechanical self-oscillations. On the
other hand, self-pulsing became an object of interest, both to learn how to suppress it and
because it can become an important asset in the development of integrated photonic platforms.
This chapter addresses self-pulsing in silicon optical micro-cavities, presenting the
basic model and its results, as well as the experimental demonstration of this oscillations in an
optical cavity. Also, it shows that this effect can couple between different optical cavities, which
takes the problem to coupled optomechanical systems, but also paves the way for the study of
the dynamics in coupled optical based oscillators.
5.1. Device presentation
The process to obtain the devices presented in this chapter is detailed in chapter 2.
After wet etching and cleaning the samples, they are all characterized in room conditions (at-
mospheric pressure and approximately 293 K). Two systems were studied, one composed by
a single cavity (fig. 5.1a,b) and another with two optically coupled cavities (fig. 5.1c,d). In
both cases the cavities are 2 µm radius disks supporting whispering gallery modes with typical
quality factors of 70k to 80k for modes with resonances close to 1470 nm. The two disks of
the double cavity system are separated by 300 nm (measured at the smallest distance between
disks).
The optical spectrum of the single cavity system (fig. 5.1b) presents a splitting due
to coupling of counter-propagating modes [70] with coupling rate of 13.6 GHz. The double
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cavity spectrum (fig. 5.1d) presents two kinds of splitting, a smaller one due to the coupling of
counter-propagating modes and a larger one due to the coupling of the two cavities [96]. The
double disks smaller coupling rate is of 6.3 GHz, while the larger coupling rate is 28.2 GHz.
Although the smaller splitting is hard to control, because it depends on the roughness of the
cavity surface, the larger splitting is easily tailorable by changing the distance between the two
cavities, which is translated into a change in the coupling rate between their modes. These
optical spectra are typically obtained with the input laser power set to less than 500 nW, as
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Figure 5.1: SEM and optical spectra of the 2 µm radius optical cavities. a) Top view scaning
electron microscope (SEM) image (false-color) of a single 2 µm radius silicon optical micro-
cavity. b) Optical spectrum of one resonance of the single disk of figure (a), showing the
splitting due to coupling of counter-propagating modes (gcp). Center wavelength is 1471.4 nm,
with linewidths of 2.5 GHz (Q = 81.6k) and gcp = 2π × 13.58 GHz. c) Angled view SEM of
a double cavity system. The cavities are nominally identical, with 2 µm radius and a minimum
separation of 300 nm. d) Optical spectrum of the coupled cavities shown in (c); it shows the two
splittings due to the coupling between cavities (g12) and the coupling of counter-propagating
modes (gcp) in both cavities. Center wavelength is 1472.1 nm, with linewidths of 2.9 GHz
(Q = 70.3k), gcp = 2π×6.36 GHz and g12 = 2π×28.2 GHz.
5.2. Model
Although silicon is transparent for light with wavelengths longer than approxi-
mately 1.1 µm [134], if light intensity is high enough, two-photon absorption (TPA) [46, 135]
may become important, creating enough free-carriers (FC) to significantly decrease the refrac-
tive index of the material [136]. In an optical cavity this process will lead to an increase, or a
blue-shift, of the resonance frequency. On the other hand, the generated FC will absorb light
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and generate heat, which will produce an increase in the refractive index due to the thermo-optic
effect [137] and, consequently, shift the resonance to lower frequencies (red-shift).
As indicated in figure 5.2a, the optical filed is concentrated on the disk’s edge, where
it is absorbed and generates FC and heat. The generated FC have typical life-times on the order
of nanoseconds [138, 139], most likely due to surface facilitated recombination [140]. Heat,
on the other hand, is dissipated mainly to the substrate through the supporting oxide pedestal,
which has poor heat conduction characteristics, leading to thermal life-times on the order of
microseconds. The resonance frequency shift caused by these two effects alters the amount of
energy stored inside the cavity, closes the feed-back loop represented in figure 5.2b and amplify






















Figure 5.2: Schematics of self-pulsing in silicon optical microcavities. a) Scheamtics of the
side-view of a micro-disk silicon cavity, indicating the formation of charge-carriers and the flow
of heat through the pedestal. b) Schematics of the feed-back loop that produces the self-pulsing,
with δU being the stored energy, δN the variation in charge-carrier density, δT the variation of
temperature and δω0 the variation of the resonance frequency.
For a single cavity we model this phenomenon with three coupled equations, one
for the optical field (eq. 5.1), one for the density of charge carriers (eq. 5.2) and one for the
temperature variation (eq. 5.3) [48, 49]:
da(t)
dt
= i [∆+gθ θ(t)+gNN(t)]a(t)−












κlin +σSivgN(t)+αT PA | a(t) |2
)
| a(t) |2 (5.3)
The definition of the parameters of these equations are summarized on table 5.1.
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Table 5.1: Parameters of the self-pulsing equations.
Parameter Description Parameter Description
| a |2 Intra-cavity stored energy γFC Free-carriers decay rate
N Density of carriers γth Thermal decay rate
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where n is the refractive index, ng is the group index of refraction, ω0 is the optical resonance
angular frequency in the absence of non-linear effects (cold-cavity) and T is the temperature.
Note that the opposite effect of θ and N is implicit in this equations through dn/dT , which is
positive, and dn/dN, which is negative.
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where βSi is the TPA constant for silicon and c is the speed of light.










where h̄ is the reduced Planck constant and cp is the material heat capacity. The parameters
ΓT PA and ΓFC are overlap factors for TPA and FC absorption, respectively, while VT PA, VFC
and Vdisk are effective volumes available for TPA and FC absorption and the total disk vol-
ume, respectively. These parameters values are determined from finite element method (FEM)


























where E(~r) is the spacial distributions of the electric field amplitude.
Note that there are 3 distinct time scales present in equations 5.1 to 5.3. The fastest
time-scale is the optical life-time (τopt = 1/κ), which is in the order of tens of picoseconds
for cavities with optical quality factors on the order of 80k. Then comes the FC life-time
(τFC = 1/γFC), in the order of a few nanoseconds. And the slowest time-scale is the thermal
life-time (τth = 1/γth), in the microsecond scale. One can then say that the optical field inside
the cavity responds instantaneously to any FC or thermal variation. This means that the stored
optical energy (| a |2) is always in steady-state at any time, following any variations of N and θ
instantly. We can then write da/dt = 0 and solve the first equation for a(t) = a(N(t),θ(t)).
To do so it is necessary first to take care of a non-linear absorption term that depends
explicitly on a(t) in equation 5.1, namely the optical loss due to TPA. In fact, by solving the
steady-state problem for the carriers density (dN(t)/dt = 0) it is possible to evaluate the contri-
bution of each loss term in equation 5.1 at any given static amount of energy inside the cavity
(fig. 5.3). For a typical input power of 1 mW to 2 mW, the stored energy inside of our cavities is
on the order of 10 fJ. For this amount of energy both non-linear absorption coefficients are still
smaller than the linear one (κ), but the terms due to TPA is much smaller than the other two,
5 Self-pulsing in Silicon Micro-cavities 74
unless for very little amounts of stored energy when it is comparable to the FC absorption term.





















Figure 5.3: Optica losses due to FC absorption, TPA and the linear losses as a function of
the intra-cavity energy.
Nevertheless, because the TPA term is always much smaller than the total optical
decay rate, this term can be ignored and the steady-state solution of equation 5.1 can be simpli-





2i(∆++gθ θ(t)+gNN(t))−κ +αN |N(t)|
. (5.14)
Inserting equation 5.14 into equations 5.2 and 5.3 we obtain two equations of real






=−γthθ(t)+βth (κlin +σSivgN(t)+αT PAU(t))U(t), (5.16)
where U(t) = | a(t) |2, for simplicity. This approximation will be of special value when solving
the problem of 2 cavities, as it will lead to a smaller memory consumption and shorter time to
solve the problems. It is important to note that, although the TPA term was removed from the
optical equation (eq. 5.1), this term is maintained in equation 5.3, minimizing the amount of
approximations to solve the problem.
The material parameters used to properly solve the problem are obtained from the
literature [47, 132, 133, 139, 141–143]. The thermal life-time was estimated by considering the
conduction of heat from the top silicon layer through a truncated cone oxide pedestal, with top
diameter given by the undercut of the disk obtained from optical images and bottom diameter
was made equal to that of the disk. This produced a typical time-scale of 7 µs for the single
cavity and 3.5 µs for the double cavity, with the difference given by the different undercut
size in each sample. The FC life-time for both systems was assumed to be 4 times the value
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presented in reference [139], which results in a timescale of 5.8 ns. We chose reference [139]
because their measurements were performed in waveguides fabricated by the same foundry as
the samples used in this work. The scale factor of the FC lifetime was chosen so that the time
dependent solutions had similar frequencies to the experimental data. The linear absorption
rate (κlin) was set to half of the intrinsic linear decay rate (κi), based on the results presented in
reference [47].
Because the optical resonance shifts when the optical energy inside the cavity in-
creases, it is necessary to solve equations 5.15 and 5.16 with a time dependent detuning (∆ =
∆(t)), as the example in figure 5.4. In this function ∆(t) varies from the blue side of the cold
cavity (∆/κ > 0), until a given stop point on the red side of the cold resonance (∆/κ < 0). If
this ramp is done too slowly, the solutions tend to show only static temperature and FC density.
That is because the model doesn’t take noise into account, hence there is nothing to perturb the
solution out of its equilibrium.
On the other hand, if the ramp is done fast enough such that oscillations appear in
the solutions, it typically causes artifacts on the solutions due to the variations of the stored
optical energy being on the same time-scale of the phenomena of interest. To overcome this
problem, the system of equations is solved multiple times, changing the stop detuning in each
solution and storing only the data related to the times when ∆ is static (red line in fig. 5.4). In
this way the ramp of detuning can be done very quickly without affecting the final solution.











Figure 5.4: Time dependent detuning function. The black region simulates the laser fre-
quency sweep, taking the optical resonance non-linear shift into account. The red region is
where time dependent data is stored and its Fourier transform are evaluated. The horizontal
axis is time normalized by the thermal life-time. The vertical axis is the laser detuning with
respect to the cold cavity, normalized by the total cold-cavity linewidth.
An important observation is that the ∆ values presented in figure 5.4 are relative to
the cold cavity, i.e., without considering the non-linear resonance shift. As will be clear later
in this section, the effective detuning is always positive with respect to the shifted resonance
position. Also, we note that these numerical solutions presented here were obtained before
proper characterization of the FC and thermal lifetimes of the samples, what invariably leads to
deviations in quantitative results between model and experiment. Nevertheless, good agreement
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in the general behavior of the systems is achieved for both single and double cavity cases.
Single cavity
To reproduce the single cavity experiments the optical modes are modeled with a
splitting due to coupling of counter propagating modes [69, 70]. The expected optical trans-
mission spectrum for a low power pump is shown in figure 5.5, with an optical decay rate
κ = 2π×2.5 GHz and a coupling rate between modes gcp = 2π×13 GHz. The cavity-waveguide
coupling rate (κe) is 1.1 GHz and the central wavelength was set to approximately 1471 nm.
The list of values for all parameters used in this case are listed in appendix H.













Figure 5.5: Numerical optical transmission spectrum of a single cavity with coupling of
counter-propagating modes. The coupling rate between modes is 13 GHz and the total optical
decay rate is 2.5 GHz.
The equations are solved in Mathematica® and, for a given final detuning value,
result in time-traces like the ones shown in figure 5.6, which show the traces over one complete
cycle of oscillation. By substituting the θ(t) and N(t) solutions into equation 5.14 and calculat-
ing the normalized time dependent transmission, the curve presented in figure 5.6a is obtained.
Figure 5.6b shows the frequency shift of the resonances relative to the equilibrium position,
which is given by
∆ω = gθ θ(t)+gNN(t)−∆ω, (5.17)
where ∆ω = gθ θ +gNN is the shift caused by the mean variation of both temperature and FC
density, with the overbar indicating time average. Figures 5.6c and 5.6d show the time behavior
of FC and temperature variation over a single period. The colors indicate the regions where a
relative blue-shift (blue) or red-shift (red) occurs, respectively.
From these traces it is already possible to understand the origins of the different
features in the transmitted signal. At some point on the oscillation cycle, the FC density is
at minimum and heat generated by carriers in the previous period is dissipated, causing the
resonance to blue-shift and approach the frequency of the pump laser. Due to the non-linear
(Lorentzian) build-up of optical energy inside the cavity, FC density start to quickly increase,
increasing the blue-shift rate, up to the point where one of the peaks completely passes by the
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Figure 5.6: Numerical time-traces of a self-pulsing single optical cavity over one period. a)
Optical transmission normalized by the input power Pin. b) Total resonance shift with respect to
the mean resonance shift normalized to gcp. c) Free-carriers density. d) Temperature variation
with respect to the cold-cavity equilibrium value. The colors indicate the regions where there is
relative red and blue-shift of the resonance.
pump laser, causing the sharp deep at the beginning of the pulse. Then the generated FC start
to absorb light, generating heat and red-shifting the resonance, until another instability point is
reached, when the FC density quickly depletes, rapidly red-shifting the resonance until another
cycle begins. It is interesting to observe that the frequency shift over one period of oscillation
is always much smaller than the coupling rate gcp (fig. 5.6b), but it is larger than the linewidth
of the peaks (κ = 2π×2.5 GHz). In fact it is large enough such that one of the peaks shifts over
the pump laser position, causing the sharp deep in the beginning of the pulse.
The dynamics of the resonant frequency are more easily observed by plotting the
optical spectra of the cavity, as would be observed with a weak probe laser, for each position
in time. This is accomplished by plotting the transmission obtained with equation 5.14 for
instantaneous values of θ(t) and N(t), which produces the spectrogram presented in figure 5.7,
where the vertical line close to 10 GHz marks the position of the pump laser frequency. Note
that the laser is always blue-detuned with respect to the mean resonance position (∆−∆ω = 0).
Observe that the resonance path reproduces exactly the trace presented in figure 5.6b,
and now it is possible to see the two moments when the bluer resonance passes by the laser posi-
tion, causing the minima in the pulse pattern. Also, observe that because the two resonances are
of the same cavity, experiencing then the same shifts due to the FC and temperature variations,
both resonances move exactly in phase, never changing their relative distance.
These solutions also allow to obtain other information about the process by obtain-
ing the phase-space diagram of the transmitted light and the N×θ -space diagram. The former
(fig. 5.8a) is obtained by plotting the amplitude of the transmitted signal versus its time deriva-
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Figure 5.7: Numerical time-dependent optical transmission spectrogram. The vertical line
indicates the position of the pump laser frequency.
tive, while the latter is a simple plot of the FC density versus the temperature variation θ . The
fact that the process presented here is a self-oscillation one is again confirmed by the closed
paths these diagrams present. But more than that, these diagrams are of help in the identifi-
cation of different state of oscillations for the double cavity problems, as will be clear later in
this section. To obtain a phase-space diagram that resembles that of the experimental data, a
low-pass filter with cutoff frequency at 800 MHz was used on the transmitted signal of this




































Figure 5.8: Numerical phase and N−θ space of a self-pulsing single optical cavity. a) Phase
space of the transmitted light of a self-pulsing cavity. This plot was obtained after passing the
signal through a low-pass filter with cutoff frequency at 800 MHz, simulating the measurement
setup. b) N−θ space of a single self-pulsing cavity. The colors indicate the regions where there
is relative red and blue-shift fo the resonance.
Finally, taking the Fourier transform of the optical transmission time-trace (fig.
5.6a) for different static detuning positions produces a spectrogram, with the time axis is sub-
stituted by a pump wavelength axis (fig. 5.9). The pump wavelength dependent transmission
(fig. 5.9a) is obtained by taking the average of the oscillating transmission signal for each de-
tuning. The pulses spectra present various harmonics, spanning up to the GHz scale, which is
expected for the square-like pulses produced in this process. Note that the detuning for which
oscillations start is very well marked by both an abrupt increase in the average transmitted
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signal and the appearance of the peaks in the spectrum. This behavior, as will be shown in
section 5.4 is precisely what is observed in experiments. Also, the first harmonic frequency
presents a high detuning dependency, which is observed in the time domain as a change in the
pulses duty-cycle, i.e., the ratio between the time the pulses are high and the oscillation period.



























Figure 5.9: Numerical wavelength dependent spectrogram of a self-pulsing single optical
cavity. a) Normalized transmission of a detuning sweeping pump laser, with the typical tri-
angular shape due to non-linear bi-stability [133]. The blue region is where the self-pulsing
occurs. b) Detuning dependent spectrogram of the transmitted self-pulsing light. The vertical
scale follows the same scale in (a).
Double cavity
As shown in figure 5.10a, in this case one of the cavities is coupled directly to
the waveguide (which will be called C1), while the other (C2) only receives light that coupled
into C1 (see appendix A for more details on the optical equations). Figure 5.10b shows the
optical transmission spectrum for this system, as it would appear in a low input power measure-
ment. The coupling rate between cavities is g12 = 2π×28 GHz, and the resonances are centered
around 1471 nm with total linewidths κ = 2π×2.5 GHz.
Note that there is a slight asymmetry in the peaks extinction ratio; that is because
a slight mismatch between the resonances of C1 and C2 is taken into account. This mismatch
was created by making the C1 with resonance ω0 and C2 with resonance ω0−δ0, where δ0 is a
positive constant, making the resonance of C2 redder than that of C1. In this case the difference
is δ0 ≈ 2π×1 GHz. Besides this resonance frequency mismatch, the cavities are considered
to be identical in terms of optical losses and material properties, as well as FC and thermal
life-time.
Also, in the single cavity case it was demonstrated that the splitting due to coupling
of counter-propagating modes doesn’t add sensible information to the problem. At most it
would cause split dips in the transmission time-trace, and only if the shift caused by temperature





















Figure 5.10: Schematics and transmission spectrum of a coupled cavity system model. a)
Schematics of a coupled cavity system. The coupling between cavity modes is given by g12.
b) Optical transmission spectrum of a pair of coupled resonances. The coupling rate between
modes is 28 GHz and the loaded optical decay rate is 2.5 GHz. The difference in extinction
ratio is due to a mismatch in resonance frequency of 1 GHz between the two cavities.
and FC is large enough for both peaks to pass by the pump laser frequency. Hence we didn’t
take this feature into account for the double cavity problem, even though the real device presents
two kinds of splitting, a larger one for the coupling between cavities and two smaller ones for
the coupling of counter-propagating modes in each cavity.
It is important to note that the two peaks in the spectrum of figure 5.10b are not
those of the individual resonances of C1 and C2. Instead, these are what are commonly named
super-modes of the coupled system, which are comprised of symmetric and anti-symmetric
combinations of individual cavity modes, and their distance is related to the coupling rate g12.
Throughout this chapter we will refer to these resonances by coupled resonances, in this manner
distinguishing them from the individual cavities’ resonances. See reference 96 for more details
on the coupled mode theory and the relation between coupled resonances and individual ones.
The function used to generate the spectrum in figure 5.10b is presented in appendix A.
In the double cavity case the importance of reducing the number of equations for
each cavity becomes apparent. The whole problem involves three equations per cavity, and the
equation for the optical field amplitude (a(t)) is complex, which in practice increases the num-
ber of equations to four per cavity, because any numerical solver will make a(t) = A(t)+ iB(t)
before starting to solve the system of equations. Removing the equation for a(t) by the adiabatic
approximation (the field responds instantly to the temperature and FC variations) reduces the
problem to a set of two real equations per cavity, making the problem much simpler and quicker






















where Ni, θi and Ui are the FC density, temperature variation and intra-cavity energy of cavities
C1 and C2. Notice that there is no direct coupling between N and θ of the two cavities, instead
it is mediated exclusively by the optical field of the cavities, whose couping is implicit through































where ∆1 = ∆0 + gθ θ1 + gNN1 and ∆2 = ∆0 + gθ θ2 + gNN2 + δ0 are the effective detunings
due to the variation of θ and N in each cavity, with ∆0 being the detuning with respect to
the unperturbed resonance of C1; and κ1,2 = κ +α2N1,2 are the decay rates of each cavity,
contemplating both linear and non-linear contributions.
The process to solve this set of equations is the same used for the single cavity
case, with a time dependent ∆0 = ∆0(t), whose final position varies, and the time traces and
Fourier transforms are generated for different static ∆0. Figure 5.11 shows the resulting detun-
ing dependent spectrogram, together with the non-linear transmission created by averaging the
pulsing optical transmission for each detuning. In this case different features become apparent
in the spectrogram and they were marked with different colors in the transmission curve for
later reference on the time-traces. The values of the parameters used in this case are also listed
in appendix H.






























Figure 5.11: Numerical wavelength dependent spectrogram of a self-pulsing double optical
cavity system. a) Normalized transmission of a detuning sweeping pump laser, with the typical
triangular shape due to non-linear bi-stability [133]. b) Detuning dependent spectrogram of the
transmitted self-pulsing light. The vertical scale follows the same scale in (a).
The colors in the transmission curve (fig. 5.11a) indicate regions of interest in which
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we focused. Figure 5.12 shows examples of the transmitted signal time-traces for each of the
indicated regions. For the first case (blue) a low repetition rate pulse appears, much similar
to those of a single cavity, with a phase diagram indeed very similar to that of figure 5.8a, as
expected if one of the cavities’ resonances is practically stationary while the other oscillates.
For the red region of the spectrogram, two pulses with distinct amplitudes appear, alternating
one after the other, what becomes more evident in the phase diagram that presents two paths.
This is indicative that the individual resonances might present complex dynamics, with intricate
variations of their frequencies. Finally, on the green region the pulse shape becomes even
more distinct from the previous two, with another dip appearing before its end, besides the first
sharp dip in the beginning of the pulse. This second peak causes a distinct signature in the
phase diagram that, despite showing a single path again, presents a second small loop at lower
amplitudes due to the second slower dip.
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Figure 5.12: Numerical transmission time-traces of a self-pulsing double optical cavity sys-
tem. Left) AC optical transmission, obtained by subtracting the RMS value from the oscillation.
Right) Phase diagrams of the traces on the left.
It is possible to identify what differentiates the colored regions by looking at the
temperature and FC time-traces in each one, as shown in figure 5.13. For better comparison on
the temperature time-traces, only the oscillating (AC) component is shown by subtracting the
root-mean-square (RMS) from the total solution. For the blue region, cavity C1 (the one coupled
to the waveguide) has both its temperature and FC density fluctuations much smaller than C2,
indicating that only C2 has its resonance frequency significantly shifting and participating in
the pulse formation. In the red region, both cavities have similar FC and temperature variation
amplitudes of oscillation, but the amplitude of oscillation for each cavity seems to alternate.
This creates complex features on the transmitted light, as the dominance of thermal and FC
effects on the individual resonances vary considerably.
Finally, in the green region, both cavities temperature variation have very similar
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amplitudes, but a difference in the phase of the oscillations also causes the individual reso-
nances to shift at different times. Moreover, the FC density of C1, although presenting higher
amplitude, presents much sharper pulses with a significant delay with respect to the FC density
in C2. This also produces complex dynamics for the individual cavity resonances, also pre-
senting signatures of the coupling between cavities on the optical transmission pulses. These
results indicate that the optical coupling between self-pulsing cavities is capable of coupling the
FC density and temperature oscillations of them, causing them to synchronize as the phase of





























Figure 5.13: Temperature variations and FC density of a self-pulsing double optical cavity
system. a) AC temperature variation of the two cavities for each of the marked regions in
fig. 5.11a. This is obtained by subtracting the root-mean-square of each temperature solution.
b) FC density of the two cavities for each of the marked regions in fig. 5.11a.
To better understand the causes of the different features in the transmitted signals,
we can look at the time dependent individual resonance frequencies, as shown in figure 5.14. In
figure 5.14a the frequency shifts of the individual resonances, ∆ω1 = gθ θ1 +gNN1 and ∆ω2 =









plotted normalized by the optical coupling rate g12. This shows the expected high amplitude of
the C2 resonance, while C1 presents very low amplitude of oscillations.
Figure 5.14b shows the distance between the individual resonances, which is given
by ∆ω1−∆ω2, again normalized by gcp. Note that the resonance frequency difference crosses
zero twice in a period, which obviously coincides with the moment when the C1 and the C2
resonance frequencies cross each other, as observed in figure 5.14a. In terms of coupled mode
theory this means that an anti-crossing between the coupled resonances happens twice every
period, in this case with one of the individual resonances moving while the other remains almost
static.
This anti-crossing process becomes more apparent looking at the time dependent
spectrogram of the coupled resonances shown in figure 5.15. In this figure the colors represent





























Figure 5.14: Time-traces of individual resonance frequencies shifts of coupled optical cav-
ity system – blue. a) Individual resonance frequencies shifts normalized by g12. b) Spectral
distance between individual cavity resonances normalized by g12.
the extinction ratio of the transmission, with darker colors for lower transmission, and the hor-
izontal line indicates the effective detuning of the pump laser. Before the pulse happens it is
possible to note that the redder resonance (farther from the laser) has lower transmission (it is
darker) than the bluer. Right after the pulse this relation has completely inverted, with the bluer
resonance having the lower transmission dip, indicating the first anti-crossing had happened.
Then, the second anti-crossing happens and the transmission dip relation returns to the original
























Figure 5.15: Optical spectrogram of a coupled optical cavity system – blue. Time-dependent
optical transmission spectrogram, with the horizontal line indicating the pump laser frequency.
Although we can see this resonance frequency dynamics from the model’s solutions,
there seems to be little signature of them in the transmitted pulsed signal (fig. 5.12) for this
first case. The only signature on the pulses that is not present in the single cavity case is the
small oscillation of the transmitted signal before the pulses, which are also observed in the
experimental data as will be shown later in this chapter.
Now, looking at the resonance dynamics for the red region of the spectrogram
(fig. 5.16) we observe much more complex dynamics for the individual resonances. Note that
the anti-crossings happen once for each pulse in the transmitted signal. Noticeably in this case
the two individual resonances have significant shifts, but their dynamics are much more com-
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plex than on the previous case. For the first pulse, both individual resonances suffer a strong
blue-shift, but there is a delay for C2, which causes the anti-crossing to occur when C1’s reso-
nance is already red-shifting while C2’s is still going through a blue-shift (C2). For the second
anti-crossing, on the other hand, C1’s resonance blue-shift is weaker than that of the C2’s reso-
nance, but when they both red-shift C2’s resonance has a much steeper change and crosses the
other resonance.




























Figure 5.16: Time-traces of individual resonance frequencies shifts of coupled optical cav-
ity system – red. a) Individual resonance frequencies shifts normalized by g12. b) Spectral
distance between individual cavity resonances normalized by g12.
This behavior is explained by the temperature and FC dynamics, as for the first
pulse they cause a strong but quick blue-shift of C1’s resonance while the C2’s resonance blue-
shift is delayed and slower, causing the resonances to switch places Again this anti-crossing
is apparent in the coupled resonances spectrogram, with the depth of each resonance inverting
every two pulses, which determines the period of oscillation in this situation. This can also
be interpreted as if C1’s resonance is oscillating with half the frequency of C2’s resonance and
the much smaller amplitudes observed each two pulses in C1’s temperature, FC density and
resonance are only a weak response due to the variations on the stored energy. This would
mean that the two cavity pulses are locked by matching different harmonics of their spectrum,

























Figure 5.17: Optical spectrogram of a coupled optical cavity system – red. Time-dependent
optical transmission spectrogram, with the horizontal line indicating the pump laser frequency.
5 Self-pulsing in Silicon Micro-cavities 86
And again, the anti-crossings are observed when the optical spectrogram is ana-
lyzed, with the bluer resonance presenting lower transmission ratio (darker) than the redder
before the first pulse. After the first pulse we observe that the contrast between bluer and redder
extinction ratios is much lower, although it is still noticeable that the redder resonance has a































Figure 5.18: Time-traces of individual resonance frequencies shifts of coupled optical cav-
ity system – Green. a) Individual resonance frequencies shifts normalized by g12. b) Spectral
distance between individual cavity resonances normalized by g12. c) Time-dependent optical
transmission spectrogram, with the horizontal line indicating the pump laser frequency.
And finally, the analysis of the green region (fig. 5.18) shows the origin of the sec-
ond dip in a single pulse. Again the two anti-crossings occur in the same pulse but, differently
from the first case (blue traces), both individual resonances are shifting with significant ampli-
tude. From figure 5.18a it is clear that in both times the individual resonances cross, they are
shifting in opposite directions, i.e., when one is suffering a red-shift the other is always go-
ing through a blue-shift. Moreover, when the first crossing occurs, both individual resonances
present high instantaneous blue-shift, such that one of the coupled resonances is always bluer
than the pump laser. Then, when the anti-crossing takes place, the transmission oscillates once

























Figure 5.19: Optical spectrogram of a coupled optical cavity system – green. Time-
dependent optical transmission spectrogram, with the horizontal line indicating the pump laser
frequency.
Looking at the optical spectrogram of the coupled resonances (fig. 5.19) it is pos-
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sible observe the first anti-crossing happening after the bluer resonance have already become
bluer than the input laser, as its transmission gets lower than the redder resonance. And this is
what distinguishes this case from the first. There the anti-crossing only happens after the bluer
coupled resonance has already become redder than the pump laser. And in this case we can say
that the oscillations are locked by matching their first harmonics, in contrast to the second case.
These results show the overall expected results from the experimental measure-
ments. Similarly to what has been demonstrated in coupled optomechanical cavities [12, 13],
the optical coupling can mediate the coupling and synchronization of self-pulsing in silicon
optical micro-cavities. Also, it was possible to distinguish very different operation conditions,
with very distinct transmission signals to identify each one.
On the following sections the processes to characterize FC and thermal life-time of
the samples will be resented, as well as the experimental results of the experiments with the
self-pulsing in a single cavity and in a two coupled cavities system.
5.3. Sample characterization
Among the parameters involved in the modeling of self-pulsing in silicon optical
cavities, three of them are intrinsically design or fabrication dependent; the optical decay rate,
the thermal lifetime and the FC lifetime. The optical decay rate depend on the fabrication
because the dry etching process typically leaves damaged borders, which can cause scattering in
disk optical cavities and increase the optical losses. It is easily measured by probing the cavities
optical spectrum, and was presented in section 5.1. The thermal lifetime depends on the pedestal
geometry, which is not always accessible, usually requiring destructive imaging techniques to
be properly characterized, such as cutting the sample for cross section analysis. Finally, the FC
lifetime may depend on the disk geometry and fabrication because surface effects contribute to
the recombination of the generated FC [140, 144, 145].
To better determine if the values used in the numerical analysis previously described
are consistent with the experimental data, we performed the measurements of these parameters
in our samples. The thermal life-time was measured for the single and double cavity samples,
because the two systems have different pedestal dimensions. The FC lifetime was measured
only for the single cavity, because it is expected to be the same for both given that the two
optical cavities are nominally identical and were fabricated in the exact same process.
FC lifetime
The FC lifetime is measured in a pump and probe scheme (fig. 5.20). For this a
pump laser, with relatively high power (approximately 1 mW, enough to set the cavities into
self-pulsing regime), is tuned close to a resonance at 1470 nm and pulsed with an electro-
optical amplitude modulator (Covega’s MACH-10 063) able to respond up to 10 GHz (response
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time of 100 ps). The modulator is driven by a 1 ns rise-time pulse generator (Agilent’s 81160A),
which is much faster than the thermal lifetime to guarantee that the thermo-optical effect doesn’t
interfere with the characterization of the FC life-time. The detuning of the pump is such that,
although it has enough power to produce self-pulsing, there is not enough power inside of the
cavity to start the oscillations. A probe laser, with much lower power (approximately 10 µW),
is tuned half a linewidth from another resonance close to 1520 nm. Due to the short time of the









Figure 5.20: Schematics of a pump and probe setup. A 90:10 fiber coupler joins pump and
probe lasers and send them to the taper. After the sample pump and probe are separated using a
wavelength division multiplexer (WDM).
Pump and probe lasers are coupled with a 90:10 fiber coupler and sent into the ta-
per. After the sample, pump and probe are separated using a wavelength division multiplexer
(WDM). At this point the pump is discarded and only the probe, after passing through an op-
tical amplifier, is measured with a fast photodetector, whose photocurrent is measured in the
oscilloscope. The pump was measured before the sample to confirm the 1 ns rise time.
The quick changes of the pump laser power coupling into the cavity causes the res-
onances to shift due to an increase or decrease in FC density caused by TPA. Because the mod-
ulation timescale is much shorter than the thermal life-time, it is possible to observe changes in
the probe transmission exclusively due to the generation of FC. Figure 5.21 shows the experi-
mental data obtained with the long pulses due to the slow thermal effect, while the short spikes
are caused by the FC generation.
The whole data presents 82 FC dependent peaks, 41 rising and 41 dropping; the
rising pulses were isolated and a modified function of a charging capacitor fitted to them. To
derive the best fitting function, we assumed first that the change in resonance frequency due
to FC is small enough, such that the probe laser transmission dependency on the detuning to
the probe resonance can be considered linear. Also, the change in the frequency of the probe
resonance is given by ∆ω = gNN and this is what causes the rising/dropping of probe trans-
mission. Because the cavity can be assumed to instantly respond to the FC density variations,
together with the linear dependency with detuning, the time dependent probe transmission can
be considered a direct measurement of the FC density time dependence.
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Figure 5.21: Pulses for FC lifetime characterization. The probe signal presents the slower
pulses due to the thermo-optical effect, together with sharp peaks due to the response of the
cavity to the generation of FC.
The basic time dependency of FC generation is given by equation 5.15, which is the
same equation of a charging capacitor but with a source more complex than the typical step-
function typically used in the electronics text-book counterpart. Hence it is possible to rewrite
equation 5.15 with a generic time-dependent source, f (t):
dN(t)
dt
=−γFCN(t)+ f (t) . (5.24)
The FC are generated by the intra-cavity energy squared, which in turn is propor-
tional to the modulator’s output power squared. It is easy to show that, to a first order approx-
imation, the output power squared of the modulator follows the electrical drive input, if the
latter is slow enough compared to the modulator response-time. This means that the source in
equation 5.24 can be set as a 1 ns rising function, obtained assuming that it is the output of an
RC circuit responding to a step function, which is given by




for t > t0, (5.25)
where A0 is an arbitrary amplitude that can be normalized to unit, t0 is a given time when
the pulse starts and 1/γmod = τmod = 1 ns is the pulse rise-time, which equals to that of the
pulse generator because it is much slower than the 100 ps response time of the modulator. We
discarded the DC component related to the mean intra-cavity energy as it will be only a static
shift of the FC density. Moreover, it is known that the FC density can affect the carriers life-
time if it is too high, for instance due to Auger recombination [140]. Because of the pump laser
detuning, absorption is expected to generate FC enough just to produce a measurable change on
the optical resonance, which can be accomplished with approximately 1015 cm−3 of FC density
causing less than κ/10 of change in the resonance frequency. Hence, we do not expect the
carriers density to affect their life-time.
Inserting the source equation (eq. 5.25) into the FC equation (eq. 5.24) the problem
can be analytically solved resulting in the expected FC function when it responds to such a
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for t > t0. (5.26)
Figure 5.22 shows the 41 rising pulses, shifted all to start at t0 = 0 s, with equa-
tion 5.26 fitted to them. In order to make the picture clearer the individual fitted curves are
not shown, with a curve with the average fitting parameters plotted instead. The resulting FC
lifetime is 508± 3 ps, calculated as the mean value of the individual fitted parameters and the
error given by their standard deviation.

















τFC = 0.508 ± 0.003 ns
Figure 5.22: Fit of FC lifetime data. 41 rising pulses displaced to t0 = 0 s and normalized
(black), with equation 5.26 plotted with the average of 41 fitted parameters (green).
This value is one order of magnitude smaller than the used in the theoretical model.
However it is not expected for a 2 µm radius silicon disk to have such a small FC lifetime, spe-
cially comparing to the value of 1.45 ns measured by Aldaya et al. [139]. In their case the device
used to measure the FC lifetime was a Mach-Zehnder interferometer with arms composed by
single-mode TE waveguides, which means that the cross-section of the waveguide is on the or-
der of 500 nm. This means that their surface area to volume ratio is much larger than that of our
micro-disks, which should make their lifetime shorter [140] than mine. Even considering that
the surfaces of our devices have a thin native oxide layer, which is known to decrease carriers
life-time [140], at most one should expect similar values for our disks and their waveguides.
The long excitation pulse rise-time we used probably hinders the measurement, even
though we tried to correct for this using a modified fitting function. Moreover, errors in setting
the probe detuning can also affect this measurement, hence it would be best to not consider this
value as valid until the procedure is repeated with these issues addressed. Nevertheless, this
result doesn’t change the validity of the qualitative comparison between theoretical model and
experimental results, what will be done later in this chapter.
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Thermal lifetime
The thermal lifetime is also measured with a pump and probe setup, exactly as the
one shown in figure 5.20. The procedure is detailed in Victor Brasch’s PhD thesis [146] and the
general idea is represented in figure 5.23. Sweeping the wavelength of a pump laser through
one of the cavity’s resonances causes all of them to shift due to absorption and the thermo-
optical effect. A static weak laser nearby another resonance will probe this second peak twice:
(1) while the resonances are all shifted to higher frequencies; (3) when they all return after the
probe resonance has reached its maximum shift (2) and all the resonances return to their original












Figure 5.23: Scheme for thermal lifetime measurement. A pump laser sweeps over one
resonance, while a static probe laser probes another resonance as it passes by it as a result of
the thermo-optical effect. The probe laser transmission changes when the probe resonance red-
shifts (1) while the cavity heats up and, after reaching maximum shift (2), blue-shifts (3) while
the cavity cools down. Figure adapted from reference 146.
This process results in a given time between (2) and (3) and, by knowing the dis-
tance in frequency between the probe laser and the maximum red-shift of the probe resonance,
it is possible to determine the time-dependency of the resonance, which reflects the thermal life-
time of the cavity. In our case, the resonances have two peaks distant by a known frequency,
hence it is easier to write the speed of frequency shift during cool-down when the two peaks
cross the probe laser frequency.
Repeating this process for different relative positions between probe laser and probe
resonance, it is possible to plot the shift speed versus time (from (2) to (3) ) and, by fitting a
decaying exponential (e−t/τth), obtain the thermal lifetime of the samples. Figure 5.24 shows
an example of the data obtained for one position of the probe laser, with events (1), (2) and (3)
identified. The time axis was shifted such that t = 0 is the time when maximum shift happens
(event (2)). Because the pump is high enough to cause self-pulsing, a low-pass filter was applied
(in post-processing) to the traces in fig. 5.24a for clarity. In figure 5.24b no filter was applied to
any of the traces, resulting in the larger noise before the maximum shift time (t2).
Performing this procedure for both double and single cavity systems, using t3− t2 as
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Figure 5.24: Data obtained for the thermal lifetime determination. a) Pump (blue) and probe
(green) showing the whole sweep over the pump resonance. (1) marks the position when the
probe resonance passed by the probe laser position for the first time. The two traces were filtered
to remove the oscillations signal for better clarity. b) Zoom in the time when the maximum
pump shift occurs (t2). (2) marks the reference maximum pump shift time and (3) the moment
when the probe resonance passes by the probe laser position for the second time. No filter was
applied in these traces, hence the noise before t2 due to self-pulsing of the pump resonance.
Both probe trace was displaced upwards for better comparison with the pump trace.
the instant of shift speed evaluation, where t3 is defined as the average time between probe peaks
during cool-down. Repeating it for different detunings between probe laser and probe resonance
a time dependent frequency shift speed data set is produced. Figure 5.25 shows the resulting
data for both single (a) and double (b) cavity systems, together with the fitted curves. The
resulting thermal life-times are τth = 2.98±0.55 µs for the single cavity and τth = 2.00±0.24 µs
for the double cavity, with the error given by the standard error of the fit. The single cavity value
































τth = 2.98 ± 0.55 µs τth = 2.00 ± 0.24 µs
Figure 5.25: Thermal driven exponentially decaying shift speeds. a) Single cavity data. b)
Double cavity data.
Again, these discrepancies are expected to result in variations of the quantitative
numerical results, but do not have great impact on the general behavior of the solutions. Hence
the qualitative comparison between model and experiments is still valid.
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5.4. Experimental single cavity oscillations
The first step in our experiments was to verify if these small cavities could enter the
self-pulsing regime, for what we first measured the single cavity system. The general procedure
to obtain all the necessary data is to step the wavelength of the pump laser over the resonance of
the cavity close to 1470 nm, with high input power. In each step, the transmitted light is mea-
sured with a photodetector whose photocurrent spectrum is obtained with an electrical spectrum
analyzer (ESA) and the time-trace with an oscilloscope (OSC). The final laser wavelength posi-
tion is determined by the amount of non-linear shift suffered by the resonance due to the pump
power, typically on the order of a few nanometers from the cold cavity resonance.
For pump powers as low as 200 µW the single cavity already presents the signatures
of self-pulsing, but to obtain the high-bandwidth pulses, with a spectrum spanning several hun-
dreds of MHz, 360 µW is injected into the taper, resulting in an estimated cavity input power
of 310 µW (taking the taper loss into account). This typically causes a non-linear shift of ap-
proximately 4 nm in the resonance and produces the spectrogram presented in figure 5.26. To
produce this spectrogram the laser wavelength step was of 50 pm. In this spectrogram it is
possible to observe the sharp start of the oscillations and the shift of the first harmonic with































Figure 5.26: Experimental single cavity self-pulsing spectrogram. Left) Optical transmission
along the pump resonance. The blue region indicates the wavelengths for which oscillation takes
place. Right) Pump wavelength dependent spectrogram. Vertical scale follows the transmission
signal on the left.
The transmission time-traces (fig. 5.27, left) reveal the behavior expected from the
self-pulsing process, with a sharp dip in the beginning and a slow decay after that until the end
of the pulses. It is also possible to note the variation of the pulses duty-cycle with the pump
detuning, which produces the varying frequency on the spectrogram. In this case we chose to
show the traces when the laser wavelength is set to 1472.5 nm (top) and to 1474.5 nm (bottom).
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We can also take the discrete time-derivative of these traces and obtain the phase-space diagram
(fig. 5.27,right), which is very well reproduced by the theoretical mode. Due to the intrinsic
noise of the measurements a low pass filter (post-processing) was used in the data, reducing the
noise in the phase-space diagram; also, these diagrams are constructed with several cycles of the
pulses, for clearer definition of the closed path. The time-traces are always shown close to zero
because the RF output of the photodetector gives only the AC component of the photocurrent,
filtering the DC component up to 40 kHz (see NewFocus 1617-AC user’s guide).
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Figure 5.27: Experimental single cavity self-pulsing time-traces. Time-traces of the trans-
mitted laser (left) and their respective phase diagram (right). The top set is taken when the pump
laser wavelength is set to 1472.5 nm, while the bottom set is for a wavelength of 1474.5 nm.
The vertical scales of the phase-diagrams match those of the time-traces on their left.
I also tested the possibility of injection-locking these oscillations with an external
amplitude modulation of the pump laser. For that the pump laser passes through an electro-
optic amplitude modulator driven by a sinusoidal electrical drive with output power of -10 dBm
(100 µW), which gives an optical power modulation depth of only 8%, for our modulator whose
Vπ (voltage for a π change in the optical field phase) is 4 V. The modulation frequency is fixed at
80 MHz, which in this case corresponds the 16th harmonic of the pulses at the beginning of the
oscillations. The laser wavelength is then swept (not stepped) with a cavity input power set to
310 µW, producing the spectrogram shown in figure 5.28. The vertical timescale is time instead
of wavelength because this measurement was made without synchronizing the laser sweep to
the spectrogram acquisition.
Despite the very small modulation amplitude, the FC-TO frequency is locked to
the modulation tone at certain regions, characterizing the locking of the oscillations by the
modulation. Moreover, the locking occurs for many harmonics, from the 16th to the 7th in this
case. This result implies that one should be able to couple two pulsing cavities even if their
first harmonic don’t match, which gives freedom for the two oscillating systems to be designed
separately in terms of the pulse characteristics.
























Figure 5.28: Spectrogram of FC-TO oscillations with RF modulation tone sweeping frequency
(dashed line).
This ability to lock an oscillator to a low noise external source is of great inter-
est because it can be used to reduce the phase-noise of the main oscillator, which is related
to the stability of the oscillators frequency [147]. To address the phase-noise reduction of the
self-pulsing process we measured the phase-noise of the first harmonic of the pulses while the
oscillations are locked at different harmonics (fig. 5.29). For that we used the phase-noise appli-
cation of the ESA, which measures the phase-noise through what is called direct measurement,
i.e., it measures the amount of noise in a 1 Hz window centered at a given distance from the
carrier frequency. Because the modulation signal has much less phase-noise than the pulses, we
observe a significant reduction of the phase noise up to 100 kHz from the carrier (>40 dBc at
10 kHz), even locking just in the first harmonic. Further reduction of phase-noise when locking
through higher order harmonics is also observed. Further investigation is needed to determine
the origins of the peaks in the locked phase-noise curves, which could be due to external sources,




























Figure 5.29: Phase noise of self-pulsing for different harmonics locking.
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According to Agilent’s (now Keysight) Phase-noise Measurement Solutions guide,
this method should be considered only as a quick way to obtain the phase-noise of a locked
oscillator, and not as reliable source of phase-noise information. Also, the documentation (as
well as Enrico Rubiola [147]) states that direct phase-noise measurement performed by ESA’s
suffer from limitations related to the ability to separate amplitude- from phase-noise and the
dynamical range of the equipment. Nevertheless, the measurements presented here show such a
significant reduction in noise due to the locking of the self-pulsing, even though the modulation
is relatively weak, that this alone justifies the interest in studying the system presented here.
5.5. Experimental double cavity oscillations
The two cavity system was measured following the same procedure detailed in the
last section, stepping the laser wavelength across the resonances around 1472 nm with power
enough to observe the self-pulsing of the transmitted light. In this case, because the optical
mode volume increases due to the two cavities, the input power required to attain self-pulsing
also increases as the phenomenon depends on the energy density to occur. The measurements
presented here were performed with 2.4 mW of taper input power, which results in an estimated
cavity input power of 2.0 mW when the taper loss is accounted for.





























Figure 5.30: Experimental double cavity self-pulsing spectrogram. Left) Optical transmis-
sion along the pump resonance. The colored regions indicate the wavelengths for which oscil-
lation takes place, marking the different operation regions of interest. Right) Pump wavelength
dependent spectrogram. Vertical scale follows the transmission signal on the left.
The resulting spectrogram of this process is shown in figure 5.30, in which it is pos-
sible to note the transition regions present in the theoretical model. Note that on the red region
there are more spectral peaks than in the green region, which was not clear on the numerical
spectrogram due to the larger detuning step used there. Also, some of the spectral peaks seem
to follow a continuous path passing by the region between red and green, while some of the
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harmonics seem to vanish after this transition region. This could be a confirmation of the hy-
pothesis that, in the red region of the spectrogram, the pulses of the two cavities lock through
different harmonics, i.e., at different frequencies, while in the green region they are locked at
the first harmonic, i.e., at the same frequency.
Again, the transmission time-traces are obtained together with the spectra, and three
examples matching three different regions (matching colors) of the spectrogram are presented
in figure 5.31, as well as their respective phase diagrams. The three traces were taken with the
laser wavelength set to 1472.7 nm (blue), 1473.05 nm (red) and 1475.5 nm (green). These three
examples match very well the three operation conditions presented in the theoretical model,
namely the pulses dominated by a single cavity (blue), the two amplitude pulses (red) and the
single pulses with a second broader dip. Even the detail of the small oscillations before the
pulse for the blue trace is visible, despite the noisy background. Then, comparing these data
with the model, it is possible to state that the two cavities have their oscillations locked to each
other exclusively by sharing the same optical field, in all of these situations.























Figure 5.31: Experimental double cavity synchronized self-pulsing time-traces. These are
the time-traces of the transmitted laser (left) and their respective phase diagram (right). The top
(blue) set is taken when the pump laser wavelength is set to 1472.7 nm, the middle (red) set is
for a wavelength of 1473.05 nm and the bottom (green) for a wavelength of 1475.5 nm, with
the colors matching the regions marked in fig. 5.30. The vertical scales of the phase-diagrams
match those of the time-traces on their left.
Finally looking at the transmission time-trace of one of the regions marked in black
in fig. 5.30, more precisely for the laser wavelength set to 1477.775 nm, we observe the trace
shown in figure 5.32, where it is clear from both time-trace and phase-diagram that there are
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two cavities oscillating in an asynchronous fashion, causing random-like pulses, filling a larger
area in the phase-space and presenting noisier spectra. This indicates that the coupling of the
oscillations through the optical field is strong enough to guarantee a broad range of synchronous










Figure 5.32: Experimental double cavity asyncrhonous self-pulsing time-trace. Time-trace
of the transmitted laser (left) and its respective phase diagram (right). The pump laser wave-
length is set to 1477.775 nm, with the color matching one of the regions marked in fig. 5.30.
The vertical scale of the phase-diagram matches that of the time-trace on the left.
5.6. Conclusion
In conclusion, although the self-pulsing in silicon optical micro-cavities may im-
pair the operation of optomechanical devices, they can be of interest for the silicon photonics
community. That is because this oscillations can be easily tailored [48, 49] by controlling the
geometry of the devices, which primarily changes the thermal lifetime, or the FC lifetime [138].
Also, these oscillations can be easily locked to very weak reference signals, as shown in sec-
tion 5.4, even for higher harmonics, allowing for great reduction of the phase-noise of the
pulses. In fact it has been already demonstrated that these pulses can be locked also to optical
modulations due to the optomechanical interaction optomechanical [50, 51], paving the way to





In this thesis we studied two different topics that are of interest for the advancement
of optomechanical devices. In the first work we used a near-field optomechanical (NFO) system
to decouple optical and mechanical designs. This allowed for the study of the mechanical
component of a near-field optomechanical device, without any concerns to the optical cavity.
The mechanical resonators are composed by a double-paddle mechanical device coupled to the
optical field of a micro-disk cavity through the evanescent field of the latter. This mechanical
design suppresses anchor losses through the destructive interference of elastic waves. With this
it was possible to demonstrate high mechanical Q-factors, for a device with resonant modes
close to 55 MHz, limited by material and surface damping mechanisms.
Comparison of analytical and numerical models to the experimental results showed
that the Akhiezer effect is the most likely material mechanism to limit the device operation
at room temperature, together with surface mechanisms. The latter was demonstrated to be
important at all temperatures, ranging from room (293 K) down to cryogenic (22 K) conditions,
by submitting the devices to treatments that are known to improve the surface properties of
silicon devices, leading to increased Q-factors. Part of this work was presented at the ENFMC
Brazilian Physical Society Meeting of 2015, in which it received an award as "The best poster
on the optics and photonics area". The final results were presented at the Conference on Lasers
and Electro-Optics®of 2016 (CLEO 2016) [52] and a complete paper is currently under revision,
but a preprint version can be found in arXiv [53].
Although we could demonstrate the effectiveness of anchor loss suppression in the
optomechanical devices, we could not demonstrate self-oscillations at room temperature. That
is because the input power threshold to attain such regime was higher than the power needed
to start the self-pulsing process. This phenomenon is known to take place in silicon optical
micro-cavities and, as exemplified in this thesis, can impair the operation of silicon based op-
tomechanical oscillators. This brought me to the second topic of our work, which was the study
of self-pulsing in silicon micro-cavities.
More specifically, we demonstrated that it is possible to lock the pulses of a single
cavity to a weak modulation tone of the pump laser. Also, the locking can occur by matching
the modulation frequency to various harmonics of the pulses, leading to reduction of the phase-
noise in the first harmonic. Moreover, we theoretically and experimentally demonstrated that
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these pulses, when occurring in a pair of optically coupled cavities, can effectively synchro-
nize, similarly to what was demonstrated for an optomechanical system [12]. This work was
presented as a poster at the CLEO 2017 [148] and a paper is currently under preparation.
6.2. Perspectives
The NFO devices are expected to produce very high quality oscillators that can be
part of more complex systems, such as optomechanical arrays [15]. In fact, the samples in
which the devices presented here are fabricated also include a series of devices composed by
a single optical cavity with several similar mechanical resonators coupled to it, as shown in
figure 6.1. These devices are expected to couple all mechanical resonators to each other with
the optical field as the only mediator of this interaction.
25 µm
Figure 6.1: SEM image of an array of double paddles NFO device.
Given the results of our work we expect these array devices to work but only for
low temperature, when the mechanical Q-factor increases, reducing the power threshold for
optomechanical self-oscillations. And, because silicon thermal properties greatly change at low
temperatures, reducing the sample temperature will greatly decrease the thermal life-time of
the devices, which could eliminate the problem of self-pulsing before the device enters in the
optomechanical self-oscillation regime [48].
As for the coupled cavities’ self-pulsing work, it should follow first the natural
path of testing an increasing number of coupled cavities, again similarly to the optomechanical
counter-part [13]. An advantage of the self-pulsing to the optomechanical approach is that in
the former the oscillations can couple through different harmonics. This means that even for
systems with great differences in cavity dimensions, which can lead to different pulse periods,
the pulses can still synchronize, relieving a constrain on fabrication.
However, there is still an issue to obtain coupled optical cavities, which can be
difficult as minor unavoidable fluctuations in the fabrication process can render cavities whose
resonant frequencies are far enough for them to be practically decoupled. And this problem
scales quickly with the number of coupled cavities. But we observe that the non-linear shift
6 Conclusions and perspectives 101
of the resonances due to the thermo-optical effect can be used to compensate for that. In the
case of silicon this shift is always in the direction of reducing the resonant frequency, hence
one could pump the system through the bluest (highest frequency) coupled resonance, which
will insert more energy on the cavity with the bluest individual resonance. This will cause this
cavity’s resonance to red-shift more than the others, bringing it closer to their resonances and
then dividing the total energy more evenly.
Of course this workaround for the resonance mismatch has a limitation, because
when the energy is more evenly distributed between the cavities the amount of energy in the
first one drops, which reduces the total shift suffered by its resonance. Hence, if the frequency
mismatch is too large, the system can return to a decoupled state because the total energy in
each cavity is not enough to maintain the necessary shift to correct for the mismatch.
Lastly, we recall that it has been demonstrated that the self-pulsing of the cavi-
ties can actually couple to the optomechanical oscillations [50]. This means that the devices
presented in this thesis can become a good platform to study systems in which mechanical,
carriers and heat dynamics are coupled through the optical field. And again, the capability of
the self-pulsing being locked at any harmonic makes it very easy to attain such a regime, spe-
cially because its period is strongly dependent on pump detuning, and the same goes for the
optomechanical oscillations due to the optical spring effect.
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A. Optical lumped model equation and the op-
tical spectrum
A.1. Single cavity
The most common equation to treat the coupling of light into an optical cavity
is the one presented by Herman Haus in his book Waves and Fields in Optoelectronics [29].
This equation reduces the electromagnetic field equations to a rate equation for its complex








κe sineiωlt , (A.1)
where ω0 is the cavity’s resonance angular frequency, κ = κe +κi is the total energy decay rate
comprised of the intrinsic cavity losses κi and the coupling rate between the cavity and the input
channel (e.g., the waveguide) κe. sin is related to the input pump power such that | sin |2 = Pin,
which oscillates in a given frequency ωl that is not necessarily resonant with the cavity. Note
that this equation appears for both classical and quantum treatment of the occupation of the
cavity modes, such that in the former case | a |2 represents the total energy stored in the cavity,
while in the latter it represents the number of photons [31]. The derivation from the Maxwell
equations to this rate equation can be found in my Master’s degree thesis (in Portuguese) [77]
and Felipe’s PhD thesis as well (in English) [56].
This equation can be changed to what is called a rotating frame through a trans-
formation of variables of the form a(t)→ ã(t)eiωlt . This results in an equation in which the
fast oscillation of the electromagnetic filed, both ω0 and ωl , vanish and only the slow variation
dominated by κ is kept. This is justified because we are interested in the "slow" variations of
its amplitude inside the cavity, given by the decay rate and what is called the detuning between








where the tilde was suppressed for simplicity.
To obtain the optical spectrum of the cavity one can assume that the source (sin)
frequency is varied such that the energy inside the cavity changes in a much slower time-scale
than that defined by κ . In this condition, the cavity can be assumed to respond instantaneously
to the variation and equation A.2 can be set equal to zero. This results in a solution for a(t) = a







This is the equation for the complex amplitude of the field confined inside the cavity
for a given detuning ∆. From this we obtain the detuning dependent stored energy and the
normalized transmission (or reflection, depending on the kind of cavity), considering that both
input and output are coupled through the same port with coupling rate κe. These two quantities
are given by










where we used the relation | sin |2 = Pin and the signal in
√
κea is a convention related to the
relative phase between the input and output fields. This is the typical function used to fit simple
resonances, obtaining the relevant parameters to properly characterize the optical modes of a
cavity in absence of couplings.
A.2. Two coupled cavities
To obtain the equations for coupled cavities or for the case when a single cavity
presents coupled modes, one must turn to the coupled mode theory of optical modes [96]. This
method uses the same initial equation A.1, but now one for each mode coupled to each other,





















where g12 is the coupling rate between modes 1 and 2, which can be either the modes of two
cavities or two modes of the same cavity. Rigorously, this coupling rate can be estimated from
the overlap of the modes and the energy and momentum conservation laws. Here we wrote
the more general problem, with the two modes having different resonant frequencies, resulting
in different detunings of the laser, and different intrinsic decay rates. Note that for a typical
coupled cavity system κ2 doesn’t include a contribution from κe, as the second cavity only
receives light through the first, and only the latter is coupled to the waveguide. This is not
necessarily true for the case of coupling between two modes of the same cavity, e.g., when
there is coupling of counter-propagating modes. Also, if there is coupling between different
modes of the same cavity, because their coupling to the waveguide can be different, this must
be considered and the equations modified. Nonetheless, we do not add such complications here
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because there is little contribution for the intended discussion.
Solving the adiabatic approximation to this set of equations (dai(t)/dt = 0, with i =
1, 2) we obtain the function for the normalizes transmission, assuming that it couples through
the same port of the input. This is the function fitted to the spectra of two coupled modes. Of
course this can be scaled up to various coupled modes, but be aware that for some coupled cavity
designs this method can lead to a reduced amount of resonances with respect to the experimental
































Here is an example of the spectrum of the acetylene cell used as an absolute wave-
length reference for the calibration of the optical spectra of the cavities presented in this thesis.



















Figure B.1: Normalized transmission of an acetylene cell. The numbers indicate the first and
third resonances in the R and P branches.
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C. Homodyne detection signal model
To understand the detuning dependent signal obtained in this setup (sec. 3.2), let
us first look into the expected transmission for a simple resonance like the one represented by
equation A.2. For that we must write the polarization dependent transfer matrices of all the
relevant components.






















































In all this elements, θ is the rotation of the plate with respect to a reference axis
(e.g, the cavity optical mode preferential orientation), i =
√
−1 is the imaginary unit, κ is the
optical mode decay rate, κe is the coupling rate of the cavity to the waveguide and ∆ the relative
detuning between input laser and optical mode. Note that, for simplicity, it was assumed that
the laser emits in the same polarization of the cavity mode.
The total transfer matrix of this system is obtained simply multiplying all these
element components, resulting in
TTotal(∆,θin,θout) = Tλ/2(θout)Tλ/4(θout)TC(∆)Tλ/2(θin)Tλ/4(θin), (C.6)
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where θin is the input and θout the output polarization rotations.
Finally, we obtain the output field in the two orthogonal polarizations by multiplying
the total transfer matrix to the input field and, to produce the two outputs of the polarizing beam-
splitter, to the linear polarization matrix. This gives
E(V )out (∆,θin,θout) = TLP(θV )TTotal(∆,θin,θout)Ein and (C.7)
E(H)out (∆,θin,θout) = TLP(θH)TTotal(∆,θin,θout)Ein. (C.8)
Figure C.1 shows the resulting detuning dependent signals, obtained by taking the
intensity
∣∣∣ EH,Vout ∣∣∣2, which is responsible for producing the photocurrent on the photodetector.


















Figure C.1: Theoretical signals from the output of a homodyne detection scheme. The
sum results in the usual transmission signal, but with smaller extinction due to the polarization
rotation of the input. The difference gives a dispersive curve with non-zero derivative at zero
detuning.
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D. Numerical Estimative of g0
To estimate the optomechanical coupling of the paddles in chapter 4 we solve the
problem of the disk without the paddle using COMSOL®. Figure D.1 shows the geometry used,
which takes advantage of the axial symmetry of the cavity, allowing to solve a 2-D problem,
instead of a 3-D.
















Figure D.1: Computational domain to estimate g0. Gray area is the computational domain
set to have the index of refraction of air, while the blue is set to that of silicon. Dashed line
marks the position of the front paddle.
When solving this problem one have the option of giving a fixed azimuthal num-
ber m and the software returns the different eigenfrequencies. But we want to compare the
difference in g0 for different radial order mode, hence it is more interesting to give a fixed
eigenfrequency and solve for m, which returns a set of modes with varying m and radial or-
der. The solution also includes the field distribution for each mode, as shown in the insets of
figure 4.10 in chapter 4.
The optomechanical frequency shift caused by the motion of the paddle, GOM =
g0/xzpf, is calculated for each mode using perturbation theory. That is done using the expression












where xzp f =
√
h̄/(2me f f Ωm) is the quantum zero-point fluctuation of a mechanical mode with
effective mass me f f and angular frequency Ωm, ω0 is the optical unperturbed resonance fre-
quency, Un is the normalized mechanical displacement perpendicular to the surface S, ∆ε =







out) is the difference of n−2 inside and outside the material, Et is the field tan-
gent to the surface, Dn is the electric displacement normal to the surface and E is the total
electric field distributed in a volume V . The use of the absolute value in the displacement (|Un|)
means that the mechanical displacement is positive when the boundary movement points from
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the higher to the lower refractive index media, at the surface where the integral is evaluated.
In order to make the calculation simpler, the paddle was considered to curve its
surfaces along the disk edge, instead of being flat as the SEM images show. Note that the
exponential decay of the optical field in the radial direction makes the field much less intense
on the surfaces of the paddles that are farther than 200 nm from the disk’s border. Then, the
surface integral is evaluated only on the surface closest to the disk, 200 nm form the border,
while the others don’t affect significantly the results. Also, this surface is considered because it
is the one perpendicular to the direction of the motion of the mechanical modes studied in this
thesis. The volume integral is evaluated over the entire computational domain.
The drawback of solving this 2-D axis-symmetric geometry is that we either under-
estimate the value of g0, by not including the paddle, because we don’t have the discontinuity
of the field in the radial direction, or we overestimate it, by including the paddle, because the
solution is given considering not a finite 2 µm long paddle but a circular ring around the disk.
Moreover, the fact the paddle becomes a ring in the latter case implies that it also supports WGM
modes, which in turn can couple to the disk’s modes, impairing the analysis. Hence, we decided
to perform this analysis by not including the paddle on the geometry for the FEM solution, but




At atmospheric pressure, any mechanical device is subject to forces due to the vis-
cosity of the air. The most common way to analytically study these forces starts with the Navier-






















ρ~∇ ·~v = ∂ρ
∂ t
, (E.2)
where ρ is the fluid density, ~v is the fluid velocity with respect to the confining boundaries, P
is the pressure distribution throughout the fluid, µ is the dynamic viscosity and ζ the second
viscosity [150].
In general, micro-mechanical-resonators present very little amplitudes of motion,
specially when one is interested only in thermal excitation, which for a mode resonant at
55 MHz and with 3 pg of effective mass have about 5 pm of amplitude. This allows to treat
air as an incompressible fluid, which means making ∂ρ/∂ t = 0, resulting in the incompressible










Considering the device and mechanical modes presented in chapter 4, the main
sources of drag force are the top and bottom surfaces of the paddles. That is because these are
the regions that drag the most amount of air when they move, transferring energy to the fluid.
Because the amplitude of motion is much smaller than the paddles’ dimensions, the paddles can
be treated as infinite plates, ignoring edge effects [91, 150]. This means that we can ignore the
convection term (~v ·~∇~v) in equation E.3. Moreover, the infinite plate approximation means that










where vx is the fluid velocity component in the x̂ direction.
Note that the ẑ component of equation E.4 (∂P/∂ z = 0), together with the initial
assumption that pressure is uniform in the (x,y) plane, imply that pressure is uniform in all
directions inside the fluid, in other words, there is no pressure gradient, which results in zero
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Now we only need to define the boundary conditions of the system. Figure E.1
shows the schematics of an infinite plate suspended over a fixed substrate. For the devices










Figure E.1: Lateral drag-force boundary conditions. Lateral view of a suspended infinite
plate over an infinite fixed substrate, with air filling the regions between and above the plate.
Because of the small amplitude approximation, the boundary conditions can be sim-
plified stating that air velocity, relative to the plate and substrate surfaces, is zero at the surfaces
and also very far from the system (z→ ∞). Hence we obtain
vx(z = 0) = 0,
vx(z = h0) = 0,
vx(z = h0 +d) = 0 and
vx(z→ ∞) = 0,
(E.6)
where z = 0 is the substrate top surface.
Solving equation E.5 for the region above the plate (z ≥ h0 + d), with the correct
boundary conditions, we obtain









where v0 is the plate velocity amplitude, δ =
√
2η/Ωm is a characteristic distance with η =
µ/ρ being the fluid cinematic viscosity and Ωm the frequency of the plate motion. Note that the
lateral motion excites transverse waves on the fluid, but this kind of waves are not allowed to
propagate in fluids as they present no resistance to sheer stress, hence the characteristic distance
is in fact a penetration depth of the transverse waves excited.
For the region between plate and substrate (0≤ z≤ h0) the solution to equation E.5,
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Because the distance between plate and substrate (h0 = 2 µm) is much larger than
the characteristic distance (δ ≈ 300 nm), equations E.7 and E.8 give practically identical results.
Hence we can use only expression E.7 to estimate the attenuation of the paddle modes presented








The real part of this force is proportional and opposite to the plate’s velocity, which
generates energy dissipation. The imaginary part, in phase with displacement, acts like an extra
spring constant, causing a small change to the oscillation frequency. It is simple to show that






v0 me f f
}
, (E.10)
where A is the area of a paddle and me f f is the effective mass of the mechanical mode. The
factor 4 accounts for the top and bottom surfaces of the two paddles.
Although v0 appears in equation E.10, recall that f ∝ v0, hence there is no need to es-
timate the velocity of the motion, although it is a simple task for a thermally driven system. For
the devices presented in chapter 4, whose effective mass is approximately 3 pg, expression E.10
results in an estimated lateral drag-force limited mechanical Q of about 1k. Comparing with
experimental data taken with the samples at atmospheric pressure (fig. E.2), we find that this is
56% larger than the measured value for the AS mode (QAT MAS = 640), but only 18% larger than






















Figure E.2: Displacement spectral density at room conditions. S (a) and AS (b) modes’
calibrated displacement spectral density at room temperature. Data is shown in black and fitted
Lorentzians in red. fm ≈ 56 MHz and splitting of 940 kHz. Data of device with δ =−50 nm.
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The fact the the AS mode has lower Q-factor than the S mode at room conditions
is evidence that another viscous effect is taking place for that device. In this case it can be
squeeze-film damping, which could be larger for the AS mode as the distance between paddles
changes during the oscillations for this mode, while it is approximately fixed for the S mode.
E.2. Squeeze-film damping
Squeeze film damping (SFD) occurs when a fluid is compressed between moving
structures. This is a well known process present in fluid bearings and shock absorbers. In
micromechanical resonators this is an important energy dissipation mechanism, specially for
modes that modulate small distances between structures. That is because the variation of sepa-
ration between structures causes pressure changes, which may force fluid movement in and out
the region, depending on increase or decrease of space. Because fluids are typically viscous this
process leads to dissipation of energy from the mechanical modes.
In order to model such effect we assume:
1 – No slip velocity — this means that there is no lateral velocity of the fluid relative to the
boundaries, at the boundaries;
2 – Fluid velocity on the boundaries matches the boundaries velocity;
3 – Pressure is uniform in the direction of the boundary motion (dP/dn = 0);
4 – Boundaries’ dimensions are much larger than the gap between them;
5 – Isothermal expansion/compression — this means that the fluid density is proportional to
pressure;
6 – Gap modulation is much smaller than the gap itself;
7 – Boundaries are the only source of pressure variation, i.e. there are no other external forces
acting on the fluid;
8 – Laminar flow — this is reasonable for small amplitude motion in micromechanical res-
onators;
9 – Fully developed flow — this means that the fluid is incompressible.








∂ (h(~r, t)P(~r, t))
∂ t
, (E.11)
where h(~r, t) = h0 + δ (~r, t) is the distance between structures, with h0 being the equilibrium
position and δ (~r, t) the variation of this distance, µ is the fluid’s dynamic vicosity and P(~r, t) =
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Pa+ p(~r, t) is the total pressure of the fluid between the structures, with Pa being the atmospheric
pressure (equilibrium) and p(~r, t) the variation with respect to equilibrium. Note that one of
the assumptions to get to the Reynold’s equation is that in the direction of motion the fluid
pressure is uniform. This means that the dependency of pressure on position can be reduced to
~r = (x,y,0), if the motion is considered to happen in the ẑ direction. Detailed explanation on
the assumptions and how they lead to eq. E.11 can be found in references [93, 94, 151].
Because δ  h0, equation E.11 can be linearized by expanding its terms up to the
first order in δ . For simplicity the distance variation in the region between the paddles and close
to the disk is assumed to be uniform, i.e., the motion is treated as that of parallel, solid and rigid
plates. This means that δ (~r, t) = δ (t). Also we can rewrite the Reynold’s equation in terms













As noted by Darling et al. [151], the problem is now reduced to a simple diffusion
equation with a source of the form (12µ/h20Pa)∂H/∂ t. The solution to this equation can be










where H0 = δ0/h0 is the plates motion normalized amplitude, β = L/W with L and W the plate
dimensions in directions x̂ and ŷ, respectively. The constant σ = (12µΩmL2)/(h20Pa) is called
the compression number, and can be interpreted as a normalized frequency. Note that the spacial
dependency was ignored, but it is easily recovered by recalling that H0 =H0(~r), as both δ0 and
h0 may depend on the mechanical mode and plates profiles, respectively.
Finally, it is possible to estimate the dissipation rate due to squeeze-film between
the paddles with equation E.14. In this case the imaginary component of the force is the one






me f f h0 Ωm
}
. (E.14)
The estimated damping rate due to this effect in the paddles is of approximately
6 kHz for the AS mode, and 2 kHz for the S mode. Hence this effect doesn’t seem to be very
important in these devices. But it is important to observe that one of the assumptions to this
model is that the distance between plates is much smaller the their own dimensions, which is not
true for the paddles. Hence the SFD might be underestimated by not considering edge effects,
which would explain the discrepancy between estimated and experimental values.
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Figure F.1: Teper pulling setup. 1 and 2 indicate the pulling motors, 3 indicates the flame
position and 4 the photodetector.
The tapered fibers (taper) we used were all fabricated in the group’s lab follow-
ing the process described by Birks and Li [65]. A single mode (SMF28) fiber is cleaned and
mounted in the setup shown in figure F.1. This setup comprises of a pair of pulling motors (1,2),
and a flame (3) that can move sideways and back and forth. The flame is fed with a mixture of
pure isobutane (99.5%) and pure oxygen (99.99%), controlled by two mass-flow controllers.
Figure F.2: Example of transmission time-trace and spectrogram of a taper being pulled.
The taper transmission at 1.55 µm is monitored using a photodetector (4 in fig. F.1)
connected to a DAQ system. From this transmission it is possible to infer if the taper has
become single mode, stopping the pulling process at the correct time. This verification is greatly
facilitated by monitoring the spectrogram of the transmitted light, as shown in figure F.2. This
spectrogram shows the result of interferences occurring in the tapering region as the fiber is
stretched. Because these interferences are the result of the taper being multi-mode, one knows
that taper is single mode when the spectrogram is devoid of beating lines.
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Once the taper is done it is needed to create a loop in its thinest region (fig. F.3).
This is necessary in order to guarantee that when the fiber is coupled to a device it only touches
that single device and no other part of the chip. It also guarantees that the loop is the only
region close to the sample, otherwise there could be optical power leakage from the fiber to the
substrate, as the latter typically has much higher refractive index (silicon) than the fiber. This
loop typically has 100 µm or less in diameter. The taper is then attached to a glass blade, the
same used for optical microscopy, and set on the measuring setup.
Figure F.3: Example of a loop taper.
People often question if the loop doesn’t form a cavity in the taper, what would
cause problems in measurements by adding extra resonance features to it. Note that te cross-
ing point of the fiber forms almost perfectly a right angle, which greatly reduces the chances
of light traveling in one direction to couple to the other. Most of the background problems
our group encounters in the optical characterization of the samples are due to the taper not be-
ing defect-free or single-mode, causing wavelength dependent interferences on the transmitted
light. Also, the crossing point of the loop causes scattering of light, which in turn can generate
some interference features on the transmitted signal.
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G. Temperature dependent material properties
Figure G.1 summarizes the properties of silicon used to estimate TED and AKE
mechanical Q limits as a function of temperature. For TED were used the measured SOI thermal
conductivity by Asheghi et al. [143], bulk silicon heat capacity by Desai [120] and bulk silicon
coefficient of thermal expansion by Lyon et al. [152]. For AKE were used the measured bulk
silicon heat capacity by Desai [120], sound speed and thermal phonon lifetime of bulk silicon












































































Figure G.1: Silicon properties versus temperature. a) Heat capacity [120]; b) Grüneisen pa-
rameter [114]; c) Coeffcient of thermal expansion [152]; d) Average Debye sound speed [113];
e) Mean thermal phonon life-time [113]; f) Thermal conductivity [143].
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H. Parameter values for the self-pulse model
These are the material and other parameters used in the model presented in chap-
ter 5. Here tSi is the silicon layer thickness (220 nm) and rdisk is the disk radius (2 µm). The
two values given for τth ar for the double and single cavity systems, respectively.
Table H.1: Table with parameter values used in chapter 5.
Parameter Vaule
ρ 2330 kg/m3






















Vdisk πr2disktSi = 2.76×10−18m3
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I. Codes for GDS generation
The design sent to the foundry for fabrication of the samples are in a specific format,
called GDSII. To generate this file a code in Python 3 was created using the package gdspy,
which is available through the pip package repository. Figures I.1 shows the design generated
for the work on the paddle NFO devices.
Figure I.1: GDS of the paddle optomechanical devices. Top image shows an array in which
the asymmetry parameter varies in the horizontal direction, while the gap between paddles
varies in the vertical direction. Bottom image shows a zoom in one of the devices to show more
details.
An important detail in this design is that the disks are constructed from smaller
sections. This was done because of two particularities of the GDS format: first, it only supports
polygons, i.e., circles are drawn as many-sided polygons; second, the maximum number of
vertices in a single polygon is 200. Hence, the circles in the designs our group sent to the
foundry were split into various sections, increasing the number of vertices on their edges. This
reduces the chances of the final optical cavities having their quality factor limited by scattering
in defects induced by the design rather than the fabrication process.
Below is a code that generates a two-dimensional array of the paddle NFO devices
presented in chapter 4, with the gap between paddles varying in one dimension and the asymme-
try in the other. This code should be a working example if all necessary packages are properly
installed, and it should produce a file with the design on the top of figure I.1. Although gdspy
has a built-in gds-viewer, we suggest the free software KLayout for easy visualization of the
designs.




def paddle_oscillator(center, rad, gap, size1, size2, size3): # This function defines the paddles
# These are the meaning of the parameters:
# center - center of the disk [x,y]
# rad - radius of the disk
# gap[] - gap between disk and front paddle [0], gap between two paddles [1] , air gap
from taper parking lot [2]
# size1[] - paddle width, height and asymmetry
# size2[] - paddle clamping beams width and height
# size3[] - parking lot width and length (for the taper)
paddle=[]
#Front paddle - closer to cavity
uleft = ( center[0] + rad + gap[0] , center[1] + size1[1]/2)
bright= ( center[0] + rad + gap[0] + size1[0]+size2[0]/2, center[1] - size1[1]/2)
paddle.append(gdspy.Rectangle(uleft, bright, **wgcor))
#Front paddle clamp beam left
uleft = ( center[0] + rad + gap[0] + size1[0], center[1] + size1[1]/2 + size2[1]+0.5*size3
[1])
bright= ( center[0] + rad + gap[0] + size1[0] + size2[0], center[1] - size1[1]/2 - size2[1]-
0.5*size3[1])
paddle.append(gdspy.Rectangle(uleft, bright, **wgcor))
#Front paddle clamp beam right
uleft = ( center[0] + rad + gap[0] + size1[0] + 1*size2[0]+gap[1], center[1] + size1[1]/2 +
size2[1])
bright= ( center[0] + rad + gap[0] + size1[0] + 2*size2[0]+gap[1], center[1] - size1[1]/2 -
size2[1])
paddle.append(gdspy.Rectangle(uleft, bright, **wgcor))
#Back paddle- farther away from cavity
uleft = ( center[0] + rad + gap[0] + 1*size1[0]+2*size2[0] + gap[1]-size2[0]/2 , center[1] +
size1[1]/2)
bright= ( center[0] + rad + gap[0] + 2*size1[0]+2*size2[0] + gap[1] + size1[2], center[1] -
size1[1]/2)
paddle.append(gdspy.Rectangle(uleft, bright, **wgcor))
#Parking lot for the taper
uleft = ( center[0] + rad + gap[0] + size1[0]/2, center[1] + size1[1]/2 + size2[1]+size3[1])
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bright= ( center[0] + rad + gap[0] + 1.5*size1[0]+2*size2[0] + gap[1] + size1[2] + gap[2]+
size3[0], center[1] - size1[1]/2 -size2[1]-size3[1])
rect1a = gdspy.Rectangle(uleft, bright, **wgcor)
uleft = ( center[0] + rad + gap[0] + size1[0]/2, center[1] + size1[1]/2 + size2[1])
bright= ( center[0] + rad + gap[0] + 1.5*size1[0]+2*size2[0] + gap[1] + size1[2] + gap[2],
center[1] - size1[1]/2 -size2[1])
rect1b = gdspy.Rectangle(uleft, bright, **wgcor)
p_lot = gdspy.boolean( [rect1a,rect1b], lambda rect1, rect2: rect1 and not rect2, **wgcor)
paddle.append(p_lot)
return paddle
def p_lot_2(center, offset, rad, width, gap): # This function creates the taper parking lot
# Input variables are:
# center - center of the disk [x,y]
# offset - offset from disk center [x,y]
# rad - disk radius
# width - parking lot dimensions [x,y]
# gap - gap between disk and parking lot [x,y]
#p_lot_outer
uleft = ( (center[0]-offset[0]) - rad - gap[0] - width[0], (center[1]-offset[1]) + rad + gap[1]+
width[1] )
bright= ( (center[0]-offset[0]) + rad + gap[0] + width[0], (center[1]-offset[1]) - rad - gap[1]
- width[1] )
rect1a = gdspy.Rectangle(uleft, bright, **wgcor)
#p_lot_inner
uleftr1 = ( (center[0]-offset[0]) - rad - gap[0], (center[1]-offset[1]) + gap[1] + rad )
brightr1= ( (center[0]-offset[0]) + rad + gap[0], (center[1]-offset[1]) - gap[1] - rad )
rect1b = gdspy.Rectangle( uleftr1, brightr1, **wgcor)
p_lot = gdspy.boolean( [rect1a,rect1b], lambda rect1, rect2: rect1 and not rect2, **wgcor)
return uleftr1, brightr1, p_lot
# Define layers and datatype
wghol = {’layer’:37, ’datatype’:2}
wgcor = {’layer’:37, ’datatype’:4}
wgcld = {’layer’:37, ’datatype’:5}
wgtre = {’layer’:37, ’datatype’:6}
fchol = {’layer’:35, ’datatype’:2}
fccor = {’layer’:35, ’datatype’:4}
fccld = {’layer’:35, ’datatype’:5}
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fctre = {’layer’:35, ’datatype’:6}
nofill = {’layer’:10158, ’datatype’:0}
# --------------------------------- ##
# Disk with paddle oscillators - GAP AND ASSYMETRY
# --------------------------------- ##
# Parameters, all given in um
p_lot_array=[]
paddle_cell2 = gdspy.Cell(’paddle2’)
dsk_rad = 5 # Disk radius
clamp_width = 0.2 #width of the strings that support the paddles
clamp_length = 1 #length of the strings that support the paddles
drum_length = 2 #Paddles length
drum_width = 2 # Paddle width
n_copies=1 # number of paddle oscillators coupled to the optical cavity
n_angular=8 # angular separation 360/n_angular between paddle devices in the same optical
cavity
paddle_p_lot_width = 2 # Width of supporting beam to which the strings are attached
p_lot_width_x= 0.8 # Taper parking lot width
p_lot_width_y= dsk_rad + 1*clamp_length # Width of the support of the taper parking lot (has
to be larger than any critical dimensions of the devices, due to releasing)
hgap = 25 # horizontal gap between disk and parking lot
vgap = 15 # vertical gap between disk and parking lot
pitch_x=2*(hgap+p_lot_width_x/2+dsk_rad) # Repetition pitch in the horizontal direction
pitch_y=2*(vgap+p_lot_width_y/2+dsk_rad) # Repetition pitch in the vertical direction
#ASYMMETRY BETWEEN PADDLES
var1_delta = 0.025 # Asymmetry between paddles - variation step
var1_init = -0.25 # Asymmetry between paddles - start value
var1_final = 0.25 # Asymmetry between paddles - stop value
i0max=(var1_final-var1_init)/var1_delta + 1 # Number of asymmetry values
#GAP BETWEEN TWO PADDLES VARIATION - bgap
var2_delta = 0.2 # Gap step
var2_init = 0.2 # Gap initial value
var2_final =1 # Gap final value
j0max=(var2_final-var2_init)/var2_delta + 1 # Number of gap values
for i0 in range(0,int(i0max)): #VAR1 ALONG X-direction
dsk_x0 = i0*pitch_x # disk center x value
drum_delta = var1_init + ( i0 % (i0max) )*var1_delta # asymmetry value
for j0 in range(0,int(j0max)): #VAR2 ALONG Y-direction
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paddle = []
## DISK
dsk_y0 = j0*pitch_y # disk center y value
bgap = var2_init + ( j0 % (j0max) )*var2_delta # gap between paddles
dsk = gdspy.Round( (dsk_x0,dsk_y0), dsk_rad, **wgcor ) # Define disk
paddle_cell2.add( dsk )
## PADDLE OSCILLATOR
x0 = dsk_x0 # Paddle x position
y0 = dsk_y0 # Paddle y position
paddle = paddle_oscillator((dsk_x0,dsk_y0), dsk_rad, [0.2,bgap,2], [drum_length,
drum_width, drum_delta],[clamp_width,clamp_length], [4*drum_length,
paddle_p_lot_width]) # Define paddles
paddle_cell2.add(paddle)
for ii in range(0,n_copies): # If more than one paddle device is coupled to a single
optical cavity, this generates them
paddle_cell2.add(gdspy.boolean(paddle,lambda *p: sum(p[:]), **wgcor).rotate(ii*
numpy.pi*2.0/n_angular,(dsk_x0,dsk_y0)))
## ---------------------------------------- ##
## PARKING LOT ##
## --------------------------------------- ##




#Pack parking lots in the same polygon
paddle_cell2.add(gdspy.boolean(p_lot_array,lambda *p: sum(p[:]), **wgcor))
#BOUNDING BOX
bbox = paddle_cell2.get_bounding_box()
BOX = gdspy.Rectangle((bbox[1,0]+1,bbox[1,1]+1),(bbox[0,0]-1,bbox[0,1]-1),**wgcld)
paddle_cell2.add(BOX)
BOX = gdspy.Rectangle((bbox[1,0]+1,bbox[1,1]+1),(bbox[0,0]-1,bbox[0,1]-1),**nofill)
paddle_cell2.add(BOX)
# ------------------------------------ ##
# OUTPUT ##
# ----------------------------------- ##
gdspy.gds_print(’OM_paddle.gds’, unit=1.0e-6, precision=1.0e-9)
gdspy.LayoutViewer()
