Context. Determination and calibration of the ages of stars, which heavily rely on stellar evolutionary models, are very challenging, while representing a crucial aspect in many astrophysical areas. Aims. We describe the methodologies that, taking advantage of Gaia-DR1 and the Gaia-ESO Survey data, enable the comparison of observed open star cluster sequences with stellar evolutionary models. The final, long-term goal is the exploitation of open clusters as age calibrators. Methods. We perform a homogeneous analysis of eight open clusters using the Gaia-DR1 TGAS catalogue for bright members and information from the Gaia-ESO Survey for fainter stars. Cluster membership probabilities for the Gaia-ESO Survey targets are derived based on several spectroscopic tracers. The Gaia-ESO Survey also provides the cluster chemical composition. We obtain cluster parallaxes using two methods. The first one relies on the astrometric selection of a sample of bona fide members, while the other one fits the parallax distribution of a larger sample of TGAS sources. Ages and reddening values are recovered through a Bayesian analysis using the 2MASS magnitudes and three sets of standard models. Lithium depletion boundary (LDB) ages are also determined using literature observations and the same models employed for the Bayesian analysis. Results. For all but one cluster, parallaxes derived by us agree with those presented in Gaia Collaboration et al. (2017), while a discrepancy is found for NGC 2516; we provide evidence supporting our own determination. Our age determinations are robust against models and are generally consistent with literature values. Conclusions. The systematic parallax errors inherent in the Gaia DR1 data presently limit the precision of our results. Nevertheless, we have been able to place these eight clusters onto the same age scale for the first time, with good agreement between isochronal and LDB ages where there is overlap. Our approach appears promising and demonstrates the potential of combining Gaia and ground-based spectroscopic datasets.
Introduction
Determination of stellar ages is vital in addressing virtually all branches of stellar and Galactic astrophysics, from the duration of the star formation process and the timescales for the formation and evolution of planetary systems, to the larger-scale formation and evolution of the Milky Way galaxy, and to the age of the Universe. The age of a star cannot be measured directly and it is widely acknowledged that age estimation is one of the most challenging problems in astrophysics (e.g. Palla et al. 2005; Soderblom 2010; Soderblom et al. 2014 and references therein). The most commonly employed method for inferring the ages of stars is the comparison of different quantities which can be derived from observations (colours, temperature, surface gravity, luminosity) with outputs from stellar evolutionary codes, possibly using some appropriate (statistical) inference scheme. This approach is widely used for field stars as well as for star clusters; however, the precision of those ages and, even more importantly, the absolute ages, are set by the fidelity of the evolutionary models, the physical uncertainties inherent to them, and uncertainties in the transformations between theoretical and observational quantities.
Indeed, in spite of considerable progress in understanding stellar physics and evolution in the last decades, several issues are not completely settled, among which we mention the lack of a precise treatment of convection and overshooting; (e.g. Salaris & Cassisi 2015; Viallet et al. 2015) ; the input physics adopted in the calculations (e.g. opacities, equation of state -EOS-, nuclear reactions etc. -Naylor 2009; Valle et al. 2013; Tognelli et al. 2015b) ; the effects of internal rotation and magnetic fields (e.g. Eggenberger et al. 2010; Feiden & Chaboyer 2012; Charbonnel et al. 2013; Feiden et al. 2014 Feiden et al. , 2015 ; and the outer boundary conditions and atmosphere adopted for the star (e.g. Baraffe et al. 2002) . The latter issue is especially true at low masses where the formation of molecules or even dust is a difficult problem and there may be further issues associated with the usual assumption of homogeneous, plane-parallel atmospheres when many stars, particularly those with high levels of magnetic activity, have demonstrable surface inhomogeneities (Jackson & Jeffries 2014;  A&A proofs: manuscript no. TGAS_accepted Somers & Pinsonneault 2015; Jeffries et al. 2017) . Comparison between theory and observations clearly constitutes a benchmark for stellar evolutionary theory.
Asteroseismology represents a relatively new, very powerful tool for determining stellar ages, in particular for evolved giants (see Miglio et al. 2017 and references therein). However, star clusters remain key age calibrators for stars in all evolutionary phases, and continue to serve as a critical tool to put constraints on evolutionary models. The distribution of non-binary members of a cluster in the colour-magnitude or Hertzsprung-Russell diagrams (CMDs, HRDs) is expected to be very narrow, reflecting the homogeneity in age and chemical composition. At the same time, members of a given cluster cover different masses and evolutionary stages, at the cluster age and metallicity. Each cluster thus represents a snapshot of stellar evolution; linking together observations of many clusters at different ages and chemical compositions empirically reveals the story of stellar evolution, to be compared with the predictions of theoretical models. Much of stellar, and ultimately Galactic, astrophysics hinges on these crucial comparisons between cluster observations and the predictions of the models. Only once the models are appropriately adjusted to represent the data as obtained for a wide range of clusters of different ages and compositions, reliable stellar masses and ages can be determined. Focusing on open clusters (OCs), we note that they play a key role as stellar age calibrators also because the ages of their stars can be estimated using a variety of independent techniques that work accurately (or at least more precisely) when applied to ensembles of stars. These different techniques have different sensitivities to uncertainties in model physics, and in some cases are weakly sensitive to these uncertainties, allowing (almost) model-independent absolute age calibration (e.g. the lithium depletion boundary technique, Burke et al. 2004; Tognelli et al. 2015b) .
Precise distances to the clusters are clearly the key to making a big step forward and the Gaia mission (Gaia Collaboration et al. 2016a ) will enable a revolution in this area. In the last decade or so a variety of surveys allowed significant progress in deriving empirical CMDs for clusters; however, Gaia will provide precise parallaxes and photometric measurements for several tens or hundreds of nearby OCs and for large samples of members, finally making fully accessible the unique potential of OCs to empirically resolve the CMDs and HRDs and to put tighter constraints on stellar evolutionary models for Population I stars, from the pre-main sequence (PMS) phase to the latest evolutionary stages. In order to best exploit the exquisite information from Gaia, spectroscopy from the ground is also necessary, mainly to firmly derive the cluster chemical composition and to confirm cluster membership using radial velocities and other membership tracers. Ground-based spectroscopy also allows the determination of rotation, effective temperature, surface gravity, and, in general, a full characterisation of the stellar properties down to faint stars. 1 The Gaia-ESO Large Public Spectroscopic Survey (GES - Gilmore et al. 2012; Randich et al. 2013 ) is a high-precision, high-resolution survey specifically designed to cover the Gaia range of stellar populations. GES is using the multi-object system FLAMES at ESO VLT (Pasquini et al. 2002) , with its highresolution UVES and its medium-resolution GIRAFFE spectrographs, to target about 10 major components of the Milky Way, and providing a homogeneous overview of the distributions of kinematics and elemental abundances in stars as faint as V ∼ 19 and V ∼ 16.5, for GIRAFFE and UVES targets, respectively. GES complements Gaia and vice-versa: in particular, the GES OC dataset, combined with Gaia astrometry (and eventually, spectrophotometry), represents an unrivalled resource to attack the problem of stellar model and age calibration. GES is providing homogeneous and precise measurements of radial velocities, astrophysical parameters, metallicity, detailed abundances for several chemical elements, and assessments of magnetic/accretion activity from Hα emission for thousands of stars, over a wide range in masses, in about 60-70 OC with ages from a few Myr to several Gyr. As mentioned, in the last decade or so, significant progress has been made both on testing evolutionary models and on star cluster age determination (e.g. Lyra et al. 2006; Silaj & Landstreet 2014; Kopytova et al. 2016) . The combination of Gaia and GES cluster datasets will offer clean CMDs and HRDs of well-defined samples of cluster members, allowing further tests of evolutionary models and stellar atmospheres, and making it possible to choose the best models to estimate ages.
The first intermediate Gaia data release (Gaia-DR1 -Gaia Collaboration et al. 2016b) includes positions and Gaia G band magnitudes for about 1 billion stars, as well as the five-parameter astrometric solution -positions, parallaxes, and proper motions -for about two million sources in common between the Tycho-2 Catalogue (Høg et al. 2000) and Gaia. This part of the Gaia DR1 dataset is based on the Tycho-Gaia Astrometric Solution (TGAS - Michalik et al. 2015; Lindegren et al. 2016) , obtained by combining the Tycho 2 and Gaia data together, which provides a long enough baseline to break the degeneracy between motion and parallax. The limiting magnitude of the TGAS catalogue is V ∼ 12 mag; bright stars in several nearby cluster fields are thus contained in it, allowing not only the validation of Gaia astrometry, but also the determination of average cluster parallaxes (Gaia Collaboration et al. 2017 -hereafter VL17) . A fraction of the clusters whose members are included in TGAS have been observed by GES during the first 30 months of data taking and the parameters of the target stars have been derived during the latest analysis cycle (iDR4) and released internally to the consortium in the GEiDR4Final catalogue.
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Within each cluster, the GES target samples are at this stage generally complementary to the TGAS ones, mostly including stars much fainter than the TGAS limit, although a few stars in common are present in some of the clusters. The two datasets, the TGAS one for the bright members and the GES one for the fainter stars down to the 19 magnitude in the V band, will hence be used mainly independently. Namely, the GES data will allow us to define the cluster sequences in a way that is unbiased with respect to the CMD, over a broad magnitude range (equivalent to a range of masses). GES data will also yield the cluster chemical composition. Members identified in TGAS will instead mainly be employed to determine the cluster parallaxes. The two datasets together will critically allow us to match evolutionary models, with metallicity and distance as fixed parameters, and to put the clusters into a model-dependent age sequence.
Gaia-DR2 will yield more precise and accurate parallaxes for stars down to about the 20th magnitude, allowing one to reach more distant clusters and/or lower mass members in nearby clusters. At the same time, GES will complete observations and analysis of all its sample clusters. Along with the GES data, Gaia-DR2 will thus make possible a more detailed analysis based on both a larger number of clusters covering a larger interval of ages and metallicity, and on more secure astrometry. With the present analysis and paper, however, we aim to set the methodology, to identify major sources of uncertainty, and to show, exploiting Gaia-DR1 already, how the combination of Gaia and GES cluster data can be used to calibrate stellar evolution and ages. The methods that we outline here will then be exploited using Gaia-DR2 and the full sample of GES OCs.
The paper is structured as follows: in Sect. 2 we present the sample OCs, GES target selection, available spectroscopic information, and cluster chemical composition. The cluster membership determination using GES data is presented in Sect. 3, while the astrometric analysis and determination of the cluster parallaxes are discussed in Sect. 4. Section 5 is dedicated to the comparison with different evolutionary models and age determination; the presentation and discussion of the results, and conclusions are summarised in Sects. 6 and 7, respectively.
The sample clusters and Gaia-ESO Survey information
We considered clusters that have bright stars included in TGAS, have been observed by GES, and have been analysed in iDR4. We further selected OCs close enough that their parallaxes are not greatly affected by Gaia-DR1 systematic errors in parallax (see Sect. 4), and old enough not to be characterised by possible age dispersions. The final sample includes eight clusters, listed in Table 1 , along with their main properties from the literature.
Target selection and characteristics
The selection of the target stars within each cluster is described in detail in Bragaglia et al. (in preparation) . We summarise here the relevant features. Briefly, the selection was performed following two main criteria: a) obtaining a large and unbiased sample of cluster candidates to be observed with the GI-RAFFE fibres; and b) obtaining a smaller sample of brighter stars to be observed with the UVES fibres. More specifically, GI-RAFFE targets were selected using 2MASS near-IR photometry (Skrutskie et al. 2006) , along with many public sources of optical photometry. The cluster sequences were identified in optical and near-IR CMDs, with the help of known members from the literature and/or isochrones. We then inclusively selected candidates, considering stars covering the same spatial extension as known members and lying in a generous band around the identified cluster sequences. When information was available, UVES targets were instead chosen among the most likely previously known cluster members. By observing stars in all evolutionary phases and by combining the two approaches, we aim to derive a comprehensive picture of each cluster and of the complete sample of clusters. The number of candidates observed in the field of each cluster varies from about 100-200 to almost 2000, but significant contamination is expected (even among the UVES targets) due to our inclusive selection of candidates. Most of the OCs in the present paper are relatively young (age < 150 Myr, but older than ∼ 10 Myr) and the targets (both UVES and GI-RAFFE ones) are stars on the [pre/zero-age] main sequence. The only cluster which is slightly older is NGC 6633 (age about 600 Myr), where we observed stars on the main sequence and in the red clump phase.
We refer to Pancino et al. (2017) for complete information on the GIRAFFE gratings employed in GES. We just mention here that the targets in the eight sample clusters are generally of late spectral type (F to M), with only a few earlier-type stars. We mainly observed them with the GIRAFFE setup HR15N, where Hα and the Li i 6708Å line are located. About 5-10 % of the targets were observed with UVES and the 520 and 580 setups for stars earlier and later than F-type, respectively.
Spectrum analysis and products
GES data reduction and spectrum analysis, including homogenisation have been described in a number of papers (Sacco et al. 2014; Smiljanic et al. 2014; Jackson et al. 2015; Lanzafame et al. 2015) . In summary, pipeline data reduction, as well as radial and rotational velocity determinations are centralised and performed at the Cambridge Astronomy Survey Unit (CASU) for GIRAFFE and at Arcetri for UVES spectra, respectively. Spectrum analysis is instead distributed among five working groups (WGs), depending on the stellar-type and/or instrument and/or setup. From at least two up to several nodes contribute to the analysis within each WG; node astrophysical parameters and abundances are first homogenised within each WG and subsequently homogenised across WGs, to put them on a common scale. Homogenisation is performed using several calibrators, including benchmark stars and calibration open/globular clusters, selected as described in Pancino et al. (2017) . Radial velocities from the different instruments and settings are also homogenised. The homogenised values constitute the recommended set and are included in the GEiDR4Final catalogue: unless otherwise mentioned, this paper makes use of these recommended values. The dataset released in the GEiDR4Final catalogue includes radial and projected equatorial rotational velocities (RV and vsin i), stellar parameters (T eff , logg, and/or γ index -see Damiani et al. 2014) , global metallicity [Fe/H], and equivalent widths of the Li i 6708Å feature (EWLi); for UVES targets individual abundances for a variety of species, such as light, α, Fe-peak, and neutron capture elements are also provided. For each of the eight clusters and all the candidates considered in this study, the Gaia-ESO products are provided in the online tables.
Metallicity and α-element abundances
Overall metallicities for the eight clusters included in this analysis were derived, based on the GEiDR4Final catalogue, by Jacobson et al. (2016 -NGC 2516 and NGC 6633) and by Spina et al. (2017 -the remaining clusters) and are listed in Table 2 .
α−element abundances were available for two of the sample clusters only (NGC 2516 and NGC 6633, also based on GEiDR4Final - Magrini et al. 2017 ). Thus, we consistently derived them here for the other clusters. Specifically, average [El/Fe] ratios were obtained based on the secure cluster members observed with UVES (see following section) and considering only stars with rotational velocities below 15 km s . [El/Fe] values are normalised to the GES recommended abundances for the Sun (see Magrini et al. 2017) . The results are listed in Table 2, where for each cluster we present the metallicity and the abundance ratios with their 1-σ dispersion. In the second to the last column we report the mean [α/Fe], computed by averaging the available α elements. As discussed already by Spina et al. (2017) , all clusters have close to solar metallicities with a relatively small dispersion. On the other hand, the table shows some A&A proofs: manuscript no. TGAS_accepted 
Gaia-ESO Survey cluster membership
As described in Sect. 2.1, GES cluster target selection was designed to be inclusive; as a result, many of the observed targets are not cluster members. A key aim of this paper is to compare clean cluster sequences with theoretical predictions in the CM diagrams and so these interlopers need to be removed, but without relying on information from these two diagrams, to avoid biasing the final results. In this Subsection we describe a homogeneous approach to membership selection that was applied to all the clusters. To perform the membership analysis, which was applied to both GIRAFFE and UVES targets, we used the available photometry, together with information from GES products and summarised at the end of Sect. 2.2. All of these data are available for the majority of stars, but in what follows, we required a star to have a T eff , logg or γ, and a RV in order to be considered as a candidate member. As mentioned, most of the data come from the GEiDR4Final internal release except vsin i, where calibration issues meant that the previous release (iDR2/3) values were used in preference and are thus only available for three of the considered clusters (NGC 2547, IC 4665 and NGC 2516) . Also, for a few stars EWLi were not available in the GEiDR4Final catalogue; in those cases, EWLi determined by one of the nodes were used.
RV uncertainties are important to derive the RV distribution and membership probabilities. For the clusters with available vsin i data (see above) RV uncertainties were calculated according to the detailed prescription described by Jackson et al. (2015) , which takes into account stellar rotation. For the remaining clusters, the uncertainties were instead adopted from the GEiDR4Final catalogue. The comparison of the calculated uncertainties with those from the GEiDR4Final catalogue for candidate members of NGC 2547, IC 4665 and NGC 2516 showed that using the GEiDR4Final catalogue RV uncertainty (where necessary) has only a marginal effect on the average membership probability as a function of RV. At worst, the effect of using the GEiDR4Final catalogue RV uncertainty is to change the membership classifications of a few targets in each cluster where the measured RV is close to the boundary of plausible cluster members.
The selection sequence
Whilst we initially retained all targets observed with the UVES 520 setup and available parameters, the samples of stars observed with HR15N and UVES 580 were cleaned of almost certain non-members in the following way.
1. For all clusters, likely giant contaminants were removed using a modified version of the γ index (γ ′ = γ + τ/6, where τ is the temperature-sensitive index -see Damiani et al. 2014) , which removes the temperature sensitivity of the index. Targets with 4000 < T eff < 7000 K and γ ′ > 1.335 were thus rejected as giants. By comparing γ ′ with log g for the subset of stars for which the gravity is also available, we find that this threshold corresponds to log g < 3.4 ± 0.1. We note that for NGC 6633 UVES sample giants were not discarded. 2. The presence of lithium in the photosphere is an excellent empirical age indicator for low-mass stars within given T eff ranges (e.g. Soderblom et al. 2014) . By examining compiled data from the literature for the sample clusters and other clusters in the same age interval (e.g. Soderblom et al. 1993; Jeffries et al. 1998; Randich et al. 2001; Sestito & Randich 2005; , we designed simple filters in the EWLi versus T eff plane. These filters allowed the inclusion of almost all previously known members of the clusters at their assumed ages, whilst excluding a significant fraction of older contaminant stars at the same T eff . More specifically, if a valid EWLi measurement (or upper limit) was present for a star in the T eff range indicated in Table 3 , but was below the T eff -dependent threshold, then the star was rejected. The separation between field stars and cluster members becomes smaller at older ages and Li selection was not applied for NGC 6633. 3. Targets with [Fe/H] < −0.5 were excluded, since all of the clusters have approximately a solar metallicity (see Sect. 2.2). A very conservative threshold was adopted here. Jacobson et al. (2016) and Spina et al. (2017) for all clusters, while α-element abundances have been taken from Magrini et al. (2017) or determined in this paper, as indicated. Abundance ratios derived from one star only are marked with "::". Note that for the same clusters, [Fe/H] values were instead estimated using more stars (Spina et al. 2017 ).
For targets with valid vsin i estimates, if vsin
(unresolved broadening at the GES spectral resolution) the target was rejected as unlikely to be a cluster member. This threshold was only applied to those stars outside the T eff range for which the lithium test was valid. The rationale here is that such stars are either relatively hot, in which case they do not spin down with age in the same way as cooler stars; or, they are so cool that their spin down timescales are extremely long, such that no slow rotators are expected at the ages of the clusters considered here. Of course the unknown inclination angle might mean that a small fraction of rapidly rotating stars have a small vsin i, but we were prepared to accept this loss in favour of a more efficient rejection of nonmembers.
The first of the above steps (gravity) identified the majority of contaminants. Lithium selection was very effective in the youngest clusters, becoming less so in older clusters, yet still rejecting ∼ 10 % of the remaining candidates. Very few candidates were removed because of their low metallicity or slow rotation.
Radial velocity distributions and membership probabilities
The radial velocity distributions of the filtered candidate members for each cluster were modelled using the maximum likelihood technique described in , originally proposed by Pryor & Meylan (1993) and updated by Cottar et al. (2012) to include the contribution of binaries. This technique assumes that the observed radial velocities are taken from an intrinsic model broadened by the observational RV uncertainties and the effects of unresolved binaries; the latter have a distribution of RV offsets expected from a set of randomly oriented SB1 binary systems with a specified distribution of orbital periods, eccentricities, and mass ratios. The total likelihood of a star's observed RV is then given by the sum of its likelihood if it were a single star and its likelihood if it were in an unresolved binary.
where L sing and L bin are the likelihood of single and binary stars and f bin is the adopted binary fraction. Given a model specified by a number of free parameters (see below), the best-fitting model is found by calculating the likelihood for each star and then maximising the summed logarithmic likelihood for all stars by varying the model parameters over a grid of possibilities.
For the clusters considered here we constructed models that consisted of multiple Gaussian components. One broad Gaussian was used to represent the background of contaminating stars that are still likely to be in the sample after filtering. The clusters themselves were modelled as single Gaussians, except for NGC 2547 and NGC 2451, where two Gaussians were required to adequately model the RV distribution. In the former case, the second kinematic population was originally discovered by Sacco et al. (2015) and will not be considered further in the present paper. In the case of NGC 2451 the two populations correspond to clusters A and B, which will be considered separately. The characteristics of the binary population were fixed in each case to be those of the solar-type field stars estimated by Raghavan et al. (2010) , with a binary fraction of 0.46. The exact details of the assumed binary parameters make little difference to the membership probabilities and ultimate selection of candidates to compare with isochrones.
Once the best-fitting parameters of the intrinsic distributions were found, the probability p of individual stars belonging to the cluster component(s) was calculated, assuming that each star must be a member of either the cluster component(s) or the background. We caution that these samples will not be cleaned of all contamination. For example, a star with p = 0.9 still has a 10% chance of being an unrelated contaminating star. For the comparison with theoretical models we conservatively retained all the objects with p > 0.9, except for NGC 2415A and NGC 6633 where we considered p > 0.8, as there are no stars with p > 0.9, due to the less well defined RV peak and broader distribution.
As an example, the selection sequence and the results for the cluster NGC 2547 are summarised in Fig. 1 .
TGAS analysis: Cluster membership and parallaxes
TGAS-based parallaxes for all clusters included in this paper except NGC 2451B have been published in VL17. Nevertheless, we re-derived them here to independently test our methodologies and because we aim to perform a uniform analysis which would also include NGC 2451B. Our approach is based on the trigonometric parallaxes and proper motions of the bright stars included in the TGAS catalogue. We first compiled samples of previously known cluster candidates brighter than V ∼ 12 mag for each cluster, using catalogues available in the literature. These lists are used as initial guesses for the TGAS membership analysis; hence, we adopted a conservative approach and considered only highprobability members from the literature. Also, these samples do not include GES targets, which, as noted, are typically fainter than the TGAS limit. We then cross-matched these samples of likely cluster members with the TGAS catalogue, finding at least Article number, page 5 of 30 A&A proofs: manuscript no. TGAS_accepted . Plot (a) shows the initial selection by gravity index; grey diamonds being retained and blue circles being rejected as non-members. Plot (b) shows selection from the remaining targets according to lithium EW; red squares being rejected as non-members. Plot (c) shows a histogram of measured RVs. Blue targets were identified as non members by the general screening (gravity index, lithium EW, vsini and [FeH] ). Grey targets have a probability larger than 90% of membership based on their measured RVs. White targets have a lower probability of membership and are discarded from the sample. Plot (d) shows the H versus J − K S diagram colour coded according to the target selection status. Solid grey circles and triangles identify targets classed as likely cluster members retained for subsequent analysis. ten members for each cluster with available astrometric parameters.
As mentioned, the samples of literature members were used to compute the initial estimates of the astrometric parameters (i.e. the basic statistics of the proper motions and parallaxes) needed to refine the selection of the candidate cluster members from the whole TGAS catalogue. After that, we applied two complementary methods to analyse the TGAS subsets and to estimate the cluster trigonometric parallaxes. The first procedure relies on a conservative selection of a sample of bona fide astrometric members, based on tight confidence levels that minimise the contamination of the false positives. Conversely, the second procedure adopts larger thresholds and fits the parallax distribution of a larger sample of TGAS sources with a model representing both cluster and field stars. In the following, we describe in detail these two procedures and compare the results in Table 4 .
Analysis of the 'bona fide' cluster members
We selected TGAS sources centred on the nominal cluster position listed in Table 1 and within a search radius between 0.7
• and 2
• ; the radii correspond to 4-6 pc at the expected distances of the clusters. The smaller values were usually adopted for the clusters with proper motions that were not well separated from the field stars. Also, since the search radii are of the order or smaller than the scale-length, ∼ 2
• , of the astrometric systematic error in TGAS (Lindegren et al. 2016) , we can reasonably assume that a global zero point uncertainty will possibly affect our parallax and distance estimations.
After identifying all TGAS sources within the search area, we checked their astrometric solution and rejected stars with formal errors on parallaxes and proper motions larger than 0.6 mas and 3 mas yr −1 , respectively. The adopted thresholds were chosen after visual inspection of the corresponding distributions, in order to remove outliers corresponding to anomalous astrometric solutions. In addition, we selected only TGAS astrometric solutions based on a minimum of 50 CCD observations and affected by an excess of noise 3 ǫ < 1 mas in order to discard astrometric binaries and other anomalous cases.
Candidate cluster members were then selected in the 3D space of parallaxes and proper motions, (̟, µ * α , µ δ ), by means of the following procedure. We first estimated the mean values and dispersions of the cluster members selected from the literature. Secondly, in order to remove false positives, we further rejected catalogue sources by applying a 2σ threshold on both proper motions and parallaxes. Then, we recomputed the firstand second-order moments of the three dimensional (3D) distribution, including the correlation between proper motions and parallaxes, and for the final selection we assumed a probability distribution in the form of a 3D Gaussian ellipsoid: where E is the function defined by:
Here, R represents the determinant of the symmetrical matrix R of the empirical correlation coefficients ρ i j = R i j /R (for i, j = ̟, µ α * , µ δ ), and R i j denotes the cofactor of the corresponding correlation element in R (Trumpler & Weaver 1953) . A 2σ threshold, E(̟, µ α * , µ δ ) < ζ 2 with ζ = 2, corresponding to a confidence level (C.L.) of 73.8% in 3D, was usually applied to select the bona fide cluster members, although a more conservative threshold of 1.5σ (C.L. 48%) was adopted for some clusters (see Table 4 ), to further minimise the contamination of field stars 4 .
The results of IC 2602 and NGC 2451 B are shown as examples in Figs. 2 and 3. For IC 2602, the mean proper motions are well separated from the field stars, while for NGC 2451B, the mean proper motions overlap with the field. We also notice that, particularly for NGC 2451B, the candidate members collected from the literature (blue symbols) appear contaminated by several false members, in spite of our initial conservative selection; nevertheless, the left panels of Figs. 2-3 clearly show that the resulting astrometrically selected members (red symbols) match properly the cluster peak in the parallax distribution of the complete set of TGAS sources.
Finally, the cluster parallax was derived as a weighted mean of the parallaxes of the n selected members:
The corresponding error was estimated using the standard formula, ǫ
which does not depend on the residuals and thus is not biased due to the cuts applied to the tail of the distribution by the procedure described above. We point out that the formal error on the weighted mean, ǫ ̟ , does not include the uncertainty due to the possible systematic errors affecting the TGAS catalogue. The latter was considered when converting parallaxes to distances.
The results are reported in Table 4 and compared to the independent results provided by the method based on the Gaussian maximum likelihood fitting that is described in more detail in the following section.
Analysis of the loosely selected members
In a different approach, for reference purposes, we pre-selected all TGAS stars in the clusters of interest with positions, proper motions, and parallaxes loosely compatible with those of the selected literature cluster members described above. The selection was performed as follows:
The function in Eq. 2 represents a 3D Gaussian distribution, where E(̟, µ α * , µ δ ) is the sum of the squared and normalised residuals.
where r is a generous radius for membership selection (1 deg), α 0 and δ 0 are the centre coordinates,μ α * andμ δ are the median proper motions of the literature members with their dispersions, σ µ α * and σ µ δ , while̟ is the median parallax with its dispersion, σ ̟ . The selection in parallax was less restrictive than that on proper motions in order to have a large enough range of parallaxes to characterise the distribution of field stars. We then fitted the distribution of parallaxes of the selected stars with both one Gaussian and the sum of two Gaussians with different mean and sigma, and maximum likelihood estimation (MLE). Specifically, we employed the likelihood estimator defined by Pryor & Meylan (1993) , Walker et al. (2006) , and Martin et al. (2007) , which takes into account the errors on measurements as well. Namely, the estimated uncertainty in the measurements was included in the model separately from the intrinsic dispersion of the cluster and background. We mention in passing that this approach is very similar to the one adopted in Sect. 3 for the GES RV analysis, except that it does not take into account the presence of binaries.
In cases with a negligible field contamination (IC 2602 being the best case, Fig. 4) , the one or two Gaussians fits gave the same result for the cluster parallax, within the uncertainties. In more difficult cases (NGC 2451 B being the worst case), we observed distortions in the shape of the distribution, or multiple peaks and the fits with the one or two Gaussians yielded different values of the cluster parallaxes; in these cases we adopted the two-Gaussians solution.
We note that in the case of NGC 2451 B, the high field contamination forced us to restrict the cluster radius to 0.8
, and the cut in proper motion to 2.2 σ rather than 3 σ. We also mention that the Gaussian distribution was not always the best model for the residual field population after the loose preselection, but it granted an accurate positioning of the cluster Gaussian by removing field stars in a satisfactory way after visual inspection (see the case of NGC 6633 in Fig. 5) .
The results are listed in Table 4 , where the number of fitted Gaussians is also reported. The formal errors on the parallax (ǫ ̟ ) were computed with the formulas by Pryor & Meylan (1993) , which take the TGAS parallax errors into account. The observed dispersions in the parallax distributions, σ ̟ in Table 4 , are significantly larger than the cluster's depth in parallax space (the latter being at most of the order of 10 µas for the closest clusters). As a result, the fitted intrinsic cluster dispersions with the adopted MLE formulation were negligible (close to zero), meaning that most of the observed spread was attributed to measurement errors. ϖ (mas) ϖ (mas) Fig. 3 . Same as Fig. 2 , but for NGC 2451B. In this case, the efficiency of the astrometric selection in reducing the contamination of false positives classified as cluster members by previous studies (blue symbols) is apparent. Notice also a third peak at ̟ ∼ 5.3 mas in the parallax distribution of the complete sample (black histogram), which corresponds to members belonging to NGC 2541 A in the foreground.
Reference distances and comparison with other determinations
parallaxes are only marginally inconsistent, given the large error of the Hipparcos value, while in the case of NGC 2516 the discrepancy is in principle similar to the expected systematic (∼ 0.3 mas) discussed by Lindegren et al. (2016) . The disagreement for NGC 2547 is much larger; interestingly, in this case the distance modulus derived from our parallax (see Table 6 ) is consistent with that (m 0 − M = 7.79
−0.05 ) derived by Naylor & Jeffries (2006) , by fitting the CMDs with isochrones.
The comparison with VL17 indicates an excellent agreement for most clusters. In particular, VL17 parallaxes for NGC 6633 and NGC 2547 are much closer to our own estimates than to those from Hipparcos. However, a discrepancy between our results and VL17 is present for NGC 2451A and, again, NGC 2516. Whilst the difference for NGC 2451A (10 pc in distance) is not statistically significant, the discrepancy for NGC 2516 is greater than 5σ and equivalent to ∼ 50 pc in distance.
In order to double check our parallax determination for NGC 2516, we ran again the procedure described in Sect. 4.1, but adopting different initial conditions. Namely, we did not start the analysis from a list of known literature members, but we con- and a mean parallax ̟ = 2.57 ± 0.04 mas. The results are hence in good agreement with the astrometric parameters reported in Table 4 , confirming the consistency of our procedure. We also note that this sample includes eight bright Hipparcos sources, whose astrometric parameters are expected to be more accurate than those of the Tycho 2 sources in TGAS. In particular, the correlation between the parallax and proper motions are usually much smaller for the Hipparcos stars. As shown in Table 5 , all these stars have parallaxes in the range 2.2 < ̟ < 2.6 mas, comparable to the mean parallax of the whole sample, although slightly smaller (possibly due to colour and magnitude systematics). We hence conclude that our determination of the parallax of NGC 2516 seems not only to be solid against initial assumptions, but also validated by the presence of the Hipparcos stars. In Sect. 6.3 we will discuss the age and reddening estimates using VL17 parallax for this cluster. Table 6 summarises the astrometric parameters of all the sample clusters resulting from the first procedure. We adopt these parameters as reference values in the following sections.
Comparison between theory and observations
As mentioned in the introduction, the comparison between HRDs/CMDs and theoretical isochrones represents a key tool for testing models of stellar evolution and to derive the cluster ages. Two of the main uncertainties affecting the comparison of this procedure are the cluster distance and chemical composition; in the present case, GES analysis provides the metallicity and abundance ratios, while the TGAS parallax measurements provide a direct cluster distance determination, enabling already a step forward. In the near future we expect that the Gaia parallaxes will be of much higher precision and uncertainties in the distance will become much less important, allowing even more detailed comparisons with the models. Nevertheless, as we will show in the following sections, the TGAS data already allow us to test the methodology, to identify main sources of errors, and to achieve new results.
The evolutionary models
In this paper we make use of and compare the results of some recent, updated, and widely used grids of evolutionary models. Namely, we chose the MIST database (the MESA isochrone set, see Paxton et al. 2011 Paxton et al. , 2013 Paxton et al. , 2015 in the Choi et al. (2016) and Dotter (2016) version 5 , the PARSEC (1.2S version, see Chen et al. 2014; Bressan et al. 2012) 6 , and the PROSECCO models. We note that we only considered models that cover the whole observed mass range of the sample clusters and include standard physics only. Also, the PROSECCO evolutionary tracks were calculated specifically for this work by means of the Pisa version of the FRANEC evolutionary code (Tognelli et al. 2011; Dell'Omodarme et al. 2012; Tognelli et al. 2015a,b) . For the comparison we adopted stellar models with [Fe/H]=0 and [α/Fe]=0, compatibly with the results given in Table 2 . All the grids of evolutionary models adopt updated input physics and estimates of the solar abundance mixture, summarised in Table  7 . We refer to the cited papers for a detailed description.
The precise analysis of the effects of the different choices in the input physics is beyond the scope of the present work. Hence, we only briefly present in Appendix. A a comparison of the predictions of the selected sets of models to highlight the main differences among them, referring the interested reader to previous detailed studies on this topic (i.e. Chabrier & Baraffe 1997; Siess 2001; Montalbán et al. 2004; Tognelli et al. 2011 ).
Bayesian analysis
Our analysis was performed using a Bayesian maximum likelihood method based on a star by star comparison of observed data with isochrones, to simultaneously derive the reddening and the age for each cluster. The TGAS distances with their estimated uncertainties have been adopted. The maximum likelihood analysis is carried out using the 2MASS J, H and K s magnitudes that are available for the largest number of stars and are assumed to be independent from each other. After the analysis, as an additional check, the results are shown also in the (V − K s , V) and (log T eff , K s ) planes. We also discuss the effect of including the V magnitude in the analysis.
The theoretical bases for the adopted recovery method are described in various papers in the literature; in particular we have Table 4 . TGAS cluster parallaxes as derived by our two independent procedures. When available, the parallaxes estimated by van Leeuwen (2009) and VL17 are also listed for comparison.
bona fide cluster members
Loosely selected members Gennaro et al. (2012, GPT12) , to which we refer for the details of the methods.
The total likelihood for each star of a given cluster has been defined as in Eq. 1. The single or binary star likelihood for the i-th observed star is given by
whereq i, j and σ i, j are the j-th observed quantity and its related uncertainty for the i-th star and q(p) is the models prediction that depends on the set of parameters p. The difference between the two contributions is that in the first term (single-star likelihood) the models are extracted from the standard isochrone, while, to evaluate the binary contribution (L bin ) to L, the models are extracted from a binary sequence generated starting from the single star isochrone. We recall that to generate a binary sequence, one must also specify the secondary-to-primary component mass ratio, namely q bin ≡ M 2 /M 1 , which, in our cases, is not known a priori. We will discuss below the effect of adopting different values of f bin and q bin . Similarly to JL05 and GPT12, we used the marginalised distribution to get the most probable value of each of the analysed parameters, which, in our case, are the age τ and the reddening ̺ ≡ E(B − V). To be more precise, the likelihood of each star depends on the stellar age, mass, and on the adopted reddening. We are not interested in deriving stellar masses; thus we integrated (marginalised) over it obtaining a likelihood that depends only on τ and ̺. We do not use any prior on the mass distribution (i.e. flat prior). This procedure has been adopted for each star of a given cluster; then, the total likelihood of the whole clusterwhich we used to recover the age and the reddening -is given by the product of each star likelihood marginalised on the stellar mass.
To derive the most probable value of one parameter (i.e. τ or ̺), we integrated (marginalised) the likelihood over the other (i.e. to get the age we integrated over all the possible reddening values). We defined the best value as the median of the marginalised distribution, differently from JL05 and GPT12 who adopted the mode. However, we verified that, in each analysed case, the distance between the mode and the median is much smaller than the final uncertainty on the derived parameter. We also performed a test adopting a different definition of the best value and considering the mode of the total bi-dimensional likelihood without any marginalision process. This corresponds to obtaining from the recovery the model with the most probable reddening and age, simultaneously; in the case of the marginalised distributions, τ and ̺ are instead calculated separately and they might not be consistent with the values that actually maximise the bidimensional likelihood. To better investigate the issue, we simultaneously selected the (τ, ̺) vector corresponding to the maximum of the total likelihood and verified that these values are equal to the ones obtained using the marginalised distributions. In some cases there is a small difference between these two sets of values, but the difference is much smaller than the uncertainty on the estimated age and reddening. However, we preferred to use the marginalised distributions and the median to get the best value, as the total bi-dimensional likelihood is (in some cases) not very smooth and it presents spurious peaks close to its maximum.
Uncertainties
The observables are affected by uncertainties, which in our case arise from magnitude and distance errors. The errors on J, H, K s magnitudes are generally of the order of a few percent. Concerning the distance, the uncertainty slightly changes from one cluster to another (see Table 6 ), but it is smaller than about 15% in the worst cases, which means an uncertainty on the distance modulus of less than 0.3 magnitudes. To properly evaluate the cumulative uncertainty on the estimated parameters due to the magnitude and distance errors, we adopted a Monte Carlo method similar to that used in Valle et al. (2016 Valle et al. ( , 2017 . Namely, we assumed a Gaussian distribution around the central value for magnitudes and distance, with an uncertainty (1 σ) obtained by averaging the positive and negative errors. We discuss the effect of a non-Gaussian distribution of the error on the distance modulus at the end of this Section. The observations were ran- Table 6 . TGAS astrometric parameters: mean cluster parallaxes, ̟, and proper motions, µ α * , µ δ , estimated from the selected bona fide cluster members as weighted averages. The derived spatial distance, d = 1/̟, and the distance modulus, DM = m 0 − M = −5 log ̟ − 5, are also reported. The systematic errors correspond to the nominal TGAS systematic uncertainty, ǫ S ̟ = 0.3 mas. These dominate the error budget. The columns provide the adopted: equation of state (EOS), radiative opacity (the heavy elements mixture is also specified), boundary condition characteristics, superadiabatic convection treatment, bolometric corrections (BC) and model chemical composition (the fractional abundance in mass of helium and metals, Y, Z). References: AS09: Asplund et al. (2009) domly perturbed within the Gaussian error for each star (stars are treated independently) and for each photometric band. Distance was also perturbed within its Gaussian error; the perturbation is the same for all the cluster stars, which are supposed to be at the same distance. The procedure was iterated to obtain 100 different datasets and thus 100 different estimated values of age and reddening. Among the 100 perturbed datasets we also included the unperturbed case. The most probable values of τ and ̺ were selected as the median of the ordered sample of the 100 derived τ (̺), while the confidence intervals were assumed as the values corresponding to the 16 and 84 percentiles of the same ordered sample. We verified, using the PROSECCO models in the (J, H, K s ), plane that the recovered ages and reddening values do not change if 1000 datasets (more time consuming) were used instead of 100.
This procedure gives the cumulative uncertainty on the estimated parameters (age and reddening) due to both the photometric and distance errors. We repeated such an analysis keeping the magnitudes fixed to their central values and perturbing only the distance, to get the contribution to the parameter uncertainty due to the distance error only. As a general result, we found that the distance error has a significant impact in determining the total uncertainty on both the age and the reddening, in particular in those clusters with a relatively small number of stars and/or scattered data. The sole distance error accounts for about 15-30% (up to 60% in the worst cases) of the total age uncertainty and about A&A proofs: manuscript no. TGAS_accepted 30-60% of the total reddening uncertainty. As discussed in more detail in Sect. 6.3, there is obvious room for a further increase of the precision of the results thanks to the expected improvement in the Gaia parallaxes and photometry in subsequent data releases. Table 6 shows that the errors on distance are actually not symmetric, while, those on the distance modulus (that we actually used in the recovery) are, with a good approximation, symmetric. Small deviations are, however, present at the level of 0.02-0.04 mag. We then checked that the Gaussian approximation produced reliable results. To do this, we derived the age and reddening values considering the sole errors on the distance and adopting the central value of the DM plus or minus the errors listed in Table 6 . The uncertainties in the recovered parameters have been estimated by taking the difference between the age (reddening) obtained using the central value of DM and the two extremes derived using the maximum/minimum DM. We performed this analysis for all the clusters in our sample and found that this procedure yields a confidence interval for age and reddening in excellent agreement with those obtained using the Monte Carlo method: the differences between the values obtained adopting the two procedures are very small (at the level of a few percent) and become negligible when the uncertainty on the photometry is included in the analysis.
Recovery of ages and reddening values
The Bayesian analysis has been applied on sample clusters using the PROSECCO isochrones. The first step of the analysis implied the construction of the grid of models to be employed in the parameters recovery. We started from a set of isochrones at [Fe/H]= 0 and [α/Fe]= 0, as measured for the sample clusters, in the range 10-700 Myr. Where not explicitly stated, the models have been computed adopting a core overshooting parameter β ov = 0.150, as recently obtained by comparing the Pisa models with the TZ Fornacis eclipsing binary system (Valle et al. 2017) .
The isochrone grid has been calculated with an age spacing suitable to obtain a good resolution for the age determination, namely, δτ = 0.2 Myr for 10 ≤ τ(Myr) < 25, 0.5 Myr for 25 ≤ τ(Myr) < 40, 1 Myr for 40 ≤ τ(Myr) < 100, 5 Myr for 100 ≤ τ(Myr) < 300 and 10 Myr for τ ≥ 300 Myr. For E(B−V) we used a spacing of 0.0001. Concerning the prior distribution, we used a box function for both τ and E(B − V). Reddening is allowed to vary with a flat probability distribution in the range 0 ≤ E(B − V) ≤ 0.3 to cover all the possible reddening values found in the literature for the selected clusters. For the age, the box width depends on the expected age. More specifically, we adopted a conservative flat prior on the age for the three age intervals: 10 − 100 Myr, 100 − 300 Myr, and 300 − 700 Myr, respectively.
After the construction of the grid, for all the selected sets of models and all the ages, we generated the unresolved binary sequence starting from the single star isochrone. We adopted a fraction of binaries f bin = 0.3 and q bin = 0.8, as reference. However, as an additional check, we also used different values for f bin and q bin (namely f bin = 0.1 and 0.5; q bin = 0.5 and 1.0), finding that both f bin and q bin affect the obtained age and reddening at a level smaller than the uncertainty on the estimated parameters. Finally, absolute magnitudes from the models were converted into observed magnitudes using the DM from the TGAS analysis and the extinction, estimated by adopting the linear relation between the extinction in a given band A λ and E(B − V) in terms of Cardelli et al. (1989) coefficients (A λ /A V ) C89 . We used R V = 3.1. The precision of the recovery procedure was tested by building synthetic clusters with artificial stars sampled from the same PROSECCO isochrone grid used for the recovery procedure. A Gaussian noise with a standard deviation equal to the assumed observational uncertainties was added to the magnitude and colour values for each generated star. This numerical experiment showed the capability of the method to recover the simulated age and reddening in the ideal case where the adopted stellar models are in perfect agreement with real stars and the observational sample is populated with sufficient number of points. Figure 6 shows an example of PROSECCO isochrones of ages in the range of interest (30-500 Myr) in the different planes selected for the comparison with real clusters (as discussed in the following Section). Depending on the age and on the selected plane, different parts of the diagram are the main age indicators. In clusters younger than about 80-100 Myr low-mass stars are still sensitive to an age variation and are used to infer the age. For older clusters, low-mass stars are on the ZAMS and the age determination mainly relies on the brightest stars of the sample (if present).
We finally note that some of the sample clusters are characterised by very clean sequences, while others are more scattered, in spite of the Gaia and GES conservative membership analysis, suggesting that some contamination and/or large errors in photometry are still present. For each cluster, we tried to reduce the actual number of outliers using the cleaning procedure discussed in Appendix. B.
Results and discussion

Recovered ages and reddening values
The most probable age and reddening values derived through our analysis are listed in Table 8 and are adopted to show the comparison between models and data in the (J − K s ,H), (V − K s ,V), and (log T eff , K s ) planes. Specifically, Figs. 7, 8, 9 and 10 show the CMDs and temperature-magnitude diagrams of selected relevant cases. The recovery has been performed for all the clusters with and without the inclusion of unresolved binaries and the derived ages and reddening in the two cases are consistent within the estimated uncertainties (for more details see Appendix B). We first note that, as shown by Table 8 , our procedure allowed us to recover ages with cumulative uncertainties between 5 and 30 %, with the exception of NGC 2451B, which is characterised by a much larger uncertainty, due to the combination of relatively large error in distance and small number of members. Also, the homogeneous analysis has enabled the establishment of an age ranking, which does not seem to depend on which model dataset was used, although there is some dependency on the magnitudes used for the recovery (see Sect. 6.2 below). More generally, the Figures show a good, global agreement between theory -isochrones with the most probable ages and reddening valuesand observations for all the clusters. Noticeably, this is true for the different selected CMDs (for the entire sequences) and even in the K s versus T eff diagrams. Some of the Figures suggest a tendency of the low-mass models to be somewhat bluer than the observations in the (V, V − K s ) plane. Such a behaviour is not present if the J − K s colour or T eff are considered, indicating that at least part of the problem could be related to the adopted colour transformations, as already discussed in the literature (see e.g. Kučinskas et al. 2005; Casagrande & VandenBerg 2014) .
The two older clusters, NGC 2516 and NGC 6633, deserve some further comments. NGC 2516 (top panel of Fig. 10 ) is the cluster with the largest number of members among those analysed in the present work. Both the sequence of single stars and that of binaries of equal mass are clearly visible. In this cluster, low-mass stars are very close to their ZAMS position, weakly sensitive to age, which in principle should be mainly determined from stars close to the turn-off. Unfortunately, given the bright limit of both GES and available photometric surveys, relatively few members in that position (V < 9) are present in the current sample. Also, while we identified 22 stars from TGAS, only a few of them are close to the turn-off; a few more may come from the stars identified in VL17, once these are confirmed to be members.
Finally, NGC 6633 (bottom panel of Fig. 10) is the only cluster in our sample with a few stars in the central helium burning phase, sensitive to the extension of the convective core during the MS phase. Thus, we derived age and reddening using two values of the core overshooting parameter, namely β ov = 0.15 and 0.25. Due again to the small sample of stars close to the turn-off region and in the He-burning phase, the two models with different values of core overshooting are almost indistinguishable, both in terms of ages and reddening, although the case with β ov = 0.25 seems to be favoured by a slightly better fit quality.
We evaluated the impact of a slightly different [Fe/H] on the age and reddening determination by running the analysis considering [Fe/H]= −0.1 for all the clusters. This value corresponds to the lowest metallicity listed in Table 2 ; that for NGC 2516. Adopting a different metallicity does result in changed estimates for the age and reddening. On the one hand, however, the metallicity of these clusters has been homogeneously measured by GES with good precision, and on the other hand, in the case of NGC 2516, with [Fe/H]= −0.1, we obtained a reduction in age of 1-2% and an increase in E(B − V) of 0.02-0.03 mag. Similar numbers are found for the other clusters. This is a small effect, smaller than the currently estimated uncertainties, but will become more important when the systematic uncertainties in the Gaia parallaxes are removed.
MIST and PARSEC models
In order to investigate the dependence of the recovered ages and reddening values on the adopted set of stellar models, we performed the same analysis using the PARSEC and MIST isochrones. The relevant sets of isochrones in the same age intervals used for PROSECCO were downloaded from the databases.
The age and reddening values obtained with the PARSEC and MIST models are listed in Table 8 together with the PROS-ECCO results. The table shows that with the exception of NGC 2516, the ages derived using the three model sets are in good agreement. The differences for the reddening are instead more significant; in particular, we note that MIST models and the analysis with the 2MASS magnitudes provide the lowest values, likely due to the fact that MIST isochrones for low-mass stars The agreement between the models and observed stars in the 2MASS colour-magnitude diagrams appears good. PARSEC isochrones better reproduce the low-mass tail in the (V − K s , V) plane, while MIST models are bluer than data in this region. On the other hand, when the effective temperature is considered, MIST models appear in good agreement with observations, like the PROS-ECCO ones, while PARSEC isochrones show large deviations for log T eff < ∼ 3.6. This is probably due to the T − τ modification introduced in the PARSEC models, discussed in Appendix A.
The same deviation in the T eff plane found for low-mass stars when adopting PARSEC isochrones is present for all the analysed clusters.
As already mentioned, V − K colours in the models (the PROSECCO and MIST ones at least) tend to be bluer than observations for low-mass stars (i.e., for V magnitudes larger than about 16 in the selected clusters), thus possibly leading to a systematic effect in the derived age and reddening. In order to check the robustness of our procedure, we hence also made a test including in the recovery the Johnson V magnitude together with the 2MASS bands. The results are shown in the bottom part of Table 8 for the three selected model sets. The inclusion of the V band in the recovery procedure yields ages that are generally in agreement within their estimated uncertainties with those derived using only the 2MASS bands; formal errors in ages are generally smaller, because of the inclusion of an additional band (although with fewer points).
Concerning the recovered reddening, the E(B − V) value is also sensitive to the use of the V band in the recovery. However, generally, the derived E(B − V) is compatible with that obtained in the 2MASS case, with the exception of NGC 2451A when the MIST and PROSECCO models are used. In this case, the derived reddening is much larger than that found using the 2MASS bands.
Comparison with the literature
In Fig. 12 we plot our determination of ages and reddening obtained with the PROSECCO models and 2MASS magnitudes against literature values (see Table 1 ). For each cluster we show the average of the literature values and adopt the difference between the maximum and minimum values as error bars. The Figure suggests a general good agreement for the majority of the clusters, although the values derived by us are somewhat smaller than literature determinations. Independently from the absolute values of the ages, the relevant result here is that all the sample clusters have been analysed in a homogeneous way and are now on the same age scale. Our rigorous statistical approach also indicates that cluster ages are generally very solid against the chosen models; this represents an interesting result, which was not obvious a priori. As already noted, Table 8 shows that for all clusters, with the exception of NGC 2516 (which we discuss below), the ages recovered with the three sets of models are consistent within the errors, which have a significant contribution coming from the uncertainties in the cluster distances.
For some of the clusters the final cumulative errors on the ages are still larger than or comparable to those achieved in the literature using photometry only and leaving the distance as a free parameter (e.g. Cargile & James (2010) for IC 4665; Naylor & Jeffries (2006) for NGC 2547). As mentioned, the TGAS systematic error in parallax is several times larger than the random errors on the mean cluster parallaxes, it dominates the cumulative error in distance, and thus the age uncertainty. The next Gaia DR2 (April 2018) will include a consistent astrometric solution based on Gaia observations only, and the small-scale spatial variations of the parallax systematics are expected to be sig-A&A proofs: manuscript no. TGAS_accepted nificantly reduced. In order to test how this will affect the uncertainty of the age recovery, we analysed a case in which we assume that the parallax/distance is known with better accuracy. Namely, if we reduce the adopted systematic uncertainty in the mean cluster parallax to only 0.1 mas, instead of 0.3 mas, we find that the systematic distance uncertainty becomes comparable to the current statistical uncertainty (or in the worst cases, still twice as large). We ran the parameter recovery process using this smaller total distance uncertainty for all the clusters. Table 9 shows the comparison between the original age uncertainties, determined when the 0.3 mas systematic distance error was considered (along with the random part and the photometric one), and the values obtained when a systematic error of 0.1 mas was adopted. The Table shows that for all the clusters, the age confidence intervals are significantly reduced, with the exception of NGC 2451B for which it is still not satisfactory. This test clearly confirms that distance uncertainty has a large impact on the final errors on ages; therefore, there is obvious room for a significant improvement of the results with the anticipated increase in the quality of Gaia parallaxes in subsequent data releases. In addition, the fainter magnitude limit of Gaia DR2 (astrometric parameters available down to G = 20 mag instead of G = 13 mag as for TGAS) will greatly increase the number of cluster members, which will help to significantly reduce the random errors and estimate more accurately the local systematic errors. Finally, precise homogeneous photometry available in Gaia DR2 will also contribute a significant improvement in the precision of the age estimates.
Focusing again on NGC 2516, the recovered ages using the PROSECCO and MIST models are younger by about 30% than commonly quoted values in the literature, while the ages from the PARSEC models are in better agreement with previous estimates. Figure 10 shows that the 120 Myr PROSECCO isochrone provides in principle a very good fit to the few stars at the turnoff. Indeed, we believe that the recovered age of ∼ 80 Myr is driven by the stars close to the knee; whereas, as mentioned, these stars are less sensitive to age than stars close to the turn-off; they are much more numerous, hence amplifying the small age dependence. For the PROSECCO and MIST models, the 80 Myr isochrone is close in colour to the barycentre of those stars at the knee, while the same happens with the 100-120 Myr PAR-SEC isochrone. To better constrain the age for this cluster, we require either more stars at the turn-off region or more precise photometry for stars close to the knee.
We finally note that we performed an analysis of NGC 2516 adopting the parallax/distance of VL17, which corresponds to a smaller distance to the cluster. We derive an age of 80 Myr, but a very low reddening (E(B − V) = 0.032 +0.019 −0.015 ); this is clearly far too small, hence supporting the larger distance derived by us.
The right-hand panel of Fig. 12 (see also Table 8 ) indicates that reddening is far less well constrained than age. Nonnegligible differences are present with respect to the literature values (with our own estimates being generally larger) and our values are characterised by relatively large errors. Also the agreement between the results from the three models is less good than for the ages, with the MIST models generally providing values that are more similar to the literature ones. Part of the discrepancy between the reddening values derived here and those found in the literature might arise from the fact that the data used for the recovery mainly relies on near-infrared bands, which are less sensitive to the reddening. We believe that future analysis using Gaia photometry in the optical bands -which will be available for all cluster members -will allow improvement of this aspect.
Lithium depletion boundary ages
For the youngest clusters in our sample, a lithium depletion boundary (LDB) age determination has been performed in the literature. Given the very final goal of a consistent age calibration, which implies comparing cluster ages obtained with different methods, we again derive LDB ages here. We used our own estimates of the cluster distances, the PROSECCO models, and bolometric corrections, as well as the reddening values derived in this paper. LDB data have been retrieved from Jeffries & Oliveira (2005 -NGC 2547), Barrado y Navascués et al. ( -IC 2391 , Dobbie et al. (2010 -IC 2602 , and Manzi et al. (2008 -IC 4665) , respectively. We note that the LDB age errors include the TGAS distance modulus uncertainty, but also an additional 0.1 mag uncertainty for photometric calibration (in colour and magnitude) and the likely uncertainty in the LDB location. LDB ages are shown in Table 10 . Comparison with the Table 8 . Ages and reddening values for the sample clusters, as obtained by adopting the PROSECCO, PARSEC and MIST isochrones in the (J, H, K s ) and in the (J, H, K s , V) planes -first and second set of values, respectively. 
ages reported in Table 8 suggests a good agreement; more specifically, the agreement is excellent for NGC 2547 and within ∼ 1σ for IC 2391 and IC 4665. This implies that by using the same set of models and assumptions, discrepancies between LDB and isochronal ages become less significant than previously claimed. The difference in inferred ages is somewhat larger for IC 2602, with the LDB age being more than 2σ older than the isochronal one. In order to further check the age obtained with the Bayesian analysis, we tried to change (manually) the age of IC 2602 in the range 30-40 Myr. An age of more than about 32-33 Myr gets progressively less and less compatible with the data in the H versus J − K s , V versus V − K s or K s versus T eff diagrams, and the isochrones reproduce only the lower envelope of the observed sequence. We also recall that an age around 30 Myr seems to be very robust even when adopting PARSEC or MIST models and/or including the V-band. We note however that the recovery of the age for this cluster is mainly driven by the stars located in the region where there is a change of slope in the isochrones and where even a small difference in magnitude may lead to a significant difference in age. Whilst there are many stars at that position, they do not follow a very narrow sequence, but are rel- atively scattered, possibly due to the uncertainties in the 2MASS photometry. Also in this case, future Gaia releases will allow a more detailed analysis, possibly also indicating a front-to-back distance spread, given the proximity of the cluster.
Summary
We have homogeneously combined spectroscopic information from GES and Gaia-DR1 TGAS parallaxes for eight OCs, to derive a uniform set of cluster ages and reddening values, using a statistical Bayesian analysis applied to three different sets of standard evolutionary models. Parallaxes from TGAS data have been calculated and compared with the results of VL17. The agreement is good for all but one cluster, NGC 2516, for which we derive a smaller parallax (larger distance) than VL17. Both astrometric tests and the comparison with the isochrones support our own determination.
Our results show that the proposed approach is very promising. We have not only successfully tested our methodology, which will be further exploited with Gaia-DR2, but also the eight clusters have been put onto a consistent age scale for the first time. Although this ranking is model dependent, compari- Table 1 ).
son of the results using the three different sets of models generally shows very good agreement, indicating that ages are robust against the chosen models for all but one cluster, NGC 2516. For this cluster, with two of the models (MIST and PROSECCO) we derived an age which is significantly younger than most values from the literature, while the PARSEC model provides an age in agreement with literature values. The younger age may be due to the lack of stars near the turn-off region, which prevents a robust age determination.
The LDB ages, determined in this paper for the four youngest clusters in the sample using the same evolutionary models (the PROSECCO ones), also generally agree well with isochronal ones. It has been claimed (Soderblom et al. 2014 ) that the LDB ages are far less model-dependent than ages determined from isochronal fits to high-or low-mass stars. It is therefore encouraging that three quarters of the clusters for which we have LDB and isochronal ages are in excellent agreement. E(B − V) values are instead less well constrained, since the Bayesian analysis has been performed using mainly near-infrared magnitudes that are not very sensitive to reddening.
Our analysis confirms that current errors in parallaxes, which are dominated by a relatively large systematic error, are a significant source of uncertainty in the derived ages (about 15-30%), especially in clusters with few and/or scattered photometric data. Indeed, ages and distances derived in the literature using photometry only can be more precise, but are not necessarily more accurate. We have quantitatively shown, however, how age uncertainties are expected to significantly improve once better Gaia parallaxes are available. Also, at this stage we cannot yet put extremely tight constraints on the models; nevertheless, we showed already that, among the chosen model sets, the PARSEC ones do not provide a good agreement with the observed sequences in the magnitude versus temperature diagrams.
Gaia-DR2, along with the full GES cluster dataset, will allow the extension of the present analysis to many more OCs, better sampling the age interval from a few Myr to several Gyr, and covering also metallicities above and below the solar value. The combination of Gaia proper motions with spectroscopic membership indicators will yield very clean sequences from the very bright down to the very faint stars. Extremely precise and homogeneous photometry from Gaia for virtually all cluster stars will also provide very valuable information. All this will allow more detailed comparisons with the models, including also those accounting for non-standard processes like rotation and magnetic fields, resulting in more crucial tests on the input physics. The dataset will not only enable tighter constraints on ages of our current sample and of many additional, more-distant clusters, but will also allow us to use that age information to calibrate a variety of commonly used age tracers, which, in turn, will allow estimates of the ages of field stars.
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