Preconditioning of systems of nonlinear equations modifies the associated Jacobian and provides rapid convergence. The preconditioners are introduced in a way that they do not affect the convergence order of parent iterative method. The multi-step derivativefree iterative method consists of a base method and multi-step part. In the base method, the Jacobian of the system of nonlinear equation is approximated by finite difference operator and preconditioners add an extra term to modify it. The inversion of modified finite difference operator is avoided by computing LU factors. Once we have LU factors, we repeatedly use them to solve lower and upper triangular systems in the multi-step part to enhance the convergence order. The convergence order of m-step Newton iterative method is m + 1. The claimed convergence orders are verified by computing the computational order of convergence and numerical simulations clearly show that the good selection of preconditioning provides numerical stability, accuracy and rapid convergence.
Introduction
Let F : D ⊆ R n −→ R n be a nonlinear function and the system of nonlinear equations can be written as
. . , f n (x)] T = 0, (1) where x = [x 1 , x 2 , . . . , x n ] T . If x * is a simple root of (1) then F(x * ) = 0 and det(F (x * )) = 0 i.e. Jacobian should not be singular at the root. Newton method [1] [2] [3] [4] is the classical iterative method for computing the simple root of system of nonlinear equation. The multi-step Newton method [5] can be written as (2) and its order of convergence is m + 1. Many researchers [6] [7] [8] [9] have proposed higher order multi-step iterative method for solving system of nonlinear equations. In most of real world problems, the closed form expression for the system of nonlinear equations is not always possible. When we get the information about the system of nonlinear equations from a black box then the computation of Jacobian analytically is no way possible. So it means, we need to compute it numerically. Recently people have proposed derivative-free iterative method [10] [11] [12] [13] [14] for the solution of the system of nonlinear equations. Grau-Sànchez et al. [12] have constructed the following multi-step derivative-free iterative method for solving the system of nonlinear equations
where β is a scalar parameter and the [.,
where h i = i times (h, h, . . . , h). The ideas of preconditioning of system of nonlinear equations are reported by many authors [15] [16] [17] [18] . Let G(x) = [g 1 (x), g 2 (x), . . . , g n (x)] T be a non-zero sufficiently differentiable function. We define a new function
where is the component-wise multiplication and · represent the diagonal matrix. The first order Fréchet derivative of (5) can be computed as
The application of Newton method to (5) gives
The convergence order of (7) is quadratic because, it is the Newton method for solving preconditioned system of nonlinear equations Q(x) = 0. If we replace G(x) by ex p(G(x)) then (7) can be written as
Proposed iterative methods
We are interested to propose derivative-free version of (8) with some generalization of preconditioner. Our proposal of multi-step derivative-free preconditioned iterative method is the following
where q 1 , q 2 : R n −→ R n are sufficiently differentiable, q 2 (0) = 0 and q i (x) = [q i (x 1 ), q i (x 2 ) . . . , q i (x n )] T for i = 1, 2. We claim that the convergence order of proposed preconditioned m-step derivative-free iterative method is m + 1.
Convergence analysis
We demonstrate the proof of convergence order of (9) only for m = 2 and the case m ≥ 3, we use mathematical induction.
Theorem 3.1 Let F : ⊆ R n → R n be sufficiently Frechet differentiable on an open convex neighborhood of x * ∈ R n with F(x * ) = 0 and det (F (x * )) = 0. By taking x 0 in the vicinity of x * , the sequence {x k } generated by (9) converges to x * with local order of convergence at least three for m = 2 and the following error equation
where
where (11), we can calculate the Fréchet derivatives of F(·) as
where I is the identity matrix. By using (4), we get the following expansion
where γ γ γ 1 = q 2 (0), γ γ γ 2 = q 2 (0) and O((e 0 ) i 1 (e 0 ) i 2 (e 0 ) i 3 ) represent the third order term. The expansion of A by using (13) and (14) is
By using (15), we get
The error equation e 1 tells that the order of convergence of base method of (9) is quadratic. The order of convergence of (9) for m = 2 is three which is established as
It can be seen from (17) that it involves third order terms in e 0 .
The proof of convergence when m > 3 can be carried via mathematical induction. Suppose the proposed iterative method (9) has convergence order s when m = s −1. The error equation for s-step iterative method (9) can be written as
The Taylor series expansion of F(·) around x * is
By substituting the expressions of A −1 and F(x s−1 ) in (18) we get
According to our assumption the order of convergence of (s − 1)-step method is s. It means e s−1 = O((e 0 ) i 1 (e 0 ) i 2 · · · (e 0 ) i s ). It is clearly evident from (19) that e s = O((e 0 ) i 1 (e 0 ) i 2 · · · (e 0 ) i s+1 ). So m-step iterative method (9) has convergence order m + 1.
Numerical simulations
It is important to verify the claimed order of convergence of the proposed iterative method. We adopt the following definition of computational order of convergence
To check the performance of our proposed iterative method, we solve three problems.
The performance comparison is demonstrated between iterative methods (3) and (9) . The first order divided difference operator (4) can be computed as
x = [x 1 , x 2 , . . . , x n ] T and y = [y 1 , y 2 , . . . , y n ] T and i, j = 1, 2, . . . , n. If F(x) and F(y) are provided separately then number of scalar function evaluation in (21) are n(n − 1). The divided difference approximation (21) of (4) is first order accurate. A detailed discussion about different divided difference approximation of Jacobian can be found in [14] . Mathematica code is given in the Appendix that can be used to compute the first order divided difference operator (21). Tables 1, 2 and 3 clearly shows that the computational convergence orders confirm our claim that m-step iterative methods (9) and (3) have convergence order m + 1. In all test problems, the selection of preconditioners show that the performance of proposed iterative method (9) is better than competitor iterative method (3). The computational cost of preconditioners is reasonable because we use diagonal preconditioners. We observed that the leading coefficients in all preconditioners are of order one or less than one in magnitude. By choosing properly preconditioners we obtain high accuracy in numerical results. The value of parameter β is set to 1/100 to approximate divided difference operator in all three problems. One may use a smaller value of β but at some point there is a degradation in the accuracy of numerical results and we found that 1/100 is a reasonable choice for set of selected problems. It is hard to devise some rule to select nonlinear preconditioners for system of nonlinear equations but we observed that a small contribution of higher poswers (grater than one) of F(x) provides better accuracy in the numerical results.
Conclusions
The derivative-free iterative methods become important when the system of nonlinear equations is a black box and we compute Jacobian numerically. The multi-step iterative methods are efficient and provide a high order of convergence. The high efficiency of multi-step iterative methods is hidden in the fact that we repeatedly use LU factors of frozen Jacobian from the base method in the multi-step part. The computational cost that we pay is the per 
