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SESGO DE ESTIMACIÓN EN REGRESIONES P-SPLINE BAJO MODELOS 
MIXTOS: UN ESTUDIO POR SIMULACIÓN. 
Introducción 
Las regresiones spline Penalizadas (P-spline) forman parte del conjunto de técnicas de sua-
vizado que permiten relacionar una variable respuesta con una explicativa sin hacer supues-
tos a priori de la forma funcional que las liga. En particular, los métodos de regresión spline 
dividen el campo de variación de la variable explicativa en regiones dentro de las cuales se 
ajusta un modelo de regresión de bajo orden (lineal o cuadrático) que luego son unidos en 
los puntos extremos (llamados nodos). Por tratarse de un modelo de regresión, es simple 
estimar la variable respuesta e incluso construir intervalos de confianza y de predicción para 
dichas estimaciones. El mayor inconveniente que presenta esta técnica es que suele ser 
vulnerable a la cantidad de nodos que se empleen y a la ubicación de los mismos. Una op-
ción para eludir este problema es ponderar los parámetros asociados a los nodos, recu-
rriendo así a los modelos de regresión spline penalizada. Estos últimos modelos dependen 
del parámetro de suavizado que es quien regula la penalización impuesta a los parámetros. 
No siempre es simple decidir cual es el valor del parámetro de suavizado que provoca un 
mejor ajuste de los datos. Ruppert (2003) ha mostrado que esta problemática queda resuel-
ta al reformular estos modelos de regresión P-spline dentro del marco de los modelos mix-
tos. Sin embargo, al momento de construir intervalos de confianza se suelen cometer ses-
gos, debidos a la nueva componente aleatoria que interviene en el modelo mixto, y que fre-
cuentemente no se tiene en cuenta al momento de hacer inferencias. 
En este trabajo se presenta la comparación entre los intervalos de confianza obtenidos te-
niendo en cuenta dichos sesgos y sin tenerlos en cuenta. Para ello se simulan situaciones 
teóricas bajo diferentes escenarios en función de distinta cantidad de nodos y variabilidad 
de la variable respuesta. A partir de los resultados obtenidos puede comprenderse mejor 
bajo qué situaciones es más necesario tener en cuenta el sesgo producido por utilizar un 
modelo mixto y en cuales otras dicho sesgo es despreciable. 
 
Metodología 
La relación entre una variable explicativa (o predictora) y una respuesta no es siempre sim-
ple de describir. A menudo no es suficiente con un polinomio de bajo orden o con un modelo 
de regresión no lineal en los parámetros. Esta situación puede subsanarse construyendo un 
modelo de regresión por partes, es decir construyendo modelos de regresión líneal (o 
cuadrática) en cada una de las regiones pre-definidas de la variable explicativa y uniéndolos 
en los extremos. Hay diferentes modelos que pueden construirse bajo estas premisas. Así 
por ejemplo el modelo de regresión spline de bases truncadas cumple con dichas carac-
terísticas. 
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La expresión general de un modelo de regresión es: ( )i i iy f x ε= + .  En particular si se trata 
de un modelo de regresión Spline lineal de base truncada:  
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donde, kN representa el nodo k-ésimo y 1 2 ... Ka N N N b< < < < < , siendo [ ],a b  el intervalo 
de interés de la variable explicativa que se divide en 1K +   subintervalos. La combinación 
lineal  11, , ( ) , , ( )Kx x N x N+ +− −L logra un ajuste de funciones lineales en cada subintervalo 
que son unidas en los nodos 1 2, , , KN N NL . 
0β  y 1β  son los coeficientes de la regresión lineal de base y k1β  son los coeficientes de los 
efectos asociados a los nodos, también fijos.  
La influencia de los parámetros asociados a los nodos puede ser controlada utilizando algu-
na restricción (por ejemplo C
k
k <∑ 21β ). De forma tal que la cantidad de nodos y su ubica-
ción pasa a ser un tema de menor relevancia. Bajo esta restricción, la estimación del vector 
de parámetros viene dada por la minimización de: 2 2 pλ+y - Xβ β'Dβ . Por lo tanto el nuevo 
desafío es encontrar el parámetro de suavizado ( λ ). 
Más aún, el modelo anterior puede reescribirse como un modelo mixto. En efecto, el modelo 
puede reformularse como sigue: 
( )0 1
1
K
i i k i k i
k
y x u xβ β κ ε
+
=
= + + − +∑ ,     (2) 
donde 0β  y 1β  son los coeficiente fijos de la regresión y ku son los coeficientes de los efec-
tos aleatorios asociados a los nodos , ( )2~ 0,i iid N εε σ  y  ( )2~ 0, 1,...,k uiidu N k Kσ =  siendo 
iε  y ku  independientes. Matricialmente: y = Xβ + Zu + ε , donde 
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con ),0( 2IRε εσ=→ N  y ),0( 2IGu uN σ=→ . En efecto, el criterio de ajuste de la Regresión 
Spline Penalizada dividido por 2εσ   resulta:  
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y, por su parte, el estimador BLUP del modelo (2)  minimiza el criterio  
-1 -1(y - Xβ - Zu)'R (y - Xβ - Zu) + u'G u , 
con lo que queda claramente mostrado que estas expresiones coinciden cuando 
222 λσσ ε=u . Es decir, la estimación de “y” será la misma bajo el modelo (1) y el modelo (2) 
cuando ˆ
ˆ
ˆ
u
εσ
σ
λ = . Se recomienda ampliamente el uso del modelo mixto ya que con él no es 
necesario “preocuparse” por determinar el mejor valor para λ . Hay muchas otras ventajas 
que sugieren el uso del modelo mixto, por ejemplo, que pueden usarse los programas de 
computación usuales para modelos mixtos, se pueden agregar nuevas covariables al mode-
lo, cambiar estructuras de correlación de los errores, etc. 
Si se trabaja con la estimación BLUP de ( )f x entonces resulta, ( )ˆ ˆ ˆf x = +Xβ Zu , donde: 
( )
( )
1
ˆ ˆ ˆ( )
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ˆ( )
EBLUP
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−
≡ =
≡ = −
-1 -1
-1
β β X'V X X'V y
u u GZ'V y Xβ
, 
siendo RZG'ZV ˆˆˆˆˆ += .  
Para poder obtener las estimaciones EBLUP descriptas, es necesario previamente tener 
estimaciones de las componentes de variancia, para ello, se sugiere utilizar el procedimiento 
de maxima-verosimilitud o maxima-verosimilitud restringida. 
A fin de acompañar la estimación puntual de )(xf  con sus intervalos de confianza, es ne-
cesario mencionar que la construcción de dichos intervalos bajo el modelo (2) difiere si se 
tiene o no en cuenta la variabilidad atribuida a la componente aleatoria asociada a los no-
dos. Bajo el argumento que la aleatoriedad de u se utiliza como un artificio para modelar la 
curvatura mientras que ε  tiene en cuenta la variabilidad alrededor de la curva, el desvío 
estándar de )(ˆ xf   se puede hacer condicional a u . En tal caso: 
( )( ) ( ) ( )2 22 21 12ˆ ˆ.
u u
st dev f x ε εσ σε σ σσ
− −
= + +' ' ' 'x xu C C C D C C C C D C , 
donde [ ]ZXC =  y el intervalo de confianza aproximado del 100(1-α )% para ( ){ }E f x u% es  
)/)(ˆ(ˆ.ˆ)21()(ˆ uxfevdstzxf i εσα−± . 
Si el sesgo es despreciable entonces ( ) ( )E f x f x  ≈ u%  , y el intervalo anterior puede in-
terpretarse como un intervalo de confianza para ( )f x .  
Sin embargo, si el sesgo no es despreciable y se quiere tener en cuenta, entonces el inter-
valo de confianza del 100(1-α )% resulta: 
))()(ˆ(ˆ.ˆ)21()(ˆ xfxfevdstzxf i −−± εσα  , 
Decimoquintas Jornadas "Investigaciones en la Facultad" de Ciencias Económicas y Estadística. Noviembre de 2010 
 
 
donde: ')(ˆ))()(ˆ(ˆ. 12
2
2
x
u
xxfxfevdst CDCC'C −+=− σ
σ
σ εε . 
Este intervalo es un poco más amplio que el anterior  ya que tiene en cuenta ambas com-
ponentes de error (el sesgo y la variancia) mientras que el primero sólo tiene en cuenta la 
variancia y cubre a )/)(~( uxfE  y no a )(xf . 
La diferencia entre ambos se nota especialmente en las regiones donde hay mayor curvatu-
ra, ya que aquí es donde el sesgo es mayor. 
En general es preferible construir un intervalo para )(xf , sin embargo a menudo el IC utili-
zado cubre a )/)(~( uxfE . 
Se hace notar que ninguno de estos intervalos tiene en cuenta la variabilidad debido a la 
estimación de los parámetros de suavizado, es decir a la variabilidad causada por estimar 
2
εσ y
2
uσ . Esto es lo más complejo de tener en cuenta, en la práctica se ignora esta fuente de 
variabilidad suponiendo que si el tamaño de muestra es suficientemente grande esta varia-
bilidad extra es despreciable.  
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Estudio por simulación 
Se lleva a cabo un estudio por simulación bajo el siguiente modelo de generación de datos 
( )4 4
8
i
ij i ij
xy sen x r= + + + , donde ( )2~ 0,i riidr N σ  y [ ]4;4 4ix pi pi∈ − + + . La elección de este 
modelo no es ingenua, de hecho su formulación se debe a que se conoce a priori que su 
forma difícilmente pueda ser captada por un modelo lineal tradicional. El Gráfico 3.1 mues-
tra el modelo teórico planteado. 
 
Gráfico 3.1. Modelo teórico de generación de datos 
 
  
 
 
 
 
 
 
 
Bajo el modelo propuesto se generan 100 pares de datos (x,y) para cada uno de 3 escena-
rios diferentes. Estos escenarios se diferencian en el valor de 2rσ utilizado (es decir, presen-
tan diferente variabilidad en la variable respuesta).  Los escenarios corresponden a las si-
tuaciones 254,12 y=rσ .  
Para cada uno de estos tres escenarios se ajustan tres modelos spline penalizados bajo el 
enfoque de los modelos mixtos . La diferencia entre ellos radica en la cantidad de nodos 
utilizados para su construcción. Se utilizan 4, 6 y 12 nodos respectivamente.  
Las ubicaciones de los nodos para cada caso son: 
4 nodos en (4.00; 7.14; 10.28; 13.46) 
6 nodos en (0.86; 4.00; 7.14; 10.28; 13.46; 16.6) 
12 nodos en (0.86; 2.43; 4.00; 5.56; 7.14; 8.71; 10.28; 11.85; 13.46; 14.9; 16.6; 18.13) 
Luego se calculan los intervalos de confianza teniendo en cuenta y no teniendo en cuenta la 
aleatoriedad de u . Es decir se obtienen intervalos para )/( uxf  donde no se tiene en cuen-
ta el sesgo y para )(xf donde sí se lo tiene en cuenta. 
 
Resultados 
Es necesario notar que, en este trabajo, se presenta una sola simulación de cada modelo y 
ajuste ya que el objetivo es mostrar simplemente cada situación. A continuación se grafica 
cada uno de los escenarios y ajustes postulados. 
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Caso 1: 12 =rσ  
Gráfico de dispersión 
 
4 nodos 
 
 
 
 
 
 
6 nodos 
 
 
 
 
 
 
12 nodos 
 
 
Caso 2: 42 =rσ  
Gráfico de dispersión 4 nodos 
 
 
 
 
 
 
 
 
6 nodos 12 nodos 
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Caso 3: 252 =rσ  
Gráfico de dispersión 4 nodos 
 
 
 
 
 
 
 
6 nodos 12 nodos 
 
 
 
 
 
 
 
 
Las diferencias entre ambos intervalos son poco notorias en los casos 12 =rσ  y 42 =rσ . En 
el caso 252 =rσ las diferencias se pueden visualizar y son más importantes cuando se ajusta 
un modelo con más cantidad de nodos. 
A fin de poder dimensionar numéricamente las diferencias entre ambos intervalos  se cal-
culó  una estimación del sesgo debido a no tener en cuenta u . Para ello se promedió de la 
diferencia entre las semi-amplitudes de los intervalos (obviando  )2/1( α−z   y 2εσ ), a través 
de todas las observaciones. Es decir se calculó:  
 
                                                                                                                                       . 
 
 
Los resultados para los distintos escenarios se presentan en la Tabla 1. 
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Tabla1. Estimación del sesgo, variancias y parámetro de suavizado para cada uno de los 
escenarios y ajustes 
 
2
r
σ
 
Nodos sesgo 2ˆ uσ
 
2
ˆ εσ
 
λˆ
 
1 
4 0,00197 7,02 3,14 0,45 
6 0,00197 7,02 3,14 0,45 
12 0,02131 5,04 1,37 0,27 
4 
4 0,00272 4,85 5,35 1,10 
6 0,00272 4,85 5,35 1,10 
12 0,02274 6,36 3,67 0,58 
25 
4 0,03070 0,09 33,86 395,70 
6 0,03070 0,09 33,86 395,70 
12 0,04705 5,58 27,43 4,91 
 
Comparando los distintos escenarios se observa, tanto en los gráficos como en la Tabla 1  
que: 
* con 4 y 6 nodos no hay diferencias en todos los casos las estimaciones con 12 nodos tie-
nen un sesgo mayor y menor variancia, 
* a medida que aumenta la variabilidad ven los datos, la estimación del sesgo es mayor, 
* el modelo teórico es fácilmente descripto con pocos nodos cuando la variabilidad de los 
datos es baja. Sin embargo, si la variable respuesta presenta una gran variabilidad, son ne-
cesarios más nodos para poder representar a relación subyacente, 
* tal como es de esperar, a medida que ∞→λ  la curva suavizada tiende a ser una recta, 
* a pesar de que gráficamente no se notan mayores diferencias entre los dos tipos de inter-
valos en los casos con 12 =rσ  y 42 =rσ , sin embargo, el sesgo está presente y su cuantifica-
ción se observa en la Tabla1. Las mayores diferencias se observan en el caso de mayor 
variabilidad en los datos y mayor cantidad de nodos, 
* en todos los casos se observa que a mayor sesgo, menor variancia 2εσ  ya que gran parte 
de la variabilidad está “captada” por la variabilidad asociada a los nodos ( 2uσ ). 
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Consideraciones finales 
Las regresiones spline penalizadas son herramientas muy eficaces para describir la relación 
entre dos variables, su utilidad se remarca en los casos en que la naturaleza de la verdade-
ra relación entre las variables no se puede describir con un modelo de regresión simple. 
Cuando este método de suavizado se circunscribe a los modelos mixtos, se pueden aprove-
char muchas ventajas de estos últimos, sin embargo es necesario ser cautelosos al momen-
to de realizar estimaciones por intervalos ya que debe tenerse en cuenta el sesgo provoca-
do por considerar aleatorios a los parámetros asociados a los nodos. Este hecho no siempre 
se respeta y en este trabajo se mostraron algunas situaciones donde el sesgo puede ser 
mas o menos importante.  
En este trabajo se mostró una única simulación para cada escenario. Debido a la actualidad 
y utilidad, este tema merece seguir siendo estudiado y por ello se está trabajando para pro-
ducir más simulaciones de cada escenario y así obtener estimaciones más estables acerca 
del sesgo planteado. 
Asimismo es importante remarcar que en este trabajo no se tuvo en cuenta la variabilidad 
causada por la estimación de las componentes de variancia ya que se espera que para 
muestras grandes esta variabilidad sea despreciable. 
Finalmente vale aclarar que los intervalos de confianza construidos son individuales y no 
pretenden ser mostrados como bandas de confianza ya que en ese caso deberían tenerse 
en cuenta las distribuciones conjuntas. Por lo que no es correcto sacar conclusiones acerca 
de la forma de la relación en función de estos intervalos presentados. 
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