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On étudie, sous certaines conditions, par des méthodes probabilistes, le comportement asymptotique
(équivalents logarithmiques), quand  tend vers zéro, de la solution ((t, x)) du problème de
Cauchy suivant:


t (t, x) = L (t, x)+ 12 V (x)(t, x),
(0, x) = g(x) exp
(−s(x)
2
)
t0 , x ∈ Rn,
où V est un potentiel et L est le générateur inﬁnitésimal d’un processus de diffusion perturbé:
L = 22
∑r
i=1 A2i + A0 + 12
∑l
j=1 A˜2j ; A0, A1, . . . , Ar , A˜1, . . . , A˜l sont r + l + 1 champs de
vecteurs sur Rn assez réguliers.
We use probabilistic methods to study, under certain conditions, the asymptotic behavior (namely,
the logarithmic equivalents), when  goes to zero, of the solution ((t, x)) of the following Cauchy
problem:


t (t, x) = L (t, x)+ 12 V (x)(t, x),
(0, x) = g(x) exp
(−s(x)
2
)
t0 , x ∈ Rn,
where V is a potential and L is the inﬁnitesimal generator of a perturbed diffusion process:
L = 22
∑r
i=1 A2i +A0 + 12
∑l
j=1 A˜2j with A0, A1, . . . , Ar , A˜1, . . . , A˜l r + l + 1 vector ﬁelds
on Rn smooth enough.
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Soient V un potentiel et A0, A1 . . . Ar , A˜1, A˜2 . . . , A˜l r+l+1 champs de vecteurs
sur Rn assez réguliers. Pour tout  = 0, considérons l’opérateur différentiel:
L = 
2
2
r∑
i=1
A2i + A0 +
1
2
l∑
j=1
A˜2j
ainsi que la solution forte du problème de Cauchy suivant:

t(t, x) = L(t, x)+ 12V (x)(t, x)
= 22
r∑
i=1
A2i(t, x)+ A0(t, x)
+ 12
l∑
j=1
A˜2j(t, x)+ 12V (x)(t, x),
(0, x) = g(x) exp
(
− 12 s(x)
)
, t ∈ [0, T ], x ∈ Rn
(1)
où les données initiales g et s sont des applications régulières de Rn dans R.
L’étude du comportement asymptotique de , pour tout t assez petit, quand  tend
vers zéro et lorsque les champs de vecteurs A˜1, A˜2, . . . , A˜l sont tous nuls (développe-
ments du type W.K.B.) a été menée, dans différentes situations et avec des méthodes
diverses (purement analytiques ou probabilistes) par plusieurs auteurs (cf. [9,10,5]).
Rappelons que ces développements asymptotiques permettent, dans le cas de
l’équation de Schrödinger à coefﬁcients analytiques complexes, de justiﬁer l’approxi-
mation des équations de la mécanique quantique par celles de la mécanique clas-
sique (“Principe de Correspondance”—cf. [16–18], ainsi que [1,4,5] pour une approche
probabiliste).
On se propose ici, lorsque les champs de vecteurs A˜1, A˜2, . . . , A˜l ne sont pas
nécessairement nuls, d’étudier la limite, quand  tend vers zéro, des quantités suivantes:
2 log1 (t, x) et
g (t, x)
1 (t, x)
où 1 (t, x) ( resp. g (t, x)) est la solution, au point (t, x) ∈ [0, T ]×Rn, du problème
(1), associée à la donnée initiale exp
(−s
2
)
, (resp. g exp
(−s
2
)
). Notons que ce travail
est un prolongement des articles [5,6] et qu’il est relié à des problèmes étudiés in
[1,8,11,12,14].
Hypothèse I. On supposera que les conditions suivantes sont satisfaites:
1. Les champs de vecteurs A0, A1, . . . Ar , A˜1, . . . , A˜l ﬁgurant dans l’équation (1) sont
lipschitziens de classe C3, A0, A1, . . . , Ar , A˜1, . . . , A˜l ainsi que leurs dérivées
d’ordre 3 étant bornés.
2. (a) V, g, s sont lipschitziens de classe C2 et il existe M ∈ R+ tel que, pour tout
x ∈ Rn:
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max {−s(x), V (x)} M.
(b) Les dérivées d’ordre 2 de V, g, s sont, au plus, à croissance exponentielle.
Soient x ∈ Rn et X = (Xt )t∈[0,T ] la solution de:
Xt = x + 
r∑
i=1
∫ t
0
Ai(X

v) ◦ dBiv +
∫ t
0
A0(X

v)dv +
l∑
j=1
∫ t
0
A˜j (X

v) ◦ dB˜jv , (2)
où B = (Bit )i=1...r , B˜ = (B˜jt )j=1...l sont deux mouvements browniens canoniques,
indépendants, issus de zéro à valeurs dans Rr et Rl respectivement et où le signe ◦
désigne l’intégrale de Stratonovitch.
Sous l’Hypothèse I , l’équation (1), où on suppose g ≡ 1, admet une solution forte
unique 1 =
(
1 (t, x)
)
(t,x)∈[0,T ]×Rn continue sur [0, T ]×R
n
, de classe C1 en t et C2
en x, donnée par la formule de Feynman–Kac:
1 (t, x) = I = E
{
exp
[
1
2
(
−s(Xt )+
∫ t
0
V (Xv)dv
)]}
. (3)
Soit T > 0 ﬁxé. On posera W = C ([0, T ],Rr), W˜ = C ([0, T ],Rl) et
 = C ([0, T ],Rn); ces espaces de fonctions continues sont munis de la norme uni-
forme et de leurs tribus boréliennes respectives.
Considérons l’ensemble H (resp. H˜ ) des applications continues f ∈ W (resp. f˜ ∈ W˜ )
nulles en zéro, absolument continues, à dérivée f˙ (resp. ˙˜f ) de carré intégrable sur [0, T ];
H (resp. H˜ ), muni du produit scalaire
(f, g) =
∫ T
0
f˙s · g˙sds où f˙s · g˙s =
∑
i
f˙ is g˙
i
s
est un espace de Hilbert (espace de Cameron–Martin).
Soient x ∈ Rn et x l’application de H × H˜ dans  donnée par x(f, f˜ ) = (t ),
où (t ) est solution de
t = x +
r∑
i=1
∫ t
0
Ai(s)df is +
∫ t
0
A0(s)ds +
l∑
j=1
∫ t
0
A˜j (s)df˜
j
s , t ∈ [0, T ] (4)
pour tous f = (f is )i=1...r ∈ H et f˜ =
(
f˜
j
s
)
j=1...l ∈ H˜ .
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On considère, ensuite, la fonctionnelle x,T de  = C
([0, T ],Rn) dans [0, +∞]
déﬁnie, pour tout  ∈ , par la formule:

x,T () = inf{(f ) où f ∈ H est tel qu’il existe f˜ ∈ H˜ ,
vériﬁant x(f, f˜ ) =  },
(f ) = 12
∫ T
0 |f˙s |2ds, (inf ∅ = +∞).
(5)
Rappelons que la fonctionnelle x,T , introduite en [6] dans l’étude des propriétés de
grandes déviations du processus X = (Xt )t∈[0,T ] , quand ↘ 0, n’est pas une “bonne”
fonctionnelle d’action en ce sens que les ensembles de niveau
{ x,T L }, L ∈ R+
ne sont pas compacts, en général, dans l’espace de Banach , lorsque les champs de
vecteurs A˜j (j = 1 . . . l) ne sont pas nuls. 1
Théorème 1. Sous l’ Hypothèse I, soit 1 =
(
1 (t, x)
)
la solution du problème (1),
avec g ≡ 1, donnée par la formule (3). Alors, pour tout (t, x) ∈ [0, T ] × Rn,
lim
↘0
2 log1 (t, x)S(t, x)
où
S(t, x) = sup
(f,f˜ )∈H×H˜
{
−s
(
x(f, f˜ )(t)
)
+
∫ t
0
V
(
x(f, f˜ )(v)
)
dv − (f )
}
(6)
où x(f, f˜ ) et (f ) sont données par les formules (4) et (5) respectivement.
Remarque 1. Sous les hypothèses du théorème 1, nous conjecturons que l’on a aussi
lim
↘0 
2 log1 (t, x)S(t, x)
Nous allons, dans la suite, vériﬁer cette conjecture, sous certaines conditions supplé-
mentaires (Théorèmes 2 et 4, Proposition 1).
1 On sait, par contre, que les ensembles de niveau {x,T L} sont compacts si les A˜j (j = 1 . . . l)
sont tous nuls—voir par exemple [3] ou [13].
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Remarque 2. Soit t l’application de  = C
([0, T ],Rn) dans R déﬁnie par
t () = −s(t )+
∫ t
0
V (v)dv (7)
où  ∈ , t ∈ [0, T ]. On montre facilement que S(t, x), donnée par (6), vériﬁe aussi
l’égalité:
S(t, x) = sup
∈
{
t ()− x,T ()
} (8)
où x,T est donnée par (5).
Remarque 3. Lorsque les champs de vecteurs A˜j (j = 1, . . . , l) sont nuls, on sait
que les lois des processus X vériﬁent, quand  ↘ 0, un Principe de Grandes Dévia-
tions associé à la fonctionnelle d’action x,T (Théorie de Freidlin et Wentzell) et, en
appliquant le Principe Variationnel de Varadhan (cf. [3,21]), on voit que l’on a bien,
dans ce cas:
lim
↘0 
2 log1 (t, x) = S(t, x)
Démonstration du Théorème 1. : Soient f ∈ H ,  ∈ R et Z = (Zt )t∈[0,T ] la
solution de:
Zt = x +
r∑
i=1
∫ t
0
Ai(Z

v) ◦
[
dBiv + df iv
]
+
∫ t
0
A0(Z

v)dv +
l∑
j=1
∫ t
0
A˜j (Z

v) ◦ dB˜jv . (9)
On a, grâce à la formule de Cameron–Martin et d’après (3):
1 (t, x) = I = E
{
exp
[
1
2
(
−s(Zt )+
∫ t
0
V (Zv)dv
)]
× exp
(
−1

∫ T
0
f˙sdBs − 122
∫ T
0
∣∣f˙s∣∣2 ds)}
 exp
(
− 1
2
(f )
)
exp
(
−M

)
×E
{
exp
(
1
2
t (Z)
)
1(∫ T
0 f˙sdBsM
) } (10)
où M ∈ R+, les fonctionnelles t et  étant données par (7) et (5) respectivement.
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Soient f˜ ∈ H˜ et 	 > 0. La fonctionnelle t étant continue sur l’espace de Banach
 = C ([0, T ],Rn), muni de la norme uniforme, il existe un voisinage ouvert V de la
trajectoire x(f, f˜ ) tel que
( ∈ V) ⇒ t ()t
(
x(f, f˜ )
)
− 	. (11)
En revenant à l’inégalité (10), on voit que
1 (t, x)  exp
− 1
2
(f )− M

+
t
(
x(f, f˜ )
)
− 	
2
 ,
P
{
Z ∈ V,
∫ T
0
f˙sdBsM
}
. (12)
Or, on sait (cf. [15]) que Z converge vers Z0 en probabilité dans l’espace de Banach
, quand ↘ 0, où Z0 = (Z0t )t∈[0,T ] est solution de
Z0t = x +
r∑
i=1
∫ t
0
Ai(Z
0
v)df iv +
∫ t
0
A0(Z
0
v)dv +
l∑
j=1
∫ t
0
A˜j (Z
0
v) ◦ dB˜jv . (13)
De plus, le théorème du support de Stroock et Varadhan [20] montre que(
x(f, f˜ ) ∈ V
)
⇒ P
(
Z0 ∈ V
)
> 0.
En choisissant le paramètre M assez grand, on voit que
lim
↘0
P
(
Z ∈ V,
∫ T
0
f˙sdBsM
)
P
(
Z0 ∈ V,
∫ T
0
f˙sdBsM
)
> 0.
L’inégalité (12) entraîne alors immédiatement que:
lim
↘0
2 log1 (t, x)t
(
x(f, f˜ )
)
− (f )− 	.
Le paramètre 	 étant aussi petit que l’on veut, on a bien:
lim
↘0
2 log1 (t, x) sup
(f,f˜ )∈H×H˜
[
t
(
x(f, f˜ )
)
− (f )
]
= S(t, x).  (14)
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Remarque 4. La démonstration précédente (cf. l’implication (11)) montre que la con-
clusion du théorème 1 reste vraie si on suppose uniquement que la fonctionnelle t
est semi-continue inférieurement en tous les points de la forme  = x(f, f˜ ) où
(f, f˜ ) ∈ H × H˜ i.e. sur l’ensemble {x,T <∞}.
Considérons, pour tous x ∈ Rn et f ∈ H , Sx(f ) le sous-ensemble de  =
C
([0, T ],Rn) déﬁni par:
Sx(f ) =
{
x(f, f˜ ) , f˜ ∈ H˜
}
(15)
où x(f, f˜ ) est donné par (4).
On sait, grâce au théorème du support de Stroock et Varadhan [20], que
S(X f ) = Sx(f )
où S(X f ) est le support du processus X f =
(
X ft
)
t∈[0,T ], solution de
X ft = x +
r∑
i=1
∫ t
0
Ai(X fs )df is +
∫ t
0
A0(X fs )ds +
l∑
j=1
∫ t
0
A˜j (X fs ) ◦ dB˜js . (16)
Le signe ¯ désigne l’adhérence dans l’espace  muni de la norme uniforme.
On notera, pour tout x ∈ Rn, x = { ∈  : (0) = x}.
Proposition 1. Sous les hypothèses du théorème 1, supposons que
Sx(0) = x. (17)
Alors, pour tout t ∈ [0, T ], on a
S(t, x) = sup
x
t = sup
∈x
[
−s(t )+
∫ t
0
V (v)dv
]
. (18)
De plus,
lim
↘0 
2 log1 (t, x) = sup
x
t
où 1 (t, x) est donné par (3). Notons que la condition (17) est réalisée si, pour tout
y ∈ Rn, les vecteurs {A˜1(y), . . . , A˜l(y) } engendrent Rn.
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Démonstration. On a, d’après la formule (6) et la déﬁnition de t :
S(t, x) = sup
(f,f˜ )∈H×H˜
{
t
(
x(f, f˜ )
)
− (f )
}
 sup
f˜∈H˜
t
(
x(0, f˜ )
)
= sup
x
t si Sx(0) = x.
De plus,
1 (t, x) = E
{
exp
(
1
2
t (X)
)}
 exp
(
1
2
sup
x
t
)
donc lim↘02 log
, 1
 (t, x) supx tS(t, x) lim↘02 log
1
 (t, x), d’après le
théorème 1. 
Remarque 5. Si les champs de vecteurs Ai (i = 1, . . . , r) sont nuls, il est immédiat
de voir, en utilisant l’hypothèse I-2.(a) et la convergence des normes Lp vers la norme
L∞ (lorsque p tend vers l’inﬁni), que l’on a aussi
lim
↘0 
2 log1 (t, x) = S(t, x) = sup
f˜∈H˜
t
(
x(0, f˜ )
)
.
Théorème 2. Sous les hypothèses du théorème 1, supposons, de plus, que les champs
de vecteurs A1, A2, . . . , Ar , A˜1, . . . , A˜l sont constants.
Alors, pour tout (t, x) ∈ [0, T ] × Rn, on a:
lim
↘0 
2 log1 (t, x) = S(t, x) (19)
1 (t, x) et S(t, x) étant données par les formules (3) et (6) (ou (8)) respectivement.
Démonstration. Les champs de vecteurs A1, . . . , Ar , A˜1, . . . , A˜l étant supposés cons-
tants, on voit que l’application x de H × H˜ dans , donnée par la formule (4), est,
en fait, globalement lipschitzienne sur l’espace H × H˜ ⊂ W × W˜ , muni de la norme
uniforme sur [0, T ]; car, dans ce cas, pour tout (f, f˜ ) ∈ H × H˜ , on a x(f, f˜ ) =
(

t
)
où

t = x +
r∑
i=1
Ai f
i
t +
l∑
j=1
A˜j f˜
j
t +
∫ t
0
A0(
s)ds, t ∈ [0, T ]. (20)
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En utilisant le fait que le champ de vecteurs A0(·) est globalement lipschitzien ainsi
que le lemme de Gronwall, on vériﬁe facilement qu’il existe une constante C > 0
telle que:
pour tous (f, f˜ ) et (g, g˜) appartenant à H × H˜ , on a:
∥∥∥x(f, f˜ )− x(g, g˜)∥∥∥
T
 C
(
‖f − g‖T + ‖f˜ − g˜‖T
)
(21)
où ‖ · ‖T désigne la norme uniforme sur [0, T ].
Il est, de plus, immédiat de vériﬁer que l’application x admet un unique prolongement
lipschitzien à l’espace W × W˜ , déﬁni par (20).
On voit alors que le processus de diffusion X = (Xt )t∈[0,T ], solution de (2) est
donné par
X(·) = x
(
B(·), B˜(·)
)
p.s. (22)
en considérant les mouvements browniens B et B˜ comme des variables aléatoires à
valeurs dans W et W˜ respectivement.
Soient (t, x) ∈ [0, T ] × Rn et  ∈ R. On a, d’après (3), (7) et (22):
1 (t, x) = E
{
exp
(
1
2
t (X)
)}
= E
{
exp
(
1
2
(t [x(B, B˜)])
)}
 E
{
exp
(
1
2
̂t (B)
)}
(23)
où ̂t est l’application de W dans R déﬁnie, pour tout f ∈ W , par la formule:
̂t (f ) = sup
f˜∈W˜
t
[
x(f, f˜ )
]
, t ∈ [0, T ]. (24)
Remarquer que les hypothèses I -2. (a) et la formule (7) entraînent que l’application
t de  dans R, majorée par la constante M(1+T ), est globalement lipschitzienne sur
l’espace de Banach , muni de la norme uniforme sur [0, T ]. Il existe donc, d’après
(21), une constante C > 0 telle que:
pour tous (f, f˜ ) et (g, g˜) appartenant à W × W˜ , on a:
∣∣∣t (x(f, f˜ ))−t (x(g, g˜))∣∣∣ C (‖f − g‖T + ‖f˜ − g˜‖T ) . (25)
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On déduit alors, facilement, des formules (24) et (25) que:
pour tous f et g appartenant à W, on a:{ ∣∣∣̂t (f )− ̂t (g)∣∣∣  C ‖f − g‖T ,
̂t (f )M(1+ T ).
(26)
Il sufﬁt alors d’appliquer le théorème de Schilder [19] ainsi que le principe variationnel
de Varadhan [21] valables ici, compte tenu de (26), pour déduire de (23) que:
lim
↘0 
2 log1 (t, x)  lim↘0 
2 logE
{
exp
(
1
2
̂t (B)
)}
 sup
f∈H
(
̂t (f )− (f )
)
= Ŝt . (27)
En remarquant, par continuité, que
Ŝt = sup
f∈H
{
sup
f˜∈H˜
t
[
x(f, f˜ )
]
− (f )
}
= S(t, x)
on voit que l’inégalité (27) et le théorème 1 entraînent bien la conclusion (19) du
théorème 2. 
Notations: Pour tout x ∈ Rn, soit (x) la matrice de type (n, r+ l) dont les colonnes
i (x) i = 1 . . . r + l sont données par{
i (x) = Ai(x) si i = 1, . . . , r,
i (x) = A˜i−r (x) si i = r + 1, r + 2, . . . , r + l.
On posera, de plus
a(x) = (x) · (x)
où (x) est la matrice transposée de (x). a(x) est donc une matrice symétrique
positive de type (n, n). On posera, dans la suite, m = r + l.
Hypothèse II. Outre l’Hypothèse I , on supposera que:
1. Pour tous l et k ∈ {1, 2, . . . , m}, l = k, les crochets de Lie [l ,k](·) sont nuls.
2. Il existe  > 0 tel que, pour tout x ∈ Rn:
a(x) In
où In est la matrice identité d’ordre n.
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Sous les hypothèses I et II-1. , on sait, d’après le théorème de Frobenius [7], qu’il
existe une application h de Rn × Rm dans Rn, de classe C2, solution des équations
aux différentielles totales:{
h
 (	, ) = 
(
h(	, )
) ∀ (	, ) ∈ Rn × Rm,
h(	, 0) = 	. (28)
Lemme 1. Sous l’Hypothèse II, les dérivées d’ordre 1 et 2 de la fonction h, donnée
par (28), sont uniformément bornées.
Démonstration. On sait, par hypothèse, que la matrice (·) est uniformément bornée,
donc, d’après (28), il existe C ∈ R+ tel que
sup
(	,)∈Rn×Rm
∣∣∣∣ h(	, )
∣∣∣∣ = sup
(	,)
| (h(	,)) |C <∞. (29)
De plus, grâce à une propriété classique des “ﬂots” différentiels, on voit que la fonction
h, solution du système différentiel (28), vériﬁe l’identité suivante:
pour tous 	 ∈ Rn et (, ˜) ∈ Rm × Rm, on a:
h(	, ) = h
(
h(	, ˜), − ˜
)
.
En particulier:
h(	, 0) = 	 = h (h(	,), −) . (30)
En dérivant (30) par rapport à 	 et à , on obtient:
In = h	
(
h(	,), −) · h
	
(	, ), (31)
0= h
	
(
h(	, ), −) · h

(	, )− h

(
h(	, ), −) ,
= h
	
(
h(	, ), −)  (h(	, ))−  (h(h(	,), −)) (32)
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donc, d’après (30):
h
	
(
h(	, ), −)  (h(	, )) = (	). (33)
Or
(
h(	, ) = 	′ ) ⇔ (	 = h(	′, −) )
donc (33) entraîne que:
h
	
(
	′, −) (	′) =  (h(	′, −)) .
On en déduit que, pour tous 	 ∈ Rn et  ∈ Rm:
h
	
(
	, 
)
(	) =  (h(	, )) (34)
et, en posant a(	) = (	) · (	)
h
	
(
	, 
)
a(	) =  (h(	, )) (	).
La matrice a(	) étant inversible, on a donc
h
	
(	, ) =  (h(	, )) (	) a−1(	). (35)
Or la matrice a−1(	) est uniformément bornée, d’après l’hypothèse II-2. Il existe donc
C ∈ R+ tel que:
sup
(	,)
∣∣∣∣h	 (	, )
∣∣∣∣ = sup
(	,)
∣∣∣ (h(	,)) (	) a−1(	)∣∣∣ C <∞. (36)
Dérivant ensuite les deux membres de (34) par rapport à 	, on obtient:
2h
	2
(	, )(	)+ h
	
(	,)′(	) = ′ (h(	, )) h
	
(	, ),
2h
	2
(	,)(	)(	) =
[
′
(
h(	,)
) h
	
(	,)− h
	
(	,)′(	)
]
(	).
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Donc, pour tous 	 ∈ Rn et  ∈ Rm, on a:
2h
	2
(	,) =
[
′
(
h(	,)
) h
	
(	,)− h
	
(	,)′(	)
]
(	) a−1(	). (37)
Revenons à (28) et dérivons par rapport à 	 et  respectivement. On obtient:
2h
	
(	,)= ′ (h(	,)) h
	
(	,), (38)
2h
2
(	,)= ′ (h(	,)) h

(	,) = ′ (h(	,))  (h(	,)) . (39)
En combinant (36) avec les égalités (37)–(39), on voit, grâce aux hypothèses, qu’il
existe une constante C ∈ R+ telle que:
sup
(	,)
{∣∣∣∣∣
2
h
	2
(	,)
∣∣∣∣∣ +
∣∣∣∣∣ 
2
h
	
(	,)
∣∣∣∣∣ +
∣∣∣∣∣
2
h
2
(	,)
∣∣∣∣∣
}
C <∞. (40)
La démonstration du lemme est donc achevée. 
Théorème 3. Sous l’ Hypothèse II, l’application x de H × H˜ dans , déﬁnie par
la formule (4), admet un unique prolongement globalement lipschitzien à l’espace de
Banach W×W˜ , muni de la norme uniforme; ce prolongement est donné par la formule
suivante: pour tous (f, f˜ ) ∈ W × W˜ et t ∈ [0, T ],
x(f, f˜ )(t) = h
(
Dx(f, f˜ )(t), (ft , f˜t )
)
(41)
où h est donnée par (28) et Dx(f, f˜ ) = (Dt )t∈[0,T ] est la solution de l’équation
différentielle:
{
D′t = h	
[
h
(
Dt, (ft , f˜t )
)
, −(ft , f˜t )
]
A0
(
h(Dt , (ft , f˜t ))
)
,
D0 = x.
(42)
On a, de plus, la représentation suivante du processus de diffusion X = (Xt )t∈[0,T ]
solution de (2):
X(·) = x
(
B(·), B˜(·)
)
p.s. (43)
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les mouvements browniens B et B˜ étant considérés comme des variables aléatoires à
valeurs dans W et W˜ respectivement.
Démonstration. Sous l’hypothèse II-1. (condition de Frobenius), l’existence d’un pro-
longement, continu pour la norme uniforme, de x à l’espace W × W˜ ainsi que les
représentations (41)–(43) sont classiques et démontrées en [7].
Il reste à montrer que ce prolongement est, sous l’Hypothèse II , globalement lips-
chitzien dans l’espace de Banach W × W˜ . Or, le lemme 1 montre, d’après le théorème
des accroissements ﬁnis, que les applications:
(	,) ∈ Rn × Rm −→ h(	, ) ∈ Rn,
(	,) ∈ Rn × Rm −→ h
	
[
h(	,),−] A0 (h(	,)) ∈ Rn
sont globalement lipschitziennes, compte tenu du fait que le champ de vecteurs A0(·)
est lipschitzien borné.
Une application simple du lemme de Gronwall montre alors que l’application Dx de
W × W˜ dans :
(f, f˜ ) −→ Dx(f, f˜ ) = (Dt )t∈[0,T ]
est globalement lipschitzienne dans W × W˜ . La représentation (41) entraîne donc, par
composition, que le prolongement x est, de même, globalement lipschitzien dans
W × W˜ . 
Théorème 4. Sous l’Hypothèse II, on a:
pour tout (t, x) ∈ [0, T ] × Rn,
lim
↘0 
2 log1 (t, x) = S(t, x) (44)
1 (t, x) et S(t, x) étant donnés par les formules (3) et (6) (ou (8)) respectivement.
Démonstration. D’après les formules (3), (7) et (43), on a:
1 (t, x)= E
[
exp
(
1
2
t (X)
)]
= E
{
exp
(
1
2
t
[
x(B, B˜)
])}
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l’application x étant, suite au théorème précédent, globalement lipschitzienne dans
l’espace de Banach W × W˜ muni de la norme uniforme. Il sufﬁt alors de recopier la
démonstration du théorème 2 pour en déduire la formule (44).
Théorème 5. Sous l’Hypothèse II, soient (t, x) ∈ [0, T ] × Rn et S(t, x) le nombre
donné par les formules (6) ou (8).
Supposons qu’il existe une unique trajectoire “extrémale” ¯ =
(
¯(t,x)l
)
l∈[0,T ] appar-
tenant à  = C ([0, T ],Rn) telle que:
1.
S(t, x) = t (¯)− x,T (¯)
=−s
(
¯(t,x)t
)
+
∫ t
0
V
(
¯(t,x)l
)
dl − x,T
(
¯(t,x)
)
.
2. Pour tout  > 0:
sup
/∈V(¯,)
(
t ()− x,T ()
)
< S(t, x)
où V(¯, ) désigne la boule ouverte centrée en ¯, de rayon .
Alors, pour toute condition initiale g bornée, vériﬁant l’Hypothèse I, on a:
lim
↘0
 =0
g (t, x)
1 (t, x)
= g
(
¯(t,x)t
)
(45)
où g et 
1
 désignent les solutions du problème de Cauchy (1) associées aux conditions
initiales g exp
(−s
2
)
et exp
(−s
2
)
respectivement.
Démonstration. Quitte à ajouter une constante à t , on peut supposer que S(t, x) > 0.
Soit  une application mesurable et bornée de  dans R, continue au point ¯ et soit
	 > 0. Il existe alors  > 0 tel que:
 ∈ V(¯, ) ⇒ |()− (¯)| 	.
On a donc: ∣∣∣∣∣∣
E
{
(X) exp
(
1
2t (X
)
)}
E
{
exp
(
1
2t (X
)
) } − (¯)
∣∣∣∣∣∣
 	 + 2‖‖∞
E
{
1(X /∈V(¯, )) exp
(
1
2t (X
)
)}
E
{
exp
(
1
2t (X
)
) } . (46)
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Soit  une application lipschitzienne de  dans [0, 1] telle que:{ (
 /∈ V(¯, ) ) ⇒ () = 1(
 ∈ V(¯, 2
)
⇒ () = 0.
On peut, par exemple, poser () = (r−d(,F ))+
r
, où x+ = max{x, 0}, F = (V(¯, ) )c,
0 < r < 4 et d(, F ) = inf
{ ‖− ˜‖T , ˜ ∈ F }.
On a donc:
J = E
{
1(X /∈V(¯, )) exp
(
1
2
t (X)
)}
 E
{
exp
(
1
2
(X)+t (X)
)}
= E
{
exp
(
1
2
(
+t
) [x(B, B˜)])}
 E
{
exp
(
1
2
˜t (B)
)}
(47)
où, pour tout f ∈ W , on pose
˜t (f ) = sup
f˜∈W˜
(
+t
) [x(f, f˜ )]. (48)
Les fonctionnelles (·) et +t (·) étant lipschitziennes bornées dans , il en est de
même pour le produit +t ; le théorème 3 montre, de plus, que, sous l’Hypothèse II ,
la fonctionnelle x(·, ·) est lipschitzienne dans W × W˜ . On en déduit facilement que
˜t , déﬁnie par (48) est lipschitzienne bornée dans W.
Revenant aux inégalités (47), on a, grâce aux propriétés de grandes déviations du
mouvement brownien [21]:
lim
↘0 
2 log(J)
 sup
f∈W
{
˜t (f )− (f )
}
où (f ) est déﬁni en (5)
= sup
f∈W
{
sup
f˜∈W˜
(
+t
) [x(f, f˜ )] − (f )
}
= sup
∈
{
()+t ()− x,T ()
}
où x,T est déﬁni en (5)
= S˜(t, x). (49)
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Montrons que
S˜(t, x) < S(t, x)
Si S˜(t, x)0, il n’y a rien à vériﬁer, car S(t, x) > 0.
Si S˜(t, x) > 0, on a:
S˜(t, x) = sup
∈
{
()+t ()− x,T ()
}
 sup
∈
()>0
{
+t ()− x,T ()
}
car 01 et +t 0
 sup
/∈V(¯, 2 )
{
+t ()− x,T ()
}
< S(t, x) par hypothèse.
On a alors, si I = E
{
exp
(
1
2t (X
)
) }
lim
↘0 
2 log
(
J
I
)
 S˜(t, x)− S(t, x) = (t, x) < 0
car S˜(t, x) < S(t, x), en utilisant le théorème 4. Par conséquent,
lim
↘0
J
I
= 0. (50)
En combinant les propriétés (46) et (50), on voit donc que, si  est une application
mesurable bornée de  dans R, continue au point ¯, on a:
lim
↘0
E
{
(X) exp
(
1
2t (X
)
) }
E
{
exp
(
1
2t (X
)
) } = (¯). (51)
En posant, pour tout  ∈ :
() = g(t )
il est immédiat d’en déduire, grâce à la formule de Feynman–Kac que (51) implique
la propriété (45). 
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Remarque 6. On voit, par une démonstration analogue, que la conclusion (45) du
théorème 5 reste valable si, dans l’énoncé de ce théorème, on remplace l’Hypothèse II
par l’une des conditions 1, 2, 3 ou 4 suivantes:
1. Les champs de vecteurs A1, A2, . . . , Ar , A˜1, . . . , A˜l sont constants (cf.
le théorème 2).
2. Pour tout y ∈ Rn, les vecteurs {A˜1(y), . . . , A˜l(y) } engendrent Rn (cf. la
proposition 1).
3. Pour tout y ∈ Rn, les vecteurs A˜1(y), . . . , A˜l(y) sont nuls (en utilisant le Principe
Variationnel de Varadhan—cf. [21] ).
4. Pour tout y ∈ Rn, les vecteurs A1(y), . . . , Ar(y) sont nuls (cf. Remarque 5).
Remarque 7. La question est posée de savoir si les conclusions des théorèmes 4 et
5 sont toujours vraies lorsque l’on supprime l’Hypothèse II en gardant simplement
l’Hypothèse I (cas générique).
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