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Vacuum arc electrical breakdowns cause problems in many appliances operating in high electric
field, such as the Compact Linear Collider (CLIC), a proposed next-generation particle accelerator
in CERN. The breakdown phenomenon is not well-understood despite decades of research.
Diffusive mass transport in metallic surfaces under electric fields is hypothesised to play a role in
the events leading to breakdowns. Kinetic Monte Carlo (KMC) is a well established simulation
method for studying diffusion. The weakness of KMC is that it requires knowledge of the rates of
all processes that can happen during simulation: in the case of diffusion, these are migration events
of mobile objects. The rates can be found from migration barriers, which in turn can be calculated
using various methods.
In this thesis, the parametrisation scheme of an existing atomistic KMC model for studying Cu
surface diffusion was improved. In this model, the migration barrier is a function of the local
environment of the migrating atom. The barriers in different environments were calculated with the
nudged elastic band (NEB) method. It is an accurate way of finding barriers, but too expensive to
be used for calculating them all in the improved parametrisation scheme. This problem was treated
with a multidisciplinary approach of training an artificial neural network (ANN) to predict the
barriers, using a limited dataset calculated with the NEB method. Good prediction performance
was achieved for the case of stable migration processes on smooth surfaces, and the predictor
function was found to be sufficiently fast to be called during KMC runtime.
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Tyhjiövalokaarien aiheuttamat sähköiset läpilyönnit ovat ongelmallisia monissa laitteissa jotka toi-
mivat voimakkaassa sähkökentässä. Näihin kuuluu muun muassa Compact Linear Collider (CLIC),
joka on CERNiin suunnitteilla oleva seuraavan sukupolven hiukkaskiihdytin. Läpilyönti-ilmiötä ei
ymmärretä kovin hyvin, vaikka sitä on tutkittu jo vuosikymmenien ajan.
Yksi läpilyöntien taustalla vaikuttavista mekanismeista arvellaan olevan diffuusio, joka kuljettaa
ainetta sähkökenttien alaisilla metallipinnoilla. Kineettinen Monte Carlo (KMC) on vakiintunut
simulaatiomenetelmä diffuusion tutkimiseen, mutta sen heikkous on, että kaikkien simulaatiossa
sallittujen tapahtumien todennäköisyydet on tiedettävä etukäteen. KMC-diffuusiosimulaatiossa ta-
pahtumat ovat yksittäisten objektien siirtymiä. Todennäköisyydet voidaan löytää siirtymien ener-
giavalleista, joiden laskemiseen on olemassa erilaisia menetelmiä.
Tässä tutkielmassa kehitettiin jo olemassaolevaa atomistista KMC-mallia diffuusion tutkimiseen ku-
paripinnalla. Atomistisissa siirtymissä energiavalli on atomin paikallisen ympäristön funktio. Vallien
laskemiseen käytettiin nudged elastic band (NEB) -menetelmää, jonka on osoitettu olevan tarkka
tapa energiavallien löytämiseen eri ympäristöissä. Se on kuitenkin liian raskas jotta kaikki mahdol-
liset tapaukset voitaisiin laskea sen avulla. Tätä ongelmaa lähdettiin ratkaisemaan poikkitieteel-
lisesti kouluttamalla keinotekoisia hermoverkkoja (artificial neural networks, ANN) ennustamaan
kupariatomien siirtymien energiavalleja, käyttäen NEB-menetelmällä laskettua datasettiä. Ennus-
tuskyky oli hyvä vakaille, sileällä pinnalla tapahtuville siirtymille, ja ANN-funktion todettiin olevan
tarpeeksi tehokas kutsuttavaksi KMC-simulaation aikana.
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1. Introduction
Particle colliders are devices that probe the fundamental physics of reality. By col-
liding particles at each other at high energies, their properties can be measured
and new particles can be discovered. The most significant recently found particle
is the Higgs boson, discovered in the Large Hadron Collider (LHC) [1] during its
first run in 2009-2013 [2]. The Higgs boson is the quantum of the Higgs field, which
gives mass to all of the known massive elementary particles apart from the Higgs
boson itself [3]. The discovery of the boson was a verification of the existence of the
field, without which there would be no explanation to the rest mass of elementary
particles within the Standard Model.
The LHC is not the last particle collider that will ever be needed. Not all of
particle physics can be discovered with it, as studying some phenomena require more
energy or different methods. While the LHC experiment is intended to go on for a
few more decades, its potential successors have long been under consideration. This
chapter will give a brief background on particle accelerator technology in CERN,
including the LHC and two of possible future colliders, the Future Circular Collider
(FCC) [4] and the Compact Linear Collider (CLIC) [5]. This will serve as motivation
for the main topic of this thesis, which is to study whether artificial neural networks
(ANN) could be utilised in materials science studies required for the CLIC project.
1
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1.1 The Large Hadron Collider
The LHC is a circular collider with a circumference of 26.7 km [1]. It is the largest
particle collider ever built. Colliding protons currently reach energies of 13TeV [6].
LHC’s building was approved in 1994, and it was first started up in September
2008 [7]. An incident delayed the start of first experiments until November 2009,
from which date onwards they were continued until February 2013. This first run
was followed by a 2 year maintenance break, during which the LHC was upgraded to
produce twice the collision energy — the current 13TeV. The experiments were con-
tinued in June 2015, and are scheduled to run until 2018, until the next maintenance
break.
Discovering the Higgs boson was one of the main objectives of the LHC. With
this discovery confirmed in March 2013 [2], the research will concentrate on study-
ing the Higgs particle properties and finding out if several Higgs particles or other
particles not described by the Standard Model exist. The LHC is intended to be
the high-energy frontier of particle physics until the 2030’s. Several upgrades are
planned, including the high-luminosity upgrade in around 2025 [8].
1.2 The Future Circular Collider
The FCC is one of the proposed successors of the LHC. It is essentially an upscaled
version of the LHC, with a planned circumference of 100 km and a proton-proton
collision energy of 100TeV [9]. Several new technologies need to be developed for
the FCC, including more efficient cryogenics, superconducting magnets and beam
dumping. The conceptual design report is aimed to be released by the end of 2018 [4].
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Figure 1.1: The planned siting of the three stages of CLIC. Figure from the Updated Baseline
document for CLIC [5].
1.3 The Compact Linear Collider
The CLIC is an alternative project to succeed the LHC. As the name suggests, CLIC
would be a linear collider. The accelerated particles are electrons and positrons,
which are more difficult to accelerate in circular colliders than heavier particles due
to energy lost in synchrotron radiation.
CLIC is planned to be built in three stages: first, a 11.4 km long collider with
centre-of-mass collision energy of 380GeV, second, a 29 km long 1.5TeV stage, and
finally, a 50.1 km long 3.0TeV collider [5]. Figure 1.1 shows a map of the potential
siting of these stages. The last stage energy is somewhat lower than the proton-
proton collision energy in LHC, and substantially lower than the potential collision
energies in FCC, but still the highest up to date for electrons and positrons.
Decisions towards the next collider project will be made in 2019–2020. If the
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CLIC is chosen to be realised, its building would start 2025 and the first stage could
start commissioning in 2035, with the construction of subsequent stages launching
in the following 2–3 years.
The charged particles in CLIC are accelerated by a radiofrequency (RF) elec-
tromagnetic wave. The wave is guided by conducting cavities. One of the important
features of CLIC is that it operates at room temperature, where the waveguide
cavities are regular conductors, not superconductors. This is different from e.g. the
International Linear Collider (ILC) [10], another potential linear electron-positron
collider. Using normal conductors reduces the construction and operating costs since
the entire accelerator does not have to be cooled with e.g. liquid helium. Further-
more, the accelerating gradient can obtain higher values than in superconducting
cavities, where the magnetic field component of the RF wave must remain below
the superheating field of the superconductor [11]. This way, the physical dimensions
of the CLIC can be decreased while achieving a sufficient accelerating gradient,
adding the word “compact” to the name of the device. CLIC is designed to have an
accelerating gradient of 100MV/m.
Another novel feature of CLIC is two-beam acceleration. See figure 1.2 for an
illustration of this. First a drive beam is accelerated, then passed through decelera-
tors to accelerate the main beam. This technology also reduces the required length
of the accelerator.
1.4 Physical potential of CLIC
A high-energy linear electron-positron collider will allow many precision measure-
ments regarding the Standard Model and physics beyond it. The staged building
process of CLIC is designed to have the optimal centre-of-mass collision energies for
studying new physics at each stage. The research questions for the different stages
are briefly described here according to the CLIC updated baseline document from
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Figure 1.2: The CLIC layout at centre-of-mass collision energy 3TeV. Figure from the CLIC
Conceptual Design Report [12].
2016 [5].
At the first stage, the Higgs boson coupling to the Z and W bosons can be de-
termined with high precision. An important part of the first stage is also the thresh-
old scan of top-antitop quark production, which cannot be performed in hadron
colliders. The top-quark mass can be obtained from this threshold scan. Also the
measurement of the top-quark form-factor is expected to be more precise in CLIC at
380GeV centre-of-mass collision energy than in the high-luminosity upgraded LHC.
The subsequent stages provide better statistics for Higgs and top-quark studies.
Measurements can be taken from the top Yakawa coupling, the Higgs self-coupling
and the rarer decay channels of the Higgs boson. Combining the results from exper-
iments at different collision energies allows very accurate determination of the mass
and couplings of the Higgs boson.
Furthermore, CLIC can be used to search for physics beyond the Standard
Model both directly and indirectly. Direct observation of many particles predicted
by supersymmetry models is possible within 1.5 or 3TeV centre-of-mass collision
energy. Indirectly, the precision measurements of the masses of the Higgs boson
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and the top-quark may reveal new physics, if they are found to deviate from the
predictions of the Standard Model.
1.5 Larger impact of CLIC research
A key issue in optimising the performance of CLIC is minimising the rate of electrical
breakdown events, which will be covered in more detail in section 1.6. All appliances
operating in high vacuum with large electric and magnetic fields suffer to some
degree of this phenomenon. Breakdowns are not well understood, and basic research
concluded on them within the CLIC project will also benefit many other projects and
fields of technology. In addition to linear accelerators, the affected devices include
tokamak fusion reactors and X-ray free electron lasers (XFEL). The issue of is
current, since these devices are being constructed in present and near future.
One experimental tokamak reactor, the International Thermonuclear Exper-
imental Reactor (ITER), has a very similar schedule as CLIC, as it is intended
to commence nuclear fusion in 2025 [13]. Vacuum arcs erode the walls of tokamak
reactors and produce impurities in the plasma [14].
The largest and also the most recent XFEL device is the European XFEL,
which will start running experiments in the summer of 2017 [15]. XFELs require less
acceleration than colliders — the beam energy of the European XFEL is 20GeV [16]
vs. the hundreds or thousands of GeV of CLIC — so their troubles with break-
downs due to electric fields are less severe, but present nevertheless. In the SPring-8
Ångström Compact Free Electron Laser (SACLA) device, the failure rate was too
high at the beginning of the commissioning in March 2011, and further conditioning
was required [17, 18]. Vacuum breakdowns are a contributing factor to the failure
rate.
There are also plans for directly using CLIC technology for XFEL purposes.
Using the beam time of CLIC itself [19] and also the CALIFES accelerator at CLIC
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Test Facility 3 [20] for XFEL has been proposed. Furthermore, there are plans for
using the accelerator technology developed for CLIC in an Australian XFEL de-
vice [21].
1.6 Electrical breakdowns in CLIC components
One of the issues affecting the cost-efficiency of room temperature acceleration are
breakdowns, or vacuum arcs. They are discharges of electrical current through the
ultrahigh vacuum of the accelerating structure, mediated by plasma. This plasma
can deflect the accelerated particle bunches so that they do not meet with the
opposing beam head-on in the interaction point, reducing the number of electron-
positron collision events. The number of events per time unit per interaction cross-
section, or luminosity [22], is an important measure of efficiency in the accelerator.
Breakdowns reduce luminosity, and thus it is desirable to minimise the breakdown
rate (BDR). A 1% loss of luminosity is budgeted for, requiring a BDR of less than
3×10−7/m/pulse [12]. This has already been achieved in some prototype structures
at the desired voltage gradient of 100MV/m [23, 24]. However, the structures must
undergo a lengthy procedure called conditioning — running at RF power for several
months — to perform at this level. While some advances have been made recently
on understanding this phenomenon [25], it is generally not clear why BDR decreases
with RF conditioning. To reduce the time and resources used for this treatment, a
solid understanding of the conditioning mechanism, and the breakdown event itself,
is required.
Breakdowns can be detected by current bursts and reflection of RF waves at
the breakdown site [25], as well as the craters they leave behind in the surface [26].
Also, the plasma arc formed during the breakdown can be seen by e.g. differential
dye laser absorption photography [27]. According to simulations, around 15 neutral
atoms for each 1000 electrons are needed to be injected into the plasma to reach
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stable phase [28]. It is unclear how this is possible in the ultrahigh vacuum in absence
of significant concentration of gas particles.
Prior to a breakdown event, an increase in the field emission (FE) current is
observed [29]. This is thought to be caused by an enhanced electric field around the
breakdown site: Eloc = βE0, where β is the field enhancement factor and E0 is the
global electric field. The enhancement factor can be obtained by measuring the FE
current from anode to cathode, and fitting it to the Fowler-Nordheim equation of
FE current density [30]
j = e2pih
µ
1/2(βE0)2
(φ+ µ)φ2 exp
(
−4κφ
3/2
3βE0
)
, (1.1)
where e is the elementary charge, h is Planck constant, µ is the position of the
Fermi level in the field emitting material, φ is the work function, and κ is a constant
defined as
κ2 = 8pi
2m
h2
, (1.2)
where m is the effective mass of an electron in the metal.
Field can be enhanced by surface roughening or protruding tips: a tip with
height h and radius ρ yields a field enhancement factor in the order of β = h/ρ [31].
This has lead to a hypothesis of the breakdown mechanism that is illustrated in
figure 1.3. At the first stage, there is an electric field ~E0 between a smooth cathode
and anode surfaces. At the second stage, tip growth is induced on the cathode by the
electric field. The tips are heated by the increased FE current, which may contribute
to evaporation of neutrals into the vacuum. These neutrals are ionized by collisions
with field emitted electrons, and a plasma starts forming. A positive feedback loop
is created by plasma ions being accelerated towards the cathode and sputtering
more neutrals into the vacuum. At the third stage, the plasma is self-sustaining,
and continues to burn as long as energy is available. Field emitters are continuously
reshaped at this stage, as tips evaporate due to Joule heating and new emitters
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(a) Stage 1.
Anode
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Cathode
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(c) Stage 3.
Anode
Cathode
(d) Stage 4.
Figure 1.3: Hypothesised stages of an electrical breakdown event [32]. (a) Electrical field E0 is
applied between the anode and the cathode. (b) Enhanced FE is observed from the cathode. This
is hypothesised to be caused by surface roughening or nanoscale tips emerging from the surface.
The tips are heated by FE current, possibly emitting neutrals into the vacuum. (c) Plasma forms
between anode and cathode. The heated tips vaporise, leaving behind craters that act as new field
emitters. (d) When the electrical field is turned off, plasma extinguishes.
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appear at the edges of craters. This damage can be observed at the fourth stage
when the electric field has been turned off.
Electric fields have been shown to produce surface roughening and tip growth
on metallic surfaces [33]. The effects contributing to this phenomenon are thought
to include surface diffusion [34] and defect-mediated deformation [35–37]. In the
presence of initial roughening, surface diffusion will be biased towards the higher
electric field gradient, leading to a positive feedback loop in tip growth [38].
The focus of this thesis is to develop a kinetic Monte Carlo (KMC) model of
the Cu surface diffusion, with the long-term goal of studying the surface diffusion
contribution of stage 2 of the breakdown process. The existing KMC code Kimocs,
developed by V. Jansson et al. [39], is taken as a starting point. The prospects of
utilising machine learning, namely ANNs, in the new KMC model are studied.
In chapter 2, the task of simulating surface diffusion will be discussed. In
chapter 3 the methods used in migration barrier calculations will be described.
Chapter 4 will cover some theoretical background on the ANNs and their application
in this work.
2. Simulating surface diffusion
Surface diffusion is hypothesised to be a contributing process to the growth of pro-
trusions or roughness that leads to locally enhanced electric field in CLIC structures
and eventually the electrical breakdowns. Diffusion is a process driven by concentra-
tion gradients, emerging from the basic principles of microscopic physics. As such, it
can be observed in any simulations that deploy these principles, from ab initio meth-
ods to molecular dynamics (MD) with semi-empirical potentials. However, atomic
migration is chaotic and tends to go back and forth, making it difficult to study long-
term diffusion trends with relatively expensive methods like these. If small details of
deterministic atomic motion are neglected, its chaoticity will resemble randomness.
It turns out that approximating atomic movement as a random process yields a cost-
efficient description of diffusion. Simulation methods that utilise random numbers
are usually called Monte Carlo methods.
A brief background on general Monte Carlo methods is given in this chapter
before describing in more detail KMC, the method used in this work.
2.1 First approximation of diffusion
Random walkers are systems that advance (or “walk”) through space in a random
manner. The simplest case of random walkers is a particle with one, two or three
spatial coordinates that moves to any direction with the same probability at each
iteration step. The directions can be discrete, as if in a lattice, or non-discrete,
11
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meaning that the particle can jump to any position on a spherical surface in 3D
(or perimeter of a circle in 2D). Such a walker describes random Brownian motion
without any external interactions. It can be used as a first approximation for e.g.
gas particles spreading in a room, or defects diffusing in a solid crystal.
The simple random walker can be modified to model desired systems more
accurately. For example, a drift force can be added so that the probability to take
steps in one direction is larger than in another. This could be Brownian motion of
a charged particle in an electric field, for example.
Other physically justified modifications could be
• Annihilation of certain types of particles when they meet each other, such as
a vacancy and an interstitial atom
• Other traps for defects, such as surfaces or crystal grain boundaries; the object
stops moving when it encounters a trapping surface
• Jump probabilities completely dependent on the local environment, i.e. the
surrounding atoms
More generally, any parametrised system can be considered a random walker
advancing through the phase space of its parameters (coordinates). For example, a
walker can be a whole system of particles with position and velocity parameters, or
a wavefunction parametrised with coefficients of some basis set.
Typically the purpose of using random walkers is to collect statistics on the
behaviour of a system, initiating multiple walkers with different random number
seeds and seeing where they end up in.
2.2 Metropolis Monte Carlo
Metropolis Monte Carlo (MMC), first proposed in a 1953 paper [40], is a method
for sampling states x of a system from a desired distribution g(x). In terms of ran-
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dom walkers, the whole system can be considered a single random walker that walks
through its phase space defined by coordinates x. In contrast to simple random walk-
ers, transitions between states can also be rejected, to obtain phase space samples
correctly from distribution g(x).
For example, MMC can be used to study an atomic system, with states defined
by 3N coordinates of N atoms. Iteration steps can be small random displacements of
individual atoms. The angular distribution of these displacements can be uniform, or
arbitrarily complex including drifting or traps. The physically justified distribution
to sample from is the Boltzmann distribution. At a temperature T , states x are
distributed according to
g(x) ∼ exp
(
−E(x)
kBT
)
(2.1)
where E(x) is the total energy of state x and kB is the Boltzmann constant. One
choice for acceptance probability from state x to x′, that satisfies the detailed balance
condition [41], is
P (x|x′) = min
[
1, g(x
′)
g(x)
]
= min
[
1, exp
(
E(x)− E(x′)
kBT
)]
(2.2)
This means that transitions to lower energy states are always accepted, since the
exponential term is greater than 1, giving P (x|x′) = 1. Transitions to higher energy
states are accepted at a probability equal to the exponential term.
MMC does not have a time parameter included, nor does it typically model
the transition processes correctly. Transitions are only a trick to get new samples
from the distribution, not actual physical processes. It can be used to, say, find the
equilibrium state of a defect distribution, but there is no guarantee that this state
will be reached in realistic conditions. To better model the actual behaviour of a
physical system, KMC can be used.
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Figure 2.1: Schematics of the energy levels of the initial and the final states Ei and Ef of a
transition, and the associated energy barriers Eb,forward for the forward process and Eb,reverse for
the reverse process. Emax is the transition state energy.
2.3 Kinetic Monte Carlo
KMC, first proposed by Young an Elcock in 1966 [42], is a stochastic method for
modelling time evolution of e.g. an atomic system. In contrast to MMC, time is
included as a parameter, and the kinetics of the transition processes are taken into
account more accurately: instead of only looking at the thermodynamic favorability
of a process (initial and final state energies), the process rate is determined by the
energy barrier that has to be overcome. A typical way to calculate process rates k
is the Arrhenius equation
k = ν × exp
(
− Eb
kBT
)
, (2.3)
where ν is the attempt frequency, Eb is the energy barrier, kB is the Boltzmann
constant and T is temperature. The barrier is defined as Eb = Emax − Ei, where
Emax is the potential energy of the transition state and Ei is the potential energy of
the initial state. The transition state is defined to be the point with highest energy
along the minimum energy transition path; it is a saddle point of the potential
energy surface. See figure 2.1 for a schematic of the energy levels.
These barriers can be calculated or approximated in a number of ways, some of
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k1k2k3
k4
k5
k6
k7
u
Figure 2.2: The wheel of fortune way of selecting events in KMC. Seven events are possible, with
rates k1–k7. A uniform random number u is generated, and the event corresponding to the rate it
“lands on” is selected. Event 2 is carried out in this case. Events with larger rates are more likely
to be selected.
which are described in section 2.3.1. The attempt frequency ν is in the order of the
Debye frequency of the material [43], and this can be used as a first approximation.
It can also be obtained by fitting a harmonic potential to the energy minima in the
crystal and solving the vibrational frequency [44], or by comparing KMC simulations
with experimental or MD simulation data [39] and setting ν to produce the correct
time scale. It is usually sufficient to use a single value of ν for all processes at a
given temperature.
A typical way of advancing time in a KMC simulation is the residence-time
algorithm. In this approach, all attempted processes (or “events”) are accepted, but
they are chosen with probability proportional to their rates. This can be illustrated
as a “wheel of fortune” (see figure 2.2): the circumference of the wheel is equal to
the sum of all rates, and the arc length corresponding to each process is equal to the
rate of that process. In the code, the wheel of fortune is implemented by calculating
the cumulative rate function of the possible events
K(n) =
n∑
i=1
ki (2.4)
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A random number u ∈ [0, 1) is then generated, and the event i for which
K(i− 1) < uK(N) ≤ K(i) (2.5)
is selected. N is the total number of events.
One event is carried out in each simulation step, and subsequently time is
advanced by
∆t = − ln u
K(N) (2.6)
where u is a new uniform random number in the range [0, 1) (unrelated to the
number used in the wheel of fortune event selection). The natural logarithm of
u is unitless, and rates ki have units of [t]−1, so ∆t has the unit of time as it
should. Also, because the logarithm of u ∈ [0, 1) is always negative, with the sign
in eq. (2.6) time advancement is positive. Finally, it should be noted that time
increment ∆t is inversely proportional to the sum of all rates. This means that in
a “slow” system with small event rates, the time parameter grows faster. This is a
unique property of residence-time KMC simulations, and allows the study of slow
processes in a feasible computational time. If all process barriers are very large, the
time parameter can easily reach hundreds of nanoseconds or even microseconds in
an atomistic simulation — time scales well out of reach of typical MD, for example.
Incrementing time according to eq. (2.6) gives a good approximation to the
real time of the system. The rationale for this, including the non-deterministic ln u
part, is given by e.g. Bortz et al. in ref. [45].
The KMC code used in this thesis was Kimocs, written by V. Jansson et al. [39].
Kimocs is an atomistic KMC code with a rigid lattice approximation, meaning that
the simulated objects are single atoms jumping between fixed lattice points. Thus,
relaxation, multiple crystal orientations (polycrystallinity) or defects (apart from
vacancies) are not allowed. The scope for the rest of this chapter will be limited to
this type of KMC simulations. Some limitations of the rigid lattice can be overcome
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by e.g. calculating the migration barriers in a (partially) relaxed lattice, as has been
done here.
2.3.1 KMC parametrisation
A KMC model requires the rates of all possible processes to be known. In principle,
this could be done on-the-fly in each simulation step, by going through the atoms
that have vacant lattice points around them to migrate into, calculating the potential
energy surfaces for the corresponding processes, and using the energy barrier to
obtain rates via eq. (2.3). In practice, the potential energy surface calculations are
slow, and in most cases this approach defeats the purpose of using KMC in the first
place.
A more viable option is to calculate the barriers beforehand. This is possible
because, while the potential energy is a function of all 3N coordinates of the N
atoms in the system, distant atoms have negligible effect on the barriers. Thus it is
sufficient to limit the description of the jumps to a local environment of a limited size.
The description is an identifier to connect the barriers and the physical processes
to each other. In crystalline matter, a natural choice for the environment size is the
sites surrounding the migrating atom up to nth nearest neighbours. This is called
the local atomic environment (LAE) of the event.
The number of different migration events that can be described grows expo-
nentially as a function of the number of sites included in the LAE. The base of the
exponential growth is equal to the number of objects that can occupy a site; for ex-
ample, if the system has one atomic species and one defect species (e.g. vacancies),
the base is 2. If more LAE sites or more atomic or defect species are considered,
the event description must usually be made otherwise less accurate to reduce the
number of required calculations and the memory needed to store the parameters.
Depending on the system and the desired accuracy of event descriptions, it
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may be possible to calculate all barriers directly. The energy of the saddle point
along the transition path can be calculated with methods such as the nudged elastic
band (NEB) or the dimer method. The dimer method finds potential energy saddle
points around a given initial position of a migrating atom without knowledge of the
final position. For this reason, it is not as easily applicable to our KMC model that
parametrises jumps according to the initial and the final positions. Thus, the NEB
method was used in this thesis, and it is described in this section; for a description
of the dimer method, see e.g. [46].
After describing the NEB method, three previously used approximative meth-
ods are also presented. In all of them, the number of barriers are reduced by omit-
ting some information on the exact locations of the surrounding atoms. The first
two methods also make simplifying assumptions about the barriers and avoid using
expensive NEB altogether.
Nudged elastic band method
The NEB method is a way to calculate a minimum energy path and the energy bar-
rier for transitions such as atomic migration. NEB can be regarded as a MD-related
method, although typically NEB is carried out at 0K temperature, minimising only
the potential energy. Thus, it could be described as a “Molecular Statics” method.
The NEB method was developed by Mills and Jónsson in the 1990’s [47, 48].
In the NEB method, multiple replicas of the studied system are produced.
These replicas are identical except for the reaction coordinate of the studied process.
The replicas form a “string” along the assumed reaction path.
For example, in the case of a migrating atom, the reaction coordinate can be
chosen to be the distance from the atom’s initial position. The reaction coordinate
can be normalised so that its value is 1 in the final position.
Each replica is minimised in potential energy, with an additional constraint:
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neighbouring replicas interact via an artificial spring force. To be exact, only the
component of the spring force in the direction of the reaction coordinate is consid-
ered. Other forces acting on the particles parallel to the reaction are disregarded.
This way, the spring force keeps the replicas’ reaction coordinates roughly equidis-
tant, while the true forces drive each replica to the minimum energy along the path.
Due to the spring force, the replica string acts like an elastic band, nudged by the
true forces derived from the potential energy landscape.
The energy barrier for the transition is the difference between the highest point
along the minimum energy path and the energy of the initial state. The highest point
is a saddle point at the potential energy surface, since it is maximised in one degree of
freedom (the reaction coordinate) and minimised in another degree of freedom (the
direction perpendicular to the reaction coordinate). Additional modifications can be
made. For example, the energy of the saddle point can be found more precisely if one
replica is allowed to “climb” on top of the barrier. This climbing image modification
was suggested by Henkelman et al. in 2000 [49]. In this method, the replica with
the highest energy after a few iterations is cut loose from the elastic band, and the
true force acting on it parallel to the reaction coordinate is inverted instead of set
to zero. This way, the climbing image should find the exact saddle point.
Heuristic formula
A heuristic formula introduced by Domain et al. [50] calculates the migration barrier
as a function of the final and the initial state energies:
Eb = Eb0 +
Ef − Ei
2 , (2.7)
where Eb0 is a parameter dependent on the species of the migrating atom.
Using only the final and the initial state energies saves the effort of finding the
minimum energy path. A rationale for this is shown in figure 2.3. Formula (2.7) as-
sumes that the difference between the final and the initial state distorts the “default”
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Figure 2.3: (left) The barrier given by eq. (2.7) when Ef = Ei. (right) The distorted barrier when
Ef > Ei. The original potential energy curve is shown with dashed blue line.
barrier Eb0 by adding a linear background to the potential energy surface; assuming
that the transition state lies in the middle of the transition path, the additional
barrier is equal to (Ef − Ei)/2.
The final and the initial state energies can be obtained from any method, such
as ab initio or a semi-empirical potential energy minimisation. However, eq. (2.7)
also allows for usage of even simpler methods, because the exact potential energy
surface is not required. This is especially advantageous for multi-elemental systems
for which developing potentials is tedious. In one paper where formula (2.7) was
utilised, the energies were estimated with pair interaction energies of the first nearest
neighbour (1nn) and second nearest neighbour (2nn) sites of the initial and the
final position [51]. Two species of atoms, Fe and Cu, were present in the system
studied there. Since only the number of neighbours is relevant for pair interactions,
information of the bond angles is lost and the number of unique barriers is reduced
in an approach like this.
Broken bond method
Another way of estimating barriers is to consider neighbour interactions as “bonds”
that are broken when the atom migrates. One version of this was presented by
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Soisson et al. [52]:
Eb = Esi −
∑
j∈nn(i)
ij −
∑
j∈nn(V)
Vj, (2.8)
where i stands for the atomic species, Eis is the binding energy of the atom at saddle
point (assumed to be independent of the environment), ij is the pair interaction
between atoms i and j, nn(i) are the 1nn atoms of the migrating atom at the initial
position and nn(V) are the 1nn atoms of the final position (vacancy). All the bonds
between the migrating atom and the final position vacancy are considered to be
broken at the saddle point.
Vincent et al. also formulated a broken bond method for barrier estimation in
ref. [51]. The authors took the vacancy left behind by the migrating atom explicitly
into account, by adding a term for the bonds formed by the vacancy and its nearest
neighbours:
Eb =
∑
j
sij +
∑
j
Vj −
∑
j
ij (2.9)
The first sum term somewhat corresponds to Esi of eq. (2.8); it is the sum of pair
interactions of the migrating atom in the saddle point position, and thus depends on
the environment. The last term corresponds to the middle term of eq. (2.8), except
that Vincent et al. also took into account the 2nn atoms of the initial position. There
is no term for the broken bonds of the final position vacancy; instead, the middle
term of eq. (2.9) is for the bonds formed by the vacancy left behind by the migrating
atom.
Calculating barriers according to equations (2.8) and (2.9) allows for lightweight
energy calculations in a similar way as the heuristic formula (2.7), because they as-
sume only pair interactions, and no actual energy minimisation is required.
Four number description
The third approximation discussed here is the “four number description” for mi-
gration events, which is currently implemented in the Kimocs code [39]. The four
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numbers that describe the LAE are
a : the number of 1nn atoms of the initial position
b : the number of 2nn atoms of the initial position
c : the number of 1nn atoms of the final position
d : the number of 2nn atoms of the final position
and the migration barrier is Eb = Eb(a, b, c, d). In the fcc lattice, the maximum
number of 1nn atoms is 12 and the maximum number of 2nn atoms is 6. The initial
position of the migrating atom must be occupied and the final position must be
vacant, giving ranges a ∈ [0, 11], b ∈ [0, 6], c ∈ [1, 12] and d ∈ [0, 6]. The theoretical
maximum number of unique barriers that can be described with these four numbers
is thus 12× 7× 12× 7 = 7056. In reality, not all combinations are possible because
the 1nn and 2nn positions of the initial and the final positions have some overlaps
— the number of possible combinations is around 4000.
Thousands of barriers is an amount that can be calculated even with NEB
within reasonable CPU time. This was done in ref. [39] for Cu. Some of the barriers
for transitions with very low a, b, c, d were not easy to calculate. These situations
have many vacancies around, and transitions promote strong relaxation, displacing
atoms from their original positions. Thus the NEB replicas may relax to positions
that do not correspond to the original LAE configuration. For the barriers that could
not be resolved with NEB, a formula was used:
Eb(a, b, c, d) = a+ δb+ c−1 + δd−1, (2.10)
where values  = 10−3 eV and δ = 10−4 eV were used. For cases where d = 0, the
barrier was set to Eb = 10−4 eV. This formula gives very low barriers, but serves
to sort these processes according to their rates, so that very unstable situations are
more likely avoided. Furthermore, these transitions have little significance in the
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simulations, as they only happen under unusual circumstances where the number of
neighbours is low.
The reduced number of barriers means that multiple different configurations
correspond to the same a, b, c, d. The approach adopted in ref. [39] was to randomly
select one of the corresponding configurations for each NEB calculation. Other ap-
proaches are possible: for example the permutation with the lowest sum of the initial
and the final energy may be preferred over others, as was done in one of the param-
eter sets in ref. [53].
Machine learning
The approximations mentioned in the previous sections all lose some information on
the exact LAE of the migration events. Multiple configurations can correspond to the
same description. This is problematic if a description allows very different physical
situations. For example, the same number of 1nn neighbours can be situated around
the migration site, creating a small barrier, or right in between the initial and the
final position, forcing the migrating atom squeeze through them. If the same barrier
is used for both cases, the kinetics of some events might be modelled inaccurately.
Furthermore, it has been shown that using only the final and the initial energies
for barrier calculations does not describe the complexity of the barrier function well
enough in some cases, such as in the Fe-Cu alloy [54].
Calculating all the barriers using the more accurate description that will be
discussed in section 3.1 is out of question because of limitations of computational
resources; there are simply too many cases to consider if all the permutations have
their own descriptions. One way to tackle this issue is to calculate a small subset of
barriers accurately and use an ANN to predict the rest. The current work is not the
first one to take this approach, as ANNs have been applied to study bulk diffusion in
various Fe alloys by Djurabekova et al. [54], Castin et al. [55–60], Pascuet et al. [61]
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and Messina et al. [62]. The alloys studied in these publications all have the body-
centered cubic (bcc) crystal structure, whereas pure Cu exhibits the face-centered
cubic (fcc) structure. Thus, their methodology is not directly applicable to the Cu
surface migration problem at hand. To the author’s knowledge, machine learning
has been applied to predict fcc surface migration barriers only in the limited case of
vacancy-assisted diffusion in Cu-Co alloy by Sastry et al. [63]. The method used in
their publication was genetic programming.
The ANN method will be described in chapter 4, after discussing the methods
used to calculate the barrier subset in chapter 3.
3. Barriers for surface diffusion
The migration barrier dataset was calculated with the NEB method as described in
section 2.3.1, using the LAMMPS MD program [64]. The LAMMPS implementation
of the NEB method is based on the papers by Henkelman et al. [49, 65]. The potential
energy was calculated with a Monte Carlo/molecular dynamics corrected effective
medium (MC/MD-CEM) potential developed by Stave et al. [66].
The description used to identify the processes, process sampling and the details
of the NEB calculations are described in this chapter.
3.1 Process description
The migration events were described by the LAE of the jumping atom up to the 1nn
and 2nn sites of both the initial and the final positions. There are 26 sites in total
in this description for fcc lattice, because some of the twelve 1nn and six 2nn lattice
sites belong to the initial and the final position simultaneously. In the rigid mono-
elemental Cu lattice, the status of each site can be either occupied or vacant, encoded
as 1 and 0, respectively. This approach is similar to that taken by Djurabekova et
al. to describe vacancy jumps in Fe [54]. The 26 sites form a small octahedral cluster
with {111} facets. See figure 3.1 for an illustration of this and the example of the full
26 sites parametrisation compared to the 4-number neighbourhood parametrisation.
The total number of possible barriers in this description is 226 = 67 108 864.
This number of floating point numbers is still within reasonable limits to be given as
25
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Figure 3.1: (top left) The octahedral cluster of LAE sites. The 1nn sites are coloured light yellow
and the 2nn sites white. (right) Indexing of LAE sites from 0 to 25. The blue atom is the initial
position of the migrating atom and the red atom is the final position. (bottom left) An example of a
migration event. The cluster has been embedded in a {100} surface. The final position is circled in
red. The 26-number description for this process is “1 0 0 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 1 0 1 1 1 0 0”, and
the 4-number description is “5 4 8 2”.
a parameter table — at single precision, such a table would require around 268MB of
memory. This amount of barriers is, however, well outside the range that is possible
to calculate by NEB. As the CPU time to calculate a single barrier is in the order
of 20 minutes, it would require dozens of millions of CPU hours to calculate the
full set of barriers. Some time can be saved by taking into account the symmetry
operations of the octahedral LAE cluster, which are a subset of the 48 symmetry
operations of the fcc crystal [67]. The symmetry operations of the LAE cluster are
1. The unity operation.
2. Three 180° rotation operations, two of which are around a {110} vector of the
crystal and one around a {100} vector (see figure 3.2).
3. The previous four operations followed by the inversion operation through the
center point of the LAE cluster.
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Figure 3.2: The LAE cluster projected in the directions of the three axes of 180° rotational
symmetry, denoted as x, y and z. x and y are in {110} lattice directions, and z is in the {100}
direction. The atom in the center of the cluster jumps in the direction of the positive y-axis.
This is a total of eight different operations; in principle, each NEB calculation yields
the barrier for eight different migration events. Four of these events will be assigned
the forward barrier and the other four (the cases where the y-axis of figure 3.2 has
been reversed) the reverse barrier. No additional computational effort is needed here
for the reverse barrier, because the value of the potential energy of each replica (even
the final position) must be evaluated in any case to find the maximum Emax; the
reverse barrier is simply Eb,reverse = Emax − Ef .
In practice, certain LAEs map onto themselves in some or all of these oper-
ations, so the total reduction factor is slightly less than 8, reducing the number of
unique descriptions from ~67 million to 8 438 784. Even for this amount, millions of
CPU hours would be required. In this work, a subset of ~330 000 barriers were calcu-
lated, consuming around 17 000 CPU hours. The number of replicas was 24 in each
calculation, with one cluster core handling each replica. The spring force constant
between the replicas was 1.0 eV/Å2. The simulation cell size was around 20×20×20
unit cells, which equals to approximately 16 000 atoms. The exact number of unit
cells and atoms was different from case to case because of different crystal orienta-
tions. The processes were sampled from the full set in the manner described in the
sections following the description of the tethering force approach.
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3.2 Tethering
Some configurations allowed by the rigid lattice are not stable when modelled with
an interatomic potential. If the migrating atom or a LAE atom has a very small
number of supporting nearest neighbours, it may fall out of its intended lattice
position during relaxation in NEB calculation. If this happens, the barrier obtained
from NEB does not correspond to the correct process given by the description.
The approach taken here to solve this problem is to tether the atoms loosely
to their initial lattice positions. An additional 3-dimensional spring force is applied
to each atom during NEB. The equilibrium position is set to be the initial position
of each atom. This way the lattice becomes “semi-rigid”. The additional energy due
to these artificial springs is not taken into account in energy calculations; only the
forces in the minimisation process are modified.
Tethering does not affect the barriers very much. Migration barriers of lone
and completely surrounded adatoms (see figure 3.3 for an illustration) on three low-
index surfaces calculated with and without tethering are listed in table 3.1. The most
significant difference is that the lone atom migration barrier on the {110} surface
is much lower with tethering than without. This is because, counterintuitively, in
the tethered case the surrounding atoms are more mobile in the lateral direction.
During relaxation, they do not sink so deep as they do without the tethering forces,
thus they float easier compared to the untethered case. This way, they give way to
the migrating atom easier than atoms properly relaxed on the surface.
The force constant for the tethering springs was chosen to be the smallest
possible that is strong enough to enable the NEB calculations of the most unstable
processes. A set of unstable processes was selected and the spring constant was
increased until none of these cases had atoms relax into undesired positions. The
spring constant defined in this manner was 2.0 eV/Å2.
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Table 3.1: Migration barriers of lone (l) and completely surrounded (s) adatoms on {100}, {110}
and {111} surfaces with tethering (Etb) and without it (E0b). See figure 3.3 for an illustration of
what is understood by lone and surrounded adatoms in the {100} case. The error in the rightmost
column is ∆Eb = E0b − Etb. The lone {110} case has the largest difference.
Surface E0b (eV) Etb (eV) ∆Eb (eV)
{100}l 0.559531 0.523176 -0.036355
{100}s 0.444234 0.486580 0.042346
{110}l 0.566238 0.278445 -0.287793
{110}s 0.536270 0.489047 -0.047223
{111}l 0.101647 0.096381 -0.005266
{111}s 0.624991 0.570246 -0.054744
Figure 3.3: Examples of migration events on the {100} surface: the lone adatom (left) and the
surrounded adatom (right) case. The blue adatom is at the initial position of the jump in both
figures, about to take a jump to the right.
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Figure 3.4: The low-index surfaces of the fcc lattice. From left to right: {100}, {110} and {111}.
Colouring is according to the z-coordinate of the atoms: red atoms are the highest.
3.3 Smooth surface processes
Simulating a small number of adatoms on a simple smooth low-index ({100}, {110}
or {111} see figure 3.4) surface allows for verification of the KMC model with a
given parameter set. If neighbouring adatoms, while randomly migrating on the sur-
face, stick together after they meet, they start forming adatom clusters and islands.
Observing such behaviour in simulations is a first sanity check for the migration
barriers.
For simulating island formation at low temperature, it is sufficient to provide
barriers only for those processes taking place on a smooth surface. This means that
the initial and the final positions of the migrating adatom are in the same atomic
layer, and the number of neighbours can change only in the same layer. The layers
beneath have no vacancies, so the surface is “smooth”.
The smooth surface migration processes on the three lowest-index surfaces were
the first set of processes for which barriers were calculated. To give an impression of
how the 26-number descriptions of the smooth surface processes look like on these
surfaces, they are tabulated in table 3.2. For each of the three surface, the sites
marked as 1 are always occupied for a smooth surface process on that surface, and
sites marked as 0 are never occupied. Sites marked as X are in the same atomic layer
as the migrating atom; all permutations of the X sites are calculated for a complete
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Table 3.2: The descriptions corresponding to the smooth low-index surface processes. LAE sites
marked with 1 belong in the surface below the migrating atom and must be occupied, and sites
marked with 0 are above the surface and must be vacant. Sites marked with an X are adatom sites
at the same atomic plane as the migrating atom, and can have either value. See figure 3.1 for the
exact positions of the sites.
Surface
Site index
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25
{100} X X X X X X 1 1 1 1 1 1 0 0 0 0 0 0 X X X X 1 1 0 0
{110} X 1 0 1 0 X 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 X X X X
{111} X 1 0 1 0 X 1 X 1 X 1 X X 0 X 0 X 0 1 0 1 0 1 1 0 0
set of smooth barriers.
For example, on the {100} surface, there are 10 sites in the same atomic layer
as the migrating atom (indices 0–5 and 18–21; see figure 3.1) that can have either
occupation status (0 or 1; these are the sites marked with X in table 3.2). This means
that there are 210 = 1024 descriptions that can be considered as smooth {100}
surface processes. Another 1024 processes are found by mirroring these descriptions
with respect to the horizontal plane, so that the 0s and 1s in the first row of table 3.2
are swapped. On the {110} surface, there are 26 = 64 and on the {111} there
are 28 = 256 different descriptions. There is some overlap between these different
surfaces ({100} and {111} are not orthogonal, and neither are {110} and {111}),
which further reduces the number of different descriptions. When all symmetries
and overlaps are taken into account, there are 450 NEB calculations to be done to
obtain all of the 3168 barriers associated with smooth surface processes.
Figure 3.5 shows the distribution of barrier energies. The values are well-
aligned with typical literature values for surface diffusion: computational studies
have found barriers ranging from 0.056 eV to 0.53 eV [44, 68, 69], depending on the
surface. Experimental studies have found barriers in range 0.28–0.4 eV [70–72].
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Figure 3.5: The distribution of smooth surface process barrier energies.
The tethering force described in section 3.2 is not in principle required for the
smooth surface processes, because the migrating atom as well as the LAE atoms
are stable due to a sufficient number of neighbouring atoms. However, the tethering
force was used in all calculations for consistency; as was shown in table 3.1, this has
a negligible effect on smooth surface processes.
3.4 Other processes
Smooth surface processes do not allow crossing of island step edges or atoms jump-
ing out of the surface. Such processes are required if growth of any protrusions or
formation of roughness are to be simulated. In addition, machine learning methods
generally benefit from a large amount of data. Thus, more barriers were selected to
be calculated, first according to a heuristic guess about physical relevance, then by
running KMC to find new processes, and finally randomly sampling from among the
full set of ~67 million processes.
3.4.1 Surface-breaking processes and evaporation
In a surface-breaking process, an atom embedded in the surface jumps out and cre-
ates an adatom and leaves behind a surface vacancy. This is illustrated in figure 3.6.
CHAPTER 3. BARRIERS FOR SURFACE DIFFUSION 33
Figure 3.6: A surface-breaking process on the {100} surface. The 26-number description of this
process is “1 1 0 1 0 0 1 1 1 0 0 0 1 1 1 0 0 0 1 1 0 0 1 0 1 0”. (left) The initial, smooth surface. The atom
that is about to jump is coloured blue, the LAE is coloured as in fig. 3.1. (right) The atom has
migrated out of the surface, onto a “step edge”.
The LAEs of such processes are different from those of smooth surface processes,
that are tabulated in table 3.2. The migration direction is not parallel to the surface,
and thus there are no filled layers of occupied sites. The LAE has to be embedded
in the surface in a direction inclined to the surface.
Some permutations of occupation states in such LAEs describe events where
an atom attached to a (very short) step climbs on top of the step edge; these barriers
were calculated as a part of the surface-breaking process set. The final position is
usually unstable (not a local potential energy minimum), so these processes serve as
intermediate jumps for crossing step edges in KMC: first, an atom jumps onto the
step edge, and then it can either fall back or continue onto the step. Treating step
edge related processes like this does not guarantee the correct Ehrlich-Schwöbel
barrier, since the environment in which the barriers are calculated is not a fully
relaxed realistic step edge, but rather a small dent in the (due to the tethering
forces) partially relaxed surface.
Another class of process that are physically necessary, but cannot be described
as smooth surface processes, are evaporation events, where the final position of the
migrating atom does not have any first nearest neighbours (it is not part of the
surface). If such processes are not allowed, atoms will never evaporate regardless of
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Figure 3.7: An evaporation process on the {111} surface with 26-number description
“1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0”. (left) The initial surface with a lone adatom on top.
(right) The adatom has evaporated, becoming completely detached.
the temperature. An example of an evaporation process is shown in fig. 3.7.
The barriers for evaporation processes and step edge processes as well as most
of the surface-breaking processes are difficult to calculate with NEB without addi-
tional tethering forces, because the migrating atom is either loosely bound or com-
pletely detached. In free relaxation, the final position and the intermediate replicas
would slip back to the initial position, and there would be no process at all.
In total, 26 629 surface-breaking and 1046 evaporation processes were iden-
tified. Taking into account overlaps and symmetries, 3684 NEB calculations were
required to find all the barriers for these processes.
The barriers for evaporation processes ranged from 0.2 eV to 3 eV, with the
majority of values around 1.5–2 eV; see figure 3.8 for the distribution. One compu-
tational study found the adatom binding energy to be 2.912–3.519 eV on the {100}
surface and 2.541–3.519 eV on the {111} surface [73]. The energies obtained in this
work are somewhat lower, which is likely due to the fact that the evaporation pro-
cesses as defined here do not actually remove atoms to an infinite distance from
the surface, but to a nearby lattice point that is just barely disconnected from any
neighbours. Thus, there are still attractive interactions with some 2nn surface atoms
and the evaporated atom.
The lowest barriers are for processes where the atom had only a few nearest
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Figure 3.8: The distribution of the evaporation process barriers.
neighbours in the initial position, leading to easy evaporation.
3.4.2 KMC-relevant processes
After calculating the smooth surface, surface-breaking and evaporation processes,
KMC simulations were run to sample new relevant processes. The simulated systems
included adatoms, cuboid nanotips and ridges with {111} facets on the {100} surface.
A table was formed of the barrier set this far, and all other processes were forbidden.
The KMC program was modified so that whenever the initial configuration of a
forbidden process was encountered during the simulation, its description was printed
out. This way, new descriptions of KMC-relevant processes — ones that could have
happened but were missing a barrier in the parameter set — were collected.
The collected descriptions were used as inputs for new NEB calculations, and
the calculated barriers were added to the parameter set. This procedure was iterated
for as long as a significant amount of new descriptions were found during the new
KMC run. In total, 3921 new processes were added to parameter set this way.
At this point, a method to generate initial and final configurations for arbitrary
processes had to be developed. In principle, the configurations of the KMC-relevant
processes could have been extracted directly from the KMC simulation snapshots
in which they were encountered. However, the environment beyond the LAE of
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the process is different in every KMC snapshot, so it would have been difficult to
double-check or recalculate barriers in a consistent manner. Thus, the KMC-relevant
processes were calculated by embedding the LAE inside a small bulk void. With this
embedding method, the process with a completely occupied LAE (description of 26
“1”s) would correspond to a single vacancy migrating inside bulk.
3.4.3 Randomly chosen processes
The 26-number parameter set had barriers for 34 764 different processes at this
point. To give the neural network more data points, new barriers were calculated for
processes randomly sampled from the full set of 226 descriptions. These randomly
chosen processes were calculated inside bulk void as described in the previous section.
299 962 new barriers were obtained this way, giving the total amount of 334 726
barriers which were calculated in this work.
Some of the randomly chosen processes were found to have unphysically high
barriers, up to 28 eV. These turned out to be cases where the LAE was mostly
“0”s, resulting in an almost empty bulk void for the NEB calculation. This void
sometimes contracted in the intermediate replicas, and relaxed in the initial and the
final positions, giving a large maximum energy along the path that was not related
to the migration event at all. Thus, one has to be careful while adopting a specific
scenario of calculating the barriers for within a given description.
A new method to construct configurations for NEB was required to solve this
issue. A reasonable approach is to embed the LAE cluster on a surface, since it
is surface diffusion for which the barriers are calculated. However, planting all the
clusters in the same orientation in the, say, {100} surface sometimes results in a
stable configuration, but sometimes leaves LAE atoms hanging in unstable posi-
tions. With the tethering force, even unstable configurations are likely to hold to-
gether during NEB, but it is not consistent to treat the LAEs differently based
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on how well they happen to fit in the chosen surface. This is particularly pro-
nounced because of the rotational symmetries of the LAE. For example, description
“0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 1” forms a kind of a pyramid covering an
empty space inside when embedded in the (100) surface, even though it is physically
equivalent to the 180° rotated case, “0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 1 1 0 0” that
fits perfectly on this surface.
The approach that was taken was to exhaustively search through all the dif-
ferent symmetries and orientations on all of the three lowest-index surfaces to find
the best way to embed each new LAE. The quality of an embedding orientation
was determined with two factors: the centre-of-mass of the LAE with respect to the
migrating atom, and the “flatness” of the LAE in the attempted orientation. A LAE
with low centre-of-mass has most of the atoms below the migrating atom, meaning
that it fits the surface well. By flatness we understand here the difference between
the highest and the lowest LAE atoms; it is heuristically desirable to embed the
LAE in a more horizontal orientation than vertical. After trying out all different
rotations and inversions, surfaces and migrating directions (parallel to the surface,
perpendicular to the surface and in-between), the candidate with the best balance
between low centre-of-mass and flatness is selected, and the configuration is sent to
NEB calculation. This is illustrated in figure 3.9.
All processes that had barriers above 1.5 eV were recalculated this way. The
new maximum barrier was around 2.8 eV, which is a reasonable value for an evapo-
ration process. The distribution of the corrected barriers is shown in figure 3.10.
In the following, we will explore whether the prepared set of migration barriers
can be used for training a neural network to enable the prediction of the barriers
based on known information to avoid massive calculations using an expensive NEB
approach for all required barriers.
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Figure 3.9: Finding the optimal way to embed a LAE in a low-index surface.
Three test cases are shown in the order of increasing fitness for embedding the LAE
“1 1 0 0 0 0 1 1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0”: from left to right, {111}, {110} and {100} surface. The
lower row is the initial configuration of each case, the upper row is the corresponding final con-
figuration. This particular LAE has a large number of empty sites, and the barrier assigned to it
by NEB in bulk environment was as high as 20 eV. Calculation in the best surface environment
(rightmost case shown here) gave barrier value 1.9754874 eV.
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Figure 3.10: The distribution of the full dataset of barriers calculated in this work by NEB using
the tethering force approach. Inset is a zoom-in to the tail of the distribution.
4. Artificial neural networks
ANNs are a class of machine learning approximation methods that are in some
way inspired by biological neural networks. They have some units analogous to
neurons, and connections between them, analogous to synapses. As in biological
networks, if a sufficiently strong signal arrives at a unit, it “fires”, and sends a signal
forward to the units it is connected to. The network is trained to learn patterns in
a dataset, after which it can be used to recognise these same patterns in samples it
has not encountered during training. While these principles of operation started out
as heuristic mimicry of the brain in hopes of achieving good performance, a rigorous
theoretical framework has since been developed around them [74].
Typical examples of application of ANNs are classification and function ap-
proximation. Both cases require a database of known input-output values to be
used for training the network; in the case of classification, the database consists of
correctly classified samples, and in the case of function approximation it consists
of example values of the function. This database is referred to as a training set.
Training is understood as optimisation of the parameters of the network so that
it will give the expected output for the corresponding input in the training set. If
the training set is sufficiently representative of the whole domain of input-output
space, the trained network will be able to give accurate output for inputs it has not
encountered during the training.
A classification task could be recognition of hand-written digits, i.e. classifying
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images to belong to digit classes from 0 to 9. The training set is a large number of
images of hand-written digits (inputs) that have the correct digit labels (outputs)
associated. Such databases exist; one example is the MNIST database by LeCun et
al. [75].
In this work, ANNs were not used for classification but for function approxi-
mation. The function of interest is the migration energy barrier:
Eb = Eb(LAE), (4.1)
where LAE is the local atomic environment, a 26-element integer vector describing
the occupation state of the sites around the migration event. A subset of the values
of function (4.1) was calculated as described in chapter 3, and the ANN was trained
with this subset. Two different ANN approaches that were used in this work are
described here.
4.1 Multilayer perceptron
Multilayer perceptron (MLP) is a network of an input layer, an output layer and
one or more hidden layers between them. Each layer may contain any number of
nodes (neurons in some terminology). Figure 4.1 is a schematic representation of a
MLP.
The number of input and output nodes are usually determined by the problem
at hand, but the number of hidden nodes is a matter of desired complexity of the
network. With a larger number of hidden layers and nodes, the MLP may be able
to approximate more complicated functions.
The action of a node is to calculate the weighted sum of the nodes connected
to it from the previous layer, and pass it to the connected nodes in the next layer
through an activation function. The output given by node j is thus
yj = f
(∑
i
wijxi
)
, (4.2)
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Input layer Hidden layer Output layer
Figure 4.1: The multilayer perceptron (MLP). The network depicted here has 7 input nodes, 10
hidden nodes in a single hidden layer, and 3 output nodes. The network is fully connected, i.e.
there is a connection from each node of a layer to each node of the next layer. Each node contains
a set of weight parameters that are optimised during training. The essential function of a node is
to calculate a weighted sum of the inputs, which it receives, and send this sum to the nodes in the
next layer through an activation function.
where f(x) is the activation function and wij is the weight assigned to input value
xi. The parameters that are optimised during training are the weights, although the
activation function steepness and other parameters can also be modified. The target
function for optimisation is the mean square error (MSE) produced by the network
against the known output values using corresponding input values.
A usual shape for the activation function is a sigmoid, such as the logistic
function (see fig. 4.2). The purpose of the activation function is to add non-linearity
to the network. If the bare weighted sum would be passed to the subsequent nodes,
the response of the whole network would only be a linear combination of the input,
and the number of hidden nodes would not matter at all — a network of one single
node would produce the same result [76].
In the example of classifying the digits of the MNIST dataset, because the
images are 28 by 28 pixels in size, the natural choice for the size of the input layer
of the ANN is 28× 28 = 784 nodes. Each pixel is connected to one input node, and
the input values are the floating point greyscale values of the pixels. The output
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Figure 4.2: The logistic sigmoid function f(x) = 11+exp(−x) , used commonly as an activation
function for MLP [74].
layer is convenient to have 10 nodes, one for each digit class. This way, the desired
output for an input image of digit “7” is (0, 0, 0, 0, 0, 0, 0, 1, 0, 0).
In the case of function approximation task of this work, function (4.1) deter-
mines the size of the input and output layers: there should be 26 input nodes (one
for each LAE atom) and 1 output node (each LAE has a single barrier energy value).
The MLP used in this work was from the Fast Artificial Neural Networks (FANN)
library [77]. Two different network architectures implemented in FANN were inves-
tigated: fixed, where the number of hidden layers and nodes do not change during
training, and cascade, where hidden nodes are added as long as the MSE converges
below a threshold. For the set of smooth surface process barriers that was calculated
first (see section 3.3), cascade training performed very well, but failed to converge at
all when more and more barriers were included in the training set. For this reason,
the fixed architecture was used for most of this work.
4.2 Radial basis function network
Radial basis function (RBF) networks are very similar to MLPs. RBF networks use
radial basis functions as activation functions f(x) in eq. (4.2), and they usually have
just one hidden layer. RBFs are centered around points called prototype vectors, and
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their output value is determined by the distance of the input value to this vector.
Examples of radial basis functions are the Gaussian function and the multiquadric
function f(x) =
√
1 + (εx)2, where ε is a width parameter.
Because of the interpretation of the hidden nodes of a RBF network as vector
argument functions, a special two-stage training procedure can be used. First, the
basis functions are formed by selecting the prototype vectors and possible width
functions (some RBFs are parameter-free). The prototype vectors can be a subset of
the training set input vectors, or they can be created by some other method, such as
k-means clustering [74]. Because no knowledge of the corresponding output values
is needed at this point, this part of the training is called unsupervised.
With the basis functions selected, the network can be presented as a matrix.
With N basis functions centered at x′i and M datapoints (xj, yj), the following
equation describes the action of the network:
f1(||x1 − x′1||) f2(||x1 − x′2||) · · · fN(||x1 − x′N ||)
f1(||x2 − x′1||) f2(||x2 − x′2||) · · · fN(||x2 − x′N ||)
... ... . . . ...
f1(||xM − x′1||) f2(||xM − x′2||) · · · fN(||xM − x′N ||)

︸ ︷︷ ︸
Φ

w1
w2
...
wN

︸ ︷︷ ︸
w
=

y1
y2
...
yM

︸ ︷︷ ︸
y
, (4.3)
or, more simply
Φw = y, (4.4)
where wi are the weight parameters that are yet unknown. The second, supervised
part of training sets these weights by
Φw = y
⇒ w = Φ−1y (4.5)
Using one basis function for each data point gives exact interpolation in the training
set. For the case where N 6= M , giving non-square Φ-matrix, the pseudo-inverse can
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be used:
w = (ΦᵀΦ)−1Φᵀy (4.6)
The RBF network implementation used in this work was from the SciPy pack-
age [78] for Python. One basis function was used for each data point, meaning
N = M in equation (4.3). For the smooth surface processes, the MLPs and RBF
networks performed equally well, but as the set of calculated barriers grew, the ma-
trix inversion of eq. (4.5) could not be carried out without running out of memory
even on big memory nodes of cluster computers. One option would have been to
apply some clustering algorithm to choose a smaller set of basis functions, but this
path was not pursued because MLPs offered a memory-efficient alternative with
equally good performance.
4.3 Barrier prediction with ANN
As was explained in sections 4.1 and 4.2, MLPs with cascade training and Python’s
RBF networks could not utilise the full set of ~330 000 barriers training. Out of the
ANN methods used in this work, this leaves FANN MLPs with fixed architecture to
be used in barrier prediction. This section describes the procedure and parameters
used in training as well as the main results of this work: ANN performance in barrier
prediction.
4.3.1 Training procedure
The MLP was trained using the FANN implementation of the improved resilient
backpropagation algorithm proposed by Igel and Hüsken [79]. Two subsets of the
barrier data were formed: a training set and a validation set. Training was done
epoch by epoch using only the MSE in the training set as target function for weight
optimisation. The weights were initialised with small random numbers. Between each
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Figure 4.3: The MSE as a function of training epoch in the training set and the validation set.
Prediction performance stops improving in the validation set around epoch 500, so training is
stopped. This is known as the early stopping procedure [74].
epoch, the MSE produced by the network in the validation set was calculated. As
soon as the MSE in validation set stopped decreasing, training was stopped to avoid
overfitting to the training set. This is illustrated in figure 4.3. The procedure was
suggested by Roberto Domingos [80]. The MSE in the training set would continue
decreasing beyond this point, but overfitting is undesirable since the eventual task
is to extrapolate barrier values in LAEs that the ANN has never encountered. By
splitting a subset of the data for validation gives an indication of when the ANN
starts to overfit.
MSE as a function of epoch has some noisy oscillation in addition to the
decreasing tendency. Thus the training cannot be stopped at the first sign of an
increasing MSE in validation set, as the tendency is still likely decreasing. There
exists no standard way of monitoring the tendency, so a few different measures were
tested: the slope of a line fitted to the last 10–20 MSE values, and the change in
the average MSE of subsequent blocks of certain size. The block average method
proved to be less sensitive to fluctuations. A block size of 20 epochs was found to
be a good compromise between smoothness and accuracy for detecting the point to
stop training.
As a part of the training procedure, the barrier values were scaled when nec-
CHAPTER 4. ARTIFICIAL NEURAL NETWORKS 46
essary. Due to the activation function range (see figure 4.2), the maximum value
which the MLP can output is 1.0. For the smooth process dataset, there were no
barriers above 1.0 eV, so no scaling was necessary, but among the full set of barriers
there were entries up to almost 3.0 eV. Thus, each barrier value was divided by 3
prior to training using the full dataset. When using a network trained like this, the
output values must be descaled by multiplying by 3.
4.3.2 Parameter search
Training set and validation set sizes as well as the number of hidden neurons were
selected by training multiple networks with different parameters, and evaluating the
errors produced in the full barrier set. Training set sizes 1, 5, 10, 20, 50 and 100%
out of the ~330 000 barriers were tested. Out of these percentages, a validation set of
0, 10, 20, 30, 50 or 70% was randomly selected — validation set of 0% corresponds
to no validation at all, i.e. training for a predetermined maximum number of epochs,
which was set to 1000 for these tests. Each combination of training set and validation
set size was used to train networks of 10, 20, 30, 50 and 100 hidden nodes in a single
layer. Each of these tests was repeated five times with different randomly sampled
sets to obtain better statistics, giving 900 data points in total. Multiple hidden layers
were briefly tested, but no improvement was observed over single layer networks.
Figure 4.4 shows the root mean square (RMS) error in barriers produced by
the 900 networks as functions of training set size, validation set size and the number
of hidden nodes. Sometimes training failed prematurely with a very large error value;
this happened in 188 of the 900 tests, and these outlier networks have been removed
from statistics.
In addition to the RMS error vs. the barriers calculated with NEB, another
measure of quality could be applied for each network: the error produced in sym-
metricity. As was explained in section 3.1, the LAE cluster has eight symmetry
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Figure 4.4: The RMS error produced by the ANN as a function of various network parameters.
Note the different scales for the NEB error and the symmetry error. The plotted values are means
of multiple networks and error barriers are standard errors of the means. (top left) Error as a
function of training set size. The error decreases as expected. (top right) Error as a function of
validation set size. The error vs. NEB increases for larger validation sets, but there is a minimum
for symmetricity error. (bottom) Error as a function of the number of hidden nodes. 20–30 hidden
nodes seems to be an optimal value.
CHAPTER 4. ARTIFICIAL NEURAL NETWORKS 48
operations, four of which preserve the jump direction; thus, most LAEs have three
physically equivalent symmetric cases that must have the same barrier. This sym-
metry information was not encoded in the ANN architecture directly, but all the
symmetry-equivalent cases of each LAE were included in the training sets with ex-
pectation that the network would infer the symmetricity inherent in the training
dataset. The result could be checked by calculating the variances of each set of
symmetric barriers given by the trained network, and taking the average of them:
∆sym2 = 1
N
N∑
i=1
σ2i , (4.7)
where N is the number of symmetry-unique barriers. The variance σ2i is defined as
σ2i =
1
mi
mi∑
j=1
(Ebij − Ebi)2, (4.8)
where mi is 1, 2, or 4 depending of the symmetricity of process i, Ebij are the
different barriers given by the ANN for this process, and Ebi is their average. The
square root of eq. (4.7) gives the “RMS symmetry error”, which is also plotted in
figure 4.4.
Based on these tests, validation set size 20% and hidden neuron number 20–30
were found optimal.
4.3.3 Performance in training set
Figure 4.5 shows the prediction performance of RBF networks, cascade architecture
MLPs and fixed architecture MLPs in the set of 3168 barriers for smooth processes
(see section 3.3). The networks were trained using a random 50% of the training
data. Pearson’s correlation coefficient, mean and median absolute error and RMS
error are shown for each case. Colouring is according to the density of the plotted
values in logarithmic scale; without colours, the actual performance would be difficult
to see due to overlapping data points.
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Figure 4.5: Prediction performance of various ANNs in the smooth surface process set. The
networks were trained using a random 50% of the 3168 surface process barriers. Colouring is
according to point density in logarithmic scale. Mean and median errors are calculated for absolute
deviations |Eb,NEB−Eb,ANN|. (top left) RBF network. (top right) MLP with cascade architecture.
41 neurons were added to the network during training. (bottom) MLP with a fixed architecture of
30 hidden nodes in a single hidden layer.
Results from training to only 50% of the data are presented here to show that
the ANNs actually can predict barriers that they have not seen during training; the
fit is not valid only for the training set, but an underlying pattern has apparently
been learned. These results are a proof of concept for predicting surface migration
barriers using ANNs.
Prediction performances of all three methods are quite similar. The median
error of 0.0 eV for the RBF network is due to using one basis function for each data
point: with exact interpolation in the 50% training set, error at the middle value
(median) is zero by definition. It is not such a good measure of quality for this
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Figure 4.6: Prediction performance of MLP in the full dataset of barriers. (left) Network trained
using 50% of the 334 726 barriers. Validation set size was 20% of the training set, and there were 30
hidden nodes. (right) Trained using all of the barriers. Validation set size was 20% of the training
set, and there were 50 hidden nodes in the network.
network, but it was included nevertheless for consistency.
The ability of ANNs to learn the migration barrier function on the smooth
surface is a proof of concept for the applicability of this method for surface diffusion
using the the rigid lattice approximation and the tethering force approach. The
attempt to train the ANN for the full, more general dataset of 334 726 barriers
turned out to be more difficult. Figure 4.6 shows the prediction performance of the
MLP in this set. The result from training to 50% of the data is shown again to
validate prediction capabilities for never-seen processes. Using the full barrier set
gives slightly smaller error quantities, and it makes sense to use a network trained
to all of the available data when running KMC simulations with ANN.
4.3.4 KMC simulations
The ultimate test for the barriers predicted by ANN is to use them in a KMC
simulation. Thus, the new 26-number process description and the barrier predictor
based on the FANN library [77] were integrated in the Kimocs KMC code [39]. This
way, instead of populating a memory-consuming array of 67 million floating point
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numbers in advance, the MLP can be called whenever a barrier is needed.
The system that was chosen to be studied was a small cuboid nanotip of 576
atoms flattening on a {110} surface (see the top left corner of figure 4.7). The
total number of atoms was 22 626. This was one of the systems used to validate
the KMC model in ref. [39], and the {110} surface case was considered the most
stable. Simulations were done at 1000K, using the attempt frequency from [39]: ν =
7.0×1013 s−1. For comparison, also a MD simulation with the same system was done
with LAMMPS [64]. The Berendsen thermostat was used for quick thermalisation
to 1000K, and the Nosé-Hoover thermostat for the rest of the simulation to produce
a correct canonical ensemble. The system was simulated for 15 ns. Snapshot of the
final configuration is shown in the top right corner of figure 4.7. This is the result
that KMC tries to emulate with lesser computational cost.
In KMC, an unexpected phenomenon was observed in the system when using
the ANN with the lowest RMS error in the barrier set (prediction performance shown
in the rightmost plot of figure 4.6). As the cuboid tip flattened, ridge-like artifacts
started growing on the surface (see the bottom left corner of figure 4.7). After 15 ns,
these ridges were almost as high as the original nanotip itself and spanned the
whole simulation cell connecting to themselves through the periodic boundaries.
Ridge-forming is not observed in KMC using 4-number description or MD, so it is
clearly caused by the barriers predicted by ANN.
Not all ANNs produced this effect. A result from another network is shown
in the bottom right corner of figure 4.7. This network had been trained using full
100% of the barrier data set, with 20% validation set and 20 hidden nodes. Its RMS
error vs. NEB barriers was 0.106 eV and symmetricity RMS error 0.0159 eV. The
RMS error vs. NEB of the ridge-producing network 0.102 eV and RMS symmetricity
error 0.0171 eV. The behaviour of simulations using these networks appeared to be
consistent using different random number seeds: of these two test cases, one always
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Figure 4.7: Snapshots of simulations of a cuboid nanotip of 576 atoms flattening on a {110}
surface. Colouring is according to the z-coordinate. Boundary conditions were periodic in x- and
y-directions, and open in the z-direction. A layer of fixed atoms at the bottom of the simulation
cell represented bulk material. (top left) The initial configuration. (top right) After 15 ns of MD
simulation at 1000K using the Nosé-Hoover thermostat. (bottom left) After 15 ns of KMC simula-
tion using the ANN with the least RMS error in the barrier set. (bottom right) After 15 ns of KMC
simulation using an ANN with a larger RMS error in the barrier set but with better symmetricity
(see section 4.3.2).
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produced ridges of some sort, the other never produced them. Correlation with the
symmetricity error among the other networks also seemed to be consistent: networks
with better symmetricity were less likely to produce ridges, as long as the RMS error
vs. NEB was not too large.
Simulation speeds (CPU time per KMC step) for 15 ns cuboid flattening using
ANNs of different sizes and tables with 4-number and 26-number description are
tabulated in table 4.1. ANNs with a few dozen hidden nodes seem to be as fast as
reading the barriers a table with 26-number description. CPU time to call the ANN
seems to scale linearly with the number of hidden nodes.
Table 4.1: KMC simulation speed using ANNs of different sizes and tables with 4-number and
26-number description. Values are averages from the cuboid nanotip flattening simulations, and
error estimates are standard deviations.
Parametrisation CPU time/KMC step (ms)
ANN
100 hidden nodes 0.95± 0.03
50 hidden nodes 0.65± 0.03
30 hidden nodes 0.58± 0.02
20 hidden nodes 0.53± 0.03
10 hidden nodes 0.48± 0.02
Table
4-number description 0.27± 0.02
26-number description 0.54± 0.06
5. Conclusions
Electrical breakdowns cause problems in many applications involving strong elec-
tric fields, such as linear accelerators, fusion reactors and X-ray free electron lasers
(chapter 1). Some of these devices are currently in the planning phase or already
under construction. Thus, the mechanisms behind the breakdown process must be
urgently understood.
Diffusive mass transport on the metallic surfaces is hypothesised to contribute
to growth of protrusions or formation of roughness, which would explain the locally
enhanced electric field in the breakdown sites (section 1.6). However, such surface
features have not been experimentally observed due to their momentary nature.
The timescale of their growth is, however, much longer than the range of molecular
dynamics. Thus, kinetic Monte Carlo (KMC) is the best simulation method for
studying diffusion (chapter 2).
Atomistic KMC treats diffusion as a series of atomic migration events. The
rates of all possible events are required as parameters. The rate of an event depends
on its energy barrier, which is a function of the local atomic environments (LAE).
Complications arise from the large number of different LAEs: for more accurate
descriptions of the environment, the number of barriers becomes unfeasibly large
to be calculated. The aim of this thesis was to develop an accurate machine learn-
ing -aided parametrisation scheme for surface KMC, as a first step towards sim-
ulating diffusion under electric field. The method used here was artificial neural
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networks (ANN) (chapter 4).
The rigid lattice approximation in KMC greatly simplifies the parametrisation
of migration event barriers (chapter 3). However, modelling surface diffusion in a
rigid lattice brings also complications in the barrier calculations: the surface atoms
sometimes will attempt to relax to unintended or off-lattice positions. This obstacle
was successfully overcome by using the tethering force approach to keep the atoms
in the vicinity of their lattice sites (section 3.2).
Training the ANN with a limited barrier dataset containing only stable pro-
cesses on smooth surfaces gave very encouraging results (section 4.3). This is a proof
of concept for the applicability of the method for predicting surface diffusion bar-
riers. However, for a more general dataset including barriers for unstable processes
such as evaporation and step edge crossing, good prediction performance could not
be achieved. It is possible that the composition of the dataset was too heterogeneous,
containing many different “classes” of processes — the network could not learn a
single pattern from a set where many patterns were present.
The ANN barrier predictor was nevertheless implemented in our KMC code,
to test the feasibility of calling the predictor function on-the-fly compared to using
a look-up table of barrier values. The performance of ANN was well comparable to
a table implementation.
As an outlook, the composition of the training dataset should be inspected.
New ways to sample KMC-relevant processes need to be developed if more generality
is desired from the ANN. As an alternative route, separate ANNs could be trained
to predict barriers in separate LAE regions. This would however require a classifier
for recognising these environment classes during KMC, so that the correct predictor
can be called. Also, to avoid some unstable processes in the training set, second
nearest neighbour jumps could be allowed in the KMC model, with separate ANNs
predicting barriers for them.
Bibliography
[1] L. Evans and P. Bryant. “LHC machine”. Journal of Instrumentation 3.08
(2008), S08001.
[2] C. O’Luanaigh. New results indicate that new particle is a Higgs boson. Apr. 13,
2013. url: http://home.cern/about/updates/2013/03/new-results-
indicate-new-particle-higgs-boson (visited on 12/20/2016).
[3] J. Beringer et al. (Particle Data Group). “Status of Higgs boson physics”.
Physical Review D 86 (2012), p. 010001.
[4] M. Benedikt and F. Zimmermann. Status and Challenges of the Future Cir-
cular Collider Study. Tech. rep. FCC-DRAFT-ACC-2016-002, 2016.
[5] CLIC, M. J. Boland, U. Felzmann, P. J. Giansiracusa, T. G. Lucas, R. P.
Rassool, C. Balazs, T. K. Charles, K. Afanaciev, I. Emeliantchik, et al. “Up-
dated baseline for a staged Compact Linear Collider”. CERN Yellow Reports
4 (2016). doi: http://dx.doi.org/10.5170/CERN-2016-004.
[6] C. O’Luanaigh. LHC experiments back in business at record energy. June 3,
2015. url: http://home.cern/about/updates/2015/06/lhc-experiments-
back-business-record-energy (visited on 12/20/2016).
[7] The Large Hadron Collider | CERN timelines. url: https://timeline.web.
cern.ch/timelines/The-Large-Hadron-Collider (visited on 12/20/2016).
56
BIBLIOGRAPHY 57
[8] L. Rossi, A. Szeberenyi, and S. Stavrev. 3rd Periodic HiLumi LHC Report.
Tech. rep. 2016.
[9] A. Ball, M. Benedikt, L. Bott, O. Dominguez, F. Gianotti, B. Goddard, P.
Lebrun, M. Mangano, D. Schulte, E. Shaposhnikova, R. Tomas, and F. Zim-
mermann. Future circular collider study hadron collider parameters. Tech. rep.
2014.
[10] T. Behnke, J. E. Brau, B. Foster, J. Fuster, M. Harrison, J. M. Paterson, M.
Peskin, M. Stanitzki, N. Walker, and H. Yamamoto. “The International Lin-
ear Collider Technical Design Report-Volume 1: Executive Summary”. arXiv
preprint arXiv:1306.6327 (2013).
[11] B. Aune, R. Bandelmann, D. Bloess, B. Bonin, A. Bosotti, M. Champion, C.
Crawford, G. Deppe, B. Dwersteg, D. A. Edwards, et al. “Superconducting
TESLA cavities”. Physical Review Special Topics – Accelerators and Beams
3.9 (2000), p. 092001.
[12] M. Aicheler, P. Burrows, M. Draper, T. Garvey, P. Lebrun, K. Peach, N.
Phinney, H. Schmickler, D. Schulte, and N. Toge. A Multi-TeV linear collider
based on CLIC technology: CLIC Conceptual Design Report. CERN Geneva,
Switzerland, 2012.
[13] ITER Council endorses updated schedule focused on First Plasma. Press Re-
lease. June 16, 2016.
[14] J. Wesson. Tokamaks. Oxford University Press, 1997.
[15] European XFEL starts commissioning of the world’s largest X-ray laser. News
Article. Oct. 6, 2016.
[16] List of Beam Parameters for the XFEL LINAC. url: http://xfel.desy.de/
technical_information/electron_beam_parameter/ (visited on 10/06/2016).
BIBLIOGRAPHY 58
[17] T. Inagaki, K. Shirasawa, T. Sakurai, C. Kondo, T. Ohshima, Y. Otake, T.
Shintake, et al. “Operation Status of C-Band High-Gradient Accelerator for
XFEL/SPring-8 (SACLA)”. Proceedings of IPAC2011, San Sebastián, Spain.
2011.
[18] T. Inagaki, T. Sakurai, C. Kondo, and Y. Otake. “High gradient operation
of 8 GeC C-band accelerator in SACLA”. Proceedings, LINAC2012, Tel Aviv,
Israel. 2012.
[19] A. Aksoy et al. “Conceptual Design of a X-FEL Facility using CLIC X-band
Accelerating Structure”. Proceedings, 5th International Particle Accelerator
Conference (IPAC 2014): Dresden, Germany, June 15-20, 2014. 2014.
[20] J. Pfingstner, E. Adli, A. Aksoy, Ö. Yavaş, M. J. Boland, T. K. Charles, R.
Dowd, G. S. LeBlanc, Y.-R. E. Tan, K. P. Wootton, D. Zhu, et al. “The X-band
FEL collaboration”. FEL2015, Daejeon, Korea. 2015.
[21] M. Boland et al. “Plans for an Australian XFEL Using a CLIC X-band Linac”.
Proceedings, 5th International Particle Accelerator Conference (IPAC 2014):
Dresden, Germany, June 15-20, 2014. 2014.
[22] W. Herr and B. Muratori. “Concept of luminosity” (2006). url: http://cds.
cern.ch/record/941318 (visited on 05/04/2016).
[23] T. Higo, A. Grudiev, W. Wuensch, Y. Arakida, M. Yamanaka, S. Matsumoto,
Y. Higashi, T. Shidara, T. Abe, G. Riddone, et al. “Comparison of high gra-
dient performance in varying cavity geometries”. Proceedings of IPAC2013,
Shanghai, China. 2013.
[24] A. Degiovanni, J. Kovermann, W. Farabolini, R. Wegner, S. Doebert, B. Wool-
ley, I. Syratchev, W. Wuensch, A. Solodko, E. Montessinos, et al. High-gradient
test results from a CLIC prototype accelerating structure: TD26CC. Tech. rep.
2014.
BIBLIOGRAPHY 59
[25] A. Degiovanni, W. Wuensch, and J. Giner Navarro. “Comparison of the condi-
tioning of high gradient accelerating structures”. Physical Review Accelerators
and Beams 19 (3 2016), p. 032001.
[26] H. Timko, F. Djurabekova, K. Nordlund, L. Costelle, K. Matyash, R. Schnei-
der, A. Toerklep, G. Arnau-Izquierdo, A. Descoeudres, S. Calatroni, et al.
“Mechanism of surface modification in the plasma-surface interaction in elec-
trical arcs”. Physical Review B 81.18 (2010), p. 184109.
[27] A. Anders, S. Anders, B. Juttner, W. Botticher, H. Luck, and G. Schroder.
“Pulsed dye laser diagnostics of vacuum arc cathode spots”. IEEE transactions
on plasma science 20.4 (1992), pp. 466–472.
[28] H. Timko, K. Ness Sjobak, L. Mether, S. Calatroni, F. Djurabekova, K. Matyash,
K. Nordlund, R. Schneider, and W. Wuensch. “From field emission to vacuum
arc ignition: a new tool for simulating copper vacuum arcs”. Contributions to
Plasma Physics 55.4 (2015), pp. 299–314.
[29] A. Descoeudres, Y. Levinsen, S. Calatroni, M. Taborelli, and W. Wuensch. “In-
vestigation of the dc vacuum breakdown mechanism”. Physical Review Special
Topics – Accelerators and Beams 12.9 (2009), p. 092001.
[30] R. H. Fowler and L. Nordheim. “Electron emission in intense electric fields”.
Proceedings of the Royal Society of London A: Mathematical, Physical and
Engineering Sciences. Vol. 119. 781. The Royal Society. 1928, pp. 173–181.
[31] R. G. Forbes, C. J. Edgcombe, and U. Valdre. “Some comments on models for
field enhancement”. Ultramicroscopy 95 (2003), pp. 57–65.
[32] R. Behrisch. “Surface erosion by electrical arcs”. Physics of Plasma-Wall In-
teractions in Controlled Fusion. Springer, 1986, pp. 495–513.
BIBLIOGRAPHY 60
[33] V. Gill, P. R. Guduru, and B. W. Sheldon. “Electric field induced surface
diffusion and micro/nano-scale island growth”. International Journal of Solids
and Structures 45.3 (2008), pp. 943–958.
[34] C. Z. Antoine, F. Peauger, and F. Le Pimpec. “Electromigration occurences
and its effects on metallic surfaces submitted to high electromagnetic field:
A novel approach to breakdown in accelerators”. Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors
and Associated Equipment 665 (2011), pp. 54–69.
[35] A. S. Pohjonen, F. Djurabekova, K. Nordlund, A. Kuronen, and S. P. Fitzger-
ald. “Dislocation nucleation from near surface void under static tensile stress
in Cu”. Journal of Applied Physics 110.2 (2011), p. 023509.
[36] K. Nordlund and F. Djurabekova. “Defect model for the dependence of break-
down rate on external electric fields”. Physical Review Special Topics – Accel-
erators and Beams 15.7 (2012), p. 071002.
[37] S. Vigonski, F. Djurabekova, M. Veske, A. Aabloo, and V. Zadin. “Molecular
dynamics simulations of near-surface Fe precipitates in Cu under high electric
fields”. Modelling and Simulation in Materials Science and Engineering 23.2
(2015), p. 025009.
[38] T. T. Tsong. “Effects of an electric field in atomic manipulations”. Physical
Review B 44.24 (1991), p. 13703.
[39] V. Jansson, E. Baibuz, and F. Djurabekova. “Long-term stability of Cu surface
nanotips”. Nanotechnology 27.26 (2016), p. 265708.
[40] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller, and E.
Teller. “Equation of state calculations by fast computing machines”. The Jour-
nal of Chemical Physics 21.6 (1953), pp. 1087–1092.
BIBLIOGRAPHY 61
[41] W. K. Hastings. “Monte Carlo sampling methods using Markov chains and
their applications”. Biometrika 57.1 (1970), pp. 97–109.
[42] W. M. Young and E. W. Elcock. “Monte Carlo studies of vacancy migration
in binary ordered alloys: I”. Proceedings of the Physical Society 89.3 (1966),
p. 735.
[43] A. V. Granato, K. Lücke, J. Schlipf, and L. J. Teutonico. “Entropy factors
for thermally activated unpinning of dislocations”. Journal of Applied Physics
35.9 (1964), pp. 2732–2745.
[44] C. L. Liu, J. M. Cohen, J. B. Adams, and A. F. Voter. “EAM study of surface
self-diffusion of single adatoms of fcc metals Ni, Cu, Al, Ag, Au, Pd, and Pt”.
Surface Science 253.1-3 (1991), pp. 334–344.
[45] A. B. Bortz, M. H. Kalos, and J. L. Lebowitz. “A new algorithm for Monte
Carlo simulation of Ising spin systems”. Journal of Computational Physics
17.1 (1975), pp. 10–18.
[46] G. Henkelman and H. Jónsson. “A dimer method for finding saddle points on
high dimensional potential surfaces using only first derivatives”. The Journal
of Chemical Physics 111.15 (1999), pp. 7010–7022.
[47] G. Mills and H. Jónsson. “Quantum and thermal effects in H2 dissociative
adsorption: evaluation of free energy barriers in multidimensional quantum
systems”. Physical Review Letters 72.7 (1994), p. 1124.
[48] G. Mills, H. Jónsson, and G. K. Schenter. “Reversible work transition state
theory: application to dissociative adsorption of hydrogen”. Surface Science
324.2 (1995), pp. 305–337.
[49] G. Henkelman, B. P. Uberuaga, and H. Jónsson. “A climbing image nudged
elastic band method for finding saddle points and minimum energy paths”.
The Journal of Chemical Physics 113.22 (2000), pp. 9901–9904.
BIBLIOGRAPHY 62
[50] C. Domain, C. S. Becquart, and J. C. Van Duysen. “Kinetic Monte Carlo
simulations of cascades in Fe alloys”. MRS Proceedings. Vol. 650. Cambridge
Univ Press. 2000, R3–25.
[51] E. Vincent, C. S. Becquart, C. Pareige, P. Pareige, and C. Domain. “Precip-
itation of the FeCu system: A critical review of atomic kinetic Monte Carlo
simulations”. Journal of Nuclear Materials 373.1 (2008), pp. 387–401.
[52] F. Soisson, A. Barbu, and G. Martin. “Monte Carlo simulations of copper
precipitation in dilute iron-copper alloys during thermal ageing and under
electron irradiation”. Acta Materialia 44.9 (1996), pp. 3789–3800.
[53] E. Baibuz, S. Vigonski, J. Zhao, J. Lahtinen, V. Jansson, V. Zadin, and F.
Djurabekova. “Migration barriers for surface diffusion on a rigid lattice: chal-
lenges and solutions” (in preparation).
[54] F. G. Djurabekova, R. Domingos, G. Cerchiara, N. Castin, E. Vincent, and
L. Malerba. “Artificial intelligence applied to atomistic kinetic Monte Carlo
simulations in Fe–Cu alloys”. Nuclear Instruments and Methods in Physics
Research Section B: Beam Interactions with Materials and Atoms 255.1 (2007),
pp. 8–12.
[55] N. Castin, R. Pinheiro Domingos, and L. Malerba. “Use of computational
intelligence for the prediction of vacancy migration energies in atomistic kinetic
monte carlo simulations”. International Journal of Computational Intelligence
Systems 1.4 (2008), pp. 340–352.
[56] N. Castin and L. Malerba. “Prediction of point-defect migration energy bar-
riers in alloys using artificial intelligence for atomistic kinetic Monte Carlo
applications”. Nuclear Instruments and Methods in Physics Research Section
B: Beam Interactions with Materials and Atoms 267.18 (2009), pp. 3148–3151.
BIBLIOGRAPHY 63
[57] N. Castin, L. Malerba, G. Bonny, M. I. Pascuet, and M. Hou. “Modelling
radiation-induced phase changes in binary FeCu and ternary FeCuNi alloys
using an artificial intelligence-based atomistic kinetic Monte Carlo approach”.
Nuclear Instruments and Methods in Physics Research Section B: Beam In-
teractions with Materials and Atoms 267.18 (2009), pp. 3002–3008.
[58] N. Castin and L. Malerba. “Calculation of proper energy barriers for atomistic
kinetic Monte Carlo simulations on rigid lattice with chemical and strain field
long-range effects using artificial neural networks”. The Journal of Chemical
Physics 132.7 (2010), p. 074507.
[59] N. Castin, M. I. Pascuet, and L. Malerba. “Modeling the first stages of Cu
precipitation in α-Fe using a hybrid atomistic kinetic Monte Carlo approach”.
The Journal of Chemical Physics 135.6 (2011), p. 064502.
[60] N. Castin, J. R. Fernández, and R. C. Pasianot. “Predicting vacancy migration
energies in lattice-free environments using artificial neural networks”. Compu-
tational Materials Science 84 (2014), pp. 217–225.
[61] M. I. Pascuet, N. Castin, C. S. Becquart, and L. Malerba. “Stability and
mobility of Cu–vacancy clusters in Fe–Cu alloys: A computational study based
on the use of artificial neural networks for energy barrier calculations”. Journal
of Nuclear Materials 412.1 (2011), pp. 106–115.
[62] L. Messina, N. Castin, C. Domain, and P. Olsson. “Introducing ab initio based
neural networks for transition-rate prediction in kinetic Monte Carlo simula-
tions”. Physical Review B 95.6 (2017), p. 064112.
[63] K. Sastry, D. D. Johnson, D. E. Goldberg, and P. Bellon. “Genetic program-
ming for multitimescale modeling”. Physical Review B 72.8 (2005), p. 085438.
[64] S. Plimpton. “Fast parallel algorithms for short-range molecular dynamics”.
Journal of Computational Physics 117.1 (1995), pp. 1–19.
BIBLIOGRAPHY 64
[65] G. Henkelman and H. Jónsson. “Improved tangent estimate in the nudged
elastic band method for finding minimum energy paths and saddle points”.
The Journal of Chemical Physics 113.22 (2000), pp. 9978–9985.
[66] M. S. Stave, D. E. Sanders, T. J. Raeker, and A. E. DePristo. “Corrected ef-
fective medium method. V. Simplifications for molecular dynamics and Monte
Carlo simulations”. The Journal of Chemical Physics 93.6 (1990), pp. 4413–
4426.
[67] E. Kaxiras. Atomic and electronic structure of solids. Cambridge University
Press, 2003.
[68] G. Evangelakis and N. Papanicolaou. “Adatom self-diffusion processes on (001)
copper surface by molecular dynamics”. Surface Science 347.3 (1996), pp. 376–
386.
[69] G. Boisvert and L. J. Lewis. “Self-diffusion of adatoms, dimers, and vacancies
on Cu (100)”. Physical Review B 56.12 (1997), p. 7643.
[70] J. De Miguel, A. Sánchez, A. Cebollada, J. Gallego, J. Ferrón, and S. Ferrer.
“The surface morphology of a growing crystal studied by thermal energy atom
scattering (TEAS)”. Surface Science 189 (1987), pp. 1062–1068.
[71] H.-J. Ernst, F. Fabre, and J. Lapujoulade. “Nucleation and diffusion of Cu
adatoms on Cu(100): A helium-atom-beam scattering study”. Physical Review
B 46 (3 1992), pp. 1929–1932.
[72] M. Breeman and D. Boerma. “Migration of Cu adatoms on a Cu (100) surface,
studied with low-energy ion scattering (LEIS)”. Surface Science 269 (1992),
pp. 224–228.
[73] M. Breeman, G. Barkema, and D. Boerma. “Binding energies and stability
of Cu-adatom clusters on Cu (100) and Cu (111)”. Surface Science 323.1-2
(1995), pp. 71–80.
BIBLIOGRAPHY 65
[74] C. M. Bishop. Neural networks for pattern recognition. Oxford university press,
1995.
[75] Y. LeCun, C. Cortes, and C. J. C. Burges. MNIST handwritten digit database.
url: http://yann.lecun.com/exdb/mnist/ (visited on 01/13/2017).
[76] S. Haykin.Neural Networks: A Comprehensive Foundation. New York: Macmil-
lan College Publishing Company, 1994.
[77] S. Nissen. Implementation of a Fast Artificial Neural Network Library (fann).
Tech. rep. Department of Computer Science University of Copenhagen (DIKU),
2003. url: http://fann.sf.net (visited on 03/16/2017).
[78] E. Jones, T. Oliphant, P. Peterson, et al. SciPy: Open source scientific tools
for Python. 2001–. url: http://www.scipy.org/ (visited on 03/16/2017).
[79] C. Igel and M. Hüsken. “Improving the Rprop learning algorithm”. Proceed-
ings of the second international ICSC symposium on neural computation (NC
2000). Vol. 2000. Citeseer. 2000, pp. 115–121.
[80] R. Domingos. Private communication. June 1, 2016.
