Haze removal is useful in computational photography and computer vision applications. Single image haze removal is still a challenge for real-time embedded systems. In general, dark channel prior approach can effectively remove haze from a single image. However, the halo effect is the major problem of dehazing. In this study, adaptive filtering, which is easy for VLSI design, is introduced to refine the transmission map and improve the result of haze removal. A hardware architecture for our haze removal method is proposed to achieve the real-time requirement. A specific hardware component is designed to compute lengths of the paths and adaptive structuring element (ASE). The hardware architecture for haze removal is implemented in 180 nm CMOS technology and occupies 5.46 mm 2 with 143 K bit on-chip memory. The design can operate at 177MHz and support for HD (1280×720) 192 frame/s. Experiment results show that the hardware implementation is suitable in embedded system for real-time HD applications.
I. INTRODUCTION
The demand for embedded intelligence systems in outdoor surveillance systems, advanced driver assistance systems, and unmanned aerial vehicles is currently increasing. Image quality is considerably degraded by haze due to atmospheric scattering [1] . Insufficient visibility of hazy image can cause the intelligent systems to be inoperative. Therefore, a sufficiently fast preprocessing for dehazing is necessary in such real-time systems.
Many haze removal algorithms have been proposed to increase visibility. Image processing-based methods [2] - [4] do not consider the reasons of the image degradation. They enhance contrast and saturability, but degrade visibility and lose depth information. Then, addition-information based methods [5] , [6] and multiple-images methods [7] - [9] have been proposed. They are not always available in practice because of the high cost to obtain additional information or images. Single image dehazing methods [10] - [15] , which use assumptions and priors, have been used as well. These methods model the process of hazing and invert the process. Then, the hazy images can be compensated by using the model. They are the most widely used methods. Guided image filter (GIF) [23] , globally guided image filtering [26] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Nitin Nitin . image matting [27] , hybrid dark channel prior [28] , edgeaware image processing [29] , edge-preserving image processing [12] , and visibility restoration [30] techniques have been proposed to refine transmission map for overcoming halo effects and obtaining natural dehazing result. The last category is machine learning methods [16] - [20] , which train models under special conditions. The model can conduct dehazing but are limited by relevant priors. Thus, they may fail on haze images under other conditions.
Traditionally, haze removal is implemented as software running on CPU [41] , DSP [21] , and GPU [22] . The implementation of these methods faces the challenges of long computing time and latency, which are far beyond the real-time requirements. The mentioned processors are unsuitable for mobile devices that need dehazing because of low computing efficiency and high power consumption. Thus, a hardware implementation is crucial in real-time embedded systems.
In this paper, an adaptive filtering (AF) haze removal algorithm is proposed. The adaptive filtering is used to refine the transmission map and remove halos. The experimental results show that the proposed algorithm is applicable to universal hazy images. This algorithm has excellent effects on halo removal. The proposed algorithm can be easily computed in parallel. An efficient ASIC for haze removal is implemented. The ASIC has two characteristics: 1) the adaptive filtering is optimized for high quality of dehazing result, and 2) parallel pipelined architecture is designed to improve performance. A specific hardware component for adaptive structuring element (ASE) estimation is designed. The component computes lengths of the paths first and then estimates the ASEs using the lengths. The AF is prone to parallel computation and VLSI design, and the massive computation can satisfy realtime processing. The implementation results show that the ASIC provides high performance and quality.
The rest of the paper is organized as follows. The background knowledge is provided to understand the proposed algorithm in Section II. In Sections III and IV, we present the novel algorithm and ASIC implementation. The experimental results are presented and analyzed, and comparisons with existing work are made in Section V. Finally, the summary is given in Section VI.
II. BACKGROUND

A. HAZY IMAGE MODEL
A widely used hazy image model is
where I (x) is the observed image, J (x) is the scene radiance, A is the global atmospheric light, and t, which can be expressed as t(x) = e −βd(x) , is the medium transmission coefficient. The goal of haze removal is to recover the scene J :
Given that A and t cannot be estimated from the hazy image I , J cannot be computed by Equation (2) from the single image. The challenge is to exploit prior knowledge and assumption to obtain additional constraints on the unknowns. Image dehazing is an inherently ill-posed problem. On the basis of empirical observations, various assumptions or considerable prior knowledge has been proposed. Zhu et al. [11] discovered the color attenuation prior (CAP). Using the CAP, a linear model for modeling the scene depth can be created. The parameters of the model are learned with a supervised method. The depth information of the hazy image can be well recovered. The transmission map and the scene radiance can be estimated using Equation (1) . Thus, the haze-free image is easily restored from the single hazy image. Meng et al. [25] explored the inherent boundary constraint on the transmission function. The constraint, which is demanding, is that the scene radiance of a given image is always bounded. A patchwise transmission is presented for high accuracy and relaxing the demanding constraint assumption. The transmission is also allowed to be slightly different in a local patch. The boundary constraint assumption can be used to restore a highquality haze-free image with faithful colors and fine details. Different from the above-mentioned methods, in which priors are focused on the hazy image, the dark channel prior (DCP) [10] is based on the statistics of haze-free images.
B. DARK CHANNEL PRIOR (DCP)
Different from other dehazing methods, the DCP is obtained from haze-free images. The DCP is used to estimate scene depth in a single image and restore image visibility degraded by haze. The DCP assumes three priors: the airlight is given, the transmission in a local patch is constant, and the dark channel (DC) of J is close to zero. DC of an arbitrary image P is computed as P dark (x) = min DC (x) (min C P C ). C represents three color channels of R, G, and B. P C is a color channel of P, and DC (x) is a local patch centered at x. min C∈(R,G,B) is performed on each pixel and min DC (x) is performed on patch DC (x). The calculation of dark channel is shown in Fig. 1 . The atmospheric light A is assumed given, and Equation (1) is normalized as
The constant transmission t, in a local patch DC (x), is denoted ast(x). Then, the minimum operators are placed on both sides of Equation (3) min
Depending on the third priors of DCP, the intensity of J dark (x) approximates to zero. Given the DCP and positive A C , the estimation of transmissiont(x) is
Then, the scene image J (x) can be directly estimated by
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C. HALO EFFECTS
The halo effect is a major problem of dehazing. Nearly all existing works are based on patch processing. In these works, the major assumption is that the transmission is a constant in a patch. However, the assumption is imprecise. When a depth edge is in a patch, the transmission in this patch varies. Consequently, halos are evident in the depth edge. The previous hardware design works [36] , [38] , [40] ignores transmission refinement and thus obtain results with massive halos. Therefore, GIF [11] , [23] and optimal transmission function [25] are proposed to refine transmission map for overcoming halo effects.
This study aims to design and implement a VLSI architecture of haze removal. From the view of hardware design, the algorithms in [11] , [23] , [25] are unsuitable for hardware design. The GIF needs large off-chip memory bandwidth, which limits its application. The transmission estimation by optimal transmission function in [25] needs a few iterations. This method not only requires large off-chip memory bandwidth but also has slow processing time.
D. HARDWARE IMPLEMENTATION OF DEHAZING
End-user equipment including hardware module of dehazing becomes an excellent solution to meet the real-time requirement. Although some proposed ASICs have satisfied realtime haze removal [36] and GIF [37] , they cannot meet the requirement for large images. A VLSI architecture design of GIF was implemented in [39] to achieve real-time HD applications for improving computing efficiency. However, this design needs off-chip memory. Two real-time hardware accelerators for dehazing were designed in [38] and [40] . Nonetheless, they yield the quality of haze removal results.
The main challenge of hardware design of dehazing is the tradeoff between dehazing quality and computing time. The AF method should consider the tradeoff among computing time, hardware resource, and quality. In this study, ASE is introduced to estimate the transmission map. ASEs are used to compute the adaptive dark channel (ADC). The ADC image is depth edge-detected accuracy, which can constrain the halo effect. The method can be easily computed in parallel and hardware implementation. The ADC-based method can satisfy the quality and computing time requirements.
III. PROPOSED METHOD
As mentioned above, the DCP approach is effective. However, this method cannot handle the halos well. In this study, AF is introduced to refine the transmission map. The proposed algorithm is shown in Fig. 2 . The adaptive SEs, the minimum channel (MC), and the bright channel (BC) are computed using the input hazy image. Then, the adaptive minimum filtering is performed on the MC. Meanwhile, the airlight is performed. Two medium transmission t dc and t bc are computed by ADC and BC images, respectively. The final transmissiont(x) is the maximum between t dc and t bc . The haze-free image is restored using Equation (6). 
A. ADAPTIVE FILTERING
Image processing operators of unsuitable SE can quickly destroy or corrupt important information. ASEs should adapt to the image structures given the different image attributes, such as spatial distances, gradient, and noise. Several studies have dealt with adaptive mathematical morphology [33] . Compared with the recent works, we use the ''amoebas'' method [34] to refine the transmission. A pseudocode of ASE computing is shown in Algorithm 1. We use a square window k of a radius r, which is centered at the pixel k in pilot image p. Given σ = (x = x 0 , x 1 , · · · , x n = y) as a path between points x and y, the length of the path σ is
where n is the number of pixels of a path σ , d pixel (Image(x i ), Image(x i+1 )) = |p(x i ) − p(x i+1 )|. The adaptive distance is defined as
where the minimum operates on all paths between x and y. The mean of all d λ in k is the distance upper limit of ASE. where M is the total of pixels in k . Then, the ASE is defined as
In the dehazing operation, the gray image of input hazy image is used as the pilot to compute ASEs. Minimum filter is performed on the MC by ASEs. Then, the filtered image is ADC. The ASE filter preserves edges and removes fine texture to avoid the halo effects.
B. SKY REGION PROCESSING
Although the ADC has an excellent dehazing performance, the result is poor for sky region. For sky region, the general method is handled individually, such as in [31] , [32] . We introduce the method in [24] for our previous work [40] . The optimal t is
In the current study, the Equation (11) is rewritten as
wheret is reliable for non-sky and sky regions.
C. EXPERIMENTAL RESULTS
The effectiveness of the proposed method on hazy images is verified. The method is also compared with previous methods [11] , [23] , [25] , and the results are shown in Fig. 3 . Fig. 3 
(a) depicts the hazy images, and Figs. 3 (b)-(d)
show the results of Zhu et al. [11] , Meng et al. [25] , and He et al. [23] , respectively. The results of our algorithm are given in Fig. 3 (e) . As shown in the first line of Fig. 3 , the input hazy image is densely hazed with homogeneous transmission. The results of [11] and [23] are poor in long distance. The results of [25] and our results have good effects on short and long distances. Images 2 and 3 have several sharp edge discontinuities and profiles of objects. No evident halo artifacts are observed in the four results. However, the halo artifacts spread to the regions of the depth edges in [11] and [23] . The results of [25] and our results have better haze removal effect than the other methods. Our dehazed image has higher contrast and better visual effect than that of [25] . Image 4 contains a large sky region. The results of [11] , [25] have color distortion in sky region. The result of [23] is not oversaturated. However, the contrast is lower than that in our result. The experimental results show that the proposed method achieves good dehazing effects, and no oversaturated colors in sky regions.
IV. PROPOSED ARCHITECTURE
The parallel pipelined architecture of the proposed algorithm is shown in Fig. 4 . This architecture consists of three twoline buffers; two four-line buffers; rgb2gray, t computing and fuing, ADC estimation, atmospheric light estimation, and scene recovery modules; maximum and minimum computing circuits; and two register arrays. The ADC estimation module supports the ASE computing and outputs the ADC. The t computing and fuing module computes the optimal transmissiont. The atmospheric light estimation module is used for alight computing. Scene recovery module recovers the dehazing image. The t computing and fuing, atmospheric light estimation, and scene recovery modules and minimum and maximum computing circuits were designed in our previous work [40] .
A. ASE ESTIMATION MODULE
The ASE estimation module, which implements Equations (7)-(10), is the key part in the ADC estimation module.
More than 90% computation is required for ASE estimation. For saving hardware resource, Equation (8) is omitted. The radius of the fixed mask is selected as 2. Then, the length of the fixed path between point x and y is computed. Equation (7) is simplified as
where d p is the pixel distance of the fixed path between two point in mask. The pixel distance path is shown in Fig. 5 (b) . For example, the path between pixel 1 and 13 is (p 1 , p 7 , p 13 ) . The pixel distance is |Image(
The ASE estimation module is shown in Fig. 6 . For easy time series, the 24 valid neighbor pixel distances which are marked by the red lines, are computed in the first clock. The distances of the 24 pixel paths (shown in Fig. 5 (b) ) are computed in the second clock. The 24 lengths of the paths (Equation (10)) are computed in the third clock. Then, Equation (9) is computed in the next four clocks. M is 25 (including d 13, 13 ), and the division by 25 operations is simplified as d sum +4·d sum 128 . Finally, the ASE is obtained by computing Equation (10) .
B. IMPLEMENTATION RESULTS
The proposed dehazing ASIC is implemented on the Xilinx xc7z045. The results are shown in Table 1 . The maximum horizontal pixel number of the input image is 1280. The architecture is 22-stage pipelined. The delay of input pixel is 2 × h + 22 cycles. Thus, a hazy image, which is w × h, can be operated in w × (h + 2) + 22 cycles. The frequency is 104 MHz, which indicates that the performance is 104 M pixel/s. For 1280×720 image, the processing speed is 113 fps. The hardware satisfies the real-time requirement. For large input images, the depth of the line memories is increased. For example, the depth is 1920 to process a 1080p format. The proposed ASIC is synthesized with 180 nm 1P6M CMOS technology and occupies 5.46 mm 2 with 143,360 bit on-chip memory. The ASIC delivers 177 M pixel/second throughput. Table 2 summarizes the performance. The line memory depth is 1280. The average frame rate is 192 fps for 1280 × 720 image, and this rate exceeds the real-time requirement.
V. EXPERIMENTAL RESULTS AND COMPARISON
The effectiveness of the proposed hardware on various types of hazy images is verified. This hardware is compared with three previous methods [11] , [23] , [25] . The parameters in our hardware implementation are λ = 0.2, r k = 2, r DC = 2, and r BC = 1. When the λ = 0.2, the haze removal results appear more natural. The region sizes, such as r k , r DC , and r BC , are the minimum value for reducing hardware resource.
The comparisons are divided into dehaze quality comparison and performance comparison. In the quality comparison, qualitative results on real-world and synthetic images are made for subjective assessment. And quantitative results on synthetic images are made for objective evaluation by metrics. In the performance comparison, the works [37] - [39] and our work were all the implementations of complete algorithms. So the comparisons can show the features.
A. QUALITATIVE RESULTS ON REAL-WORLD IMAGES
The qualitative comparison is shown in Fig. 7. Fig. 7 (a) depicts the hazy images. The results of the previous works Fig. 7 (b) show that the performance is poor in long distance, whereas the haze is removed in vicinity because the haze is thin. The halo artifacts spread to the regions of the depth edges in Figs. 7 (b) and (d). Our results avoid image oversaturation and halo artifact due to ASE and transmission optimizing.
B. QUALITATIVE AND QUANTITATIVE RESULTS ON SYNTHETIC IMAGES
The effectiveness of the proposed hardware on synthesized hazy images is also verified. The hazy images are synthesized from haze-free images by Adobe Camera Raw. Then, they are restored haze-free images. Fig. 8 (a) shows the hazy images that are synthesized from the haze-free images. The results of [11] , [23] , [25] and our chip are shown in Figs. 8 (b) -(e). Fig. 8(f) is the ground truth images. Different from other works, we synthesize not only the images in Middlebury Stereo Datasets but also some real-world haze-free images. The dolls, moebius, cones, and books images are added with 80% haze for synthesizing light-haze image. The trees image is added with 100% haze for synthesizing middle-haze image. The buildings image is added with 130% haze for synthesizing heavy-haze image.
Zhu et al.'s results in Fig. 8 (b) have less haze removal for stereo and real-world synthesized images. Meng et al.'s results in Fig. 8 (c) are darker than the ground truth images. The results of sky regions in trees and buildings images show color distortion. He et al.'s results present some inaccuracies (halo effects in dolls, color distortion in trees). By contrast, our results do not have the halo effects on the stereo images and color distortion in sky region on the real-world images.
To quantitatively assess, the mean squares error (MSE) and the structural similarity (SSIM) [35] are calculated in the results for comparison. The MSE is calculated as where N is the number of pixels within the ground truth image G, J is the dehazed image, J C and G C represent a color channel of J and G, respectively. A low MSE represents a satisfying dehazed image while a high MSE means an unacceptable dehazed image. The SSIM is introduced to evaluate the ability to preserve the structural information of the algorithms.
where µ x and µ y are the mean intensities of image X and Y , respectively, and σ x and σ y are the standard deviation of image X and Y , respectively. C 1 and C 2 are constants. A high SSIM represents high similarity between the dehazed image and the ground truth image, while a low SSIM conveys the opposite meaning. Table 3 shows the results of images in Fig. 8 . The results of [23] and our results achieve lower average MSEs. Our result yields the quality of the results of [23] because we make tradeoff between the quality and hardware resource. Our result and the results of [36] show the higher average SSIMs. The reason is that our method has better effects on the sharp edge discontinuities and sky regions.
C. HARDWARE IMPLEMENTATION RESULTS
The proposed dehazing ASIC is compared with previous works for similar tasks. All the chips can be used for dehazing. The power consumption of the chips in [37] , [39] is normalized to 180 nm CMOS technology. Technology scaling of power is described as
where L1 and L2 are the characteristic lengths of the two processes.
The summary and comparison are listed in Tables 4. The hardware in [38] occupied too much hardware resource. The VLSI of GIF in [37] , [39] can be used for dehazing. Compared with the two chips, the proposed work avoids the off-chip memory, which can considerably reduce the power consumption and complexity of embedded systems. The offchip memory access powers in [37] , [39] are marked.
VI. CONCLUSION
In this paper, we propose a novel method that uses AF for single image haze removal. The optimized contrast enhancement method on BC is also used in sky region processing. The halo effects are avoided, and the contrast is enhanced in haze removal images. The experimental results show that the proposed method achieves outstanding dehazing effects.
The morphology-based operations can be easily computed in parallel and hardware implementation. The hardware implementation of our method is fabricated in 180 nm CMOS technology and occupies 5.46 mm 2 with 134K bit on-chip memory. The high performance ASIC is suitable for embedded systems.
