The Mumford-Shah functional and related algorithms for image segmentation involve a tradeoff between a two-dimensional image structure and one-dimensional parametric curves (contours) that surround objects or distinct regions in the image.
whole or, alternatively, considers the image as a collection of edge fragments. In the first case it is natural to consider the partitioning of the image into smaller structures. In the second case it becomes more natural to consider the problem of grouping of elements into larger structures. In both cases, the following questions arise: (i) What exactly is the goal of the segmentation process? (ii) Is segmentation feasible? These questions are important for understanding of the above process. Without a clear conception of the task and its requirements no satisfactory progress in this area can be made.
The above dichotomy into local vs. global, and related heuristic approaches, were later circumvented by the variational approach to segmentation, adopted by us and further developed in this paper.
Morel and Solimini [35] showed that any heuristic segmentation method may be translated into a variational one. Variational formulations summarize all criteria concerning a set of edges K in a single real-valued functional F (K). For any set of edges or "segmentation" K there is an associated value F (K) which states the merit of this segmentation. In general, this functional is a trade off between fidelity and the number of the segments involved. This leads to an obvious comparison principle between any pair of possible segmentations.
The Mumford-Shah variational model [36] turned into a general framework for image segmentation. It defined the segmentation problem as a joint smoothing/edge detection problem as follows: given an image g, it seeks simultaneously a set K of discontinuities, the "edges" of g, decomposing the planar domain B ("pixel space") to disjoint connected open subsets B i , i = 1 . . . n, so that B = B i ∪ · · · ∪ B n ∪ K, and a function u differentiable on ∪B i , which is allowed to be discontinuous across K. Morel and Solimini [35] showed that many other segmentation algorithms are particular cases of Mumford-Shah functional or closely related to it. Unfortunately, minimizing the Mumford-Shah functional is a very difficult task because of the subtle interaction of the two-dimensional term u and the onedimensional term |K|. It isn't also obvious that the minimizing problem is well posed.
There are also dynamic models which use the local information along the deforming counters. The "snakes" model, introduced by Kass, Witkin and Terzopoulos [24] , provided an accurate localization of edges near a given initialization of the curve. Caselles et al. [8] introduced a geometric flow segmentation model, overcoming successfully problems characteristic of snake method. A unification of both the parametric and the level set geometric model, known as the geodesic active contours, was suggested by Caselles et al. [9] . In order to accelerate the motion of the geodesic active contours, Goldenberg et al. [20] proposed to add an additional force that comes from area minimization term and motivated by the balloon force [16] . An attempt to merge the active contours technique and Mumford-Shah functional theory was made by Chan and Vese [14] , who proposed a minimal variance criterion (edgeless active contours). Chan, Sandberg and Vese [13] proposed an extension to the vector case, where the model can detect edges present in at least one of the channels and not necessarily in all channels. The geodesic contours model and edgeless active contours model were integrated into a unified algorithm in the work of Kimmel [25] . At first, the arclength term in [14] was replaced by the more general weighted arclength term, also known in the geodesic active contour functional [9] as a data sensitive regularization term. This yielded better results in most cases and simplified the regularization used by Chan and Vese [14] . Second, the alignment term as part of other driving forces of an active contour was added. The above combined approach which accounts for both the gradients between regions and region's homogeneity, may produce better results for various images.
The geometric framework developed by Sochen et al. in [44] is conceptually close to ours. They introduced the set of tools for enhancing while preserving either the multichannel edges or their texture features. The images are treated as manifolds (surfaces in the 2D case) embedded in a higher dimensional space-feature manifold. The manifold metric is a free "parameter" of the framework. For the induced metric the norm becomes simply the area or the volume of the image manifold, and the flow is towards minimal surface solution. Minimizing the area over the space of mappings, Sochen et al. in [45] obtained the area minimization direction given by applying the second order differential operator of Beltrami on the feature coordinates, which in fact is a generalization of the Laplacian associated with flat spaces. In fact, for the grey level case the above operator describes the mean curvature flow of the image surface divided by the determinant of induced metric. The extension of the above approach for non-Euclidean embedding space was treated by Sochen and Zeevi in [46] . Another example of induced metric may be taken from [42] : Sagiv, Sochen and Zeevi proposed a novel approach for texture segmentation, which enables the use the geodesic active contours mechanism in the Gabor spatial feature space of images, by generalizing the edge indicator function. Following the model [8] developed for grey level images, Sagiv, Sochen and Zeevi [43] generalized it to texture segmentation model. The energy functional to be minimized can be seen as a natural extension of the functional in [25] , where the term which accounts for the arc-length of the curve is replaced by the geodesic length of the curve, weighted by the gradient information.
A novel and powerful approach has emerged from the mathematical theory of approximation of functionals via -convergence. The idea was to approximate the functional by a different, parameter-dependent, functional that is expected to be more regular. As a result, the minimizer of approximating functional should approximate the minimizer of original one, while enjoying greater regularity. The above technique, merged with the Beltrami framework [44] was originally presented in [27] as two different approaches possible in the treatment of the segmentation function. First, the edge indicator function E was defined on the image surface manifold. Here the Polyakov action [39] was used as an adaptive smoothing metric for both the color coordinates and the segmenting function. In the second approach the edge indicator function was defined over the image plane. The metric was as before, the induced metric, but this time the Polyakov action was used only for the feature coordinates. In the above work the generalizedconvergence technique was applied to Mumford-Shah functional with reference to two aspects: multi-channel images were analyzed and the L 2 norm in the smoothness term was replaced by the Polyakov action. Eventually, in [4] and [5] the Mumford-Shah functional was generalized to color images, for segmentation and restoration purposes respectively, using the "image as a manifold" interpretation, while the length term remained the same.
We propose an alternative to the Mumford-Shah functional (Sect. 2). The concept behind this alternative is a geometric functional which is independent of parameterization, and can be implemented in terms of the geometry of surfaces representing the data and image in the feature space. Starting with the original version of the MumfordShah segmentation functional given in [36] and using the theory of minimal surfaces, we bring the full construction of our functional. The minimization problem for relaxed functional with parametric representation is treated (Sect. 3) and the detailed solution of the minimization problem for the relaxed functional with non-parametric representation is presented (Sect. 4).
Measure-Based Metric Function for the Segmentation Functional

Preliminary Analysis
Mumford and Shah [36] proposed the functional
where K ⊂ B is a one dimensional set which represents the edges, and |K| is the length of this set (understood as the one-dimensional Hausdorff measure of K). A minimizer {u, K} of F MS thus produces the required image u as well as the edges K.
We propose an alternative functional. The concept behind this alternative is an object which is independent of parameterization, i.e a geometric functional which may be given in terms of the geometry of surfaces representing the data and image in the feature space (see below). Considering the image u as a two-dimensional surface, we shall replace the first two terms of (2.1) by the area of this surface. This allows sharp discontinuities (edges) of the image in the form of surface folding. This idea is not new (see, e.g., [44] ). However, to make the third term of (2.1) fit the geometrical description, we must replace it by another metric D(g, u) representing the distance between the two surfaces.
To motivate this change, we point out that the term |u − g| 2 connects locally the image u(b) for each b ∈ B to the data g at the same point b. Thus, this term implicitly assumes that there is a one-to-one correspondence between points of the data to points of the image. It is well known that this is never the case, since defocusing and mapping errors imply that each pixel point is influenced by a domain rather than by a single point of the data.
Moreover, the proposed change allows us to replace the deterministic data g by a random one. For this we replace g(b) by a positive measure μ b (dy)db where y is a parameterization of the feature fiber (see below). Further, to different pixels there may correspond different amount of data, so μ b (dy) ≤ 1 for each pixel b where strong inequality and even zero value may not be excluded for some of the pixels.
Our objective is to define a distance D(μ, U ) between the data measure μ and the image surface U .
Before proceeding, let us define the feature space. Let Y be a set representing the possible data at a single pixel b ∈ B. It may be considered as a real number (the brightness) or a vector (if several color channels are present or, for example, a Gabor-wavelet filter, see [26] ). We shall assume here that Y = R m . The feature space is, then, defined as the cylinder E := B × Y ⊂ R m+2 . The data g is represented as a measure μ supported in E.
To define an image u, let us consider the two-dimensional unit disc S : {|s| < 1} diffeomorphic to B. We represent the image as a mapping U : S → E such that U(∂S) ⊂ ∂B × Y is projected onto ∂B. Coordinates in the feature space are described by z := {b, y}.
The feature space E is endowed with a metric
where db 2 = db 2 1 + db 2 2 , dy 2 = m i=1 dy 2 i are the Euclidean metric in R 2 and R m , respectively, while γ > 0 represents the relation between the geometric (pixel-domain) and feature metrics. Here
With this setting, the embedding U(S) into E is endowed with the induced metric
Let us now replace the first two terms of (2.1) by (2.2), and the last term by a distance D(μ, U ) between the embedded surface U(S) and the data measure μ:
By our convention, the distance D should only depend on the image U(S) and not on a particular parameterization. With this assumption, we replace A(U ) by the quadratic form
where Tr(·) is a trace of a given matrix. Note that
which reduces to an equality if the parameterization of U is conformal, namely
We replace F (U) by
and obtain by (2.5) It is tempting to define the distance between a pair of measures by
However, it turns out that, by this definition, D is not C * lower semi-continuous with respect to ν in the weak topology of measures. So we define
We shall later consider the measure μ as representing the data, while ν representing the image. In general, the data can be nondeterministic, so μ could be supported on a set of positive Lebesgue measure in the feature space. On the other hand, the measure ν is always supported on a two-dimensional manifold. The condition supp(ν) ⊆ supp(μ) represents for us an image that fits the data.
We shall see below that D is C * lower semi-continuous with respect to ν (but not with respect to μ). Indeed, the data μ is fixed, so we have to care only about the dependence on ν, which represents the image on which we minimize.
Given a continuous function f on E, let
To show the next fact, we use the Portmanteau Theorem ( [3] , Sect. 1.2, Theorem 2.1), which, in our present notation, reads respectively in a following manner:
Theorem 2.1 Let ν n , ν be the measures in C * . The following conditions are equivalent:
For proof see [3] . We now claim: We now replace the measure ν by a mapping U . Let l be a measure on the parameter space S (say, the uniform Lebesgue measure). We denote the measure ν associated with an embedding U ∈ H 1 (S, E) by ν U and define it by the pullback
for every Borel measurable set σ ⊂ E. In terms of its action on a test function φ ∈ C 0 (E) the above measure is defined in the following way:
Next we establish the useful property of the measure ν U .
Proposition 2.1 If U n converges weakly to
Proof The proposition is equivalent to
From the compact embedding of H 1 into L 2 we obtain that the right-hand part tends to 0 when n → ∞.
We conclude immediately that (2.11) extends to any U ∈ H 1 (S, E) and define
D(μ, U ) := D(μ, ν U ).
We now claim:
Corollary 2.2 The metric D(μ, U ) is weakly lower semicontinuous with respect to U in the H 1 topology.
Proof Follows immediately from Corollary 2.1 and Proposition 2.1.
Existence of the Minimizer of Functional F
The natural domain for the functional F (2.6) is the space H 1 (S, E). However, a minimizer of F over this set is trivial, since for the constant map U = z 0 with z 0 ∈ supp(μ) we certainly have F (U) = 0. To avoid this, we need to implement a proper boundary condition for H 1 (S, E).
By the interpretation of this functional, a natural requirement is that U should be a mapping of S onto a disc-like set in E whose boundary U(C S ), C S := ∂S is the "frame" of the image, given by a Jordan curve on the cylinder C := ∂B ×Y. However, this curve must not be specified a-priori, since we assume no a-priori knowledge on the boundary of this image. Referring to the classical theory of minimal surfaces, this suggests to consider the cylinder C as a free boundary and to limit the domain of F to a subset of H 1 (S, E) composed of mappings whose boundary values are contained in the identity of the homotopy class π 1 of the cylinder C. In fact, such a boundary class can be defined in a generalized sense for H 1 (see [17] , Chap. 5). However, this class is not closed under the weak topology of H 1 , and this presents a major difficulty for the proof that a limit of minimizing sequence preserves the boundary condition (see [17] , Chap. 5.1, Theorem 4 for a counter-example).
Fortunately, the free boundary in our case is the cylinder and we may use separation of variables to circumvent this problem. Let U : S → E be written in the form U := {U B , U Y } where U B : S → B and U Y : S → Y. Consider the functional (2.6) written as:
This representation allows us to define the domain of U Y as H 1 (S, Y) without any boundary condition:
14)
The mapping U B , on the other hand, must map S onto B such that U B | C S : C S → C B := ∂B is a homeomorphism. This corresponds to treating U B as in a Plateau problem with non-free boundary condition. Following the general wisdom for this type of problems, we need the technical 3-point condition (see [17] , p. 235) and set: 
for every ε > 0 there exists a C 2 homeomorphism τ ε from S onto itself which satisfies
and
where A and A are defined as in (2.2) and (2.4) respectively.
For proof see [34] . The following theorem is the main goal of this section.
Theorem 2.3 If μ has a compact support in E then a minimizer of F is attained in the domain
For proof see Appendix A.2.
Relaxation of the Distance Function
In this section we define the relaxed distance D, denoted by D β for a small parameter β > 0. We also show that D is the −limit of D β as β 0. 
, and
First let define a relaxation of the sup ν and inf μ functionals (2.9) and (2.10). Given β > 0, set
Lemma 2.2 For a fixed continuous function f in E and fixed Borel measures μ and ν supported in E:
Moreover, if ν n converges C * to ν and β n → 0 from above
For proof see Appendix A.3. Let define now 
Using Lemma 2.2 we obtain: 
where β n → 0 from above and ν n ν in C * .
Proof Follows immediately from Lemma 2.2 and the fact that q β (v) is continuous.
Remark Corollary 2.3 still holds if we assume β → 0 from below. However, in this case, the − limit is not to D as defined by (2.8), but to
where
In particular,
in general(!). It is easy to see that D 1 is also C * lower semicontinuous with respect to ν. However, it is not a good distance function. Note that
is not a single point and supp(ν) ⊂ supp(μ), while D(μ, ν) = 0 under the above conditions.
Relaxation of the Original Functional
Here we introduce an implementation of the relaxed distance function D β and define a corresponding version of the metric D β (μ, U ), U ∈ H 1 (S, E). This enables us to introduce the relaxation of F (2.6) by
We set the β-distance between a mapping U : S → E to a measure μ as
.
Proof Follows immediately from Corollary 2.3 and Proposition 2.1.
We may now write explicitly the functional (2.21):
The following theorem is the main goal of this section. For proof see Appendix A.4. The functional F β equipped with the relaxed distance D β is no longer parameter independent. In particular, its minimizers are not conformal mappings. However, it is converging to parameter independent functional F as β → 0. 
Let now define the relaxed metric term D β,γ 2 (μ, U ). The parameter dependent metric (2.22) attributes the measure ds to the image U , and it is written as
For a parametric formulation we represent the data μ(dz) as μ b (dy)db. If, in addition, we restrict ourselves to a de-
, and utilize the decomposition U = (U B , U Y ) of (2.13), we obtain
Finally, the corresponding functional is: 
The natural boundary conditions are different for both components of U . While U Y admits no further constraints via (2.14), it satisfies the homogeneous Neumann conditions
where ν is the normal to ∂S. The boundary condition associated with U B , on the other hand, is a nonlinear one since (2.15) implies that
Interior Regularity of the Minimizer of Relaxed Functional
In Sect. 2.5 we have proved that for any β > 0, the functional (3.4) attains a minimizer U β ∈ DOM, i.e. the system (3.6) has a weak solution U β ∈ H 1 (S, E). We now address the question of regularity of such a minimizer. In fact, in this section we intend to show the infinite interior differentiability of the minimizer U β .
Theorem 3.1 If U β is a weak solution of (3.5) subjected to the boundary conditions (3.7)-(3.8) and, in addition, is a minimizer of (3.4) on DOM, then U β ∈ C ∞ (S, E).
Note that it does not imply boundary regularity. We prove Theorem 3.1 below. Y) . Denote R = G ∞ and define the retractioñ and
Proposition 3.1 Let
U β ∈ H 1 (S, E) be a minimizer of the functional (3.4), then U β ∈ L ∞ (S, E), if G ∈ L ∞ (B, Y). Moreover, U Y β ∞ ≤ G ∞ .
Proof It is obvious that U B β ∈ L ∞ (S, B). Suppose by contradiction that
U Y β / ∈ L ∞ (S,U Y β (s) := ⎧ ⎨ ⎩ R U Y β (s) |U Y β (s)| , |U Y β (s)| ≥ R, U Y β (s), |U Y β (s)| < RŨ B β ≡ U B β .
From the definition of retraction it is obvious that
∂Ũ
Taking together (3.9) and (3.10), we obtain that
which contradicts the assumption that U β is the minimizer of
We now prove upper estimates for β,γ 2 (U β ) and ( S β,γ 2 (U β )(s)ds) −1 . Assume, as in the Proposition 3.1, that G ∞ = R and consequently, U Y β ∞ ≤ R. Denoting r = 1 2 diam(B) and using
Taking into account the following inequality 
To show the next fact, we use the interior H 2 -regularity theorem (see [18] , Sect. 6.3.1, Theorem 1), which, in our present notation, reads:
Theorem 3.2 Assume that u ∈ H 1 (S) is a weak solution of the elliptic PDE
u = f in S,
and f ∈ L 2 (S). Then u ∈ H 2 loc (S).
For proof see [18] . It follows that there exists the weak solution U β ∈ H 1 (S, E) of (3.5), s.t.
loc (S, E).
We now use the higher interior regularity theorem ( [18] , Sect. 6.3.1, Theorem 2) and general Sobolev inequalities theorem ( [18] , Sect. 5.6.3, Theorem 6), which, in our present notation, read respectively in a following manner:
Theorem 3.3 Assume that u ∈ H 1 (S, E) is a weak solution of the elliptic PDE u = f in S, and f ∈ H n (S). Then u ∈ H n+2 loc (S).
For proof see [18] .
Theorem 3.4 Let S be a bounded open subset of R
2 , with C 1 boundary. Assume u ∈ H n loc (S), n ≥ 2. Then u ∈ C n−2
(S).
For proof see [18] . The following proposition includes an induction assumption and its proof.
Proposition 3.2 Assume that there exists a weak solution
U β of (3.5), s.t. U β ∈ H n loc (S, E) ∩ C n−1 (S, E). Then U β , β,γ 2 (U β ) and e −β −1 [γ 2 |U B β (·)−b| 2 +|U Y β (·)−G(b)] 2 for all b ∈ B are in H n+1
loc (S, E) ∩ C n (S, E).
For proof see [28] .
Proof of Theorem 3.1 We now repeatedly apply the Proposition 3.2 for n = 2, 3, . . . to deduce the infinite differentiability of U β in the interior.
Some Properties of the Minimizer of Original Functional
In this section we shall discuss some local properties of the minimizer U of original functional (2.13):
Actually, we intend to show here, that U is locally Lipschitz continuous in S. We shall base our reasoning on Characterization of W 1,∞ Theorem ( [18] , Sect. 5.8.2(b), Theorem 4), that, in our present notation, read as follows:
Theorem 3.5 Let S be open and bounded, with ∂S of class C 1 . Then U : S → E is Lipschitz continuous if and only if U ∈ W 1,∞ (S, E).
For proof see [18] . Let U be a minimizer of the functional F (U). By the compactness of supp(μ) and the definition of D(μ, U ) we obtain that U is bounded in L ∞ (S, E). We tend to show now that ∇U is also bounded in L ∞ (S, E). To conclude this, we go back to Sect. 2.5 and remind the definition of the sequence of functionals F β,γ 2 converging in -sense to the original functionals F (U). By Theorem 2.4, the sequence of its minimizers U β weakly converges in H 1 (S, E) to the minimizer of original functional U . In particular, ∇U β converges weakly L 2 (S, E) to ∇U .
Next, we utilize the gradient estimates for Poisson's equation ([19] , Sect. 3.4, Theorem 3.9):
For proof see [19] . The following theorem is the main goal of this section.
Theorem 3.7 Let U be a minimizer of functional (2.13) in the domain DOM. Then U is locally Lipschitz continuous in S.
For proof see Appendix A.5. .2):
We also separate the scale γ into γ 1 for the area term and γ 2 for the metric. In order to unify the limits γ 1 → 0 and γ 1 → ∞ we normalize the area term by
. Thus, the corresponding functional is
We define now the relaxed metric term D β,γ 2 (μ, f ). For non-parametric formulation we represent the data μ(dz) as μ b (dy)db. Under the above assumption, the parameter dependent metric (2.22) attributes the measure db to the image f , and it is written as
In addition, the following analysis is performed for deterministic data, thus
subjected to the Neumann boundary condition
Note that the above non-parametric case (4.5) is similar to anisotropic diffusion approach (see, for example, [38] ).
in the first term of the left-hand part of (4.5) may be considered as edge indicator (penalty) function.
Segmentation of Grey-Level Images: Choice of Parameters, Limiting Cases and Numerical Results
The numerical implementation of two-dimensional problem is fully described in Appendix B. In this section we are going to point out the influence of parameters β, α, γ 1 , γ 2 on the segmentations results. To demonstrate the performance of the proposed method, two natural images were used (see Fig. 1 ) in our numerical experiments. We remind that β is the convergence parameter and the minimizer of the original (the limit) functional is achieved when β → 0. We also note that the limit β → 0 of (4.4) yields
which is the original functional for deterministic images. Thus, for our calculations, β is taken sufficiently small. We show the role of parameters α and γ 1 on the examples of Fig. 1 Real-life test images of a leopard and a zebra leopard and zebra images respectively, tested in some previous works, especially in [43] . The parameter α, as in case of Mumford-Shah functional, measures the trade off between a good fit of the solution f to data g and the regularity of the solution f . The result obtained for the leopard image ( Fig. 2 ) in case α = 185 is comparable to that obtained by Sagiv, Sochen and Zeevi (see [43] ).
We define now two limiting cases for the functional (4.4):
, when γ 1 → 0 and γ 1 → ∞, respectively. As γ 1 tends to 0, one can obtain
is the Total Variation (TV) norm, originally introduced by Rudin et al. in [41] . On the other hand, γ 1 → ∞ yields
up to the constant, where
is Sobolev space norm (see [49] ). We remark that the T V norm allows discontinuities in f , thus making it superior to the H 1 regularization in cases where f can have sharp edges. As is shown above, the parameter γ 1 being defined as representing the scale difference between pixel domain and feature fiber, also determines the kind of regularization for function f , defining the various regularization norms.
The results for various cases of parameter γ 1 may be seen in Fig. 3 . The role of parameter γ 2 , which similarly to parameter γ 1 being defined as representing the scale difference between pixel domain and feature fiber, is completely different. Here the case of interest is the limit γ 2 → ∞. It is easily verified that, as γ 2 → ∞,
where C stands for a generic constant. Thus, the limit γ 2 → ∞ yields
up to the constant multiplied by β. Finally, we note that the limit β → 0 of (4.7) yields
It follows that the parameter γ 2 determines the local neighborhood of the pixel b, which gives the valuable contribution to the final segmentation image. The smaller γ 2 is, the larger neighborhood of the given pixel influences on its grey level in the output image. Finally, we present the ideal segmentation for the full zebra image (see Fig. 4 ), comparable to that obtained by Sagiv, Sochen and Zeevi (see [43] ). It is the best result we got for this image. We do not know, at this stage, if the choice of the parameters α, γ 1 , γ 2 and β is optimal for this image. However, the effect of the finite parameter γ 2 is demonstrated.
Ultrasound Image Segmentation
Ultrasound imaging is a common, relatively inexpensive and safe modality. It is widely used in medical diagnostics. It allows high acquisition rates and provides images in real-time, but the images are corrupted by the high level of speckle noise. Although the imaging capabilities of modern ultrasound machines are increasing, noise remains a problem when trying to devise image processing techniques. In fact, noise makes it difficult to accurately identify edges, since in some regions the noise produces artificial edges, while in other regions there are no echoes present and the edges seem ambiguous. In such low-quality images (which are very common in ultrasound imaging), generic algorithms do not identify the border accurately.
Several algorithms have been reported, which could help identify edges in ultrasound images [2, 11, 16, 22] . Studies that are focused on the processing of cardiac ultrasound im- Fig. 4 Zebra segmentation output and outlined original image: α = 30 000, β = 10 −6 , γ 1 = 0, γ 2 = 75 000 ages [1, 15] are also of value, since many of the methods are similar. In addition, a modified version [40] for identifying the lumen-thrombus border in case of aortic aneurysm was developed. Some of these studies are based on active contours [23] or deformable contour [31] , some on the snakes algorithm [24] , that defines an objective function, also called energy function, which is minimized to obtain the estimated border.
We attempt here to apply our objective function (i.e. relaxed functional) to the ultrasonic images of liver containing some kind of tumor. Ultrasound imaging of the liver is a standard part of a checkup by the specialist in internal medicine. These images are convenient to work with due to their high availability and use in the medical community. The liver is a fairly homogenous organ, in the sense that any given cross-section tends to be fairly uniform. This makes identification of abnormalities somewhat easier. On the other hand, the main difficulty in tumor identification is the fact that the tumor on hepatic ultrasonic images may be presented at different grey levels with respect to other liver tissues. It means that it may be of brighter (see Fig. 5 ) or darker (see Fig. 7 ) grey levels then the healthy tissue of liver, or to include wide variety of existing grey levels (see Fig. 6 ).
The segmentation algorithm is exactly as described in Appendix B, excluding the thresholding of accepted segmentation image by graythresh MATLAB function: Canny edge detector [7] is applied directly to the algorithm output image. Figures 5-7 present the examples of segmented tumor in hepatic ultrasonic images. In all the cases we used TV regularization norm (γ 1 = 0) in order to achieve sharper edges and localized metric term (γ 2 = ∞) in order to reduce the computation time.
On the Fig. 7 in addition to tumor, one may see also the segmented kidney and gallbladder.
Discussion and Conclusions
The importance of the functional, proposed in this study, as an alternative to the widely analyzed and implemented functional of Mumford and Shah, is due to the fact that it is independent of parameterization. It is a geometric functional given in terms of the geometry of imbedded surfaces representing the data and image in the feature space. By combining the -convergence technique with minimal surface theory our approach yielded a global generalization of the Mumford-Shah segmentation functional. Likewise one may consider the implementation of this geometric approach in other image processing and computer vision tasks. In fact, we have illustrated it also in the context of inpainting [29, 30] .
With reference to segmentation of images, it should be pointed out that there exist a variety of segmentation methods, each being suitable for a specific type of segmentation problem. However, there is no universal algorithm that is optimal for the wide spectrum of images and criteria. The present study is a step towards the development of a general framework that can deal with segmentation problems in the context of multi-channel images.
The main novelty of this study is the replacement of the metric term of Mumford-Shah functional by a completely new type of metric based on Hausdorff distance function. This may be useful in cases of defocusing and of mapping problems, where the relevant errors imply that each pixel point is influenced by a domain rather by a single point of a data. The possible application of the above approach may be image restoration, especially denoising-we implemented it in case of one-dimensional signals, see [28] . Eventually, the proposed change allows us to replace the deterministic data by a random one and include also the case of missing data (inpainting, see [29] and [30] ).
Since the new metric term, and thus the functional, suffered from lack of regularity, we utilized an approach adopted from mathematical theory of approximation of functionals via -convergence to overcome this deficiency. The idea is to approximate the functional by a series of different, parameter-dependent functionals, that are expected to be more regular. However, we should point out that the developed relaxed functional demands extensive computational effort to obtain its minimum. This is the main drawback of our algorithm. An optional solution to this problem is to apply a multi-resolution analysis [6] , by performing the relative computations on higher levels of a Gaussian pyramid and thereby reduce significantly the amount of required computations.
So far we have not touched upon the numerical solution problem of data with parametric representation-the case, whose theoretical developments were introduced in Sect. 4. The parametric representation refers to the case of partially free boundary problem in minimal surface theory. The numerical solution may be obtained by finite element method (see, for example, [48] ), where the original variational formulation (and not the PDE as in case of non-parametric representation) is used as a point of departure. This yields, however, a relatively complicated variational formulation (due to the relaxed metric term) of our problem in comparison with one treated in [48] . Obtaining the numerical solution for non-parametric case may be the separate theme for future research.
on
and this is a contradiction to the Theorem 2.1: it should be lim inf n→∞ ν n (B ε (v)) ≥ ν(B ε (v) ).
Recall the original assumption: for every ε > 0 there ex-
A.2 Proof of Theorem 2.3
Let U n := {U B n , U Y n } be a minimizing sequence of F . By the compactness of supp(μ) and the definition of D we obtain that U n are uniformly bounded in L ∞ (S, E). Since the Dirichlet term in F is bounded as well, we conclude that U n is a bounded sequence in H 1 (S, E). Therefore (see [32] This follows by the standard proof of the Plateau problem (see, e.g., [17] , Chap. 4): We apply the Courant-Lebesgue Lemma and the three-point condition to obtain the equicontinuity of the traces U B n | C S . The Arzela-Ascoli theorem implies the convergence of the traces to a continuous, weakly monotonic function φ : C S → C B which preserves the three point condition. On the other hand, the traces U B n | C S converge in L 2 (C S , C B ) by compact embedding of the space of traces
. This L 2 limit of the traces coincides with φ. This implies that U B ∈ DOM B .
Denote Z ε = U • τ ε , where τ ε is a C 2 homeomorphism. Taking an advantage of the fact that U is the minimizer of F and using Theorem 2.2, we obtain
for every ε > 0. Passing to the limit ε → 0, together with inequality F (U) ≤ F (U) we complete the proof of the theorem.
A. 
To show the reverse inequality in (A.1), let B ε (v 0 ) be a ball of radius ε centered at v 0 . By continuity of f we have
Taking now the limit β → 0, we obtain that the limit in (A. .
By compactness of supp(μ) and the choice ε = 1/2 we obtain an a-priori estimate which is enough (since we actually need only L 2 upper estimate for U n ). The second part of the theorem follows from Corollary 2.4.
A.5 Proof of Theorem 3.7 Recall that U β is the weak solution of system of semi-linear elliptic equations (3.5) . By Proposition 3.1, Corollary 3.1, (3.12) and Theorem 3.6, the sequence ∇U β is in L ∞ loc (S, E), and moreover, is uniformly bounded there. Thus, by duality of L ∞ to L 1 , we state that for every S ⊂⊂ S there exists M > 0 for which where A (f n ) is block tridiagonal, symmetric and positive definite (SPD). In order to solve (B.3), one may apply a variety of iterative methods, like preconditioned conjugate gradients (PCG) methods (see [21] ) and multi-grid methods (see [33] ). In this work we don't deal with such kind of problem, thus we use here the standard MATLAB function to solve the above linear system for each iteration. The final output, which is the grey-level image, is the desired segmentation. In order to present the results in a pleasant way, the segmentation contour should be obtained. To achieve this, we threshold the accepted segmentation image by graythresh MATLAB function using Otsu's method [37] , which chooses the threshold to minimize the intra-class variance of the black and white pixels, and covert it to the binary image. Finally, Canny edge detector [7] is applied to the binary image, and achieved segmentation contour is applied to the original image g.
