The object of our investigations are isotropic convex bodies
Introduction
Let ¡ ¢ 4 £ ¦ ¥ be a convex body, i.e. a convex compact set with nonempty interior. We say that ¡ is isotropic if its ellipsoid of inertia is a Euclidean ball, i.e., In [4] it was shown that for Euclidean balls and for cubes these densities are close to Gaussian densities for large dimensions and most directions § , in the sense made precise below. Further, it was shown in [1] that an analogous property holds for the distribution functions of the random variables ! for classes of symmetric convex bodies satisfying the 'concentration of mass property' described in Theorem 4.1(i). Also, in [10] it was observed that this concentration of mass property is a consequence of inequality (1.3) below, and the application of [11] was shown to yield a 'central limit property '. In order to make this more precise, we recall the following definition from [4] . Let ¢ U be a set of normed isotropic convex bodies. We say that 
Inequalities (1.2), (1.3) appear in [10] and [3] , with the right hand sides written as explicit expressions depending on
)
. The set is invariant under certain operations such as forming cones, cartesian products, joins (cf. [10] ), and -products (cf. 
w " T
) and the cartesian product (
w " r
). It has been shown in [9] -norm of the difference of the corresponding distribution functions.
In Section 4 we show that a set ¢ U satisfying a concentration of mass property (see property (i) of Theorem 4.1) will also satisfy the central limit property defined in (1.1). Our main contribution is showing that in the case treated here a result of von Weizsäcker [11] can be reinforced using the results of Section 3. The general result for is then applied to the class defined above. 
The expanded join
Continuing the investigations in [10] , [3] , we introduce yet another operation on convex bodies, the expanded join. Let
, and
thus in particular the expanded join of two simplices is a simplex (merely count the vertices). In the special case 
. Thus we obtain an isotropic image of
by applying a linear mapping
This means that we have to determine
As the second moment in the
. Analogously we have
. From (2.1) we now obtain the condition
× 5
, which simplifies to
From the requirement 
For our further considerations we need not compute × s × and × 5 more explicitly. We define the normed isotropic expanded join by 
Thus the validity of (1.2) for
. Using (2.3) as well as 
) and
there is nothing to show, so we assume . This implies
for all ¦ ¿ q and hence
, so we obtain the assertion since ñ w f ± h ¿ q 
Proof. We will make use of the inequality , we have
. The above inequality makes sense in the case â " q , too; then both sides are q . In the same way we obtain
. Then 
and thus
as in the proof of (a), and define
The first inequality in the following estimate follows from Lemma 3.1, whereas the second inequality is illustrated by Figure 1 
The mininum is attained at â ae " q is the variance of ñ . This follows from [6; Thm. 8, eqn. (7)], applied with f 9 h g C ß " g 5
.
A central limit theorem
The main result of this section (and the whole paper) is the following. As in Section 3, tk denotes the Gaussian distribution function with variance z 5
. Also,
is the distribution function of the density 
has the central limit property (1.1); Before proceeding to the proof of Theorem 4.1 we want to recall a result of von Weizsäcker [11] which will be an essential ingredient of our proof.
For
we define probability measures 
respectively. Since ¡ is isotropic the covariance matrix
Hence the conditions [11; (9) and (10)], i.e. 
