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Abstract
An inductive limit of locally convex vector spaces is usually diﬃcult to describe
in a way that allows calculations in practice. In the present thesis the concept of
projective description is introduced as a remedy. Furthermore, such descriptions
are shown to exist for certain classes of weighted sequence spaces and weighted
spaces of continuous functions. Among other things, using these descriptions
one can ﬁnd simple characterizations of the family of seminorms—and thus of
the topology corresponding to such inductive limit spaces.
Zusammenfassung
Induktive Limiten von lokalkonvexen Vektorräumen sind für gewöhnlich schwie-
rig auf eine Weise zu beschreiben, die es erlaubt konkrete Rechnungen durchzu-
führen. Als Hilfsmittel wird in vorliegender Arbeit das Konzept der projektiven
Darstellung eingeführt. Außerdem wird gezeigt, dass solche Beschreibungen
für gewisse Klassen gewichteter Folgenräume und gewichteter Räume stetiger
Funktionen tatsächlich existieren. Unter anderem ermöglicht dies eine einfa-
che Charakterisierung der Halbnormenfamilie – und damit der Topologie eines
solchen induktiven Limiten.
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11.1 locally convex vector spaces 11
Introduction
1.1 Locally Convex Vector Spaces
We will give a short overview on the basic theory of locally convex vector spaces and state
the most important facts. Proofs and more detailed information can be found in [Sch71, FW68,
Jar81, Köt69, Bou81, MV97, Ste, Wer07]. The approach we are using here is mostly inspired
by [Sch71], [Ste] and [FW68], while the details have been taken from [Jar81].
Every locally convex vector space is, as we will see shortly, a topological vector space:
1.1 Deﬁnition (Topological Vector Spaces). Let E denote a vector space over 𝕂 = ℝ or
𝕂 = ℂ. Then the pair (E, τ), where τ denotes a topology on E such that
(TVS1) E × E → E, (x, y) ↦ x + y is continuous and
(TVS2) 𝕂 × E → E, (λ, x) ↦ λx is continuous,
is called a topological vector space.
Two topological vector spaces (E1, τ1) and (E2, τ2) are called isomorphic, in symbols
(E1, τ1) ≅ (E2, τ2) or simply E1 ≅ E2, if there exists an algebraic (linear) isomorphism φ :
E1 → E2 which is also a homeomorphism. We will simply callφ a (topological) isomorphism
of E1 and E2.
To characterize the so-called linear topologies of topological vector spaces (and later those of
locally convex vector spaces) we need some notions for special subsets of vector spaces:
1.2 Deﬁnition. Let V be a vector space over 𝕂. A subset A of V is called symmetric (circled)
if λA ⊆ A for each |λ| ≤ 1. It is called absorbing if for every x ∈ V there exists a λ0 ∈ 𝕂
such that x ∈ λA holds whenever |λ| ≥ |λ0|.
The setA is called convex whenever x, y ∈ A implies λx+(1−λ)y ∈ A for any 0 < λ < 1.
Finally, we call A absolutely convex if for any x, y ∈ A we have that λx + μy ∈ A whenever
|λ| + |μ| ≤ 1 (this is equivalent to A being symmetric and convex [Jar81, sec. 6.1, Prop. 1]).
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1.3 Proposition. (See [Sch71, ch. I, § 1.2, p. 14f].)
Let E denote a vector space over 𝕂.
(i) A topology τ on E satisﬁes (TVS1) and (TVS2) (i. e., τ is a linear topology and the
pair (E, τ) is a topological vector space) if and only if τ is translation invariant and
possesses a 0-neighborhood base 𝒰 with the following properties:
(a) for each U ∈ 𝒰 there exists a V ∈ 𝒰 such that V + V ⊆ U,
(b) every U ∈ 𝒰 is symmetric and absorbing.
(ii) If𝒰 is a ﬁlter base in E having the properties (a) and (b), there exists a unique topology τ
on E turning (E, τ) into a topological vector space such that 𝒰 is a neighborhood base
of 0 for τ.
1.4 Deﬁnition (Duals). Let (E, τ) be a topological vector space. The (topological) dual E
′
is
the vector space of all continuous linear functionals on E (with respect to τ and the usual
topology on 𝕂). It is a subspace of the algebraic dual E∗ of E which is the vector space of all
linear functionals on E.
We can turn E
′
into a topological vector space by equipping it with the weak topology σ(E
′
, E)
of pointwise convergence on E, we then write E
′
σ for (E
′
, σ(E
′
, E)) (but see also section 1.3−→24 ).
1.5 Deﬁnition (Locally Convex Vector Spaces). Let (E, τ) be a topological vector space
over 𝕂. We call its (not necessarily separated) topology τ locally convex if every neighbor-
hood of any x ∈ E contains a convex neighborhood of x.
On the other hand, the pair (E, τ) will only be called a locally convex (topological) vector
space if the topology τ, in addition to being locally convex, is also Hausdorﬀ. This is
equivalent to asking for the convex neighborhoods of 0 to form a base of neighborhoods
with intersection {0}.
Similarly to Proposition 1.3 we obtain the following characterisation for locally convex topolo-
gies:
1.6 Proposition. (See [Sch71, p. 48], Proposition 1.3.)
Let E denote a vector space over 𝕂.
(i) A topology τ on E is locally convex if and only if τ is translation invariant and possesses
a 0-neighborhood base 𝒰 with the following properties:
(a) for each U ∈ 𝒰 we also have 12U ∈ 𝒰,
(b) every U ∈ 𝒰 is absolutely convex and absorbing.
(ii) If 𝒰 is a ﬁlter base in E having the properties (a) and (b), there exists a unique locally
convex topology τ on E such that 𝒰 is a neighborhood base of 0 for τ.
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1.7 Example. Every normed vector space over 𝕂, in particular any Banach or Hilbert space,
is a locally convex vector space (the multiples of the closed unit balls form a base of neigh-
borhoods of 0 which has all the needed properties).
The obvious question which now arises is, how far can the famous theorems of Banach and
Hilbert spaces be generalized to the setting of locally convex vector spaces? A ﬁrst step in this
direction is to understand how locally convex vector spaces can be described analytically (i. e.,
by (semi)norms) as opposed to the “topological” description of Proposition 1.6←−12 . The answer
will also motivate why we looked at locally convex vector spaces in the ﬁrst place instead of
working with the more general topological vector spaces:
1.8 Deﬁnition (Vector Spaces with Seminorms). The pair (E, 𝒫), where E is a vector
space over 𝕂 and 𝒫 is a family of seminorms on E (non-negative, positive-homogeneous
functionals on E that satisfy the triangle inequality), is called a vector space with seminorms.
There are many ways we could obtain a topology on a vector space with seminorms, luckily
they all coincide, so that we can talk about the topology τ𭒫 of a vector space with seminorms:
1.9 Lemma. [Sch71, p. 48]
Let (E, 𝒫) be a vector space with seminorms, then the following topologies coincide:
(i) the linear topology generated by the base of 0-neighborhoods
𝒰 := {Uε,P | ε > 0, P ⊆ 𝒫 fi},
where Uε,P := {x ∈ E | p(x) < ε ∀p ∈ P},
(ii) the weakest topology on E such that all seminorms p ∈ 𝒫 are continuous.
In this topology, we have the following convergence for a net (xλ)λ∈Λ in E:
xλ
τ𭒫
−−→ x ⟺ ∀p ∈ 𝒫∶ p(xλ − x) → 0.
So, every vector space with seminorms is a topological vector space, and because of the triangle
inequality, the topology has to be locally convex (the sets in the base of neighborhoods 𝒰
above are obviously convex). What makes locally convex vector spaces interesting is, that the
converse holds as well:
1.10 Proposition. (See [Ste, Thm. 2.26].)
Let (E, τ) be a locally convex vector space. Then there exists a family of seminorms 𝒫 on E
such that the topology τ𭒫 of the vector space with seminorms (E, 𝒫) equals τ. In fact, we
may choose
𝒫 := cs(E) := {all seminorms on E that are continuous with respect to τ}.
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Of course it would be nice to have a more explicit description of the family of seminorms, in
order to be able to use the tools of analysis to derive facts about locally convex vector spaces.
For example, using seminorms, one can easily deﬁne a notion of Cauchy-nets without having
to resort to uniform structures. It is the goal of this thesis to ﬁnd “analytic” descriptions of the
families of seminorms for speciﬁc classes of locally convex vector spaces.
1.11 Remark. With the description of locally convex vector spaces using seminorms we can
identify the objects of classical analysis. A locally convex vector space (E, τ) is metrizable if
its topology can be described by a countable family of seminorms, it is normable if a single
norm suﬃces. We will call a metrizable and complete locally convex vector space a Fréchet
space (or (F)-space), if it is even normable we will call it a Banach space (or (B)-space).
Another motivation for working with locally convex vector spaces is the following result
(which doesn’t hold for general topological vector spaces, consider for example (Lp)
′
= {0}
where 0 < p < 1):
1.12 Theorem (Hahn-Banach). (See [Sch71, ch. II, § 4.2, Thm.].)
Let (E, τ) be a topological vector space with locally convex topology. Then, for every
continuous and linear functional f : M → 𝕂 deﬁned on a subspace M of E, there exists
a linear and continuous extension f : E → 𝕂 to the whole space E. In particular, for any
0 ≠ x ∈ E there exists an f ∈ E
′
such that f(x) ≠ 0.
But we don’t get everything for free, for example in classical functional analysis one often uses
the fact that continuity and boundedness of operators is equivalent. Unfortunately this is not
the case with general locally convex vector spaces.
1.13 Deﬁnition (Boundedness). Let (E, τ) denote a topological vector space. A set B ⊆ E
is called (τ-)bounded if it is absorbed by any 0-neighborhood of E, i. e., if for any 0-neigh-
borhood U ⊆ E there exists a scalar λ0 ∈ 𝕂 such that B ⊆ λU for any |λ| ≥ |λ0|.
Let (F, τ
′
) be another topological vector space. A linear map f : E → F is called (τ-τ
′
-)
bounded if it maps τ-bounded sets to τ
′
-bounded sets.
For locally convex vector spaces boundedness can be equivalently but more intuitively deﬁned
by calling a set bounded if all seminorms are bounded on it. When its bounded maps behave
as in classical functional analysis, we call a locally convex vector space bornological:
1.14 Deﬁnition (Bornological Spaces). A locally convex vector space (E, τ) is called bor-
nological if for any other locally convex vector space (F, τ
′
), a linear map f : E → F is
continuous if and only if it is bounded.
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In topological terms this can be formulated as follows.
1.15 Lemma. (See [Sch71, p. 61].)
A locally convex vector space is bornological if and only if every absolutely convex bor-
nivorous set is a 0-neighborhood. (A set is called bornivorous if it absorbs every bounded
set.)
1.16 Proposition. (See [MV97, Prop. 24.13].)
Every metrizable locally convex vector space is bornological.
1.2 Projective and Inductive Limits
Now that we combined the theory of vector spaces with general topology we have several
possibilities of generating either new vector spaces or new topological spaces out of given
topological vector spaces. In this section we will discuss the question whether this can be done
in a way such that the resulting parts can be rejoined to again form a topological vector space.
In both cases, the operations at our disposal include products, subspaces, sums and quotients.
But in general topology one can also transport the topological structure along maps between
the spaces, generating the so-called ﬁnal and initial topologies. This concept can be generalized
such as to include the other operations mentioned above as special cases, therefore we will
look into this version in more detail. First, we’ll recall the deﬁnition of these topologies:
1.17 Deﬁnition. Let X be a set, given a family (Yi, τi)i∈I of topological spaces and cor-
responding maps fi : X → Yi we can deﬁne the initial topology on X to be the weakest
(coarsest) topology such that all the mappings fi are continuous.
For the dual concept let Y be a set and (Xi, τi)i∈I be a family of topological spaces with
maps fi : Xi → Y. Then the strongest (ﬁnest) topology on Y turning all fi continuous is
called the ﬁnal topology.
It turns out, that in the setting of locally convex vector spaces, these two concepts are not
really dual, in the sense that it is much easier to work with the one than the other. Let’s do the
easy one ﬁrst:
1.2.1 Projective Limits
To generalize the concept of initial topologies to locally convex vector spaces we have to
consider at least three possibly diﬀerent topologies, luckily it is easy to choose the right one:
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1.18 Lemma & Deﬁnition. (See [Ste, § 3.1] and [Jar81, sec. 2.4 and sec. 6.6, Prop. 2].)
Let E denote a vector space, (Ei, τi)i∈I a family of topological vector spaces Ei with locally
convex topologies τi and (fi)i∈I a family of linear maps fi : E → Ei. Then the following
topologies on E (exist and) coincide:
(i) the weakest locally convex topology such that all fi are continuous,
(ii) the weakest linear topology such that all fi are continuous,
(iii) the initial topology with respect to (Ei, τi)i∈I and (fi)i∈I.
This topology is called the (locally convex) projective topology on Ewith respect to (Ei, τi)i∈I
and (fi)i∈I. It is generated by the following base of neighborhoods of 0,
𝒰 := {
n
∩
j=1
f−1ij (Uj) |
Uj ∈ 𝒰ij , i1, …, in ∈ I},
where 𝒰i is a base of neighborhoods of 0 for τi, or alternatively by the family of seminorms
𝒫 := {p ∘ fi | p ∈ 𝒫i, i ∈ I},
where 𝒫i is a family of seminorms generating τi.
Proof. Since the topology τi on Ei that is generated by the base of 0-neighborhoods 𝒰i equals
the one generated by the family of seminorms 𝒫i, also 𝒰 and 𝒫 give rise to the same locally
convex topology τ on E. We have to show that this topology equals those of (i), (ii) and (iii)
which we will denote by τ(i), τ(ii) and τ(iii), respectively.
First we may observe that all fi are continuous with respect to τ
xλ
τ
−→ x
(ii) 1.9←−13
⇐====⇒ (p ∘ fi)(xλ − x) → 0 ∀p ∈ 𝒫i, i ∈ I
⟺ fi(xλ − x)
τi
−−→ 0 ∀i ∈ I
⟺ fi(xλ)
τi
−−→ fi(x) ∀i ∈ I,
which implies that the topology τ must be stronger than τ(i) (and consequently also stronger
than τ(ii) or τ(iii)).
On the other hand, if τ
′
is any topology on E such that all fi are continuous, the sets x + U
(where U ∈ 𝒰 and x ∈ E) have to be neighborhoods of x of the topology τ
′
as well:
x + U = x +
n
∩
j=1
f−1ij (Uj) =
n
∩
j=1
f−1ij (fij(x) + Uij).
So we can conclude that τ is also weaker than the weakest of those topologies which is τ(iii).
Since we obviously have τ(iii) ⊆ τ(ii) ⊆ τ(i), we are done.
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1.19 Examples.
(i) The induced topology on a subspace F of a topological vector spaceEwith locally convex
topology τ is the projective topology with respect to the embedding ι : F → (E, τ).
(ii) The product topology of a product of topological vector spaces with locally convex
topologies is the projective topology with respect to the projections.
(iii) Given a family of linear (or locally convex) topologies (τi)i∈I on a topological vector
space E, the supremum of the topologies is deﬁned to be the projective topology with
respect to the identity mappings id : E → (E, τi) for i ∈ I.
In particular, considering the family of all linear (or locally convex) topologies on a
topological vector space, we obtain that there always is a strongest linear (respectively
locally convex) topology (which in both cases cannot be the discrete topology, see also
Example 1.25(i)−→20 below).
1.20 Deﬁnition (Projective Limits). (See also ﬁgure 1.1.) Let (Ei, τi)i∈I be a family of
topological vector spaces indexed by a directed set (I,≤). For any pair of indices i ≤ j ∈ I
let fji : Ej → Ei be a linear and continuous map such that fki ∘ flk = fli for i ≤ k ≤ l ∈ I.
Then (Ei, τi, fji)i≤j∈I is called a projective system, the fji are called linking maps.
A topological vector space E = lim←−−j Ej, together with (linear and continuous) projec-
tions πi : E → Ei that satisfy fji ∘πj = πi for all i ≤ j ∈ I, is called a projective limit (inverse
limit) of the projective system (Ei, τi, fji)i≤j (its topology τ is called the projective limit
topology), if the following universal property holds:
For any other topological vector space (F, τ
′
) and linear and continuous maps ρi :
F → Ei satisfying fji ∘ρj = ρi (i ≤ j ∈ I), there exists a unique linear and continuous
map f : F → E such that πi ∘ f = ρi for all i ∈ I.
lim←−−
j
Ej = E πi
πk
πl
F
ρi
ρk
ρl
∃!f
Ei
fik
fil
Ek
El
flk
Figure 1.1 The projective limit lim←−−j Ej of the projective sys-
tem (Ei, τi, fji)i≤j∈I which is represented by the grey disk.
1.21 Proposition. (See [Ste, Prop. 3.8] and [Jar81, sec. 2.6 and sec. 6.6, Cor. 3].)
The projective limit of a projective system (Ei, τi, fji)i≤j∈I always exists and is, uniquely
up to (topological) isomorphisms, given by
lim←−−
j
Ej = {x ∈󰀗
i∈I
Ei |
fji(xj) = xi},
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equipped with the natural projections and the trace topology of the product topology.
In particular, if the topologies τi of the projective system are locally convex, then also
the projective limit topology τ of lim←−−j Ej is locally convex.
Proof. Let E := {x ∈ ∏i∈I Ei | fji(xj) = xi}. Obviously we have fji ∘ πj = πi. To show that
the universal property holds for E, let (F, τ
′
) be another topological vector space equipped
with a family of projections ρi : F → Ei. The relation πi ∘ f = ρi already deﬁnes a unique and
continuous linear map f : F → E by the universal property of the product.
To obtain the uniqueness of lim←−−j Ej, let (E1, τ1, (π
1
i )i) and (E2, τ2, (π
2
i )i) be two projective
limits of (Ei, τi, fji). By the universal property, there exist unique continuous and linear maps
f : E2 → E1 and also g : E1 → E2 such that π1i ∘ f = π
2
i and π
2
i ∘ g = π
1
i , respectively. Together
we obtain π1i ∘ f ∘ g = π
1
i . Now the uniqueness statement of the universal property implies
that f ∘ g = idE1 . Similarly we obtain g ∘ f = idE2 .
By Example 1.19←−17 and the above, if all the topologies τi of the projective system are locally
convex, the projective limit topology is locally convex as well.
1.22 Remark.
(i) If all the spaces of a projective system are equipped with locally convex topologies, we
can also look at the locally convex projective limit, where we only require the universal
property of Deﬁnition 1.20←−17 to hold for other topological vector spaces (F, τ
′
) if they
have locally convex topologies as well. But because of Lemma 1.18←−
16
we arrive at the
same space as in Proposition 1.21←−17 , so it doesn’t matter which version of the universal
property we choose when working with projective limits.
(ii) Without loss of generality we can consider more simple projective systems. Two
projective systems are called equivalent if they have isomorphic projective limits. A
projective system is called reduced if the projections of its projective limit have dense
range. Since every projective system is equivalent to a reduced one [Jar81, sec. 2.6,
Prop. 2] we will from now on only consider such systems.
1.2.2 Inductive Limits
In this section we want to introduce the dual concept to projective limits, namely inductive
limits, which are a generalization of the concept of ﬁnal topologies to the setting of locally
convex vector spaces.
Again there are several possible ways to obtain a topology τ on a vector space E, such that
all members of a given family of maps fi : Ei → E, mapping topological vector spaces Ei with
locally convex topology τi to E (i ∈ I), are continuous. But unfortunately this time we don’t
have an analogue of Lemma 1.18←−
16
, i. e., we have to be more careful in which category we are
working.
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First, there is of course the ﬁnal topology (or inductive topology) on E with respect
to (Ei, τi, fi) which we will denote by τf. But this need not be a linear topology (see Ex-
ample 1.25(i)−→20 below), so we also have to look at the strongest linear topology on E such that
all fi are continuous (see the Lemma below).
But again, there is a problem: even if all the topologies τi are locally convex, the linear
inductive topology τl need not be locally convex (again, see Example 1.25(ii)−→20 below). Therefore
we will also need the concept of the strongest locally convex topology on E such that all fi are
continuous:
1.23 Lemma (Linear and Locally Convex Inductive Topologies). (See [Ste, § 3.2] and
[Jar81, sec. 4.1 and p. 110].)
Given a vector space E and a family of linear maps fi : Ei → E from topological vector
spaces (Ei, τi) with linear (respectively locally convex) topologies τi to E, the strongest
linear (locally convex) topology on E such that all fi are continuous exists, and is uniquely
deﬁned by the following universal property (we will call this topology the linear inductive
topology or locally convex inductive topology and denote it by τl or τ∘, respectively):
A map f : E → (F, τ
′
), where (F, τ
′
) is another topological vector space with
linear (respectively locally convex) topology τ
′
, is continuous, if and only if all the
compositions f ∘ fi : (Ei, τi) → (F, τ
′
) are continuous.
Proof. By Example 1.19(iii)←−17 the linear (respectively locally convex) inductive topology τ
on E exists, and for this topology the universal property obviously holds.
Now let τ
′
be another linear (locally convex) topology on E satisfying the universal property.
Considering f := id(E,τ) or f := id(E,τ′), respectively, we obtain that all fi : (Ei, τi) → E
have to be continuous, no matter which of the two topologies τ and τ
′
we equip E with.
On the other hand, the universal property now also implies that both idE : (E, τ) → (E, τ
′
)
and idE : (E, τ
′
) → (E, τ) have to be continuous, i. e., that τ = τ
′
.
1.24 Remark. By the universal property, a seminorm p : E → 𝕂 on a topological vector
space E equipped with the locally convex inductive topology τ∘ with respect to the maps fi :
(Ei, τi) → E, i ∈ I, is continuous (and thus, by Proposition 1.10←−13 , one of those describing the
topology τ∘), if and only if each restriction p∘ fi : Ei → 𝕂 is continuous. Unfortunately this
characterization is too abstract for most applications—it is impossible to ﬁnd a description
as nice as the one for the projective topology we had in Lemma 1.18←−
16
. Therefore, for now,
we will have to content ourselves with an analogous description of the 0-neighborhoods
of (E, τ∘):
An absorbing and absolutely convex set U in (E, τ∘) is a 0-neighborhood if and only if
f−1i (U) is a 0-neighborhood in (Ei, τi) for each i ∈ I. Thus we obtain a base of 0-neighbor-
hoods for τ∘ by collecting all such sets U.
A more useful description can be obtained when E = span(⋃i∈I fi(Ei)). Then the
collection of all sets of the form
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U = Γ(∪
i∈I
fi(Ui)), (1.1)
whereUi is a 0-neighborhood in (Ei, τi), is a base of 0-neighborhoods for the locally convex
inductive topology τ∘ on E (clearly all maps fi are continuous with respect to the locally
convex topology generated by this base of 0-neighborhoods, so it must be weaker than τ∘,
but on the other hand every 0-neighborhood of τ∘ has to contain a set of the given form,
which means that the topologies coincide, see [Jar81, § 6.6, Prop. 5(a)]).
1.25 Examples.
(i) The ﬁnal topology on a vector space E ≠ {0} with respect to an empty family of
mappings and topological vector spaces (or only 0-maps) is the discrete topology, but
this is not a linear topology since for any 0 ≠ x ∈ E we would have 1nx → 0, although
1
nx can never reach the discrete 0-neighborhood {0}. This implies that, in general, the
linear inductive topology τl must be strictly weaker than the ﬁnal topology τf.
(ii) (See [Bou81, ch. II, p. 80, exerc. 15].)
Let I be an uncountable set and ℱ(I) the family of all its ﬁnite subsets. Then deﬁne
vector spaces E := ℝ(I) :=
⨁
i∈I ℝ and FJ := ℝ
J =
⨁
j∈J ℝ for J ∈ ℱ(I). Let gJ : FJ → E
be the canonical embeddings. Equipping each FJ with the product topology, we will see
that the linear inductive topology τl on E is strictly stronger than the locally convex
inductive topology τ∘. To show this, let
U := {x = (ξi)i∈I ∈ E |
p(x) :=󰀖
i∈I
|ξi|
1
2 ≤ 1}.
This is obviously a 0-neighborhood for τl (it is symmetric, absorbing and the traces
of U under the embeddings gJ are 0-neighborhoods of FJ, for all J). We will show that
there is no absolutely convex and absorbing subset of U, which means that U cannot
be a 0-neighborhood for τ∘, i. e., that τ∘ ⊊ τl.
Suppose V ⊆ U were such a set. Since it is absorbing, there exists an εi > 0 for
every ei := (δij)j∈I ∈ U such that εiei ∈ V ⊆ U for i ∈ I. Now using the convexity
of V we obtain xJ := 1|J|∑j∈J εjej ∈ V for any J ∈ ℱ(I). On the other hand, since
the uncountable set I equals the countable union ⋃n∈ℕ {i ∈ I | εi > 1n }, there must be
an n ∈ ℕ such that we have εi > 1n for inﬁnitely many indices i ∈ I. Let us denote
this set of indices by I
′
, so that we have
p(xJ) =󰀖
j∈J
|
1
|J|
εj|
1
2
> |J|
1
2
1
√n
> 1,
for every ﬁnite J ⊆ I
′
that is large enough, a contradiction to xJ ∈ V ⊆ U.
(iii) Let (E, τ) be a topological vector space with linear (respectively locally convex) topol-
ogy τ and letM ⊆ E be a subspace. The quotient topology on E/M is also the linear
inductive topology with respect to the canonical projection Φ : E/M → E. If the
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topology τ is locally convex, the quotient topology is locally convex as well (i. e., the
linear and locally convex inductive topologies coincide). The space E/M is separated
if and only ifM is closed in E. (See [Sch71, ch. 1, §2.2–2.3].)
(iv) Let (Ei, τi) be a family of topological vector space with linear (respectively locally
convex) topologies τi indexed by i ∈ I. The direct sum
⨁
i∈I Ei can be equipped with
the linear (respectively locally convex) inductive topology with respect to the canonical
embeddings. If all the summands are Hausdorﬀ or complete, the direct sum has the
same property. (See [Sch71, ch. 2, §6.1–6.2].)
1.26 Deﬁnition (Inductive Limits). (See also ﬁgure 1.2, Deﬁnition 1.20←−17 .) Let (Ei, τi)i∈I
be a family of topological vector spaces indexed by a directed set (I,≤). For any pair of
indices i ≤ j ∈ I let fij : Ei → Ej be a linear and continuous map such that fkl ∘ fik = fil
for i ≤ k ≤ l ∈ I. Then (Ei, τi, fij)i≤j∈I is called an inductive system, the fij are called
linking maps.
A topological vector space E = lim−−→j Ej, together with linear and continuous embed-
dings ιi : Ei → E that satisfy ιj ∘ fij = ιi for all i ≤ j ∈ I, is called a (linear) inductive
limit (direct limit) of the inductive system (Ei, τi, fij)i≤j (its topology τ is called the linear
inductive limit topology), if the following universal property holds:
For any other topological vector space (F, τ
′
) and linear and continuous maps κi :
Ei → F satisfying κj∘fij = κi (i ≤ j ∈ I), there exists a unique linear and continuous
map f : E → F such that κi ∘ f = ιi for all i ∈ I.
If (Ei, τi)i∈I is an inductive system of topological vector spaces with locally convex
topologies τi, we call a topological vector space E = lim−−→j Ej together with linear and
continuous embeddings ιi : Ei → E a (locally convex) inductive limit of the inductive system
(its topology τ is called the locally convex inductive limit topology), if the universal property
holds for any other topological vector space (F, τ
′
) with locally convex topology τ
′
.
lim−−→
j
Ej = E
∃!f
F
Ek
κk
ιk
Ei
κi
ιi
fik
fil
El κl
ιlflk
Figure 1.2 The inductive limit lim−−→j Ej of the inductive sys-
tem (Ei, τi, fij)i≤j∈I which is represented by the grey disk.
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1.27 Proposition. (See [Ste, Prop. 3.20] and [Jar81, sec. 4.5 and p. 110].)
The (linear) inductive limit of an inductive system (Ei, τi, fij)i≤j∈I always exists and is,
uniquely up to (topological) isomorphisms, given by
lim−−→
j
Ej =
⨁
i∈I
Ei/{xi − fij(xi) | xi ∈ Ei, i ≤ j ∈ I},
equipped with the natural embeddings and the quotient topology with respect to the linear
inductive direct sum topology.
If the topologies τi of the inductive system are all locally convex, the locally convex
inductive limit exists as well and is given by the same space equipped with the quotient
topology with respect to the locally convex inductive direct sum topology.
Proof. Let E :=
⨁
i∈I Ei/M where M := {xi − fij(xi) | xi ∈ Ei, i ≤ j ∈ I}. By deﬁnition,
we have ιj ∘ fij = ιi for all i ≤ j ∈ I. To prove that E/M satisﬁes the universal property
of the inductive limit, let (F, τ
′
) be another topological vector space together with linear and
continuous maps κi : Ei → F such that κj ∘ fij = κi. By the universal property of the direct
sum, the relation κi ∘ f = ιi already deﬁnes a unique and continuous linear map f : E → F.
The uniqueness of lim−−→j Ej can be obtained similarly to Proposition 1.21←−17 .
1.28 Remark.
(i) By looking at the proofs of Proposition 1.21←−17 and Proposition 1.27, one can see that the
concept of projective and inductive limits can be generalized to many other categories
(then often called inverse resp. direct limits).
(ii) In particular, the “linear algebra” projective (or inductive) limit of a projective (induc-
tive) system of topological vector spaces (ignoring the topologies) is the same as our
projective (inductive) limit, just without the topology. (Compare with “linear inductive
limits” and “locally convex inductive limits” of an inductive system of locally convex
vector spaces—the spaces coincide as well, although in general the topologies will
diﬀer.)
1.2.3 Dualities
The following two results tell us more about the “duality” of projective and inductive limits.
1.29 Proposition. (See [FW68, § 26, Satz 1.2].)
Let (Ei)i∈I denote an inductive system of topological vector spaces. Then the corresponding
family ((Ei)
′
)i∈I of duals is an algebraic projective system (see Remark 1.28), and we have
the (algebraic) identity
(lim−−→
j
Ej)
′
= lim←−−
j
(Ej)
′
. (1.2)
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Proof. Let fij : Ei → Ej denote the linking maps of the given inductive system (Ei)i∈I. We
want to turn the family ((Ei)
′
)i∈I of duals into a projective system. The (algebraic) adjoint
maps f∗ij : E
∗
j → E
∗
i give us candidates for the new linking maps gji : E
′
j → E
′
i by setting
gji := f∗ij|E′j
. To check that gji(E
′
j) ⊆ E
′
i, let e
′
j ∈ E
′
j, then gji(e
′
j) = e
′
j ∘ fij : (Ei, τi) → 𝕂 is
continuous as a composition of continuous maps, and we obtain gji(E
′
j) ⊆ E
′
i.
Similarly, starting from the linear and continuous injections ιi : Ei → E := lim−−→j Ej of the
(topological) inductive limit, we obtain linear projections ρi : E
′
→ (Ei)
′
. By the universal
property of the (algebraic) projective limit lim←−−j(Ej)
′
there exists a unique linear map f : E
′
→
lim←−−j(Ej)
′
with πi ∘ f = ρi.
To show that f is injective, let u ∈ E
′
such that f(u) = 0. It follows that 0 = (πi ∘ f)(u) =
ρi(u) = u ∘ ιi for all i ∈ I, i. e., u = 0. To prove surjectivity, let y ∈ lim←−−j(Ej)
′
and consider the
linear maps πi(y) : Ei → 𝕂 for i ∈ I. Since fij ∘ πi(y) = πj(y), the universal property of the
inductive limit tells us that there exists a (unique) linear and continuous map v : E = lim−−→j Ej →
𝕂, i. e., v ∈ E
′
with v ∘ ιi = πi(y). But since v ∘ ιi = ρi(v) = πi(f(v)), we can conclude that
f(v) = y.
1.30 Proposition. (See [FW68, § 26, Satz 1.6].)
Let (Ei)i∈I denote a reduced projective system of topological vector spaces. Then the
corresponding family ((Ei)
′
)i∈I of duals is an (algebraic, see Remark 1.28←−22 ) inductive system
with injective linking maps, and we have the algebraic identity
(lim←−−
j
Ej)
′
= lim−−→
j
(Ej)
′
. (1.3)
Proof. We can proceed as in the proof of Proposition 1.29←−22 to obtain linking maps gij :=
f∗ji|E′i
: (Ei)
′
→ (Ej)
′
and embeddings κi := π∗i : (Ei)
′
→ E
′
:= (lim←−−j Ej)
′
. By the reducedness
of the projective system, the maps fji : Ej → Ei and πi : E → Ei have dense images—the
projections πi by deﬁnition and the linking maps fji since πj(E) = fji(πi(E)) ⊆ fji(Ei) ⊆ Ej.
Translating this to our new inductive system, we obtain that all gij and κi have to be injective.
The universal property of the inductive limit lim−−→j(Ej)
′
gives us a unique linear map f :
lim−−→j(Ej)
′
→ E
′
such that f ∘ ιi = κi for all i ∈ I. This last property already implies the
injectivity of f since all the maps ιi and κi are injective (for the maps ιi consider ker ιi =
⋃i≤j ker gij = {0}).
To see the surjectivity of f consider u ∈ E
′
; as a continuous map from E to 𝕂 and by Propo-
sition 1.21←−17 there exists an index i ∈ I and a continuous seminorm p : Ei → 𝕂 such that
u(x) ≤ p(πi(x)) for all x ∈ E. This means that u can be written as u = ui ∘ πi where
ui ∈ (πi(E))
′
. By Hahn-Banach we may assume ui to be the restriction of a functional
on Ei ⊇ πi(E), i. e., ui ∈ (Ei)
′
. Now we have
u(x) = ui(πi(x)) = κi(ui)(x) = f(ιi(ui))(x) ∀x ∈ E,
such that f(ιi(ui)) = u, showing the surjectivity of f.
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The natural question that poses itself now is the one about the role of the topologies in the
dualities above. We want the equations (1.2)←−22 and (1.3) to hold for locally convex limits as
well. But as they would compare a limit topology with a topology on a dual it will prove itself
worthwhile to ﬁrst gain an understanding about all “possible” locally convex topologies on a
dual space. These will be studied in the next section.
1.3 Dual Systems
1.31 Deﬁnition (Dual System). A dual system is a triple (F,G, ⟨ . , . ⟩), written ⟨F,G⟩ for
short, where F and G are vector spaces, and ⟨ . , . ⟩ : F × G → 𝕂 is a bilinear map such that
(i) for any x ∈ F, x ≠ 0, there exists a y ∈ G such that ⟨x, y⟩ ≠ 0.
(ii) for any y ∈ G, y ≠ 0, there exists an x ∈ F such that ⟨x, y⟩ ≠ 0.
Given a dual system ⟨F,G⟩ we want to construct locally convex topologies on its spaces, such
that F
′
≅ G. One such topology that can be constructed “out of nothing” is the weak topology
of pointwise convergence, via the bilinear map ⟨ . , . ⟩, on the respective dual space.
By remarking that this is also the topology of uniform convergence on ﬁnite sets of “func-
tionals”, we can motivate the general construction of topologies for dual systems.
1.32 Deﬁnition (Generating System). Let ⟨F,G⟩ denote a dual system. A family 𝒮 of sub-
sets of F is called a generating system, if it is directed and all its sets are σ(F,G)-bounded.
Such a system 𝒮 is called saturated
(i) if any set T ⊆ λS, where λ > 0 and S ∈ 𝒮, is also part of the system 𝒮,
(ii) if the system is closed under ﬁnite unions,
(iii) and if for any set S ∈ 𝒮 the σ(F,G)-closure ΓSσ of its absolutely convex hull is again
part of 𝒮.
The smallest saturated generating system containing a given system 𝒮 is called its saturated
hull and denoted by ?¯?.
1.33 Lemma. (See [Ste, Thm. 4.14].)
Let ⟨F,G⟩ denote a dual system and 𝒮 a generating system in F. Then the sets Uε,S :=
{y ∈ G | |⟨S, y⟩| < ε}, where ε > 0 and S ∈ 𝒮, form a base of 0-neighborhoods for a locally
convex topology τ𭒮 on G (called the topology of uniform convergence on all sets S of 𝒮).
Alternatively one can consider the family {pS | S ∈ 𝒮} of seminorms pS(y) := |⟨S, y⟩| :=
sups∈S |⟨s, y⟩|, y ∈ G.
This topology is separated (i. e., (G, τ𭒮) is a locally convex vector space) if and only if the
linear span span(⋃𝒮) of 𝒮 is σ(F,G)-dense in F.
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If the generating system 𝒮 is saturated, it suﬃces to consider the polars of its sets to obtain
a base of 0-neighborhoods for the corresponding topology τ𭒮 of uniform convergence (by
property (i) of Deﬁnition 1.32←−24 ).
1.34 Deﬁnition (Polars). Let ⟨F,G⟩ denote a dual system. Given subsetsM ⊆ F andN ⊆ G
we deﬁne their (absolute) polars M∘ ⊆ G and N∘ ⊆ F as follows
M∘ := {y ∈ G | |⟨M, y⟩| ≤ 1} := {y ∈ G | |⟨x, y⟩| ≤ 1 ∀x ∈ M},
N∘ := {x ∈ F | |⟨x,N⟩| ≤ 1} := {x ∈ F | |⟨x, y⟩| ≤ 1 ∀y ∈ N}.
1.35 Remark. (See [Ste, Prop. 4.30] and [Jar81, § 8.2, Prop. 1].)
Let ⟨F,G⟩ be a dual system,M,N, (Mi)i∈I ⊆ F and 0 ≠ λ ∈ 𝕂, then we have the following
properties for polars taken in F:
(i) {0}∘ = G, F∘ = {0},
(ii) M ⊆M∘∘ := (M∘)∘,
(iii) (λM)∘ = 1λM
∘,
(iv) ifM ⊆ N thenM∘ ⊇ N∘,
(v) (⋃i∈IMi)∘ = ⋂i∈IM∘i ,
(vi) if 0 ∈ M ∩N thenM∘ ∩ N∘ ⊆ 2(M+
N)∘ ⊆ 2(M∘ ∩N∘),
(vii) every polar M∘ is absolutely convex
and σ(G, F)-closed.
1.36 Bipolar Theorem. (See [Sch71, ch. IV, Thm. 1.5].)
Let ⟨F,G⟩ denote a dual system. The bipolarM∘∘ of any subsetM ⊆ F is the σ(F,G)-closed,
absolutely convex hull ofM:
M∘∘ = ΓMσ(F,G). (1.4)
1.37 Corollary.
(i) Let ⟨F,G⟩ be a dual system. If 𝒮1 and 𝒮2 are two saturated generating systems in F that
give rise to the same topology, i. e., τ𭒮1 = τ𭒮2 , then they have to coincide.
(See [Ste, Cor. 4.33].)
(ii) Let (E, τ) be a topological vector space with a Hausdorﬀ topology. Its topology τ
is locally convex if (and only if) it is the topology of uniform convergence on the
equicontinuous subsets of E
′
.
(See [Sch71, ch. IV, § 1.5, Cor. 4].)
This means that every separated locally convex topology can be obtained using a generating
system. So what we have gained from this theory is another approach to cataloguing sepa-
rated locally convex topologies. The weak topology, where the generating system consists of
all ﬁnite subsets, is the weakest possible under the condition that it remains separated (see
Lemma 1.33←−24 )—it might be interesting to also look at the strongest such topology:
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1.38 Deﬁnition. Let (E, τ) be a topological vector space. The strong topology β(E
′
, E) on E
′
is the separated topology obtained using the generating system of all τ-bounded sets in E.
We will write E
′
b for (E
′
, β(E
′
, E)).
Can we also obtain the strong topology on a dual without using a given topology, i. e., can
we deﬁne a strong topology for general dual systems (as we did with the weak topology)?
To answer this question we will obviously have to return to our original motivation for dual
systems—ﬁnding topologies on F such that F
′
≅ G, where ⟨F,G⟩ is a dual system.
1.39 Theorem (Mackey-Arens). (See [Sch71, ch. IV, Thm. 3.2 and Cor. 1].)
Let ⟨F,G⟩ be a dual system, and let τ be a locally convex topology on F. The topology τ
is compatible with the duality (i. e., (F, τ)
′
≅ G), if it can be obtained from a saturated
generating system of σ(G, F)-relatively compact subsets of G whose union covers G.
In particular, there exists a unique strongest compatible topology on F, the Mackey
topology μ(F,G), generated by the system of absolutely convex σ(G, F)-relatively compact
subsets of G. A topological vector space (E,τ) where τ = μ(E, E
′
) is called a Mackey space.
1.40 Corollary. (See [Sch71, ch. IV, § 3.2, Cor. 2].)
All topologies that are compatible with a dual system ⟨F,G⟩ have the same bounded sets
and the same closures of convex sets.
In particular, we can also use the weakly bounded sets to obtain a generating system for the
strong topology, which allows us to deﬁne strong topologies β(F,G) “out of nothing” for
general dual systems ⟨F,G⟩.
Considering the duality ⟨E, E
′
⟩, where (E, τ) is a topological vector space with locally convex
topology τ, we obtain that τ has to be weaker than the Mackey topology μ(E, E
′
) (since τ
is obviously compatible)—if (E, τ) is Mackey, the topologies coincide, which means that the
corresponding saturated generating systems have to be equal as well.
This opens up the possibility to deﬁne many types of locally convex vector spaces (and at
the same time keep an overview about the relations between them) by simply asking for the
topologies corresponding to certain saturated generating families to coincide. For example this
is one way to deﬁne barrelled spaces:
1.41 Deﬁnition. A locally convex vector space (E, τ) is called barrelled, if its topology is
generated by the system of σ(E
′
, E)-bounded sets, i. e., if τ is the strong topology β(E, E
′
).
By taking the polars of the sets of the generating system—and thus obtaining a base of 0-neigh-
borhoods—we can arrive at the usual deﬁnition of barrelled spaces via barrels (closed, absolutely
convex and absorbing sets): (E, τ) is barrelled if and only if every barrel is a 0-neighborhood.
Our deﬁnition has the advantage that we immediately know that every barrelled space has to
be a Mackey space.
Barrelled spaces are also of interest to us because of the following property.
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1.42 Lemma. (See [Sch71, ch. II, § 7.2].)
Let (E, τ) carry the locally convex inductive topology with respect to a family (Ei, τi)i∈I
of barrelled locally convex vector space and linear maps ιi : Ei → E, then (E, τ) is also
barrelled. In particular, separated quotients, direct sums and separated inductive limits of
barrelled spaces are barrelled.
Proof. Let A be a barrel of (E, τ). Then the preimages ι−1i (A) are still barrels in the
spaces (Ei, τi), hence 0-neighborhoods, such that the original barrel A also has to be a 0-neigh-
borhood of (E, τ) by Remark 1.24←−19 .
Now that we’ve obtained a useful topology on E
′
, we want to be able to return to the underlying
locally convex vector space (E, τ), without knowing τ. This is of course possible if and only if
β(E
′
, E) is compatible with ⟨E, E
′
⟩. Unfortunately, in general the dual of E
′
b cannot be identiﬁed
with E. We call the subspace E
′′
:= (E
′
b)
′
of E
′∗ := (E
′
b)
∗ the bidual of the locally convex vector
space (E, τ).
1.43 Deﬁnition. A locally convex vector space (E, τ) is called semi-reﬂexive if E
′′
= E, i. e.,
if the canonical embedding E → E
′′
is surjective.
It is called reﬂexive if the strong bidual E
′′
b := (E
′
b)
′
b is isomorphic to (E, τ).
Thus a semi-reﬂexive space E is reﬂexive, if and only if its topology is β(E, E
′
), i. e., if and only
if it is barrelled. There are also many other useful characterisations of (semi-)reﬂexivity.
1.44 Proposition. (See [Sch71, ch. IV, 5.5].)
Let (E, τ) denote a locally convex vector space, then the following are equivalent:
(i) E is semi-reﬂexive,
(ii) every bounded subset of E is relatively weakly compact,
(iii) (E, σ(E, E
′
)) is quasi-complete (every bounded, closed subset is complete).
Furthermore, every semi-reﬂexive space (E, τ) is also quasi-complete under its original
topology τ.
Returning to the question at the end of section 1.2.3←−22 , we can now at least answer when the
dual system of an inductive (projective) system of topological vector spaces is again inductive
(projective).
1.45 Lemma. Let (Ei, τi, fij)i≤j∈I denote an inductive system of topological vector spaces
with locally convex topologies. For each i ∈ I let 𝒮i denote a generating system in Ei for
a locally convex topology τ𭒮i on E
′
i, such that for every Si ∈ 𝒮i there exists a set Sj ∈ 𝒮j
where i ≤ j ∈ I with fij(Si) ⊆ Sj. Then the corresponding dual family (E
′
i, τ𭒮i)i∈I is a
projective system of topological vector spaces with locally convex topologies.
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The analogous result for projective systems (Ei)i∈I of topological vector spaces with
locally convex topologies holds as well.
Proof. The algebraic adjoints give us candidates for the dual linking maps by setting gji :=
f∗ij|E′i
. Since for every e
′
j ∈ E
′
j the functionals gji(e
′
j) = e
′
j ∘ fij : (Ei, τi) → 𝕂 are continuous
as compositions of continuous maps, we obtain gji(E
′
j) ⊆ E
′
i. It is left to check that these maps
are indeed continuous gji : (E
′
j, τ𭒮j) → (E
′
i, τ𭒮i). Let Si ∈ 𝒮i, then there is an Sj ∈ 𝒮j with
fij(Si) ⊆ Sj and we have
g−1ji (S
∘
i ) = {e
′
j ∈ E
′
j | gji(e
′
j) ∈ S
∘
i}
= {e
′
j ∈ E
′
j | |⟨gji(e
′
j), Si⟩| ≤ 1}
= {e
′
j ∈ E
′
j | |⟨e
′
j, fij(Si)⟩| ≤ 1}
= (fij(Si))
∘
⊇ S∘j
which means that gji has to be continuous since the polars S∘i of the sets Si ∈ 𝒮i form a base
of 0-neighborhoods for the topology τ𭒮i of E
′
i, i ∈ I.
1.4 (DF)-Spaces
Our goal is to ﬁnd alternative “descriptions” of an inductive limit space. Therefore, in view of
Proposition 1.29←−22 (which we will also show to hold with the respective strong topologies for
certain inductive systems in Proposition 2.9−→34 below), we should consider strong (pre)duals of
metrizable (Fréchet) spaces.
1.46 Proposition. (See [MV97, Lem. 25.5 & 25.6] and [Jar81, § 12.4].)
Let E denote a metrizable locally convex vector space, then its strong dual has the following
properties.
(i) E
′
b has a fundamental sequence of bounded sets.
(ii) E
′
b is σ-quasi-barrelled, i. e., if (Un)n∈ℕ denotes a sequence of closed absolutely convex
0-neighborhoods in E
′
b such that U := ⋂n∈ℕUn is bornivorous (absorbs any bounded
set), then U is also a 0-neighborhood in E
′
b.
1.47 Deﬁnition. A locally convex vector space E is called a (DF)-space if it has the properties
(i) and (ii) of Proposition 1.46 (applied to E itself instead of E
′
b).
Indeed, these conditions suﬃce to obtain further nice properties.
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1.48 Proposition. (See [MV97, Prop. 25.7 & 25.9] and [Jar81, § 12.4, Thm. 8].)
The dual of a Fréchet space is a complete (DF)-space, and the dual of a (DF)-space is again a
Fréchet space.
Furthermore, the class of (DF)-spaces is stable with respect to formation of Hausdorﬀ
quotients, countable direct sums (hence Hausdorﬀ countable inductive limits), and comple-
tions.
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Problems of General Inductive Limits
The main source of diﬃculties one is faced with when working with inductive limits is that
the locally convex inductive topology is in general strictly weaker than the linear inductive
topology which in turn is in general strictly weaker than the ﬁnal topology.
By restricting ourselves to the study of countable locally convex inductive limits we can
circumvent the ﬁrst problem (see the lemma below). Since this is not a big restriction for most
applications, we will from now on often only consider countable inductive systems (inductive
sequences) of locally convex vector spaces.
2.1 Lemma. (See [Jar81, § 6.6, Prop. 9].)
Let (En, τn)n∈{1,2,…} denote a countable (possibly ﬁnite) inductive system of topological
vector spaces with locally convex topologies τn. Then the linear and the locally convex
inductive limits of (En, τn)n coincide, i. e., the linear inductive limit topology is already
locally convex.
If the ﬁnal topology of an inductive sequence (En, τn)n of locally convex vector spaces is
already locally convex, i. e., if it coincides with the locally convex inductive topology, the
corresponding inductive limit E = lim−−→n En has to be separated as well (which is not clear in
general, see also below), since in this case a set C in E is closed if and only if ι−1n (C) is closed
in En for each n ∈ ℕ.
2.1 Regularity
Which conditions can we impose on an inductive sequence of locally convex vector spaces,
such that its limit is necessarily separated? We need that the bounded subspace {0} equals {0}.
Every set which is bounded in one of the spaces of the deﬁning inductive sequence is of course
also bounded in the limit space (by Remark 1.24←−19 any 0-neighborhood in the limit has to absorb
it)—if these were all bounded sets of the limit we would be done (since {0} = {0} does hold in all
of the “steps”). This leads us to the following condition of regularity which is also interesting
in itself.
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2.2 Deﬁnition (Regularity). An inductive system (Ei, τi)i∈I of locally convex vector
spaces or its limit E := lim−−→j Ej is called regular if for any set B that is bounded in E
there exists an index i ∈ I such that B is already contained and bounded in (Ei, τi).
By the discussion preceding the deﬁnition we immediately obtain:
2.3 Lemma. (See [FW68, § 23, Satz 5.2].)
The inductive limit of a regular inductive sequence of (separated) locally convex vector
spaces is again separated.
Historically, the study of inductive limits of locally convex vector spaces began with the analysis
of countable strict inductive limits.
2.4 Deﬁnition (strict limits). An inductive system (Ei, τi)i∈I of locally convex vector
spaces or its limit (E, τ) := lim−−→j Ej is called
(i) strict if fij : Ei → fij(Ej) ⊆ Ej is a topological isomorphism for each i < j ∈ I (i. e., the
topologies of the steps “ﬁt together”, τi = τj|Ei
),
(ii) hyperstrict if ιi : Ei → ιi(Ei) ⊆ E is a topological isomorphism for each i ∈ I (i. e., the
inductive limit topology induces the topologies of its steps, τi = τ|Ei).
Hyperstrict limits are obviously strict (since ιi = ιj ∘ fij) and have to be separated, but the
converses don’t hold in general. On the other hand, if we again restrict ourselves to countable
limits, everything is nice.
2.5 Proposition. (See [Bie86, Thm 0.3] and [Sch71, ch. II, 6.4–6.6].)
The inductive limit of a strict inductive sequence (En, τn)n∈ℕ of locally convex vector
spaces is even hyperstrict. If, additionally, each En is closed in (En+1, τn+1), the limit is
also regular. Finally, a countable strict inductive limit of complete locally convex vector
spaces is always hyperstrict, regular and complete. (See also Theorem 2.11−→
36
below for a
proof of the completeness part.)
One advantage of strictness over hyperstrictness and regularity is that it is easy to check whether
a given inductive system satisﬁes this property—one doesn’t have to know anything about the
limit topology.
Unfortunately, the class of spaces obtained as strict inductive limits is too small to contain
all (or enough of) the inductive limit spaces occurring in practice. Therefore we will now
introduce other restrictions, which can be formulated only in terms of the inductive system
and still guarantee—as we will see—that the corresponding limit spaces have nice properties.
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2.6 Deﬁnition (weakly compact, compact, nuclear). A (locally convex) inductive sys-
tem (Ei)i∈I or (slightly inprecise) its limit E = lim−−→i Ei is called weakly compact, compact or
nuclear, respectively, if, for each i ∈ I there exists j ≥ i such that the canonical injection
ιij : Ei → Ej is a weakly compact, compact or nuclear operator, respectively.
Although these conditions are only restrictions for the linking maps of an inductive system, if
they are fulﬁlled, we may also assume the corresponding spaces to be of a special type:
2.7 Lemma. (See [Flo71, Satz 6.6 and § 16] and [FW68, § 19, Satz 1.9].)
If (Ei)i∈I is a weakly compact (compact, nuclear) inductive system of locally convex vector
spaces, there exists an equivalent (i. e., it has the same limit) weakly compact (compact,
nuclear) inductive system consisting of Banach spaces.
Proof. Choosing a subset I
′
of the index set I, wemay assume—without changing the limit—that
all linking maps are weakly compact. For every weakly compact fij : Ei → Ej, i ≤ j ∈ I
′
, there
exists an absolutely convex 0-neighborhood Uij in Ei such that fij(Uij) is relatively weakly
compact in Ej. Therefore we only have to consider the factorisations
fij : Ei
f^ij
−−→ Fij
eij
−−−→ Ej,
where Fij := (Ej)fij(Uij)
σ is the Banach space generated by fij(Uij)
σ
⊆ Ej, to obtain
an equivalent weakly compact system (Fp)p∈P of Banach spaces indexed by p ∈ P :=
{(i, j) ∈ I
′
× I
′
| i ≤ j} where (i, j) ≤ (k, l) :⇔ i ≤ k ≤ l ≥ j ≥ i. Its linking maps are
given by maps of the form g(i,j),(j,k) := fˆjk ∘ eij : Fij → Fjk, where i ≤ j ≤ k ∈ I
′
, and
compositions thereof.
This allows us to prove that all countable inductive systems of Deﬁnition 2.6 are actually
regular.
2.8 Proposition. (See [Kom67, Lemma 3] and [FW68, § 25, Satz 2.2], or [Flo71, § 7.6].)
A weakly compact (compact, nuclear) inductive sequence (En, τn)n∈ℕ with injective linking
maps is regular.
Proof. By Lemma 2.7 there exists an equivalent inductive sequence (Fn)n∈ℕ of Banach spaces,
such that all linking maps are weakly compact. Let B denote a bounded subset of the inductive
limit E := lim−−→n En = lim−−→n Fn (if it is contained and bounded in Fn it is also bounded in
some Em, so that it suﬃces to prove the regularity of (Fn)n∈ℕ). Now assume indirectly that
for each n either B isn’t contained in ιn(Fn) or ι−1n (B) is unbounded in Fn.
We will construct a sequence of absolutely convex 0-neighborhoods Un in Fkn (where
k1 < k2 < …) and points xn ∈ B, such that
(i) fknkm(Un) ⊆ Um for allm > n,
(ii) fknl(Un) is weakly compact in Fl for all l > kn,
(iii) x1, 12x2, …,
1
nxn ∉ ιkn(Un).
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Once these are constructed we obtain a contradiction in the following way: Since B is bounded,
we have that the sequence 1nxn converges to 0 in E as n goes to inﬁnity. On the other hand,
U := ⋂∞n=1 ιkn(Un) is a 0-neighborhood in E that, because of condition (iii), doesn’t contain
any of the points 1nxn.
Construction of xn and Un: For n = 1 = k1 let 0 ≠ x1 be a point of B. By our assumption
we may choose U1 to be a multiple of the closed unit ball Kk1 in Fk1 such that ιk1(U1) doesn’t
contain x1. Of course fk1l(U1) is weakly compact in each Fl for l > k1.
Now let x1, …, xn and U1, …, Un be already constructed. Choose kn+1 > kn such that
x1, …, xn ∈ ιkn+1(Fkn+1). Then we have
inf{‖
1
m ι
−1
kn+1(xm) − u‖kn+1 |
1 ≤ m ≤ n, u ∈ fknkn+1(Un)} =: d > 0,
since 1mxm ∉ ιkn(Un) for all 1 ≤ m ≤ n and fknkn+1(Un) is weakly compact and hence
closed in the Banach space Fkn+1 . Now we can set
Un+1 := Γ(d2Kkn+1 ∪ fknkn+1(Un)).
Obviously Un+1 is a 0-neighborhood in Fkn+1 and satisﬁes condition (i) above. It is also
weakly compact in Fl for l > kn+1 because both d2Kkn+1 and fknkn+1(Un) are bounded, such
that we have condition (ii). By assumption we can again ﬁnd an xn+1 ∈ B with 1n+1xn+1 ∉
ιkn+1(Un+1).
Finally, to obtain condition (iii), it remains to be shown that also 1mxm ∉ ιkn+1(Un+1)
form ≤ n. Let y ∈ Kkn+1 and u ∈ fknkn+1Un, then we have
‖ 1m ι
−1
kn+1(xm) − u −
d
2y‖kn+1
≥ ‖ 1m ι
−1
kn+1(xm) − u‖kn+1
− ‖d2y‖kn+1 ≥ d −
d
2 > 0,
such that we indeed obtain
1
m ι
−1
kn+1(xm) ∉
d
2Kkn+1 + fknkn+1(Un) ⊇ Un+1.
2.2 Dualities Revisited
Incidentally regularity of the inductive limit is also suﬃcient to ﬁnally obtain a topological
version of Proposition 1.29←−22 .
2.9 Proposition. (See [FW68, § 26, Satz 2.1].)
Let (Ei)i∈I denote a regular inductive system, then we have the (topological) identity
(lim−−→
j
Ej)
′
b ≅ lim←−−
j
(Ej)
′
b. (2.1)
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Proof. By Proposition 1.29←−22 we already have algebraic equality. The limit on the right
hand side also makes sense topologically since the family ((Ej)
′
b)j∈I is a projective system by
Lemma 1.45←−27 . The 0-neighborhoods of (lim−−→j Ej)
′
b are generated by the polars B
∘ of bounded
sets B of E := lim−−→j Ej. By the regularity of the inductive system, there exists a set Bi ⊆ Ei,
bounded in Ei, such that B ⊆ ιi(Bi). It follows that
B∘ ⊇ (ιi(Bi))
∘
= {u ∈ E
′
b | |⟨ιi(Bi), u⟩| ≤ 1}
= {u ∈ E
′
b | |⟨Bi, πi(u)⟩| ≤ 1}
= {u ∈ E
′
b | πi(u) ∈ B
∘
i} = π
−1
i (B
∘
i ),
which means that B∘ is also a 0-neighborhood of the projective topology of lim←−−j(Ej)
′
b = E
′
.
Therefore the projective topology on E
′
must be stronger than the strong topology of E
′
b. On
the other hand, all the maps πi : E
′
b → (Ei)
′
b are continuous, and the projective topology is the
weakest topology on E
′
with this property. Consequently the two topologies have to coincide.
To understand the topological analogue of the dual version, Proposition 1.30←−23 , we have to
introduce the concept of inductive duals (see [Bie86, pp. 84f]). Given an arbitrary locally convex
vector space (E, τ), we want to construct an inductive limit topology ι(E
′
, E) on its dual E
′
.
The polar U∘ of a 0-neighborhood U of (E, τ) is an absolutely convex σ(E
′
, E)-compact set
in E
′
, since it is equicontinuous, it is also β(E
′
, E)-bounded. Therefore we may consider the
associated Banach space E
′
U∘ . Taking all such spaces we obtain an inductive system whose limit
algebraically coincides with E
′
, although its topology ι(E
′
, E)will in general be strictly stronger
than the strong topology. We will write E
′
ι for this inductive dual (E
′
, ι(E
′
, E)) of (E, τ).
2.10 Proposition. (See [Kri, Lem. 3.27]).
Let (Ei)i∈I denote a reduced projective system of locally convex vector spaces, then we
have the (topological) identity
(lim←−−
j
Ej)
′
ι ≅ lim−−→
j
(Ej)
′
b. (2.2)
Proof. In Proposition 1.30←−23 we already proved the algebraic equality. Furthermore, by
Lemma 1.45←−27 , we obtain that the right hand side makes sense as a topological inductive limit
with injective linking maps. Now recall that a base of 0-neighborhoods of E := lim←−−j Ej is given
by the the sets
∩
i∈J
π−1i (Ui)
where J ∈ ℱ(I) is a ﬁnite index set and each Ui is a 0-neighborhood in (Ei, τi) for i ∈ J. Since
it suﬃces to consider a base of 0-neighborhoods in the construction of the inductive dual we
now only need to consider the polars of these sets, i. e., sets of the form ⋃i∈J(π−1i (Ui))
∘
. By
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Remark 1.24←−19 we now obtain a base of 0-neighborhoods for the inductive dual topology of E
′
ι
by taking the absolutely convex hulls of arbitrary unions of such sets,
Γ(∪
i∈I
(π−1i (Ui))
∘
)
where each Ui is a 0-neighborhood in (Ei, τi) for i ∈ I.
On the other hand, Remark 1.24←−19 also tells us that every 0-neighborhood of lim−−→j(Ej)
′
b
contains a set of the form
Γ(∪
i∈I
ιi(B∘i )).
for bounded sets Bi in (Ei, τi).
To see that the inductive topology on E
′
as induced by lim−−→j(Ej)
′
b must be weaker than the
inductive dual topology of E
′
ι, it therefore suﬃces to prove that
(π−1i (Ui))
∘ !
⊆ π∗i(U
∘
i ) = κi(U
∘
i )
1.30←−23= ιi(U∘i ) ⊆ ιi(B
∘
i )
for a 0-neighborhood Ui ⊆ Ei with Bi ⊆ Ui.
So let u ∈ (π−1i (Ui))
∘
, then |〈π
−1
i (Ui), u〉| ≤ 1 with respect to ⟨E, E
′
⟩ such that in par-
ticular 〈ker πi|E, u〉 = 0. Thus there exists ui : πi(E) → 𝕂 with ui ∘ πi = u and therefore
|〈Ui ∩ πi(E), ui〉| ≤ 1 with respect to ⟨πi(E), πi(E)
′
⟩, that is, ui ∈ (Ui ∩ πi(E))
∘
. Since πi(E)
is dense in Ei we may extend ui to ui ∈ U∘i such that we indeed have u ∈ π
∗
i(U
∘
i ).
On the other hand, all the maps κi : (Ei)
′
b → E
′
ι are continuous and the induced inductive
topology on E
′
is the strongest topology with this property. Therefore the two inductive
topologies have to coincide and the assertion follows.
2.3 Completeness
In Proposition 2.5←−32 we already saw that (separated) countable strict inductive limits of com-
plete locally convex vector spaces are complete. In this section we will try to ﬁnd further
conditions for the completeness of an inductive limit, such as the following theorem by Raĭkov
which is basically a slightly generalized version of the usual proof of the completeness part
of Proposition 2.5←−32 .
2.11 Theorem (Raĭkov). (See [Flo71, § 4, Satz 1] and [Raĭ59, Thm. 1].)
Let (E, τ) denote a (not necessarily separated) topological vector space with locally convex
topology τ. If there exists a sequence of absolutely convex sets (Kn)n∈ℕ such that
(a) Kn ⊆ 12Kn+1 for each n ∈ ℕ,
(b) E = ⋃∞n=1 Kn,
(c) an absolutely convex set V ⊆ E is a 0-neighborhood of (E, τ) if, for each n ∈ ℕ, the
set V ∩ Kn is a 0-neighborhood of (Kn, τ|Kn),
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then (E, τ) is complete if every Cauchy ﬁlter contained in a Kn converges in (E, τ) (in
particular if all (Kn, τ|Kn) are complete).
Proof. Let ℱ denote a Cauchy ﬁlter in (E, τ) and 𝒰 the neighborhood ﬁlter of 0. Then ℱ−𝒰 is
again a Cauchy ﬁlter base in (E, τ) which converges if and only if ℱ converges (if U is a given
0-neighborhood of (E, τ) and F ∈ ℱ such that F − F ⊆ U, then (F + U) − (F + U) ⊆ 3U). We
show that there exists an n ∈ ℕ such that Kn ∩ (F − U) ≠ ∅ for all F − U ∈ ℱ − 𝒰.
Suppose that this were not the case. Then, for each n ∈ ℕ, we would obtain a set Fn ∈ ℱ
and a 0-neighborhood Un ∈ 𝒰 of (E, τ) such that (Fn − Un) ∩ Kn = ∅ or, equivalently,
(Un + Kn) ∩ Fn = ∅. Consider the set
V :=
∞
∩
k=1
(Uk+1 + Kk).
Since 0 ∈ Kn, property (a) implies Kn ⊆ Kn + Kn ⊆ Kn+1, so that we obtain
V ∩ Kn = (
n−1
∩
k=1
(Uk+1 + Kk) ∩ Kn,
which means that V ∩ Kn is a 0-neighborhood of Kn, equipped with the topology induced
by (E, τ). Now, since this holds for each n ∈ ℕ, we can use assumption (c) to see that V has to
be a 0-neighborhood of (E, τ) as well.
Using the Cauchy-property of ℱ, we obtain the existence of a set F ∈ ℱ and a point x ∈ E
with F ⊆ x + V. By property (b) we can ﬁnd an n ∈ ℕ such that x ∈ Kn−1, thus
F ⊆ V + Kn−1 ⊆ (Un + Kn−1) + Kn−1 ⊆ Un + Kn.
Comparing this to our indirect assumption we arrive at a contradiction, since ∅ ≠ F ∩ Fn0 ⊆
(Un0 + Kn0) ∩ Fn0 = ∅.
Thus there really exists an n ∈ ℕ such that Kn touches each set of the ﬁlter base ℱ−𝒰. But
then also (ℱ − 𝒰) ∩ Kn is a Cauchy ﬁlter base, since for F1, …, Fk ∈ ℱ and U1, …,Uk ∈ 𝒰 we
have
k
∩
i=1
((Fi −Ui) ∩ Kn) ⊇ (F − U) ∩ Kn
where F := ⋂ki=1 Fi andU := ⋂
k
i=1Ui form an element F−U of ℱ−𝒰 such that (F−U)∩Kn ≠ ∅.
But this means that the Cauchy ﬁlter (ℱ − 𝒰) ∩ Kn converges in (E, τ), and therefore ℱ has a
limit in (E, τ) as well.
In Lemma 2.7←−33 we saw that weakly compact inductive limits are in fact inductive sequences of
Banach spaces. Therefore we will from now on often consider general (LB)- and (LF)-spaces,
i. e., separated inductive limits of sequences of Banach or Fréchet spaces with injective linking
maps, respectively. In that setting, the following theorem of Grothendieck will be of great
assistance.
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2.12 Theorem (Grothendieck). (See [Köt69, § 19, 5.4] and [MV97, Satz 24.33].)
Let F denote a Fréchet space and E = lim−−→n En a (LF)-space. Then every continuous and
linear map f : F → E factors through a step of E, that is, there exists an n ∈ ℕ and a
continuous and linear map g : F → En such that f = g ∘ ιn.
Proof. For each k ∈ ℕ set
Hk := {(x, y) ∈ F × Ek | f(x) = y ∈ Ek}.
Then Hk is a closed subspace of the Fréchet space F × Ek, therefore also a Fréchet space.
Consider the continuous projections πk : Hk → F, πk(x, y) := x, such that πk(Hk) = f−1(Ek).
By assumption we have F = ⋃∞k=1 πk(Hk), therefore Baire’s category theorem implies the
existence of an n ∈ ℕ such that πn(Hn) is not meagre in F. Now we can apply the theorem
of Banach-Schauder (see [Köt69, § 15, 12.1] or [MV97, Satz 8.4]) to obtain πn(Hn) = F, i. e.,
f(F) ⊆ En. Furthermore, f : F → En is continuous since its graph Hn is closed.
As a ﬁrst application, this allows us to prove that—at least in the case of (LF)-spaces—regularity
is necessary after all.
2.13 Proposition. (See [Flo71, § 5, Satz 4].)
If an injective inductive sequence of Fréchet spaces generates a sequentially complete
(LF)-space, it has to be regular.
Proof. Let B ⊆ E denote a bounded set of E which we may assume to be closed and hence
sequentially complete. It generates a Banach space, which by Theorem 2.12 is continuously
embedded in a step En of E = lim−−→n En. Thus B is also contained and bounded in En.
Of course, we would like to have the converse as well. For (LB)-spaces we can use Raĭkov’s
Theorem 2.11←−
36
to obtain the following ﬁrst step in this direction.
2.14 Proposition. (See [Flo71, § 4, Satz 3] and [Raĭ59, Thm. 3].)
An (LB)-space is complete if and only if it is quasi-complete (if every bounded, closed subset
is complete).
Proof. (⇐) Let (E, τ) = lim−−→n(En, τn) denote an (LB)-space, and let Bn be the closed unit
ball of the Banach space (En, τn). We will try to apply Theorem 2.11←−36 for Kn := 2
nBn.
Since, for each n ∈ ℕ, we may assume Bn to be continuously injected into Bn+1, we have
the ﬁrst two conditions (a) and (b) necessary for Theorem 2.11←−
36
.
To prove (c), let V ⊆ E be an absolutely convex set such that V ∩ Kn is a 0-neighborhood
of (Kn, τ|Kn) for each n ∈ ℕ. By the injectivity of the inductive limit, V ∩ Kn already has to
be a 0-neighborhood of (Kn, τn|Kn). Since Kn is a closed 0-neighborhood of (En, τn), we see
that V ∩ Kn and hence V ∩ En are also 0-neighborhoods of (En, τn). This holds for all n ∈ ℕ,
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which means that V has to be a 0-neighborhood of the inductive limit (E, τ), exactly what
condition (c) demanded.
Therefore, to apply Theorem 2.11←−
36
to see that (E, τ) has to be complete, we only have
to show that τ-Cauchy nets contained in a Kn converge in (E, τ). But this is clear by the
quasi-completeness of (E, τ) since the sets Kn and hence their Cauchy nets are bounded.
Unfortunately, Grothendieck’s question whether there are (regular) (LB)-spaces which are not
quasi-complete is still open (although there have been some not well-accepted claims, see for
example [KM93]). Therefore we have to use additional assumptions to obtain completeness of
(LB)-spaces. One way is to use the following notion of boundedly retractive inductive limits.
2.15 Deﬁnition (boundedly retractive). An inductive sequence (En, τn)n∈ℕ of locally
convex vector spaces with injective linking maps or its limit (E, τ) := lim−−→n En is called
boundedly retractive if, for each bounded subset B of E (with respect to the inductive limit
topology τ), there exists anm ∈ ℕ such that B is not only bounded in (Em, τm), but also
both (E, τ) and (Em, τm) induce the same topology on B.
This condition obviously implies quasi-completeness of the limit if each space of the inductive
sequence is complete. Hence, by Proposition 2.14←−
38
, boundedly retractive (LB)-spaces are
complete.
Using the following similar condition for general locally convex vector spaces, we obtain
that an inductive limit of normed spaces is boundedly retractive if and only if it is regular and
satisﬁes the strict Mackey convergence condition.
2.16 Deﬁnition. A locally convex vector space (E, τ) satisﬁes the strict Mackey convergence
condition if, for each bounded set A in (E, τ) there exists a closed and absolutely convex
bounded subset B of (E, τ) which contains A such that both (E, τ) and the Banach space EB
associated to B induce the same topology on A.
Returning to the special case of weakly inductive limits (which had the advantage of not having
to know about the inductive limit topology beforehand), we can now show that they are always
complete.
2.17 Proposition. (See [Flo71, 7.6].)
A weakly compact (compact, nuclear) inductive limit of a sequence (En, τn)n∈ℕ of locally
convex vector spaces with injective linking maps is complete.
Proof. In Lemma 2.7←−33 we already saw that this is actually an (LB)-space, therefore, by Propo-
sition 2.14←−
38
, it suﬃces to prove quasi-completeness of (E, τ) := lim−−→n En.
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Let B denote a bounded subset of E, then the regularity of the inductive sequence (which
we obtained in Proposition 2.8←−33 ) implies the existence of an n ∈ ℕ such that B is contained
and bounded in (En, τn).
Using the weak compactness of the inductive sequence we obtain another indexm ∈ ℕ such
that the embedding of En into Em is weakly compact, which means that B is actually relatively
weakly compact in (Em, τm), and therefore also in (E, τ). Thus (E, τ) is semi-reﬂexive and
consequently quasi-complete (see Proposition 1.44←−27 ).
We actually proved that weakly compact inductive limits are semi-reﬂexive. Since these spaces
are also barrelled (because Banach spaces are obviously barrelled this follows from Lemma 1.42←−27
and Lemma 2.7←−33 ), we even have reﬂexivity, which means that these spaces are the strong duals
of Fréchet spaces (by Proposition 2.9←−34 the strong duals of regular (LB)-spaces are Fréchet). Thus,
summarizing the results on weakly compact inductive limits so far, we obtain the following.
2.18 Theorem. (See [Bie86, Thm. 2.4, p. 61f].)
A weakly compact injective inductive sequence (En)n∈ℕ of locally convex vector spaces is
regular, and its limit E := lim−−→n En is a complete reﬂexive (LB)-space. The dual projective
sequence ((En)
′
b)n∈ℕ is again weakly compact, its limit is even a reﬂexive Fréchet space,
and we have the duality
E
′
b = (lim−−→
n
En)
′
b = lim←−−
n
(En)
′
b, (2.3)
such that E is the strong dual of this reﬂexive Fréchet space.
What can be said about the completeness of an inductive limit if we know that every step is
actually the strong dual of another locally convex vector space? In other words we now change
from the setting of Proposition 2.9←−34 to its dual version, Proposition 2.10←−35 . As it will turn out,
all inductive duals of metrizable locally convex vector spaces are complete, but before showing
this, we need to understand the concept of bornologiﬁcation.
2.19 Lemma & Deﬁnition (bornologiﬁcation). (See [KM97, Lem. 4.2] and [Jar81, § 13.3,
Prop. 1].)
Let (E, τ) denote a locally convex vector space, then the following topologies on E coincide,
(i) the strongest locally convex topology having the same bounded sets as τ,
(ii) the inductive topology with respect to the inclusions EB → E, where B ∈ ℬ runs
through all bounded (closed) absolutely convex subsets of E.
This topology is called the bornologiﬁcation τbor of τ, we also write Ebor for (E, τbor). It
is always bornological and its continuous seminorms are exactly the bounded seminorms
of (E, τ). An absolutely convex set is a 0-neighborhood in Ebor if and only if it is bornivorous
(i. e., if it absorbs bounded sets).
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Proof. Denote by τ(i) and τ(ii) the topologies of (i) and (ii), respectively. Then, by the universal
property of the inductive topology, τ(ii) must be stronger than τ(i), since the inclusions of the
normed spaces EB → (E, τ(i)) are all bounded and hence continuous.
On the other hand, since every bounded subset of (E, τ) is contained in some absolutely
convex bounded set B ∈ ℬ, it also has to be bounded in the inductive topology τ(ii) such that
both topologies have the same bounded sets as (E, τ) and hence have to coincide.
A seminorm p on (E, τ) is bounded, if and only if p(B) is bounded for all bounded subsets B
of (E, τ), which is exactly the case if p|EB is a bounded (or, equivalently, continous) seminorm
on EB for allB. Therefore, using (ii), the bounded seminorms of (E, τ) are exactly the continuous
seminorms of the bornologiﬁcation Ebor. Furthermore, this also means that every bounded
seminorm on Ebor is actually continuous, such that the bornologiﬁcation is indeed bornological.
An absolutely convex subset U of E is a 0-neighborhood for τbor = τ(ii) if and only if U ∩ EB
is a 0-neighborhood of EB or, equivalently, U absorbs B for all B ∈ ℬ, i. e., if and only if U is
bornivorous.
2.20 Proposition. (See [Jar81, § 8.5, proof of Prop. 6].)
Let (E, τ) denote a metrizable locally convex vector space, then the inductive dual topol-
ogy ι(E
′
, E) on E
′
equals the bornologiﬁcation β(E
′
, E)bor of the strong topology.
Proof. We ﬁrst remark that ι(E
′
, E) is always stronger than β(E
′
, E)bor by deﬁnition of the
inductive dual topology and 2.19←−40 (ii), since ι(E
′
, E) is the inductive topology with respect to
only some of the mappings of 2.19(ii)←−40 . In particular, every bounded set of E
′
ι is also bounded
in (E
′
b)
bor or E
′
b.
Now, if we assume that (E, τ) is metrizable, then each bounded set B of E
′
b has to be contained
in the polar U∘ of a 0-neighborhood of (E, τ) and hence is also bounded in E
′
ι. (Since (E, τ) is
metrizable we can choose a countable, decreasing basis of 0-neighborhoods (Un)n∈ℕ. If we
can not ﬁnd a 0-neighborhood U with the desired property, then we also have B ⊈ nU∘n for
all n ∈ ℕ. Therefore there exist un ∈ B and xn ∈ Un such that |⟨un, xn⟩| > n for all n ∈ ℕ.
On the one hand, (xn)n∈ℕ is a 0-sequence and hence bounded in (E, τ), but on the other hand
the β(E
′
, E)-bounded sequence (un)n∈ℕ is not absorbed by the 0-neighborhood {xn | n ∈ ℕ}
∘
of E
′
b, a contradiction.)
This means that if (E, τ) is metrizable, the spaces E
′
b and E
′
ι have the same bounded sets,
such that we indeed obtain ι(E
′
, E) = β(E
′
, E)bor by 2.19(i)←−40 .
To see that these spaces are actually complete, we will make use of the following simple fact.
2.21 Proposition. (See [Jar81, § 3.2, Thm. 4].)
Let τ1 and τ2 be two linear topologies on a vector space E such that τ1 is stronger than τ2
and such that (E, τ1) has a base of 0-neighborhoods consisting of τ2-closed sets only.
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Then every τ1-Cauchy net or ﬁlter which converges to a ∈ E with respect to τ2 also
converges to a with respect to τ1. In particular, every (sequentially) complete subset of
(E, τ2) is also (sequentially) complete in (E, τ1).
2.22 Theorem. (See [Köt69, § 29.4] and [Jar81, § 13.4].)
Let (E, τ) denote a metrizable locally convex vector space. Then its inductive dual E
′
ι =
(E
′
b)
bor has a base of β(E
′
, E)-closed neighborhoods of 0 such that it is always complete.
In particular, the inductive limit of an injective inductive sequence of strong duals, as in
Proposition 2.10←−35 , is also always complete.
Proof. Since E
′
b is complete (as the strong dual of a metrizable, hence bornological space: a
given Cauchy net converges when restricted to an absolutely convex bounded set which means
that its limit candidate is a locally bounded and therefore continuous linear form on E) we
only have to ﬁnd a base of 0-neighborhoods of (E
′
b)
bor which consists of β(E
′
, E)-closed sets
in order to obtain the assertion using Proposition 2.21←−41 .
Since (E, τ) is metrizable we obtain a countable base of 0-neighborhoods (Un)n∈ℕ which
provides us with a fundamental sequence of absolutely convex bounded sets (Bn := U∘n)n∈ℕ
in E
′
b (see for example [MV97, Lem. 25.5], also a consquence of Proposition 2.20←−41 : the bounded
sets occurring in the construction of the inductive dual suﬃce to obtain all bounded sets).
So, if U is a 0-neighborhood in (E
′
b)
bor, it is actually an absolutely convex bornivorous set
in E
′
b, such that we can always ﬁnd λn > 0 with λnBn ⊆
1
2U. Now deﬁne Vk to be the
absolutely convex hull of ⋃kn=0 λnBn such that we have 2V ⊆ U for V := ⋃k∈ℕ Vk. We are
done if we can show that the algebraic hull ⋂λ>1 λV of V contains the β(E
′
, E)-closure V¯ since
then V¯ ⊆ 2V ⊆ U such that all sets of the form of V¯ (for arbitrary λn > 0) provide us with a
base of 0-neighborhoods of (E
′
b)
bor consisting of strongly closed sets.
For this purpose, assume u ∉ ⋂λ>1 λV. Then there exists a λ > 1 such that u ∉ λV and
therefore u ∉ λVk for all k ∈ ℕ. Hence there exist yk ∈ V∘k ⊆ E
′′
with ⟨u, yk⟩ > λ. Since
(Vk)k∈ℕ is still a fundamental sequence of bounded sets of E
′
b, this means that the sequence
(yk)k∈ℕ is bounded in E
′′
b such that it is an equicontinuous and hence (by Alaoglu-Bourbaki)
relatively σ(E
′′
, E
′
b)-compact subset of E
′′
. Thus there exists a y ∈ E
′′
with ⟨u, y⟩ ≥ λ > 1 and
y ∈ ⋂∞k=1 V
∘
k = V
∘. This, on the other hand, means that u cannot belong to V∘∘ which is (by
the Bipolar Theorem 1.36←−25 ) the weak closure of V, in particular u also can’t be an element of
the strong closure V¯, which was to be shown.
2.4 The Subspace Problem
Given an inductive limit E = lim−−→i∈I Ei of locally convex vector space and subspaces Fi ⊆ Ei
of each step, i ∈ I, the inductive limit F = lim−−→i∈I Fi is a linear subspace of E. Does it also have
to be a topological subspace?
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One might be led to believe that this follows directly from the deﬁnition of the inductive
limit topology. But this only gives us a continuous injection F → E, it could very well be the
case that F carries a strictly stronger topology than the one induced by E, i. e., that F is a strict
topological subspace of E. The explanation is simple: E carries the strongest locally convex
topology which makes the injections Ei → E continuous while for the topology of F we just
require the injections Fi → F ⊆ E (of much smaller spaces) to be continuous such that it can
be strictly stronger. Actually the problem is even worse—the duals of F with respect to the
considered topologies need not even coincide. Therefore the following properties are desirable.
2.23 Deﬁnition. (See [Bie86, § 3, Def. 16].)
Let (E, τ) = lim−−→i∈I(Ei, τi) denote an injective inductive limit of locally convex spaces and
let F be a linear subspace of E. We put Fi := F ∩ Ei and equip each of these spaces with the
topology τ˜i := τi|Fi induced by τi, i ∈ I. Then the space F is called
(i) stepwise closed if each (Fi, τ˜i) is closed in (Ei, τi) for all i ∈ I,
(ii) a limit subspace of E if the inductive limit topology τ of lim−−→i∈I(Ei, τi) induces the
inductive limit topology τ˜ of lim−−→i∈I(Fi, τi) on F,
(iii) well-located in E if the dual of F is the same with respect to the restriction of the
inductive limit topology τ of E and the topology of lim−−→i∈I(Fi, τ˜i), i. e., if (F, τ|F)
′ =
(F, τ˜)′.
2.24 Remark. Any closed linear subspace F of E = lim−−→i∈I Ei is obviously stepwise closed,
and each limit subspace is well-located. Under additional assumptions one can also obtain
some results in the other direction (see [Bie86, § 3, Prop. 16] and [Flo80, § 5]):
Let E = lim−−→n En denote a countable inductive limit of locally convex vector spaces.
(i) If the inductive limit E is weakly compact, then each stepwise closed linear subspace
is closed and well-located.
(ii) If the inductive limit E is compact, then a stepwise closed subspace even has to be a
(closed) limit subspace.
(iii) If all the steps En of E are metrizable Schwartz spaces, then every well-located subspace
is also a limit subspace.
For our applications we will need a stronger version of 2.24(ii) which we will now prove using
the following open-mapping lemma of Baernstein (which can be proven by applying Pták’s
open mapping theorem to the transposed mapping with respect to the strong duals).
2.25 Theorem (Baernstein). (See [Bae71, § 2, Lemma] and [Jar81, § 12.5, Thm. 10].)
Let E denote a separated locally convex vector space which is semi-Montel (i. e., every
bounded set is relatively compact) and let F denote a (DF)-space. If f : E → F is a continuous
linear map such that f−1(B) is bounded in E for each bounded set B of F, then f is open and
hence an isomorphism E → f(E) ⊆ F.
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2.26 Corollary. (See [Bie86, § 3, Cor. 19].)
Let (E, τ) = lim−−→n(En, τn) denote a countable regular inductive limit of (DF)-spaces with
injective linking maps. Let further F be a linear subspace of E and equip the spaces Fn :=
F ∩ En with the topology τ˜n := τn|Fn induced by τn such that we may take the inductive
limit topology τ˜ of lim−−→n(Fn, τ˜n) for F.
Now, if (F, τ˜) is a semi-Montel space, then F is a limit subspace of E, i. e., τ˜ = τ|F. This
condition is satisﬁed, in particular, if (Fn, τ˜n)n∈ℕ is a compact inductive sequence or if all
the spaces (Fn, τ˜n) are semi-Montel.
Proof. By deﬁnition of the inductive limit we obtain a continuous linear inclusion mapping f :
F → E. Also note that (Fn, τ˜n) is again a regular inductive sequence. Moreover, regular
inductive limits of semi-Montel spaces are clearly again semi-Montel just as separated countable
inductive limits of (DF)-spaces are again (DF).
Hence, in order to apply Theorem 2.25←−43 , we just have to consider a bounded subset B
of E = lim−−→n En. Since E is regular there exists an index n ∈ ℕ such that B is even contained
and bounded in (En, τn). Therefore also B ∩ F is bounded in (Fn, τ˜n), i. e., f−1(B) is bounded
in F = lim−−→n Fn. The assertion now follows from the theorem.
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Projective Descriptions of Weighted
Sequence Spaces
Our goal is to ﬁnd systems of seminorms describing the inductive limit topology of some
general types of countable inductive limits of locally convex vector spaces. In other words, we
want to describe the limit space by trying to recognize it as a projective limit of other locally
convex vector spaces, i. e., by giving a projective description.
We start our quest—guided by [Bie86]—by looking at the most simple general spaces, Köthe’s
sequence spaces, and then try to describe some inductive limits of such spaces projectively.
3.1 Definitions and Preliminaries
3.1 Deﬁnition (Köthe Sets). Let I be a (general index) set. A set A of real-valued functions
on I (I-sequences) is called a Köthe set, if
(K1) ∀i ∈ I ∀a = (ai)i∈I ∈ A∶ ai ≥ 0;
(K2) ∀a, b ∈ A ∃c ∈ A∶ max(ai, bi) ≤ ci, ∀i ∈ I;
(K3) ∀i ∈ I ∃a ∈ A∶ ai > 0.
3.2 Proposition (Köthe Sequence Spaces). Let A be a Köthe set of sequences over the
general index set I. Then the space
Λ(A) := {λ = (λi)i∈I ∈ ℂI | ∀a ∈ A∶ (aiλi)i∈I ∈ ℓ1(I)}
is a Hausdorﬀ locally convex vector space, called the Köthe sequence space associated withA.
Proof. The family (qa)a∈A obtained by setting qa(x) := supi∈Iai|xi|, qa : ℂI → ℂ ∪ {∞},
is a system of seminorms (by (K1) and (K2)) generating a locally convex topology on Λ(A)
which is Hausdorﬀ by (K3).
We will look at spaces similar to Λ(A) for countable Köthe sets A, i. e., using families A of the
form ((a(n)i )i∈I)n∈ℕ that satisfy (K1)–(K3). By going over from a
(n) to a(1) +…+ a(n), we
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can assume this sequence of sequences to be (pointwise) increasing. If we additionally require
the sequences a(n) to be strictly positive (so we obtain norms instead of seminorms), the Köthe
set A is called a Köthe matrix :
3.3 Deﬁnition (Köthe Matrix). Let I be a general index set. A (pointwise) increasing se-
quence A = (a(n))n∈ℕ of strictly positive functions a(n) : I → ℝ (I-sequences) is called a
Köthe matrix.
3.4 Proposition (Köthe Echelon Spaces). LetA = (a(n))n∈ℕ denote a Köthe matrix over
the index set I, and let 1 ≤ p < ∞. Then we can deﬁne the Köthe echelon spaces
λp(A) := {x = (xi)i∈I ∈ ℂI | ∀n ∈ ℕ∶ q
p
n(x) := (󰀖
i∈I
(a
(n)
i |xi|)
p
)
1
p
< ∞},
λ∞(A) := {x = (xi)i∈I ∈ ℂI | ∀n ∈ ℕ∶ q
∞
n (x) := sup
i∈I
a(n)i |xi| < ∞} and
λ0(A) := {x = (xi)i∈I ∈ ℂI | ∀n ∈ ℕ∶ (a
(n)
i xi)i∈I tends to 0 on I}.
(An I-indexed sequence (αi)i∈I, αi ∈ ℂ is said to tend to 0 if nearly all its elements are
arbitrarily small, i. e., if for each ε > 0 there exists a ﬁnite subset J = J(ε) of I such that
|αi| < ε for all i ∈ I\J.)
When considered together with the corresponding sequence (qpn)n∈ℕ of norms (and
setting q0n := q
∞
n ), each λ
p is a Fréchet space, 1 ≤ p ≤ ∞ or p = 0.
Proof. Obviously all occurring qpn are norms. The completeness of the spaces follows from
the completeness of the ℓp-spaces by the following remark.
3.5 Remark. Simple examples of such Köthe echelon spaces are the “diagonal transforms”
of the classical ℓp spaces. Let a : I → ℝ be a strictly positive function, then the constant
sequence (a)n∈ℕ is a Köthe matrix. The associated spaces ℓp(a) := λp(a) are a-diagonal
transforms of the spaces ℓp(I) (i. e., ℓp(I) ≅ ℓp(a) via (xi)i∈I ↦ (ai ⋅ xi)i∈I), for 1 ≤ p ≤ ∞
or p = 0 (where we set ℓ0(I) := c0(I)).
By looking at the deﬁnition of the Köthe echelon spaces λp(A) associated to a general
Köthe matrix A, we obtain that they can always be identiﬁed both algebraically and topo-
logically with projective limits of the Banach spaces ℓp(a(n)):
λp(A) ≅ lim←−−
n
ℓp(a(n)).
So the Köthe matrix can be interpreted as a sequence of “weights” that are used in the
construction of the Köthe echelon spaces out of ordinary ℓp-spaces.
This also motivates the following deﬁnition of co-echelon spaces.
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3.6 Deﬁnition (Köthe co-echelon spaces). Let V = (v(n)) denote a (pointwise) decreas-
ing sequence of strictly positive functions v(n) : I → ℝ, and let 1 ≤ p ≤ ∞ or p = 0. Then
we can deﬁne the Köthe co-echelon spaces
kp(V) := lim−−→
n
ℓp(v(n))
(again setting ℓ0 := c0).
Obviously these spaces will be our spaces of interest—we’ll try to ﬁnd simple projective de-
scriptions. But before, we still need to justify the name co-echelon space. For that purpose, ﬁx a
Köthe matrix A = (a(n))n∈ℕ on some index set I. The simplest way to obtain a corresponding
decreasing sequence of “weights” V = (v(n))n∈ℕ is to set v(n) := 1a(n) (this being another
reason we wanted the sequences to be strictly positive).
Now let 1 ≤ p < ∞ or p = 0. Since λp(A) is dense in each ℓp(a(n)), n ∈ ℕ (the
space c00 of all sequences that are eventually null is obviously contained in λp(A) and dense in
every ℓp(a(n))), the projective limit λp(A) = lim←−−n ℓ
p(a(n)) is reduced (cf. Remark 1.22(ii)←−
18
).
Therefore we can apply the duality of projective and inductive limits (Proposition 1.30←−23 ) to
obtain the algebraic identity
λp(A)
′
= (lim←−−
n
ℓp(a(n)))
′
= lim−−→
n
ℓp(a(n))
′
= lim−−→
n
ℓq(v(n)) = kq(V), (3.1)
where 1p +
1
q = 1, q = ∞ for p = 1 and q = 1 for p = 0. Analogously, using the duality of
inductive and projective limits (Proposition 1.29←−22 ), we obtain
kp(V)
′
= (lim−−→
n
ℓp(v(n)))
′
= lim←−−
n
ℓp(v(n))
′
= lim←−−
n
ℓq(a(n)) = λq(A), (3.2)
again for 1 ≤ p < ∞ or p = 0 where 1p +
1
q = 1, q = ∞ or q = 1, respectively.
Are these algebraic isomorphisms also topological isomorphisms? The next Proposition is a
ﬁrst step towards an answer to this question:
3.7 Proposition. (See [Bie86, § 2, Prop. 9].)
Let A = (a(n)) denote a Köthe matrix and V = (v(n)) any decreasing sequence of strictly
positive functions on an index set I, also let 1 < p < ∞.
(i) The echelon space λp(A) is a reﬂexive Fréchet space and the co-echelon space kp(V)
is a (regular) complete reﬂexive (LB)-space.
(ii) With q such that 1p +
1
q = 1, the following topological vector space dualities hold:
(λp(A))
′
b ≅ k
q(V), where V = (v(n))n∈ℕ with v(n) :=
1
a(n)
, and
(kp(V))
′
b ≅ λ
q(A), where A = (a(n))n∈ℕ with a(n) :=
1
v(n)
.
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Proof. Since the building blocks ℓp(a(n)) and ℓp(v(n)) are all reﬂexive if 1 < p < ∞, the pro-
jective sequence (ℓp(a(n)))n∈ℕ and the inductive sequence (ℓp(v(n)))n∈ℕ used in deﬁning the
echelon and co-echelon spaces, respectively, have to be weakly compact (see Proposition 1.44←−27 ).
Therefore the assertions follow easily fromTheorem 2.18←−40 and the discussion preceding this
proposition.
Unfortunately our general theory of chapter 2←−31 does not suﬃce to obtain similar results for
the limiting cases p = 0, p = 1 and p = ∞, some of them actually don’t hold at all (all the
other statements which are not covered by the following counterexamples do hold and will be
proven in the next sections).
3.8 Counterexample (Grothendieck-Köthe). (See [Bie86, § 2, Prop. 10(b)] and [Köt69,
§ 31.6–7].)
Let A = (a(n))n∈ℕ denote a Köthe matrix on I := ℕ×ℕ deﬁned by
a(n)i,j := {
j i ≤ n
1 i ≥ n + 1,
and set v(n) := 1a(n) to obtain the corresponding dual decreasing sequence V = (v
(n))n∈ℕ
of weights. Then we have the following.
(i) Although λ1(A)
′
= k∞(V) holds algebraically, the strong topology of (λ1(A))
′
b is
strictly weaker than the inductive topology of k∞(V).
(ii) The inductive sequence (c0(v(n)))n∈ℕ is not regular and its limit k0(V) = lim−−→n c0(v
(n))
is (quasi-)incomplete.
Proof. (i) Let τ denote the usual inductive limit topology of k∞(V) and let τ
′
denote the
strong topology induced on k∞(V) by (λ1(A))
′
b. Now set (n ∈ ℕ)
Bn := {x ∈ k
∞(V)
|
sup
(i,j)∈I
v(n)i,j |xi,j| ≤ 1},
then, by Remark 1.24←−19 , the sets of the form U = Γ(⋃n∈ℕ cnBn), where cn > 0, form a base of
0-neighborhoods in (k∞(V), τ) which we will denote by 𝒰. To show that τ is strictly stronger
than τ
′
, we have to ﬁnd a τ-0-neighborhood which contains no τ
′
-0-neighborhood. To this
end, let
U0 := Γ( ∪
n∈ℕ
1
n
Bn),
and note that U0 contains no element of the set
A := {x ∈ k∞(V) | ∀i ∈ ℕ ∃j ∈ ℕ∶ |xi,j| ≥ 2}.
(If u ∈ U0 ∩ A, then there exists an N ∈ ℕ such that u ∈ Γ(⋃Nn=1
1
nBn) ⊆ U0. Therefore, for
i > N, we have |ui,j| ≤ ∑
N
n=1
|αn|
n where∑
N
n=1 |αn| ≤ 1, which means that actually |ui,j| ≤ 1
for all i > N and j ∈ ℕ, a contradiction to u ∈ A.)
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A base of 0-neighborhoods for (k∞(V), τ
′
) is given by the polars of λ1(A)-bounded sets. But
every bounded set of λ1(A) is contained in a bounded set of the form
∩
n∈ℕ
{x ∈ λ1(A) | ∑(i,j)∈I a
(n)
i,j |xi,j| <
1
cn} = ∩
n∈ℕ
(cnBn)∘ =
(
Γ( ∪
n∈ℕ
cnBn))
∘
for suitably chosen cn > 0, such that we only have to take the bipolars U∘∘ of the sets U ∈ 𝒰
to obtain a base of 0-neighborhoods for (k∞(V), τ
′
).
Let V be a given 0-neighborhood of (k∞(V), τ
′
), such there are cn > 0 with U∘∘ =
(Γ(⋃n∈ℕ cnBn))
∘∘
⊆ V. We want to show that U0 cannot contain U∘∘. Denote by e(i,j) ∈ ℂI
the (i, j)-th unit vector, i. e., e(i,j)k,l = δi,k ⋅ δj,l. We can always choose kn ∈ ℕ large enough
such that 2n+1e(n,kn) ∈ cnBn. Consequently we also have
N
󰀖
n=1
1
2n
2n+1e(n,kn) ∈ Γ(
N
∪
n=1
cnBn) ⊆ U.
Thus the weak limit 2∑n∈ℕ e
(n,kn) of this sequence (asN tends to inﬁnity) belongs toU∘∘ ⊆
V, but not to U0 (since it is an element of A). Hence τ is indeed strictly stronger than τ
′
.
(ii) We ﬁrst show that the (LB)-space k0(V) = lim−−→n c0(v
(n)) is not regular. Let B denote
the set of all vectors b(n) ∈ k0(V), deﬁned as follows (n ∈ ℕ)
b(n)i,j := {
1 i ≤ n
0 i ≥ n + 1.
We obviously have b(n) ∈ c0(v(n)) although b(n) ∉ c0(v(n−1)), such that B is not contained in
any step c0(v(n)) of k0(V) even though B ⊆ k0(V). To see that B is bounded consider the base
of 0-neighborhoods 𝒰 of k0(V) consisting of the sets U = Γ(⋃n∈ℕ cnBn), deﬁned as above.
They all absorb the set B such that it is bounded in k0(V), hence the inductive limit cannot be
regular.
Also, if k0(V) were (quasi-)complete, the closed absolutely convex hull Γ(B) of the set B (and
thus B itself) would have to be a subset of one of the steps c0(v(n))—which we already deemed
impossible—since as it would be complete, we could apply Grothendieck’s Theorem 2.12←−
38
to
its associated Banach space (k0(V))Γ(B).
By viewing the situation from the perspective of Proposition 2.10←−35 we obtain that
(λp(A))
′
ι ≅ k
q(V)
for 1 ≤ p < ∞ or p = 0 and corresponding 1 ≤ q ≤ ∞. By Proposition 3.7←−47 this means that
for 1 < p < ∞ the inductive dual of λp is the same as its strong dual,
(λp(A))
′
ι ≅ (λ
p(A))
′
b,
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i. e., the strong dual (λp(A))
′
b ≅ k
q(V) is bornological. Furthermore, Counterexample 3.8(i)←−
48
is
now also an example for a space where the inductive dual topology is indeed strictly stronger
than the strong dual topology.
On the other hand, this perspective allows us to see that k∞(V) ≅ (λp(A))
′
ι is at least always
complete (by a simple application of Theorem 2.22←−42 ).
3.9 Corollary. LetV = (v(n))n∈ℕ denote a decreasing sequence of strictly positive functions
on an index set I, then kp(V) is complete for all 1 ≤ p ≤ ∞.
3.2 Projective Descriptions
We arrived at our actual goal—ﬁnding projective descriptions of the Köthe co-echelon
spaces kp(V), i. e., simple descriptions of their families of continuous seminorms. As a ﬁrst
step, we will try to ﬁnd a bigger space containing kp(V) that can be described as a projective
limit of ℓp-spaces.
Let 1 ≤ p ≤ ∞ or p = 0 (and ℓ0 := c0). For each building block ℓp(v(n)) of kp(V) to be
continuously embedded in a space of the form ℓp(vˇ) it suﬃces to choose vˇi := infn∈ℕ Cnv
(n)
i
where Cn > 0 is any sequence of positive numbers. Therefore, if v¯ = (v¯i)i∈I : I → [0,∞) is a
non-negative function on I such that for each n ∈ ℕ
sup
i∈I
v¯i
v(n)i
< ∞,
then we obviously have that kp(V) is continuously embedded into ℓp(v¯), thus motivating the
following deﬁnition.
3.10 Deﬁnition (Associated Köthe Sets). (See [Bie86, § 2, Def. 11] and [BMS82b, Def. 1.4].)
Let V = (v(n))n∈ℕ denote a decreasing sequence of strictly positive functions on an index
set I, and let A = (a(n))n∈ℕ denote the corresponding Köthe matrix where a(n) := 1v(n) .
Then, by V¯ = V¯(V), we denote the system of non-negative functions given by
V¯(V) := λ∞+ (A) := λ
∞(A) ∩ [0,∞)I
= {v¯ = (v¯i)i∈I ∈ [0,∞)
I
|
∀n ∈ ℕ∶ sup
i∈I
v¯i
v(n)i
= sup
i∈I
a(n)i v¯i < ∞}.
The system V¯ (which clearly satisﬁes (K1)–(K3) of Deﬁnition 3.1←−45 ) is called the associated
Köthe set of V (respectively of A), the corresponding Köthe sequence spaces are called the
projective hulls of the co-echelon spaces and will be denoted as follows
Kp(V¯) := λp(V¯) := lim←−−
v¯∈V¯
ℓp(v¯),
where 1 ≤ p ≤ ∞ or p = 0 (and ℓ0 := c0). Evidently they are always complete and
separated locally convex vector spaces.
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Unfortunately—although similar—these aren’t always the Köthe echelon spaces we already
discussed before, since V¯ need not be countable nor does it have to contain any strictly positive
functions (even though all v(n) ∈ V are strictly positive), as demonstrated in the following
example.
3.11 Example. (See [BMS82b, Ex. 1.6].)
Let I denote the set of strictly decreasing sequences i = (in)n∈ℕ where in ∈ (0, 1]. Fur-
thermore, consider the sequence V = (v(n))n∈ℕ of functions v(n) : I → (0,∞) deﬁned
by v(n)i := in. Then V is apparently decreasing and strictly positive, such that we may
consider the corresponding Köthe co-echelon spaces kp(V).
On the other hand, we claim that each element v¯ ∈ V¯must have a zero on I. By deﬁnition,
there exists a sequence of positive numbers Cn > 0 such that v¯ ≤ infn∈ℕ Cnv(n). We may
choose (Cn)n∈ℕ greater than one and increasing such that limn→∞ Cn = ∞. Then we
obviously have that j = (jn)n∈ℕ := ( 1C2n )n∈ℕ belongs to I, hence
v¯j ≤ inf
n∈ℕ
Cnv
(n)
j = infn∈ℕ
Cn
1
C2n
= 0.
On the other hand, if V¯ contains just one strictly positive function, we may restrict ourselves
to strictly positive members of V¯ when deﬁning Kp(V¯) as a projective limit, which explains the
usefulness of the following.
3.12 Proposition. (See [BMS82b, Prop. 1.7].)
The associated Köthe set V¯ of a decreasing sequence of strictly positive functions V =
(vn)n∈ℕ contains a strictly positive element, if and only if, there is an increasing se-
quence (In)n∈ℕ of subsets of I, such that I = ∪n∈ℕIn and infi∈In v
(n)
i > 0 for each n ∈ ℕ.
In particular, V¯(V) always contains strictly positive elements if the index set I is countable.
Proof. (⇒) Let v¯ ∈ V¯ denote a strictly positive function and set In := {i ∈ I | v¯i >
1
n} for
n ∈ ℕ. Then (In)n∈ℕ is an increasing sequence of subsets of I and I = ∪n∈ℕIn. And as there
are Cn > 0 such that v¯ ≤ Cnv(n) for each n ∈ ℕ, we also have
inf
i∈In
v(n)i ≥
1
Cn
inf
i∈In
v¯i ≥
1
nCn
> 0.
(⇐) For the other direction set 1Cn := infI∈In v
(n)
i > 0 and deﬁne a function v¯ :=
infn∈ℕ Cnv(n) which is obviously an element of V¯. Since we have Cnv
(n)
i ≥ 1 for all i ∈ Ik
where k ≤ n, we obtain
v¯i = inf
n∈ℕ
Cnv
(n)
i ≥ min(1,minn≤k
Cnv
(n)
i ) > 0,
i. e., that v¯ ∈ V¯ is strictly positive on I = ∪k∈ℕIk.
Actually, with these projective hulls Kp(V¯), we already obtained more than we had hoped
for—an algebraic projective description of the co-echelon spaces kp(V).
52 projective descriptions of weighted seqence spaces
3.13 Proposition. (See [BMS82b, Lemma 2.1].)
Let V = (v(n))n∈ℕ denote a decreasing sequence of strictly positive I-functions and V¯ its
associated Köthe set.
Then kp(V) equals Kp(V¯) algebraically for 1 ≤ p ≤ ∞. Furthermore we have that the
topologies of k∞(V) and K∞(V¯) lead to the same families of bounded sets.
Proof. We already know that kp(V) ⊆ Kp(V¯) hence only the other direction is left to be
shown.
(a) First we will consider the case where 1 ≤ p < ∞. Let x ∈ Kp(V¯), we have to ﬁnd
an n ∈ ℕ with
qpn(x) = (󰀖
i∈I
(v
(n)
i |xi|)
p
)
1
p
< ∞ (3.3)
Assume this were impossible. Then, for each n ∈ ℕ, the family (∑i∈J(v
(n)
i |xi|)
p)J∈ℱ(I) where
ℱ(I) denotes all ﬁnite subsets of I, would be an unbounded subset of ℝ. Therefore we can ﬁnd a
strictly increasing sequence (Jn)n∈ℕ of ﬁnite subsets J ∈ ℱ(I) such that∑i∈Jn(v
(n)
i |xi|)
p > n.
Now set I1 := J1 and Ik := Jk∖Jk−1 for k = 2, 3,… to obtain a sequence (Ik)k∈ℕ of non-empty,
ﬁnite and disjoint sets with Jn = ∪nk=1Ik. Deﬁne a function v¯ = (v¯i)i∈I : I → [0,∞) by setting
v¯i :=
{
v(k)i for i ∈ Ik
0 if i ∉ ∪k∈ℕIk
To prove v¯ ∈ V¯ we remark that, given an arbitrary n ∈ ℕ, for all i ∈ Ik where k ≥ n, we
obtain the inequality
v¯i
v(n)i
≤
v¯i
v(k)i
= 1 =
v¯
v(n) |In
since V = (v(n)))n∈ℕ is decreasing. Therefore also
sup
i∈I
v¯i
v(n)i
= sup
k∈ℕ
max
i∈Ik
v¯i
v(n)i
= max
i∈Jn
v¯i
v(n)i
< ∞
holds, which means that indeed v¯ ∈ V¯. On the other hand, we clearly have v¯ ≥ v(n) on Jn for
each n ∈ ℕ such that we obtain
󰀖
i∈I
(v¯i|xi|)
p
≥ 󰀖
i∈Jn
(v¯i|xi|)
p
≥ 󰀖
i∈Jn
(v
(n)
i |xi|)
p
> n,
a contradiction to our assumption x ∈ Kp(V¯) such that also kp(V) ⊇ Kp(V¯) must hold.
(b) Using a similar strategy we will prove that in the case of p = ∞, the spaces k∞(V) and
K∞(V¯) even have the same bounded sets (which obviously implies that they are algebraically
equal). Again it suﬃces to prove that every bounded set ofK∞(V¯) is also contained and bounded
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in k∞(V). Let B denote such a set and deﬁne a non-negative function b = (bi)i∈I : I → [0,∞)
by setting
bi := sup
x∈B
|xi|.
We have that b is an element of K∞(V¯) since, for every v¯ ∈ V¯,
q∞v¯ (b) := sup
i∈I
v¯i|bi| = sup
x∈B
sup
i∈I
v¯i|xi| = sup
x∈B
q∞v¯ (x) < ∞.
We claim that b is also an element of k∞(V), i. e., that there exists an index n ∈ ℕ such that
q∞n (b) = sup
i∈I
v(n)i bi < ∞ (3.4)
Again, let’s assume this does not hold. This means that, for each n ∈ ℕ, the function v(n) ⋅ b
is unbounded on I. Thus we can choose indices in ∈ I with v
(n)
in bin > n and such that
in ≠ i1, …, in−1 where n ∈ ℕ. Because of the last property we may deﬁne a non-negative
function v¯ on I by setting
v¯i :=
{
v(k)ik for i = ik,
0 if i ≠ ik for all k ∈ ℕ.
To prove that v¯ is actually an element of V¯, consider as before (for k ≥ n)
v¯ik
v(n)ik
≤
v¯ik
v(k)ik
= 1 =
v¯in
v(n)in
which implies
sup
i∈I
v¯i
v(n)i
= sup
k∈ℕ
v¯ik
v(n)ik
≤ max
1≤k≤n
v¯ik
v(n)ik
< ∞.
On the other hand, we have
q∞v¯ (b) = sup
i∈I
v¯ibi ≥ sup
k∈ℕ
v¯ikbik = sup
k∈ℕ
v(k)ik bik ≥ sup
n∈ℕ
n = ∞,
a contradiction to b ∈ K∞(V¯), thus establishing our claim (3.4).
As a consequence of (3.4) we now obtain
sup
x∈B
q∞n (x) = sup
x∈B
sup
i∈I
v(n)i |xi| ≤ sup
i∈I
v(n)i bi = q
∞
n (b) < ∞,
which means that B is a bounded subset of ℓ∞(vn), and therefore also of k∞(V), which was to
be shown.
To also obtain a topological projective description we proceed as indicated by the following
Lemma.
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3.14 Lemma. (See [BMS82a, Lemma 1.2].)
Let (E1, τ1) denote a locally convex vector space, and let E2 ⊆ E1 be a linear subspace. If τ2
is a locally convex topology on E2 which is ﬁner than the topology induced by τ1 but such
that both τ1 and τ2 induce the same topology on some dense linear subspace D of (E2, τ2),
then we actually have τ2 = τ1|E2 .
Proof. Let U be a closed 0-neighborhood in (E2, τ2). We have to ﬁnd a 0-neighborhood
in (E1, τ1) whose trace under E2 is contained in U. Since τ1|D = τ2|D there exists an open
0-neighborhood V in (E1, τ1) such that V ∩D ⊆ U ∩D.
Now let x ∈ V ∩ E2. For any neighborhoodW of x in (E2, τ2) we have
(V ∩ D) ∩W = (V ∩ E2) ∩W ∩D ≠ ∅,
since D is dense in (E2, τ2) and (V ∩ E2) ∩W is a τ2-neighborhood of x ∈ E2. Thus we have
obtained
x ∈ V ∩ D ⊆ U ∩D ⊆ U = U,
where all closures are taken in (E2, τ2), such that V ∩ E2 ⊆ U holds indeed.
3.15 Lemma. (See [BMS82b, Lemma 2.2].)
If 1 ≤ p < ∞ or p = 0, then both kp(V) and Kp(V¯) induce the same topology on their
common dense subspace c00 of ﬁnite I-sequences.
Proof. Since, by construction, kp(V) is continuously embedded into Kp(V¯), it suﬃces to show
that, given an arbitrary 0-neighborhood U in kp(V), there exists a function v¯ ∈ V¯ such that
Bv¯ := {x ∈ c00 | q
p
v¯ (x) < 1} ⊆ U, (3.5)
where
qpv¯ (x) := (󰀖
i∈I
(v¯i|xi|)
p
)
1
p
for 1 ≤ p < ∞, and q0v¯(x) := sup
i∈I
v¯i|xi|.
Let Bn denote the closed unit ball of ℓp(v(n)) or c0(v(n)), respectively. Then, by Re-
mark 1.24←−19 , there exists a sequence of positive numbers Cn > 0 such that Γ(⋃n∈ℕ CnBn) ⊆ U.
Now we claim that the function v¯ ∈ V¯,
v¯ := inf
n∈ℕ
2n
Cn
v(n)
satisﬁes (3.5). To prove this claim, we will have to diﬀerentiate between the cases 1 ≤ p < ∞
and p = 0.
(a) First, let p = 0 and let x be an arbitrary element of Bv¯. Since
sup
i∈I
inf
n∈ℕ
2n
Cn
v(n)i |xi| = q
0
v¯(x) < 1,
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we obtain that for every i ∈ I there has to be an n ∈ ℕ with i ∈ In where
In := {i ∈ I |
2n
Cn
v(n)i |xi| < 1}.
In particular there exists an m ∈ ℕ such that ⋃mn=1 In contains the ﬁnite set supp x :=
{i ∈ I | xi ≠ 0}. Let (φ(n))1≤n≤m ∈ c00 denote a ﬁnite partition of unity on supp x which is
subordinate to the covering ⋃mn=1 In. By setting
a(n) := φ(n) ⋅ 2nx
we obtain a family (a(n))1≤n≤m of elements of c00 ⊆ c0(v(n)) with suppa(n) ⊆ In. We even
obtain a(n) ∈ CnBn, since for i ∈ In we have
v(n)i |a
(n)
i | = φ
(n)
i 2
nv(n)i |xi| < Cn.
Consequently we also have (3.5)←−54 , since
x =
m
󰀖
n=1
φ(n)x =
m
󰀖
n=1
1
2n
a(n) ∈ Γ( ∪
n∈ℕ
CnBn) ⊆ U.
(b) Now let 1 ≤ p < ∞ and x ∈ Bv¯. Similarly to the previous case, given an i ∈ I0 :=
suppx ⊆ I we can ﬁnd anmi ∈ ℕ such that
v¯i = inf
n∈ℕ
2n
Cn
v(n)i ≥
2mi
Cmi
v(mi)i −
ε
|xi| ⋅ 2M
1
p
where ε := 1−qpv¯ (x) > 0 andM := |I0| is the number of elements of I0 = suppx. The numbers
are chosen such that we obtain
(󰀖i∈I0
(
2mi
Cmi
v(mi)i |xi|)
p
)
1
p
≤
(󰀖i∈I0
(v¯i|xi| +
ε
2M
1
p
)
p
)
1
p
≤ (󰀖
i∈I0
(v¯i|xi|)
p
)
1
p
+ (󰀖
i∈I0
εp
2pM)
1
p
= qpv¯ (x) +
ε
2
= 1 − ε +
ε
2
< 1.
To apply this inequality we need to deﬁne a disjoint covering (In)1≤n≤N of I0 = suppx by
setting
In := {i ∈ I0 | mi = n} and N := maxi∈I0
mi.
The corresponding family (a(n))1≤n≤N ∈ c00 ⊆ ℓp(vn)
a(n)i := {
2nxi for i ∈ In
0 if i ∉ ⋃Nn=1 In,
obviously has the property that x = ∑
N
n=1 2
−na(n), and its elements satisfy
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qpn(a(n)) = (󰀖
i∈I
(v
(n)
i |a
(n)
i |)
p
)
1
p
= Cn
(󰀖i∈In
(
2n
Cn
v(n)i |xi|)
p
)
1
p
≤ Cn
(󰀖i∈I0
(
2mi
Cmi
v(mi)i |xi|)
p
)
1
p
< Cn.
Thus we even have a(n) ∈ CnBn which means—as in the conclusion of part (a) of this
proof—that x ∈ U.
Combining the results so far, we obtain:
3.16 Theorem. (See [BMS82b, Thm. 2.3].)
Let V = (v(n))n∈ℕ denote a decreasing sequence of strictly positive functions on an index
set I and V¯ its associated Köthe set. Then we have the following projective description
results.
(i) For 1 ≤ p < ∞ the spaces kp(V) and Kp(V¯) are topologically equal. In particular,
the inductive limit topology of kp(V) is induced by the family of seminorms (qpv¯ )v¯∈V¯
of Kp(V¯) and kp(V) is always complete.
(ii) The projective hull K0(V¯) is the completion of the co-echelon space k0(V). Although
k0(V) can be a proper subspace of K0(V¯), its topology is still induced by the projective
hull.
(iii) If p = ∞ we only know that the complete space k∞(V) is the bornologiﬁcation
of K∞(V¯), since, in general, the inductive limit topology of k∞(V) is strictly stronger
than the topology induced by its projective hull K∞(V¯).
Proof. By the previous Lemmas 3.14←−54 and 3.15←−54 we see that Kp(V¯) always has to be the
completion of kp(V) whenever 1 ≤ p < ∞ or p = 0.
If 1 ≤ p < ∞, then we really have kp(V) ≅ Kp(V¯) since the spaces in question also coincide
algebraically (Proposition 3.13←−52 ). The counterexamples for the cases p = ∞ and p = 0 were
already presented in Counterexample 3.8←−
48
(we will soon ﬁnd out that K∞(V¯) ≅ (λ1(V))
′
b).
3.17 Corollary. The co-echelon space k0(V) is always a topological linear subspace
of k∞(V).
Proof. Since we have continuous injections k0(V) → k∞(V) → K∞(V¯), and K0(V¯) is a
topological linear subspace of K∞(V¯), the assertion follows immediately from statement (ii) of
the theorem.
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Returning to the topological duality of (co-)echelon spaces at the end of the previous section,
using V¯(V) we can now improve upon the results we obtained there. The tool we’ll be using is
the following useful description of the bounded sets of the echelon spaces λp(A).
3.18 Proposition. (See [BMS82b, Thm. 2.5].)
Let A = (An)n∈ℕ denote a Köthe matrix on the index set I and let V¯ be its associated Köthe
set.
A subset B of an echelon space λp(A), where 1 ≤ p ≤ ∞, is bounded if and only if there
exists a v¯ ∈ V¯ such that
B ⊆ Bpv¯ := {v¯ ⋅ x ∈ 𝕂
I
| x ∈ ℓ
p with ‖x‖p ≤ 1}.
In particular, if V¯ contains a strictly positive function, B ⊆ λp(A) is bounded if and only if
there exists a strictly positive v¯ ∈ V¯ such that B is contained and bounded in ℓp(1v¯).
Proof. First we consider the (easier) case of p = ∞. The sets B∞v¯ (and therefore also their
subsets) are bounded in λ∞(A) for each v¯ ∈ V¯, since for all v¯ ⋅ x ∈ B∞v¯ and n ∈ ℕ we have
q∞n (v¯ ⋅ x) = sup
i∈I
a(n)i v¯i|xi| ≤ sup
i∈I
a(n)i v¯i =: C
(n)
v¯ < ∞,
by deﬁnition of V¯. For the other direction let B denote any bounded subset of λ∞(A). Deﬁne a
function v¯ = (v¯i)i∈I ∈ [0,∞)
I by setting v¯i := supx∈B |xi|. Because of
sup
i∈I
a(n)i v¯i = sup
i∈I
sup
x∈B
a(n)i |xi| = sup
x∈B
q∞n (x) < ∞,
which holds for all n ∈ ℕ, we really have v¯ ∈ V¯. Furthermore, for each x ∈ B we obviously
have |x| ≤ v¯, such that indeed B ⊆ B∞v¯ .
For the rest of the proof we will now assume that 1 ≤ p < ∞.
(⇐) Again it is easy to see that Bpv¯ is bounded in λ
p(A) for each v¯ ∈ V¯. Let v¯ ⋅ x ∈ Bpv¯ and
n ∈ ℕ, then we have
qpn(v¯ ⋅ x) = (󰀖
i∈I
(a
(n)
i v¯i|xi|)
p
)
1
p
≤ C(n)v¯ ‖x‖p ≤ C
(n)
v¯ < ∞
for C(n)v¯ := supi∈I a
(n)
i v¯i < ∞ deﬁned as above.
(⇒) For the other direction it suﬃces to consider bounded sets B ⊆ λp(A) of the form
B = {x ∈ λ
p(A)
|
qpn(x) = (󰀖
i∈I
(a
(n)
i |xi|)
p
)
1
p
≤ Cn for all n ∈ ℕ},
where Cn > 0 are arbitrary, n = 1, 2, …; let B denote such a set. Now we claim that, by setting
v¯i := infn∈ℕ(2 ⋅ 2nCnv
(n)
i ), which obviously deﬁnes an element v¯ ∈ V¯, we obtain B ⊆ B
p
v¯ .
First we remark that we have |x| ≤ v¯, since for all x ∈ B and i0 ∈ I we can estimate
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|xi0 | = a
(n)
i0
|xi0 |v
(n)
i0
≤ (󰀖
i∈I
(a
(n)
i |xi|)
p
)
1
p
v(n)i0 ≤ Cnv
(n)
i0
< 2 ⋅ 2nCnv
(n)
i0
.
Thus we have also obtained that v¯i = 0 implies xi = 0 for all i ∈ I which will be useful later on.
Next we want to show that at least B ∩ c00 is a subset of B
p
v¯ . For this purpose ﬁx an
element x ∈ B ∩ c00 with only ﬁnitely many non-zero components and let I0 := supp(x)
denote its support. For each i ∈ I0 we have (recall that by the above then also v¯i ≠ 0)
1
v¯i
= sup
n∈ℕ
1
2 ⋅ 2nCnv
(n)
i
= sup
n∈ℕ
a(n)i
2 ⋅ 2nCn
which means that we can ﬁnd anmi ∈ ℕ with
a(mi)i
2 ⋅ 2miCmi
≥
1
v¯i
−
1
|xi| ⋅ 2M
1
p
whereM := |I0| is the number of elements of I0. Deﬁning a disjoint covering (In)1≤n≤N of I0
where In := {i ∈ I0 | mi = n} and N := maxi∈I0mi, as in the proof of Lemma 3.15←−54 , allows
us to estimate xv¯ as follows
(󰀖i∈I0
(
|xi|
v¯i )
p
)
1
p
≤
(󰀖i∈I0
(
a(mi)i |xi|
2 ⋅ 2miCmi
+
1
2M
1
p
)
p
)
1
p
≤
(
N
󰀖
n=1
󰀖
i∈In
(
a(n)i |xi|
2 ⋅ 2nCn)
p
)
1
p
+
(󰀖i∈I0
(
1
2M
1
p
)
p
)
1
p
=
1
2(
N
󰀖
n=1
(
1
2nCn)
p
󰀖
i∈In
(a
(n)
i |xi|)
p
⏟⏟⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟⏟⏟
≤(Cn)p
)
1
p
+
1
2
≤
1
2(
∞
󰀖
n=1
(
1
2n)
p
)
1
p
+
1
2
≤ 1.
Since xi = 0 if v¯i = 0, this means that we have obtained x ∈ B
p
v¯ and therefore B ∩ c00 ⊆ B
p
v¯ as
claimed. Now it is only left to be shown that an arbitrary x ∈ B is contained in Bpv¯ as well.
Let x ∈ B and let ℱ(I) denote the family of ﬁnite subsets of I. Deﬁne a family (x(J))J∈ℱ(I) ∈
𝕂I by setting x(J)i := xi for i ∈ J and x
(J)
i := 0 otherwise. We clearly have that each x
(J) is an
element of B ∩ c00 and that the net (x(J))J∈ℱ(I) converges pointwise to x ∈ B. Therefore, by
the above, x also has to be contained in Bpv¯ since this set is closed under pointwise convergence
on I.
Using this description of bounded sets we can now prove the following stronger version of
Proposition 3.7←−47 . At the time we had only used our general theory of chapter 2←−31 , but this time
we will present an elementary proof using the techniques introduced in this section. Since it
doesn’t complicate the proof much we will derive the corresponding results of Proposition 3.7←−47
again, now without using the theory of weakly compact inductive limits.
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3.19 Theorem. (See [BMS82b, Thm. 2.7].)
Let A = (a(n)) denote a Köthe matrix and V = (v(n)) any decreasing sequence of strictly
positive functions on an index set I, also let 1 ≤ p < ∞ or p = 0 and q such that 1p +
1
q = 1
(where we take q = ∞ for p = 1 and q = 1 for p = 0). Then we have the following
topological dualities
(λp(A))
′
b ≅ Kq(V¯), where V = (v
(n))n∈ℕ with v(n) :=
1
a(n)
, and
(kp(V))
′
b ≅ λ
q(A), where A = (a(n))n∈ℕ with a(n) :=
1
v(n)
.
(For comparison with Proposition 3.7←−47 note that we have Kq(V¯) ≅ k
q(V) for 1 ≤ q < ∞ by
Theorem 3.16←−
56
.)
Proof. (a) We will start by proving the ﬁrst duality. We already know that (λq(A))
′
=
kp(V) = Kq(V¯) algebraically by the discussion in the previous section and by Proposition 3.13←−52 ,
thus we only have to show that the topologies of (λp(V))
′
b and Kq(V¯) coincide.
For now, let’s also assume 1 ≤ p < ∞, since in this case the previous Proposition 3.18←−57 tells
us that (Bpv¯ )v¯∈V¯ is a fundamental system of bounded sets in λ
p(A). Hence, by taking polars,
we obtain a base of 0-neighborhoods in the strong dual (λp(V))
′
b. Actually we will see that
(B
p
v¯)
∘
= {y ∈ (λ
p(A))
′
|
∀x ∈ ℓp, ‖x‖p ≤ 1∶ |󰀖
i∈I
v¯ixiyi|
≤ 1}
=
⎧⎪
⎨⎪
⎩
{y ∈ K∞(V¯) |
q∞v¯ (y) = supi∈I v¯i|yi| ≤ 1} for p = 1,
{y ∈ Kq(V¯) |
qqv¯ (y) = (∑i∈I(v¯i|yi|)
q
)
1
q
≤ 1} for 0 < p < ∞,
for each v¯ ∈ V¯, such that (λp(A))
′
b ≅ Kq(V¯). One of the inclusions follows using Hölder’s
inequality—formally we have ‖v¯ ⋅ x ⋅ y‖1 ≤ ‖v¯ ⋅ y‖q ‖x‖p ≤ ‖v¯ ⋅ y‖q = q
q
v¯ (y). If p = 1 and
q = ∞, the other direction is obtained by considering for x ∈ ℓp the unit vectors (e(i))i∈I,
e(i)j := δi,j. If 1 < p < ∞ we have to choose
xi :=
{
|v¯iyi|
q
v¯iyi
(q
q
v¯ (y))
1−q
if v¯iyi ≠ 0
0 otherwise.
In the case of p = 0 and q = 1, the above proof works equally well if we take the polars of
the sets B∞v¯ ∩ λ
0(A) for v¯ ∈ V¯ to obtain a base of 0-neighborhoods in the strong dual (λ0(A))
′
b
since λ0(A) is a topological subspace of λ∞(A). Indeed, we have
(B∞v¯ ∩ λ
0(A))
∘
= {y ∈ (λ
0(A))
′
= K1(V¯) |
q1v¯(y) =󰀖
i∈I
v¯i|yi| ≤ 1},
which implies (λ0(A))
′
b ≅ K1(V¯) as above.
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(b) The second claimed identity follows by Proposition 2.9←−34 (which doesn’t make use of
weakly compactness) if we can show that the inductive limit kp(V) = lim−−→n ℓ
p(vn) is regular.
In fact, this follows easily for 1 ≤ p < ∞, since we already know (Theorem 3.16(i)←−
56
) that in
this case kp(V) has to be complete (which implies regularity by Proposition 2.13←−
38
).
In the case of p = 0 and q = 0 we again have to deliver a special argument as the inductive
limit k0(V) = lim−−→n c0(v
n) need not necessarily be regular (Counterexample 3.8(ii)←−
48
). But,
proceeding as in the ﬁrst part of this proof, we obtain
{x ∈ c0(v
(n))
|
q∞n (x) = sup
i∈I
v(n)i |xi| ≤ 1}
∘
= {y ∈ λ
1(a(n))
|
q1n(y) =󰀖
i∈I
a(n)i |yi| ≤ 1}
with respect to the dual system 〈k0(V), (k0(V))
′
〉 = 〈k0(V), λ1(A)〉. This means that each set
of the corresponding base of 0-neighborhoods in λ1(A) is given by the polar of a bounded set
of k0(V), such that the strong topology β(λ1(A), k0(V)) on λ1(A) is stronger than its usual
projective limit topology.
On the other hand, by the ﬁrst part of this proof, we know that (λ1(A))
′
b ≅ K∞(V¯) which
has the same bounded sets as k∞(V) by Proposition 3.13←−52 . Furthermore, the space k
0(V) is
continuously embedded in k∞(V), such that the topology β(λ1(A), k0(V)) has to be weaker
than β(λ1(A), k∞(V)) = β(λ1(A), (λ1(A))
′
), which is of course the canonical projective limit
topology of the Fréchet space λ1(A).
Therefore we have obtained β(λ1(A), k0(V)) = β(λ1(A), (λ1(A))
′
) and hence (k0(V))
′
b ≅
λ1(A), as claimed.
In view of Conterexample 3.8←−
48
, we are now only left with the following two questions (see
[Bie86, p. 71]).
(i) What is a necessary and suﬃcient condition (in terms of the Köthe matrix A = (an)n∈ℕ)
for the topological equality (λ1(A))
′
b ≅ k
∞(V) where V = (vn)n∈ℕ with vn := 1an ?
(ii) What is a necessary and suﬃcient condition (in terms of the decreasing sequence of
weights V = (vn)n∈ℕ) for k0(V) to be (regular or) complete?
In other words—via Theorem 3.16←−
56
—, what is the exact relationship between the spaces k0(V)
and K0(V¯) as well as between k∞(V) and K∞(V¯)?
The answers to these questions will again be a byproduct of our actual goal—also obtaining
projective descriptions of the inductive limit spaces k0(V) and k∞(V).
3.3 The Regularly Decreasing Condition
In this section we want to ﬁnd conditions in terms of the Köthe matrix such that we can also
describe the spaces k∞(V) and k0(V) projectively.
Actually, we already have a projective description of the topology of k0(V), namely K0(V¯),
the only problem is that the space k0(V) itself could be smaller. For k∞(V) it’s the other way
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round—although we can describe the linear vector space projectively via K∞(V¯), its topology
might be strictly stronger than the one obtained from the projective description. In other words,
by combining the properties of these spaces, there would be no more problems. Therefore the
ﬁrst obvious idea towards a solution is to ﬁnd a condition which implies (topological) equality
of the spaces k∞(V) and k0(V). This will of course be quite a strong requirement—but maybe
we can weaken it without destroying the positive eﬀects.
Of course, if we even have ℓ∞(v(n)) = c0(vn) for each n ∈ ℕ, then this equality follows
immediately by deﬁnition of the inductive limits. A similar but less trivial condition would be
one that only implies the equivalence of the inductive sequences (ℓ∞(v(n)))n and (c0(vn))n
since this would lead us to the same conclusion.
For this to happen, for each n ∈ ℕ we would need a continuous injection from ℓ∞(v(n))
into c0(v(m)) for some m > n. Surely we have such an injection if v(m)/v(n) tends to zero
on I (that is, if for every ε > 0 there is a ﬁnite set J ⊆ I such that v(m)i ≤ ε ⋅ v
(n)
i whenever
i ∈ I ∖ J), since then
v(m)i |xi| ≤ ε ⋅ v
(n)
i |xi| ≤ ε ⋅ C (i ∈ I ∖ J)
where the constant C > 0 only depends on v(n) and x ∈ ℓ∞(v(n)), such that v(m) ⋅ |x| also
tends to zero, which means that x ∈ c0(v(m)). Because c0(v(m)) is continuously embedded
into ℓ∞(v(m)), we have obtained that the inductive sequences (ℓ∞(v(n)))n and (c0(v(n)))n are
equivalent if
∀n ∈ ℕ ∃m ∈ ℕ,m > n∶
v(m)
v(n)
converges to 0. (S)
As we already suspected, this condition (S) (which is called (V) in [BMS82a]) really solves
our problems:
3.20 Proposition. Let V = (v(n))n∈ℕ denote a decreasing sequence of strictly positive
functions on I. If V satisﬁes condition (S), then
k0(V) ≅ k∞(V) ≅ K0(V¯) ≅ K∞(V¯),
such that k0(V) is complete and the topology of k∞(V) is given by the projective limit
topology of K∞(V¯).
Proof. First, by the preceding discussion, we obviously have k0(V) ≅ k∞(V). Furthermore
condition (S) means that the inductive system (ℓp(v(n)))n∈ℕ is compact for all 1 ≤ p ≤ ∞
and in particular also for p = 0 such that Theorem 2.18←−40 and Theorem 3.19←−59 imply
k∞(V) ≅ k0(V) ≅ ((k
0(V))
′
b)
′
b
≅ (λ1(V))
′
b ≅ K∞(V¯),
We also have k0(V) ≅ K0(V¯) by Theorem 3.16(ii)←−56 since k
0(V) has to be complete by Proposi-
tion 2.17←−39 .
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Put diﬀerently, condition (S) is suﬃcient to make the proof of Proposition 3.7←−47 also work for
the border cases of p = 0, q = 1 and p = 1, q = ∞. But we had proved this result also without
using the properties of weakly compact inductive/projective systems in Theorem 3.19←−59 , so we
can remain hopeful to ﬁnd weaker conditions which still imply projective description of k0(V)
or k∞(V).
For example, if V = (v)n∈ℕ is the constant sequence consisting of a strictly positive
function v : I → (0,∞) then V does not satisfy condition (S), although we clearly have
k0(V) ≅ c0(v) ≅ K0(V¯) and k∞(V) ≅ ℓ∞(v) ≅ K∞(V¯).
On the other hand, if k0(V) ought to be complete (such that k0(V) ≅ K0(V¯)), then by Propo-
sition 2.13←−
38
the corresponding inductive sequence has to be (at least) regular. In particular,
we also have k0(V) ≅ K0(V¯) if the inductive sequence is boundedly retractive (see Deﬁni-
tion 2.15←−39 ). Since it will turn out that in this case regularity (and therefore completeness)
of k0(V) is equivalent to being boundedly retractive, we will try to ﬁnd a characterisation of
boundedly retractiveness via the decreasing sequence V.
Condition (S) meant that V has to be “rapidly decreasing”, so what about a less drastic
“regularly decreasing” instead?
3.21 Deﬁnition (regularly decreasing). (See [BMS82b, Def. 3.1].)
A decreasing sequence V = (v(n))n∈ℕ of strictly positive I-functions is called regularly
decreasing if for each n ∈ ℕ there exists anm ≥ n such that for all ε > 0 and k ≥ m we
can ﬁnd δk,ε > 0 with (i ∈ I)
v(k)i < δk,ε ⋅ v
(n)
i ⟹ v
(m)
i < ε ⋅ v
(n)
i . (3.6)
(The quotient v(m)/v(n) can be made arbitrarily small, as long as one of the following
quotients v(k)/v(n) is small enough.)
In other words, V is regularly decreasing if for each n ∈ ℕ there exists anm ≥ n such
that for all subsets J ⊆ I and k ≥ m
inf
i∈J
v(k)i
v(n)i
= 0 ⟹ inf
i∈J
v(m)i
v(n)i
= 0. (3.7)
(This condition is clearly necessary, it is also suﬃcient: assuming indirectly that for each
δ > 0 we could choose an index i ∈ I such that v(m)i > ε ⋅ v
(n)
i although v
(k)
i < δ ⋅ v
(n)
i we
would obtain a set of indices J ⊆ I for which (3.7) does not hold either.)
To prove that k0(V) ≅ K0(V¯) is equivalent to V being regularly decreasing we will also need,
among other things, the following characterisation of the regularly decreasing condition via
the associated Köthe set.
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3.22 Proposition. (See [BMS82b, Prop. 3.2].)
A decreasing sequence V = (v(n))n∈ℕ is regularly decreasing if and only if for each n ∈ ℕ
there exists anm > n such that for every ε > 0 there is a v¯ ∈ V¯ with (i ∈ I)
v¯i < v
(m)
i ⟹ v
(m)
i ≤ ε ⋅ v
(n)
i , (wS)
or, equivalently, if and only if, given n ∈ ℕ, there exists anm > n such that for each subset
J ⊆ I and every v¯ ∈ V¯ we have
v¯ < v(m) on J ⟹ inf
i∈J
v(m)i
v(n)i
= 0. (3.8)
Proof. (⇐) Let V satisfy condition (wS), and given n ∈ ℕ, take m > n as in (wS). To
show that V is regularly decreasing as in (3.6)←−
62
, ﬁx an ε > 0 and k ≥ m. By (wS) we can ﬁnd
a v¯ ∈ V¯ such that v(m)i ≤
ε
2 ⋅ v
(n)
i < ε ⋅ v
(n)
i whenever v¯i < v
(m)
i (or, v¯i ≥ v
(m)
i whenever
v(m)i ≥ ε ⋅ v
(n)
i ). On the other hand, by construction of V¯, there always exists Ck > 0 so that
v¯i ≤ Ckv
(k)
i which means that by setting δk,ε :=
ε
Ck
we obtain
v(m)i ≥ ε ⋅ v
(n)
i ⟹ v
(k)
i ≥
1
Ck
v¯i ≥
1
Ck
v(m)i ≥ δk,ε ⋅ v
(n)
i
which is just (3.6)←−
62
reversed.
(⇒) For the other direction, given n ∈ ℕ take m > n as in (3.6)←−
62
and, for a ﬁxed ε > 0
and each k > m, choose δk,ε > 0 such that v
(k)
i ≥ δk,ε ⋅ v
(n)
i whenever v
(m)
i ≥ ε ⋅ v
(n)
i . We
claim that
v¯i := inf
l∈ℕ
1
Cl
v(l)i where 0 < Cl := {
ε for 1 ≤ l ≤ m,
δl,ε if l > m,
which obviously deﬁnes an element v¯ ∈ V¯, satisﬁes (wS). To prove this claim, assume indirectly
that v(m)i > ε⋅v
(n)
i , then by (3.6)←−62 also v
(k)
i ≥ δk,ε ⋅v
(n)
i for all k > m such that by construction
of v¯ and since V is decreasing v¯i = infl≥m 1Cl v
(l)
i ≥ v
(n)
i ≥ v
(m)
i holds as well.
This characterisation allows to prove that a regularly decreasing sequence V leads to a bound-
edly retractive inductive limit k0(V), as promised above.
3.23 Proposition. (See [BMS82b, Lemma 3.6, ﬁrst part of the proof of Prop. 3.3].)
Let V = (v(n))n∈ℕ denote a regularly decreasing sequence of strictly positive I-functions.
Then k0(V) = lim−−→n c0(v
(n)) is a boundedly retractive inductive limit, such that k0(V) is
complete and k0(V) ≅ K0(V¯).
Proof. We will prove that if the sequence V = (v(n))n∈ℕ satisﬁes condition (wS), then
c0(v(m)), k0(V) and K0(V¯) all induce the same topology on each bounded subset of c0(v(n))
wherem > n is chosen according to (wS). This then clearly implies that k0(V) is boundedly
retractive and therefore also complete such that by Theorem 3.16(ii)←−
56
we obtain k0(V) ≅ K0(V¯).
64 projective descriptions of weighted seqence spaces
Let n ∈ ℕ and let B denote any bounded subset of c0(v(n)), without loss of generality we
may assume that
B = {x ∈ c0(v(n)) | q
∞
n (x) = sup
i∈I
v(n)i |xi| ≤ k}
for some k ∈ ℕ. Chose n < m ∈ ℕ according to (wS). Since we have continuous embeddings
c0(v(n)) → c0(v(m)) → k0(V) → K0(V¯) it suﬃces to prove that for each b ∈ B and all ε > 0
there exists a 0-neighborhoodW in K0(V¯) such that
W∩B ⊆ Uε(b) := {x ∈ c0(v(n)) | q
∞
m(x − b) = sup
i∈I
v(m)i |xi − bi| ≤ ε},
because the family (Uε(x))ε>0 is a basis of neighborhoods of x in c0(v(m)).
So, let b ∈ B and ε > 0 be arbitrarily chosen. By (wS) there exists a function v¯ ∈ V¯ such that
v¯i < v
(m)
i ⟹ v
(m)
i ≤
ε
2k
⋅ v(n)i .
Now set
W := {x ∈ k0(V) | q
∞
v¯ (x − a) = sup
i∈I
v¯i|xi − bi| ≤ ε}.
Then we haveW∩B ⊆ Uε(b) since for x ∈ W ∩ B and if v¯i ≥ v
(m)
i we clearly obtain
v(m)i |xi − bi| ≤ v¯i|xi − bi| ≤ ε,
on the other hand, if v¯i < v
(m)
i then v
(m)
i ≤
ε
2k ⋅ v
(n)
i such that
v(m)i |xi − bi| ≤
ε
2k
v(n)i |xi − bi| ≤
ε
2k(
v(n)i |xi| + v
(n)
i |bi|) ≤ ε
since x, b ∈ B.
The regularly decreasing condition is not only suﬃcient to obtain projective description
for k0(V), it is even equivalent. But before showing this we have to prove the following
technical lemma.
3.24 Lemma. If a decreasing sequence V = (v(n))n∈ℕ of strictly positive I-functions is not
regularly decreasing, then there exists a sequence (εm)m∈ℕ of positive numbers and a pair
of sequences (δjl, ijl)l∈ℕ for each j ∈ ℕ such that (for all j, l, r, s ∈ ℕ)
(i) 0 < δjl ≤ 1l ,
(ii) v(j)ijl ≥ εj although v
(j+1)
ijl < δjl,
(iii) ijl ≠ irs whenever (j, l) ≠ (r, s).
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Proof. Since V is not regularly decreasing we can ﬁx an n ∈ ℕ such that for every m ≥ n
there exist km > m and εm > 0 for which, given δ > 0, we can always ﬁnd an index iδ ∈ I
such that
v(m)iδ ≥ εm ⋅ v
(n)
iδ although v
(km)
iδ < δ ⋅ v
(n)
iδ .
To simplify this situation we may assume, without loss of generality, that the se-
quence (εm)m≥n is decreasing and (km)m≥n is increasing (the condition above is clearly
also satisﬁed for smaller ε or larger k). Furthermore, by passing to an equivalent subsequence
of V, we may assume n = 1 and km = m+ 1. Also, the resulting co-echelon space k0(V) does
not change (and V is still not regularly decreasing) when dividing every v(n) by v(1) such that
we may even assume v(1) ≡ 1.
Thus, the simpliﬁed situation now tells us that for every m ∈ ℕ there exists εm > 0 for
which, given δ > 0, we can always ﬁnd iδ ∈ I such that
v(m)iδ ≥ εm although v
(m+1)
iδ < δ. (3.9)
For each j ∈ ℕ, we will now inductively construct a sequence of pairs (δjl, ijl)l∈ℕ which
satisfy the conditions (i)–(iii). If j = 1 we can simply use (3.9) with δ11 := 1, and inductively
choose 0 < δ1l < min{v
(2)
i1,l−1
, 1l} for l > 1 to obtain the ﬁrst desired sequence (δ1l, i1l)l∈ℕ.
(Because of v(2)i1l < δ1l < v
(2)
i1,l−1
for all l > 1 the sequence (v(2)i1l )l∈ℕ is strictly decreasing such
that also (iii) holds.)
Assuming that (δjl, ijl)l∈ℕ has already been constructed for j = 1, …, p−1 such that (i)–(iii)
hold, we will try to ﬁnd the p-th sequence (δpl, ipl)l∈ℕ. By property (i) of the induction
hypothesis we can ﬁnd an index lp ∈ ℕ such that δjl < εp for all l > lp and 1 ≤ j ≤ p − 1.
We will now construct δpl and ipl by induction on l ∈ ℕ. For l = 1 choose
δp1 < min{βp1,
1
1}
where βp1 := min
1≤j≤p−1
1≤ℓ≤lp
v(p+1)ijℓ ,
(which clearly satisﬁes (i)), such that by (3.9) we can ﬁnd ip1 ∈ I with
v(p)ip1 ≥ εp although v
(p+1)
ip1
< δp1,
i. e., we have (ii). By the selection of δp1 < βp1 it follows as before that ip1 ≠ ijl for all
1 ≤ j ≤ p − 1 and 1 ≤ l ≤ lp. If on the other hand l > lp and 1 ≤ j ≤ p − 1, we have
v(p)(ijl) ≤ v(j+1)(ijl) < δjl < εp,
such that ip1 ≠ ijl for all 1 ≤ j ≤ p − 1 and l ∈ ℕ as demanded by (iii). To obtain δpl and ipl
for l > 1 we only have to take
δpl < min{βpl,
1
l }
where βpl := min{βp1, v
(p+1)
ip,1
, …, v(p+1)ip,l−1},
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then (ii) and (iii) follow as for l = 1. Thus we have completed both inductions and obtained
the desired sequence of sequences.
3.25 Theorem. (See [BMS82b, Thm. 3.7].)
Let V = (v(n))n∈ℕ denote a decreasing sequence of strictly positive I-functions. Then the
following assertions are equivalent:
(a) V is regularly decreasing,
(b) k0(V) = lim−−→n c0(v
(n)) is boundedly retractive,
(c) k0(V) is complete,
(d) k0(V) is algebraically (or topologically) equal to K0(V¯),
(e) k0(V) = lim−−→n c0(v
(n)) is a regular inductive limit.
Proof. We just proved in Proposition 3.23←−
63
that (a) ⇒ (b), the implications (b) ⇒ (c) ⇒ (e)
are clear and (c)⇔ (d) follows fromTheorem 3.16←−
56
. Therefore it is only left to be shown that
(e)⇒ (a) holds as well.
Assume indirectly that V = (v(n))n∈ℕ is not regularly decreasing. Using the properties
(i)–(iii) of the sequences (εm)m∈ℕ and (δjl, ijl)j,l∈ℕ obtained in Lemma 3.24←−64 we will now try
to construct a bounded subset of k0(V) which is not contained in any c0(v(n)), thus demon-
strating that in our situation k0(V) cannot be a regular inductive limit.
To obtain this bounded set we will ﬁrst construct a sequence (x(j))j∈ℕ ∈ ℂI such that
x(j) ∈ c0(v(j+1)) but x(j) ∉ c0(v(j)). Let (ηj)j∈ℕ ∈ ℝ denote a decreasing sequence with
ηj > 0 and limj→∞ ηj = 0. For each j ∈ ℕ and i ∈ I set
x(j)i := {
ηj if i = ijl for an l ∈ ℕ,
0 otherwise.
To prove that x(j) ∈ c0(v(j+1))∖c0(v(j)) for a ﬁxed j ∈ ℕ let ε > 0. Since (i) implies δjl ≤ 1l → 0
as l → ∞, we can ﬁnd L ∈ ℕ such that δjl ⋅ ηj < ε for all l > L. Therefore, for all such l > L
we have
v(j+1)ijl x
(j)
ijl = v
(j+1)
ijl ηj < δjl ⋅ ηj < ε.
Thus the set {i ∈ I | v
(j+1)
i x
(j)
i ≥ ε} has to be ﬁnite since it is contained in {ijl | l ≤ L} which
means that x(j) ∈ c0(v(j+1)).
On the other hand, we have
v(j)ijlx
(j)
ijl = v
(j)
ijlηj ≥ εj ⋅ ηj
for all l ∈ ℕ, such that x(j) ∉ c0(v(j)) since inﬁnitely many components of x(j) are bounded
away from 0.
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Obviously, B := {x(j) | j ∈ ℕ} will be our candidate for the bounded subset of k0(V) which
is not contained in any of its steps c0(v(j)). To prove the boundedness of B we will show
that x := ∑
∞
j=1 x
(j) is an element of K0(V¯). Since the spaces K0(V¯) and k0(V) have the same
bounded sets (Proposition 3.13←−52 ) and x
(j) ≤ x for all j ∈ ℕ, we would then be done.
Firstly, we remark that x := ∑
∞
j=1 x
(j) makes sense because of (iii). To see that x ∈ K0(V¯),
ﬁx v¯ ∈ V¯ and let ε > 0. We have to show that
F := {i ∈ I | v¯ixi ≥ ε}
is a ﬁnite set. By deﬁnition, xi can only be non-zero if i = ijl for some j, l ∈ ℕ, therefore
F can only consist of such indices. Also, by deﬁnition of V¯, there exist αj > 0 such that
v¯ ≤ infj∈ℕ αj ⋅ v(j). Now, if ηj < εα1 then
v¯ijlxijl ≤ α1v
(1)
ijl x
(j)
ijl = α1 ⋅ ηj < ε.
Furthermore, for all j ∈ ℕ, if we have δjl < εαj+1⋅ηj then also
v¯ijlxijl ≤ αj+1v
(j+1)
ijl x
(j)
ijl < αj+1 ⋅ δjl ⋅ ηj < ε.
But both of these conditions are satisﬁed for inﬁnitely many j ∈ ℕ since ηj → 0 for j → ∞
and δjl → 0 for l → ∞, such that F is indeed a ﬁnite set, which means that x ∈ K0(V¯) so that
B is the desired counterexample to the regularity of k0(V).
Using similar ideas as in the proof of Proposition 3.23←−
63
one can also obtain projective description
of k∞(V) ≅ K∞(V¯) as long as V is regularly decreasing. But in this case we do not have
equivalence—a weaker condition than regularly decreasing which is equivalent to projective
description of k∞(V) will be presented in the next section, for now we only state that regularly
decreasing would be suﬃcient (we give no proof since this will also follow from the results of
the next section).
3.26 Corollary. (See [BMS82b, Cor. 3.5(b)].)
If V = (v(n))n∈ℕ is regularly decreasing, then (λ1(A))
′
b ≅ K∞(V¯) is bornological such that
(λ1(A))
′
ι ≅ k
∞(V) ≅ K∞(V¯).
3.4 Heinrich’s Density Condition
Before introducing the promised condition (D) which will characterize the projective descrip-
tion k∞(V) ≅ K∞(V¯) in terms of the decreasing sequence V = (vn)n∈ℕ of weights, we will
study several other related conditions (summarized in Figure 3.1−→73 ) in order to be able to better
understand (D) and its history.
We have already encountered the strong (i. e., suﬃcient for our goals) condition (S).
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∀n ∈ ℕ ∃m ∈ ℕ,m > n∶
v(m)
v(n)
converges to 0. (S)
Its name is derived from the fact that it also characterizes the echelon spaces of Schwartz type
(see [BMS82b, Thm. 4.9]).
Next, we studied the weaker but still suﬃcient regularly decreasing condition. We found out
that it characterizes k0(V) ≅ K0(V¯) in terms of V and showed its equivalence to (wS) which
was formulated in terms of the associated system of weights V¯. It can be shown (see [BMS82b,
Prop. 3.3]) that the regularly decreasing condition also characterizes quasi-normable echelon
spaces which is why it is sometimes called (QN).
A condition (M), weaker than (S), suﬃces to return to (S) if the sequence V is regularly
decreasing (in fact, (S) is equivalent to regularly decreasing together with (M) as we will see
below).
∀J ∈ ℱ(I) ∀n ∈ ℕ ∃m ∈ ℕ,m > n∶ inf
i∈I∖J
v(m)i
v(n)i
= 0 (M)
(The name of condition (M) was chosen because it characterizes the echelon spaces of Mon-
tel type, see [BMS82b, Thm. 4.7].)
3.27 Proposition. (See [BMS82b, Prop. 4.8].)
A decreasing sequence V = (vn)n∈ℕ on an index set I satisﬁes condition (S) if and only if
it is regularly decreasing and satisﬁes (M).
Proof. (⇐) To show that condition (S) has to hold, let n ∈ ℕ. Choose a natural number
m ≥ n according to version (3.7)←−
62
of the regularly decreasing condition.
Assume indirectly that there exists a ﬁnite set J ⊆ I such that infi∈I∖J v
(m)
i /v
(n)
i > 0.
Then, by the regularly decreasing condition (3.7)←−
62
, we also have infi∈I∖J v
(k)
i /v
(n)
i > 0 for
every k ≥ m, and since V is decreasing, even for arbitrary k ≥ n. But this is a contra-
diction to condition (M) which says that we should be able to ﬁnd an m0 > n such that
infi∈I∖J v
(m0)
i /v
(n)
i = 0.
Therefore, there can be no such set J, which means that v
(m)
v(n) indeed has to converge to 0.
On the other hand, condition (M) is also suﬃcient to obtain the projective description k∞(V) ≅
K∞(V¯) (see Corollary 3.29−→69 below).
3.28 Proposition. (See [BMS82b, Prop. 4.3 and Lemma 4.6].)
Let V = (vn)n∈ℕ denote a decreasing sequence of strictly positive functions on the index
set I. Then V satisﬁes condition (M) if and only if K0(V¯) equals K∞(V¯) algebraically (and
hence topologically).
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Proof. (⇐) Assume condition (M) does not hold. Then there exists a ﬁnite subset J ⊆ I and
an index n0 ∈ ℕ such that
inf
i∈I∖J
v(n)i
v(n0)i
=: εn > 0
for each n > n0. Now deﬁne a function x = (xi)i∈I : I → [0,∞) by setting xi := 1
v
(n0)
i
whenever i ∈ I ∖ J and xi := 0 otherwise. We obviously have
εn ≤
v(n)i
v(n0)i
= v(n)i |xi| ≤ 1
for all i ∈ I ∖ J and every n > n0 such that clearly x ∈ K∞(V¯) ∖ K0(V¯).
(⇒) Assume there exists an x ∈ K∞(V¯)∖K0(V¯). Thenwe can ﬁnd aweight v¯ ∈ V¯ and a ﬁnite
subset J ⊆ I such that v¯i|xi| ≥ ε for all i ∈ I ∖ J. On the other hand, since x ∈ K∞(V¯) = k∞(V),
there has to be an n0 ∈ ℕ such that supi∈I v
(n0)
i |xi| =: C < ∞. Furthermore, by deﬁnition
of V¯, for each n > n0 we can ﬁnd a constant αn > 0 with v¯i ≤ αn ⋅ v
(n)
i for all i ∈ I ∖ J such
that
ε ≤ v¯i|xi| ≤ αn
v(n)i
v(n0)i
sup
i∈I
v(n0)i |xi| = C ⋅ αn
v(n)i
v(n0)i
.
Thus we have infi∈I∖J v
(n)
i /v
(n0)
i ≥
ε
C⋅αn
> 0 which means that condition (M) cannot hold.
3.29 Corollary. If V satisﬁes condition (M), then we have k∞(V) ≅ K∞(V¯).
Proof. By Theorem 3.16←−
56
and Corollary 3.17←−
56
we know that K0(V¯) is a topological linear
subspace of the complete space k∞(V) ≅ (λ1(A))
′
ι.
K0(V¯) ≅ kˆ0(V) ≅ k0(V)
k∞(V)
⊆ k∞(V)
Since we also have a continuous injection k∞(V) → K∞(V¯) (we even know that these two
spaces have the same bounded sets) the result follows from the proposition above.
Unfortunately (M) also cannot be the desired characterization of k∞(V) ≅ K∞(V¯) since there
are sequencesVwhich, although regularly decreasing (such that we have projective description),
do not satisfy (M), see Counterexample 3.31−→70 below.
Thus our desired characterizing condition (D) will have to be weaker than both regularly
decreasing and condition (M). Therefore, in order to ﬁnd a weaker form, we will now consider
a reformulation of the regularly decreasing condition.
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3.30 Proposition. (See [BMS82b, Prop. 3.9].)
A decreasing sequence V = (vn)n∈ℕ on an index set I is regularly decreasing if and only if
it satisﬁes condition (G), that is if for each n ∈ ℕ there exists a natural numberm > n and
an increasing sequence (Inl )l∈ℕ of subsets of I such that
∀l ∈ ℕ ∀k ∈ ℕ, k > n∶ inf
i∈Inl
v(k)i
v(n)i
> 0
while lim
l→∞
sup
i∈I∖Inl
v(m)i
v(n)i
= 0.
(Condition (G) is named such since Grothendieck studied a weaker form of it which we
will call (wG).)
Proof. (⇒) If V is regularly decreasing, given an n ∈ ℕ, we can choosem > n as in (3.7)←−
62
such that for each subset J ⊆ I
inf
i∈J
v(m)i
v(n)i
> 0 ⟹ inf
i∈J
v(k)i
v(n)i
> 0
for all k ≥ m and since V is decreasing also for arbitrary k ≥ n. For every l ∈ ℕ deﬁne
Inl := {i ∈ I |
v(m)i
v(n)i
≥
1
l }
.
The sequence of sets (Inl )l∈ℕ is obviously increasing, and, by our choice of m > n we also
have infi∈Inl v
(k)
i /v
(n)
i > 0 for all k > n and l ∈ ℕ as claimed.
The second part of (G) follows again by deﬁnition of (Inl )l∈ℕ,
sup
i∈I∖Inl
v(m)i
v(n)i
≤
1
l
→ 0 (l → ∞).
(⇐) Conversely, let V satisfy condition (G). For a given n ∈ ℕ choose m > n and an
increasing sequence (Inl )l∈ℕ of subsets of I as in (G). Thus, for arbitrary ε > 0 we can ﬁnd
l ∈ ℕ with supi∈I∖Inl v
(m)
i /v
(n)
i < ε. Therefore, if i ∈ I satisﬁes
v(m)i
v(n)i
≥ ε we must have i ∈ Inl
such that
v(k)i
v(n)i
≥ inf
i∈Inl
v(k)i
v(n)i
> 0
for every k > n, which means that V is regularly decreasing.
3.31 Counterexample (Grothendieck). (See [BMS82b, Ex. 4.11(1)].)
As in our previous Counterexample 3.8←−
48
we take I := ℕ × ℕ. Deﬁne a Köthe matrix
A = (a(n))n∈ℕ on this index set by setting
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a(n)i,j := {
ji i ≤ n
jn i ≥ n + 1,
then we obtain for the corresponding decreasing sequence V = (v(n))n∈ℕ := ( 1a(n) )n∈ℕ
and all k > n that
v(k)i,j
v(n)i,j
=
a(n)i,j
a(k)i,j
=
⎧
⎨
⎩
1 i ≤ n
jn−i n + 1 ≤ i ≤ k
jn−k i ≥ k + 1.
This enables us to see that V cannot satisfy (M) since the expression above cannot become
smaller than jn−k.
On the other hand, V is still regularly decreasing: One simply has to take Inl :=
{(i, j) ∈ I | i ≤ n or j ≤ l}, then
inf
(i,j)∈Inl
v(k)i,j
v(n)i,j
= ln−k > 0 and sup
(i,j)∈I∖Inl
v(m)i,j
v(n)i,j
=
1
l + 1
for all k > n and l ∈ ℕ such that condition (G) of Proposition 3.30←−70 is satisﬁed.
We can weaken condition (G) by changing the order of quantiﬁers.
3.32 Corollary. (See [BMS82b, Cor. 3.10].)
If V is regularly decreasing, then also condition (wG) is satisﬁed, i. e., there exists an
increasing sequence ℐ = (Il)l∈ℕ of subsets of I such that
∀l ∈ ℕ ∃nl ∈ ℕ ∀k ∈ ℕ, k > nl∶ inf
i∈Il
v(k)i
v(nl)i
> 0, (N, ℐ)
∀n ∈ ℕ ∃m ∈ ℕ,m > n∶ lim
l→∞
sup
i∈I∖Il
v(m)i
v(n)i
= 0. (S, ℐ)
Proof. It suﬃces to prove that (wG) is implied by (G). By the latter condition, for each n ∈ ℕ,
we may choosem > n and an increasing sequence (Jnℓ )ℓ∈ℕ such that
∀ℓ ∈ ℕ ∀k ∈ ℕ, k > n∶ inf
i∈Jnℓ
v(k)i
v(n)i
> 0 while lim
ℓ→∞
sup
i∈I∖Jnℓ
v(m)i
v(n)i
= 0.
Now set Il := ⋃n+ℓ≤l Jnℓ to obtain an obviously increasing sequence ℐ = (Il)l∈ℕ of subsets
of I. Note that we have
inf
i∈Jnℓ
v(k)i
v(r)i
≥
(
inf
i∈Jnℓ
v(k)i
v(n)i )(
inf
i∈Jnℓ
v(n)i
v(r)i )⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟
≥1
≥ inf
i∈Jnℓ
v(k)i
v(n)i
> 0
for all ℓ ∈ ℕ and n ≤ r < k since V = (v(s))s∈ℕ is decreasing.
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To see that (N, ℐ) holds, ﬁx l ∈ ℕ. Then, by the above, we can ﬁnd an nl ∈ ℕ such that
infi∈Il v
(k)
i /v
(nl)
i > 0 for each k > nl as claimed (take for example nl := l).
Given ε > 0 (andm > n chosen as in the beginning of this proof) our assumption implies
that there exists an ℓ0 ∈ ℕ such that we have supi∈I∖Jnℓ v
(m)
i /v
(n)
i < ε for all ℓ ≥ ℓ0. If L ∈ ℕ
is chosen large enough (speciﬁcally L ≥ n + ℓ0) then every Il contains Jn1 , …, J
n
ℓ0
if only l ≥ L.
Therefore, for such l ≥ L, we have supi∈I∖Il v
(m)
i /v
(n)
i < ε as well, hence also (S, ℐ) is satisﬁed.
3.33 Remark. (See [BM86, Rem. 2.1].)
If a sequence V = (v(n))n∈ℕ satisﬁes condition (M), then every set Il with property (N, ℐ)
of (wG) has to be ﬁnite. If this is the case, on the other hand, (S, ℐ) simply reduces to (S),
such that we have
(S) ⇔ ((M) ∧ (wG)).
Unfortunately, together with Corollary 3.32←−71 , this means that condition (wG) still cannot
be weak enough for a characterization of k∞(V) ≅ K∞(V¯) (although (wG) is indeed strictly
weaker than (G), see [BMS82b, Ex. 3.11]). On the positive side, it also means that we
weakened (G) in the right way, we just didn’t go far enough.
The obvious way to further weaken (wG) is to replace the Schwartz type condition (S, ℐ) by a
Montel type one, (M, ℐ). As it turns out this is exactly what we were searching for.
3.34 Deﬁnition. Let V = (vn)n∈ℕ denote a decreasing sequence of strictly positive func-
tions on the index set I. We say that V satisﬁes condition (D) if there exists an increasing
sequence ℐ = (Il)l∈ℕ of subsets of I such that
∀l ∈ ℕ ∃nl ∈ ℕ ∀k ∈ ℕ, k > nl∶ inf
i∈Il
v(k)i
v(nl)i
> 0, (N, ℐ)
∀n ∈ ℕ ∀J ⊆ I, J ∪ ∪
l∈ℕ
Il ≠ I ∃m ∈ ℕ, m > n∶ sup
i∈I∖J
v(m)i
v(n)i
= 0. (M, ℐ)
We can now directly prove, as it was done in [BM86], that condition (D) still implies k∞(V) ≅
K∞(V¯) (see Proposition 3.36−→73 below for a sketch of the proof). But as it turned out in [BB88],
condition (D) actually characterizes those echelon spaces λp(A) (of arbitrary order 1 ≤ p < ∞
or p = 0 and not just p = 1) which satisfy Heinrich’s density condition. The equivalence of (D)
with k∞(V) ≅ K∞(V¯) should rather be regarded as a “coincidence” [Bie86, p. 127].
3.35 Deﬁnition (S. Heinrich). (See [BB88, Def. 1.1].)
Let (E, τ) denote a general (Hausdorff) locally convex vector space, 𝒰(E) the system of all
closed absolutely convex 0-neighborhoods in E, and ℬ(E) the system of all closed absolutely
convex and bounded subsets of E. Then E satisﬁes Heinrich’s density condition if given any
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function λ : 𝒰(E) → (0,∞) and an arbitrary element V ∈ 𝒰(E) there always exist ﬁnitely
many U1, …,Un ∈ 𝒰(E) and an element B ∈ ℬ(E) such that
n
∪
k=1
λ(Uk) ⋅ Uk ⊆ B + V. (DC)
(S)
(QN)
regularly decreasing
(G)
(wG)
(D)
(M)
∧ ∧
Heinrich’s
density
condition
k∞(V) ≅ K∞(V¯)
k0(V) ≅ K0(V¯)
Figure 3.1 The relations between all mentioned conditions on the decreasing sequence of
weights V (the arrows signify strict implications, i. e., there are counterexamples if an arrow points
in only one direction).
3.36 Proposition. (See [BM86, in particular Thm. 2.3 and § 3].)
Let V = (vn)n∈ℕ denote a decreasing sequence of strictly positive functions on the index
set I which satisﬁes condition (D). Then k∞(V) can be described projectively, i. e., we have
k∞(V) ≅ K∞(V¯).
Proof. (Sketch) We will essentially proceed as in Corollary 3.29←−
69
. There we used that
(M) implies K0(V¯) = K∞(V¯) which we now don’t have at our disposal. To work around
this problem we will introduce more general spaces λ0(A, 𝒮) and k0(V, 𝒮) which “interpolate”
between λ0(A) and λ∞(A) or k0(V) and k∞(V), respectively, such that we may apply the idea
of proof of Corollary 3.29←−
69
. Let 𝒮 denote a non-empty family of subsets of the index set I, then
we set
c0(a, 𝒮) := {x ∈ ℓ∞(a) | ( sup
i∈I∖S
ai|xi|)S∈𭒮
converges to 0}
λ0(A, 𝒮) := lim←−−
n∈ℕ
c0(a(n), 𝒮)
k∞(V, 𝒮) := lim−−→
n∈ℕ
c0(v(n), 𝒮)
((supi∈I∖S ai|xi|)S∈𭒮 converges to 0 if for each ε > 0, there is a set S ∈ 𝒮 such that ai|xi| < ε
for all i ∈ I ∖ S). We obviously have λ0(A, ℱ) ≅ λ0(A) and k0(V, ℱ) ≅ k∞(V) for the system ℱ
of ﬁnite subsets of I. On the other hand, if 𝒮 = {I}, we obtain λ0(A, 𝒮) ≅ λ∞(A) and k0(V, 𝒮) ≅
k∞(V).
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Now, proceeding similarily as in the proof of Proposition 3.28←−
68
, we can show that condi-
tion (M, 𝒮) is equivalent to K0(V¯, 𝒮) = K∞(V¯), where K0(V¯, 𝒮) := λ0(V¯, 𝒮) and V¯ := λ∞+ (A)
are deﬁned in the usual way.
As a next step we want to obtain that K0(V¯, 𝒮) is the completion of k0(V, 𝒮). For this to
hold we will have to assume that 𝒮 = ℐ is actually an increasing sequence of subsets of I, as
in condition (D). In this case we can show, similarily to the proof of Lemma 3.15←−54 and using
(N, ℐ) of condition (D), that both k0(V, ℐ) and K0(V¯, ℐ) induce the same topology on their
common dense subspace c00(V, ℐ) of ℐ-ﬁnite sequences,
c00(V, ℐ) := {x ∈ k∞(V) | ∃I0 ∈ ℐ∶ x|I∖I0 ≡ 0}.
By an application of Lemma 3.14←−54 we therefore indeed obtain that K0(V¯, 𝒮) is the comple-
tion of k0(V, 𝒮). We also see that k0(V, ℐ) is a topological linear subspace of k∞(V) (as in
Corollary 3.17←−
56
).
Therefore we may know state
K0(V¯, ℐ) ≅ kˆ0(V, ℐ) ≅ k0(V, ℐ)
k∞(V)
⊆ k∞(V)
such that we ﬁnally obtain k∞(V) ≅ K∞(V¯) as in Corollary 3.29←−69 .
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Projective Descriptions of Weighted
Spaces of Continuous Functions
One of the obvious generalisations of the situation in the previous chapter 3←−45 would be to
consider spaces of continuous functions instead of sequence spaces. This is what will be
attempted in this chapter. By advancing similarly as previously we will try to ﬁnd reasonably
general spaces of continuous functions, so that we can still ﬁnd simple projective descriptions
for their inductive limits.
In this chapter, let X always denote a completely regular Hausdorﬀ space (replacing the index
set I), and E a complex (Hausdorff) locally convex vector space (replacing the range-space ℂ).
4.1 Definitions and Preliminaries
First we will need to ﬁnd a concept that can replace the Köthe matrices of chapter 3←−45—it will
be that of Nachbin families.
4.1 Deﬁnition (Weights). (See [BMS82a, § 0.1].)
Let X be a completely regular Hausdorﬀ space. A weight on X is a nonnegative, upper
semi-continuous (i. e., v−1([α,∞)) is closed for all α ∈ ℝ) function v : X → [0,∞) ⊆ ℝ. Let
U, V be two sets of weights, we write
U ⪯ V :⟺ ∀u ∈ U ∃v ∈ V, λ > 0∶ u(x) ≤ λv(x) ∀x ∈ X,
i. e., if any weight of U can be dominated by some multiple of a weight of V. We also use
the notation
V > 0 :⟺ ∀x ∈ X ∃v ∈ V∶ v(x) > 0,
in this case we call the set of weights V strictly positive (this is not equivalent to V ⋠ 0 =
{x ↦ 0} in the above notation!). Finally we call a set of weights V directed upward if
∀v1, v2 ∈ V, λ > 0 ∃v ∈ V∶ λv1 ≤ v and λv2 ≤ v
(pointwise on X). If a set of weights on X is directed upward and strictly positive we refer
to it as a system of weights or a Nachbin family on X.
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4.2 Remark. If X carries the discrete topology, a (pointwise) increasing sequence of weights
on X is simply a Köthe matrix indexed by the set X.
4.3 Deﬁnition (Weighted Spaces of Continuous Functions). (See [BMS82a, § 0.1].)
Let V be a system of weights on X. Deﬁne a family of seminorms on C(X, E) by
qv,p(f) := sup
x∈X
v(x)p(f(x)) ∈ ℝ ∪ {+∞}
where v ∈ V is a weight, p ∈ cs(E) is a continuous seminorm on E and f ∈ C(X, E). Then
we can put
CV(X, E) := {f ∈ C(X, E) | qv,p(f) < ∞ ∀v ∈ V, p ∈ cs(E)},
CV0(X, E) := {f ∈ C(X, E) | v ⋅ (p ∘ f) vanishes at inﬁnity ∀v ∈ V, p ∈ cs(E)}.
(A function g : X → ℂ is said to vanish at inﬁnity if for each ε > 0 there exists a compact
subset K ⊆ X such that |g(x)| ≤ ε for all x ∈ X\K.)
We equip both of these vector spaces with the Hausdorﬀ (since V > 0) locally convex
topology induced by the family of seminorms {qv,p | v ∈ V, p ∈ cs(E)}. More generally, for
a linear subspace A(X, E) of C(X, E), we put
AV(X, E) := A(X, E) ∩ CV(X, E) and AV0(X, E) := A(X, E) ∩ CV0(X, E).
If E = ℂ we omit E from the notation, i. e., we write CV(X), CV0(X), AV(X) and AV0(X)
for the above deﬁned spaces. Also, if V consists only of the multiples of one single weight v
on X (that is, if V = {λv | λ > 0}), we write v instead of V so that we will use the notation
Cv(X, E), Cv0(X, E), Av(X, E) and Av0(X, E).
4.4 Example. The set of weights 𝒦 := 𝒦(X) := {λ1K | λ > 0, K ⊆ X, K compact} is the
Nachbin family generated by the characteristic functions 1K of the compact sets K of X.
Using this system of weights we obtain that the locally convex vector space C𝒦(X, E)
is equipped with the topology τc of uniform convergence on the compact sets of X. Thus
C𝒦(X, E) is complete whenever E is complete and X is a kℝ-space (i. e., X is such that a map
f : X → ℝ already has to be continuous if all its restrictions to compact subsets of X are
continuous, see [Jar81, § 3.6, Example E and § 16.6, Proposition 2]).
4.5 Remark.
(i) The spaces CV(X, E) deﬁned in Deﬁnition 4.3 are projective limits of the locally convex
vector spaces C(X, E) equipped with the topology induced by the seminorms qv,p for
v ∈ V and p ∈ cs(X), respectively:
CV(X, E) = lim←−−
v
Cv(X, E) = lim←−−
v,p
(C(X, E), qv,p),
CV0(X, E) = lim←−−
v
Cv0(X, E).
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The spaces Cv(X, E) and Cv0(X, E) correspond to the diagonal-transformed sequence
spaces of Remark 3.5←−
46
—then the building blocks of (co-)echelon spaces. (To generalize
further, instead of single weights, we will this time consider whole systems of weights
and use the spaces CV(X, E) and CV0(X, E) as our building blocks.)
(ii) If we consider another Nachbin family W on X such that W ⪯ V, we obtain that
CV(X, E) is continuously embedded into CW(X, E), as is CV0(X, E) into CW0(X, E).
A useful consequence of Remark 4.5(ii)←−
76
is the following.
4.6 Lemma. (See [Bie73a, Satz 1.5].)
Let V be a system of weights on X and E be a complete locally convex vector space, then
the space CV(X, E) is complete if there exists a Nachbin familyW on X withW ⪯ V such
that CW(X, E) is complete. An analogous statement holds for CV0(X, E).
Proof. Let (fi)i∈I denote a Cauchy net in CV(X, E). Since CW(X, E) is complete, the net—em-
bedded into this space—converges to an f ∈ CW(X, E). On the other hand it also has to
converge pointwise, since for a given x ∈ X there exists a weight w ∈ W with w(x) > 0 such
that
p(fi(x) − fj(x)) ≤
qw,p(fi − fj)
w(x)
→ 0
for all p ∈ cs(E) as i, j → ∞, implying that (fi(x))i∈I is a Cauchy net of the complete space E.
Now let ε > 0 and v ∈ V, p ∈ cs(E). We can choose i, j ∈ I big enough such that
qv,p(fi − fj) < ε, then we also have
v(x)p(fi(x) − fj(x)) < ε
j→∞
====⇒ v(x)p(fi(x) − f(x)) ≤ ε
for all x ∈ X such that f ∈ CV(X, E), and fi → f in CV(X, E) as i → ∞.
Combining this result with Example 4.4←−
76
above, we obtain a simple condition for the complete-
ness of the weighted spaces CV(X, E) and CV0(X, E).
4.7 Proposition. (See [Bie73a, Korollar 1.6(2)].)
The spaces CV(X, E) and CV0(X, E) are complete whenever E is a complete locally convex
vector space, X is a completely regular kℝ-space and 𝒦 ⪯ V.
(If V = {λv | λ > 0} consists of only one weight the condition 𝒦 ⪯ V simply means that
infx∈K v(x) > 0 for each compact set K of X.)
We won’t look into the analogue of echelon spaces but instead jump directly to the counterpart
of co-echelon spaces of order p = 0 and p = ∞, our current spaces of interest.
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4.8 Deﬁnition. Let 𝒱 = (Vn)n∈ℕ denote a decreasing sequence (i. e., Vn+1 ⪯ Vn for n = 1,
2, …) of systems of weights on X and A(X, E) a linear subspace of C(X, E). Then we may
deﬁne the following weighted locally convex inductive limits:
𝒱A(X, E) := lim−−→
n
AVn(X, E) 𝒱0A(X, E) := lim−−→
n
A(Vn)0(X, E)
(The spaces 𝒱C(X, E) and 𝒱0C(X, E) generalize k∞(V) and k0(V), respectively, while 𝒱 takes
the role of the V of chapter 3←−45 .)
4.2 Projective Descriptions
4.9 Remark. (See [Bie86, page 109f].)
To ﬁnd projective descriptions for weighted inductive limit spaces we should ﬁrst consider
the behaviour of seminorms on these spaces (cf. Proposition 1.10←−13 ). For now we simplify
things by only considering single weights instead of whole systems of weights and letting
E = ℂ.
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of weights on X. A seminorm p on
𝒱C(X) = lim−−→n Cvn(X) respectively 𝒱0C(X) = lim−−→n C(vn)0(X) is continuous if and only if
its restriction to each of the normed spaces Cvn(X) respectively C(vn)0(X) is continuous.
That is, if and only if for each n ∈ ℕ, there is a constant Cn > 0 such that
p(f) ≤ Cn‖f‖n = Cn sup
x∈X
vn(x)|f(x)|
for each f ∈ Cvn(X) or f ∈ C(vn)0(X), respectively. Thus we obtain the condition
p(f) ≤ inf
n∈ℕ
sup
x∈X
Cnvn(x)|f(x)|
for the continuity of p. Now it would be very nice if we could simply exchange the order of
the inﬁmum and the supremum to obtain
p(f) ≤ sup
x∈X
( inf
n∈ℕ
Cnvn(x))|f(x)|,
since then infn∈ℕ Cnvn could be considered as a new nonnegative upper semi-continuous
weight v¯ on X, somehow associated with 𝒱.
This motivates the following deﬁnition of associated systems of weights (also compare to
Deﬁnition 3.10←−50 ):
4.10 Deﬁnition. (See [BMS82a, § 0.2].)
Let 𝒱 = (Vn)n∈ℕ denote a decreasing sequence of systems of weights on X. We deﬁne two
associated systems of weights on X:
(i) The system of weights Vˇ𭒱 consisting of every weight vˇ on X which is of the form
vˇ(x) = infn∈ℕ Cnvn(x) for Cn > 0 and vn ∈ Vn, n ∈ ℕ.
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(ii) The maximal system of weights V¯𭒱 associated with 𝒱,
V¯𭒱 := {v¯ : X → ℝ weight | ∃vˇ ∈ Vˇ𭒱∶ v¯(x) ≤ vˇ(x) ∀x ∈ X},
consisting of all weights on X which are pointwise majorized by some member of Vˇ𭒱.
4.11 Remark. By deﬁnition we have V¯𭒱 ⪯ Vˇ𭒱 as well as Vˇ𭒱 ⪯ V¯𭒱 (since even Vˇ𭒱 ⊆ V¯𭒱).
Furthermore V¯𭒱 contains all the systems of weights V ⪯ Vn on X that are already majorized
by all the “steps” Vn for n ∈ ℕ (i. e., V¯𭒱 contains all “lower bounds” of the decreasing
sequence 𝒱 = (Vn)n∈ℕ of Nachbin families).
In the special case that 𝒱 is a decreasing sequence of weights vn, i. e., Vn = {λvn | λ > 0},
n ∈ ℕ, we have that V¯𭒱 consists exactly of those weights v¯ on X with the property that v¯vn
is bounded for all n ∈ ℕ.
We now want to study the relationships between the weighted inductive limits 𝒱A(X, E) and
𝒱A0(X, E) and their so-called associated weighted hulls AV¯(X, E) and AV¯0(X, E).
4.12 Lemma. Let 𝒱 = (Vn)n∈ℕ be a decreasing sequence of Nachbin families on X and
A(X, E) a subspace ofC(X, E). Then the spaces 𝒱A(X, E) and 𝒱A0(X, E) can be continuously
injected into AV¯(X, E) and AV¯0(X, E), respectively.
Proof. By construction of the associated system V¯𭒱 everyAVn(X, E) is continuously embedded
into AV¯(X, E) (see Remark 4.9←−
78
). Since 𝒱A(X, E) is the inductive limit of the spaces AVn(X, E),
we can use the universal property of the inductive limit (see Deﬁnition 1.26←−21 ) to also obtain a
continuous injection 𝒱A(X, E) → AV¯(X, E).
The problem of ﬁnding projective descriptions for the weighted inductive limits now boils down
to the following questions (see [BMS82a, § 0.5]):
(i) When does 𝒱A(X, E) equal AV¯(X, E) and 𝒱A0(X, E) equal AV¯0(X, E) algebraically? (By
the results on sequence spaces of chapter 3←−45 we know that we can’t, in general, hope for
𝒱A0(X, E) = AV¯0(X, E).)
(ii) When do AV¯(X, E) or AV¯0(X, E) induce the inductive limit topology on 𝒱A(X, E) or
𝒱A0(X, E), respectively? (Again, we already know that there is no hope for the former
case in full generality.)
In both cases, an algebraic equality means that via V¯ we have obtained a complete weighted
description of the functions in the inductive limit or, viewed from another perspective, that the
associated weighted space is exhausted by an increasing sequence of weighted subspaces. If,
on the other hand, the weighted inductive limit topology is induced by its associated weighted
topology, we obtain an “analytic” description (i. e., via continuous seminorms) of the “abstract”
inductive limit topology, something which is normally rather hard to obtain but still essential
for direct estimates and computations in applications.
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We will again try to ﬁnd answers using an approach dictated by the Lemma 3.14←−54 . As it
turns out—at least for a simpliﬁed case of 𝒱0C(X, E) and CV¯0(X, E)—we can ﬁnd a dense linear
subspace as needed in this Lemma. Thus we may characterize the inductive limit topology of
such a space 𝒱0C(X, E) via the weighted topology of the corresponding associated weighted
hull CV¯0(X, E)—a projective description.
4.13 Lemma. (See [BMS82a, Lemma 1.1] and [Bie86, Lemma 4.4].)
Let (E, ‖ . ‖) be a normed space and X be locally compact. Then the spaces 𝒱0C(X, E)
and CV¯0(X, E) induce the same topology on the dense linear subspace Cc(X, E) of all E-val-
ued continuous functions on X which have compact support.
Proof. Since 𝒱0C(X, E) is continuously injected into CV¯0(X, E), given a 0-neighborhood U
in 𝒱0C(X, E) we have to show that we can ﬁnd a 0-neighborhood in CV¯0(X, E) whose intersec-
tion with Cc(X, E) is contained in U. Therefore, we are done if we can prove that there exists
a v¯ ∈ V¯ such that
Bv¯ := {f ∈ Cc(X, E) | qv¯(f) = sup
x∈X
v¯(x) ‖f(x)‖ < 1} ⊆ U.
Since U is a 0-neighborhood in the locally convex inductive limit topology and each Vn is
directed upward, for each n ∈ ℕ there exists a vn ∈ Vn such that (cf. Remark 1.24←−19 )
Γ( ∪
n∈ℕ
Bn) ⊆ U, where Bn := {f ∈ C(Vn)0(X, E) | qvn(f) ≤ 1}.
Now we claim that v¯ := infn∈ℕ 2nvn is the weight function we are searching for. First
observe that indeed v¯ ∈ Vˇ ⊆ V¯ (cf. Deﬁnition 4.10←−
78
); ﬁxing an f ∈ Bv¯, i. e., f ∈ Cc(X, E)
with qv¯(f) < 1, consider the (“problematic”) sets
Fn := {x ∈ X | 2
nvn(x) ‖f(x)‖ ≥ 1} (n ∈ ℕ).
Obviously every Fn is a closed subset of supp f. If x ∈ ⋂n∈ℕ Fn, then by deﬁnition we have
2nvn(x) ‖f(x)‖ ≥ 1 such that we also obtain v¯(x) ‖f(x)‖ ≥ 1. But since this contradicts the
assumption qv¯(f) < 1, we must conclude that the set ⋂n∈ℕ Fn is void.
Thus, setting Un = X ∖ Fn for each n ∈ ℕ, we obtain an open covering of X. Since supp f is
compact, we can ﬁnd anm ∈ ℕ such that supp f is already contained in ⋃mn=1Un. Therefore
we may choose a ﬁnite partition of unity (φn)1≤n≤m ⊆ Cc(X) on supp f which is subordinate
to the covering (Un)1≤n≤m.
Setting gn := 2nφnf (1 ≤ n ≤ m), we obtain gn ∈ Cc(X, E) ⊆ C(Vn)0(X, E). Actually we
even have gn ∈ Bn since either gn(x) = 0 (for x ∈ X ∖ Un = Fn) or (whenever x ∈ Un)
vn(x) ‖gn(x)‖ = φn(x)2nvn(x) ‖f(x)‖ < 1.
Consequently,
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f =
m
󰀖
n=1
φnf =
m
󰀖
n=1
2−ngn ∈ Γ( ∪
n∈ℕ
Bn) ⊆ U.
Thus, by an application of Lemma 3.14←−54 , we obtain the following theorem.
4.14 Theorem. (See [BMS82a, Thm. 1.3].)
If X is a locally compact (Hausdorff) space, E is a normed space, and 𝒱 = (Vn)n∈ℕ is a
decreasing sequence of systems of weights on X, then 𝒱0C(X, E) is a topological linear
subspace of CV¯0(X, E), i. e., CV¯0(X, E) induces the inductive limit topology on 𝒱0C(X, E)
via the canonical injection.
If, additionally, E is a Banach space and 𝒦 ⪯ Vn for each n ∈ ℕ, then CV¯0(X, E) is the
completion of 𝒱0C(X, E).
Proof. The last statement follows, since by Remark 4.11←−79 we then also have 𝒦 ⊆ V¯, such that
CV¯0(X, E) is complete for any complete locally convex vector space E (see Proposition 4.7←−77 ).
4.15 Corollary. Under the (original) conditions of Theorem 4.14, 𝒱0C(X, E) is a topological
linear subspace of 𝒱C(X, E).
Proof. Since we have continuous injections 𝒱0C(X, E) → 𝒱C(X, E) → CV¯(X, E) and
CV¯0(X, E) is a topological linear subspace of CV¯(X, E) the assertion follows immediately from
the theorem.
In an even more restricted setting we can also obtain a generalized version of Proposition 3.13←−52 ,
i. e., algebraic projective description of 𝒱A(X, E). But ﬁrst we need a special subsystem of
the associated system of weights (which can be shown, under additional assumptions, to be
equivalent to the maximal associated system V¯𭒱).
4.16 Deﬁnition. (See [BMS82a, Def. 1.7].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of weights on a locally compact σ-compact
space X such that infx∈K vn(x) > 0 for each compact set K of X and all n ∈ ℕ. Fix a
sequence of compact sets (Kn)n∈ℕ of X such that Kn ⊆
∘
Kn+1 and X = ⋃n∈ℕ Kn.
Since X is paracompact, given a strictly increasing sequence a = (an)n∈ℕ ∈ ℕ, we
may choose a continuous partition of unity (φ(a)n )n∈ℕ ∈ C(X) subordinate to the covering
(
∘
Kan+1 ∖ Kan−1) of X (where we set a0 := 0 and K0 := ∅). Now we can deﬁne a function
X → [0,∞)
v¯a,c(x) :=
∞
󰀖
k=1
vk−1(x)φ
(a)
k (x), (4.1)
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where we set v0 ≡ c for a constant c > 0. We will denote by Vˆ𭒱 the family of all such
functions where a = (an)n∈ℕ runs through all strictly increasing sequences of natural
numbers and c > 0 is an arbitrary positive constant.
4.17 Lemma. (See [BMS82a, Lemma 1.8].)
The family Vˆ𭒱 of Deﬁnition 4.16 is a system of (strictly positive) weights and Vˆ𭒱 ⊆ V¯𭒱.
Furthermore, if all elements of 𝒱 are continuous, then the weights v¯a,c ∈ Vˆ𭒱 are continuous
as well.
Proof. The deﬁnition (4.1)←−
81
of v¯a,c makes sense since at most three terms of the sum do not
vanish on
∘
Kan+1 ∖ Kan−1 for each n ∈ ℕ. By the same argument v¯a,c is a weight on X which
is continuous whenever all vn ∈ 𝒱 are continuous.
To see that v¯a,c ∈ V¯𭒱 we have to show that
v¯a,c
vn
is bounded on X for each n ∈ ℕ (see
Remark 4.11←−79 ). Therefore, ﬁx an n ∈ ℕ. If x ∉ Kan+1 then we have φ
(a)
k (x) = 0 for k ≤ n
such that
v¯a,c(x)
vn(x)
=
∞
󰀖
k=n+1
φ(a)k (x)
vk−1(x)
vn(x)
≤
∞
󰀖
k=n+1
φ(a)k (x) ≤ 1
since 𝒱 = (vn)n∈ℕ is decreasing. On the other hand, if x ∈ Kan+1 , then φ
(a)
k vanishes for
k ≥ n + 2 such that
v¯a,c(x)
vn(x)
=
n+1
󰀖
k=1
φ(a)k (x)
vk−1(x)
vn(x)
≤
C
infx∈Kan+1 vn(x)
< ∞.
for a constant C > 0 since the ﬁnitely many v1, …, vn are all upper semi-continuous and vn
can be bounded away from 0 on each compact set of X by assumption.
4.18 Theorem. (See [BM76, Satz 2.8] and [BMS82a, part (i) of direct proof of Thm. 1.3(d)],
originally a theorem of B. A. Taylor.)
Let (E, ‖ . ‖) denote a normed space and let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of
strictly positive weights on the locally compact σ-compact spaceX such that infx∈K vn(x) >
0 for each compact setK ofX and alln ∈ ℕ. Then𝒱C(X, E) is algebraically equal toCV¯(X, E),
both spaces even have the same families of bounded sets.
Proof. Since 𝒱C(X, E) is continuously injected in CV¯(X, E) it suﬃces to prove that every
bounded set B of CV¯(X, E) is also contained and bounded in 𝒱C(X, E). Let B denote such a set,
as in part (b) of the proof of Proposition 3.13←−52 , deﬁne a map b(x) := supf∈B ‖f(x)‖. Then we
have
sup
x∈X
v¯(x)|b(x)| = sup
x∈X
sup
f∈B
v¯(x)‖f(x)‖ = sup
f∈B
qv¯(f) < ∞ (4.2)
for all v¯ ∈ V¯ which means that b satisﬁes the weight conditions of CV¯(X, E) (although it need
not be an element of this space). We are done if we can prove that it also satisﬁes the weight
conditions of 𝒱C(X, E), i. e., if there is an n ∈ ℕ such that
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qvn(b) = sup
x∈X
vn(x)b(x) < ∞, (4.3)
since then we could estimate
sup
f∈B
qvn(f) = sup
f∈B
sup
x∈X
vn(x)|f(x)| ≤ sup
x∈X
vn(x)b(x) < ∞
so that B ⊆ Cvn(X, E) ⊆ 𝒱C(X, E) would indeed be bounded with respect to the inductive
limit topology.
Assume indirectly that (4.3) does not hold. Then, for eachn ∈ ℕ andC > 0 there exists y ∈ X
such vn(y)b(y) > C. Furthermore, B is uniformly bounded on compact sets such that also
vn ⋅ b is bounded on compact sets (by deﬁnition of b and since vn is upper semi-continuous).
Therefore, in the language of Deﬁnition 4.16←−
81
, we can ﬁnd a sequence (an)n∈ℕ ∈ ℕ and
xn ∈
∘
Kan+1 ∖ Kan−1 such that vn(xn)b(xn) > n for each n ∈ ℕ (where we again set a0 := 0
and K0 := ∅).
For this sequence a and a constant c ≥ max(v1(x1), v2(x2)) construct a weight v¯a,c as
in (4.1)←−
81
, then we have
v¯a,c(x1) =
∞
󰀖
k=1
vk−1(x1)φ
(a)
k (x1) = v0(x1)⏟
=c
φ(a)1 (x1) + v1(x1)φ
(a)
2 (x1)
≥ v1(x1)(φ
(a)
1 (x1) + φ
(a)
2 (x1)) = v1(x1) and
v¯a,c(xn) =
∞
󰀖
k=1
vk−1(xn)φ
(a)
k (xn) =
n+1
󰀖
k=n−1
vk−1(xn)φ
(a)
k (xn)
≥
n+1
󰀖
k=n−1
vn(xn)φ
(a)
k (xn) = vn(xn),
for n = 2, 3, … (since 𝒱 is decreasing), hence
qv¯a,c(b) = sup
x∈X
v¯a,c(x)b(x) ≥ v¯a,c(xn)b(xn) ≥ vn(xn)b(xn) > n
for each n ∈ ℕ, a contradiction to (4.2)←−
82
. Therefore we really must have (4.3) as claimed.
4.3 Completeness
In the case of weighted sequence spaces we know that the co-echelon space k∞(V) is always
complete since it is the inductive dual of the corresponding metrizable echelon space λ1(A).
This time Theorem 4.18←−
82
only tells us that 𝒱C(X, E) is the bornologiﬁcation of CV¯(X, E).
To obtain completeness of 𝒱C(X, E) we will restrict ourselves to a decreasing sequence of
continuous weights 𝒱 = (vn)n∈ℕ and E = 𝕂 so that 𝒱C(X) is an (LB)-space. This allows us to
use the completeness of the co-echelon space
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k∞(𝒱) := lim−−→
n
ℓ∞(vn) where
ℓ∞(vn) := {u = (u(x))x∈X ∈ 𝕂
X
|
qn(u) := sup
x∈X
vn(x) |u(x)| < ∞}
by showing that 𝒱C(X) is a closed topological subspace of the former (since we obviously have
a continuous injection 𝒱C(X) → k∞(𝒱)).
4.19 Proposition. (See [BB91, Prop. 1].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive continuous weights on X.
Then 𝒱C(X) is a topological subspace of k∞(𝒱).
Proof. Since the topology of 𝒱C(X) is stronger than the one induced by k∞(𝒱), it suﬃces to
show that each absolutely convex 0-neighborhood of the former space also contains the trace of
a 0-neighborhood of the latter space. Thus, let U denote an absolutely convex 0-neighborhood
of 𝒱C(X). Then, for each step n ∈ ℕ of the inductive limit, we can ﬁnd ρn > 0 such that U
contains the closed ρn-ball Bn around 0 in Cvn(X),
Bn := {f ∈ Cvn(X) | qn(f) = sup
x∈X
vn(x) |f(x)| ≤ ρn} ⊆ U.
Now, for αn := 2−n ρn, put
W :=
∞
∪
m=1
m
󰀖
n=1
An where An := {u ∈ ℓ∞(vn) | qn(u) ≤ αn}.
The setW is clearly an absolutely convex 0-neighborhood in k∞(𝒱), and we claim that we also
haveW∩𝒱C(X) ⊆ U.
To see this, ﬁx an f ∈ W ∩ 𝒱C(X). By deﬁnition we can ﬁnd m ∈ ℕ with f ∈ ∑
m
n=1An
such that, for each x ∈ X,
|f(x)| ≤
m
󰀖
n=1
αn
vn(x)
.
Now deﬁne functions fn recursively for n = 1, …,m by the following relation,
fn(x) :=
⎧
⎨
⎩
ℎn−1(x) if |ℎn−1(x)| ≤ αnvn(x) ,
αn
vn(x)
ℎn−1(x)
|ℎn−1(x)|
otherwise,
where ℎ0 := f and ℎn := ℎn−1 − fn = f −∑
n
k=1 fk. Then all these functions are continuous,
furthermore since |fn(x)| ≤ αnvn(x) we obtain fn ∈ Cvn(x) ⊆ 𝒱C(X) and therefore also ℎn ∈
𝒱C(X) for n = 1, …,m. If |ℎn−1(x)| > αnvn(x) , then
|ℎn(x)| = |ℎn−1(x) − fn(x)| = |ℎn−1(x)|
|
1 −
αn
vn(x) |ℎn−1(x)|⏟⏟⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟⏟⏟
<1
|
= |ℎn−1(x)| −
αn
vn(x)
,
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otherwise, if |ℎn−1(x)| ≤ αnvn(x) , we have ℎn(x) = ℎn−1(x) − ℎn−1(x) = 0 by deﬁnition.
Therefore we obtain inductively for 0 ≤ k ≤ m and all x ∈ X that
|ℎk(x)| ≤
m
󰀖
n=k+1
αn
vn(x)
,
i. e., ℎm = 0 and hence f = ∑
m
n=1 fn. Finally, setting gn := 2
n fn, we obtain
qn(gn) = 2n sup
x∈X
vn(x) |fn| ≤ 2n αn = ρn
by construction of fn, and therefore gn ∈ Bn ⊆ U which means that f = ∑
m
n=1 2
−n gn is
contained in the absolutely convex 0-neighborhood U as claimed.
4.20 Theorem. (See [BB91, Thm. & Prop. 2].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive continuous weights on X.
Then 𝒱C(X) is closed in k∞(𝒱) and hence always complete.
Proof. We will show that an arbitrary function f in the closure of 𝒱C(X) taken in k∞(𝒱)must
be continuous at each point x0 ∈ X, by Proposition 4.19←−84 this suﬃces to establish our claim.
For a given ε > 0 deﬁne a set
U :=
∞
∪
n=1{
u ∈ k∞(𝒱)
|
∀x ∈ X∶ |u(x)| ≤
n
󰀖
k=1
αk
vk(x)}
where αk :=
ε
3
vk(x0)
2k+1
> 0 (k ∈ ℕ).
Then U is an absolutely convex 0-neighborhood in k∞(𝒱) since it is an increasing union of
absolutely convex sets and it contains the closed αn-ball around 0 of each step ℓ∞(vn). Since
f belongs to the closure of 𝒱C(X) in k∞(𝒱) we can therefore ﬁnd an element g ∈ 𝒱C(X)
with f − g ∈ U. Hence there is an index n ∈ ℕ such that for all x ∈ X
|f(x) − g(x)| ≤
n
󰀖
k=1
αk
vk(x)
=
ε
3
n
󰀖
k=1
vk(x0)
2k+1 vk(x)
.
Now, since the weights vk are continuous and strictly positive, we can ﬁnd a neighborhoodWk
of x0 ∈ X for each k = 1, …, n such that vk(x) >
vk(x0)
2 > 0 for all x ∈ Wk. By taking the
intersectionW0 := ⋂nk=1Wk we can thus further estimate |f(x) − g(x)| if x ∈ W0,
|f(x) − g(x)| ≤
ε
3
n
󰀖
k=1
vk(x0)
2k+1 vk(x)
<
ε
3
n
󰀖
k=1
2
2k+1
<
ε
3
.
Finally we use the continuity of g at x0 to obtain a neighborhood W ⊆ W0 of x0 ∈ X
with |g(x) − g(x0)|yε3 for each x ∈ W. Combining these estimates we arrive at
|f(x) − f(x0)| ≤ |f(x) − g(x)| + |g(x) − g(x0)| + |g(x0) − f(x0)|
<
ε
3
+
ε
3
+
ε
3
= ε
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for each x ∈ W whereby f must indeed be continuous at x0 ∈ X.
4.4 The Regularly Decreasing Condition
We ﬁrst present a version of Counterexample 3.8(ii)←−
48
adapted to our present setting to illustrate
the diﬃculties of ﬁnding general conditions such that 𝒱0C(X, E) = CV¯0(X, E) holds.
4.21 Example. (See [BMS82a, Rem. 1.5] and [BM76, Beispiel 2.3].)
Let X := {z ∈ ℂ | |z| < 1} be the open unit disk of E := ℂ and deﬁne a decreasing sequence
of weights 𝒱 = (vn)n∈ℕ on X as follows (see also Figure 4.1)
vn(r, φ) :=
⎧⎪
⎪
⎨⎪
⎪
⎩
1, if r = 0 or 0 < r < 1, φ ∈ [−
1
n ,
1
n]
1 − r, if 0 < r < 1 and φ ∉ (− 2n ,
2
n)
1 + rn ⋅ ( 1n +φ), if 0 < r < 1 and φ ∈ (−
2
n , −
1
n)
1 − rn ⋅ ( 1n −φ), if 0 < r < 1 and φ ∈ (
1
n ,
2
n).
Figure 4.1 The weights vn for n = 1, …, 6.
First, we remark that in this situation 𝒱0C(X) is a proper subspace of 𝒱C(X), since although
the function f ≡ 1 is an element of the latter space, it is not contained in the former.
Now we want to show that 𝒱0C(X) = lim−−→n C(vn)0(X) is not a regular inductive limit,
i. e., that there exist bounded sets in 𝒱0C(X) which are not contained and bounded in any of
the steps. For this purpose, consider the sequence of functions (fn)n∈ℕ deﬁned as follows
(see also Figure 4.2)
fn(r, φ) :=
⎧⎪
⎪
⎨⎪
⎪
⎩
0, if r = 0 or 0 < r < 1, φ ∈ [−
2
n ,
2
n]
r
n , if 0 < r < 1 and φ ∉ (−
3
n ,
3
n)
r ⋅ (−2n −φ), if 0 < r < 1 and φ ∈ (−
3
n , −
2
n)
r ⋅ (− 2n +φ), if 0 < r < 1 and φ ∈ (
2
n ,
3
n).
Figure 4.2 The functions fn for n = 1, …, 6.
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We obtain that fn ∈ C(vn)0(X) and fn ∉ C(vm)0(X) whenever n > 3m. Thus there is no
step of the inductive limit 𝒱0C(X) which contains the whole sequence (fn)n∈ℕ. It is only
left to be shown that it is bounded.
Let B1 be the closed unit ball of the Banach spaceC(v1)0(X); choose continuous functions
ρk : X → [0, 1] such that they satisfy ρk ≡ 1 on X ∖ Ak where Ak := {z ∈ X | |z| ≥ 1 −
1
k}
and still vanish at inﬁnity (k ∈ ℕ). Then, given an ε > 0, we have
‖ρk fn − fn‖C(vn)0(X) = sup
x∈X
vn(x) |fn(x)| ⋅ |ρk(x) − 1|
= sup
x∈Ak
vn(x) fn(x) ⋅ |ρk(x) − 1| ≤ sup
x∈Ak
vn(x) fn(x) < ε,
for k ∈ ℕ big enough, since vn ⋅ fn vanishes at inﬁnity on X. On the other hand we have
ρk ⋅ fn ∈ B1 for all k, n ∈ ℕ such that fn belongs to the closure of B1 in C(vn)0(X). This
means that we have obtained that the set {fn | n ∈ ℕ} is contained in the closure of B1
taken in 𝒱0C(X) and therefore has to be bounded in 𝒱0C(X).
To conclude, we remark that in this example we cannot have 𝒱0C(X) = CV¯0(X) since
the space 𝒱0C(X) cannot be complete (by Proposition 2.13←−38 ) although CV¯0(X) is (by The-
orem 4.14←−
81
). Thus 𝒱0C(X, E) can be a proper subspace of CV¯0(X, E), even in the scalar
case E = ℂ and with continuous weights 𝒱 = (vn)n∈ℕ.
A ﬁrst (rather trivial) step to obtaining a projective description for the space 𝒱C(X, E) us-
ing Theorem 4.14←−
81
is to ﬁnd conditions (in terms of X and 𝒱) under which we already
have 𝒱C(X, E) = 𝒱0C(X, E) or, more generally,
𝒱A(X, E) = 𝒱0A(X, E),
which might also remedy the problems of Example 4.21←−
86
(since there 𝒱0C(X) was a proper
subspace of 𝒱C(X)).
Therefore, as a ﬁrst step, we will try to generalize condition (S) of section 3.3←−
60
to imply the
equivalence of the inductive sequences (AVn(X, E))n and (A(Vn)0(X, E))n which would lead
us to the desired conclusion.
In the special case where 𝒱 is a sequence of weights (which is similar to the setting of
section 3.3←−
60
), i. e., Vn = {λvn | λ > 0}, we obtain a continuous injection from Avn(X, E) to
A(vm)0(X, E) for anm > n if vm/vn vanishes at inﬁnity (that is, if for every ε > 0 there is a
compact set K ⊆ X such that vm ≤ ε ⋅ vn whenever x ∈ X ∖ K), since we then have
vm(x) p(f(x)) ≤ ε ⋅ vn(x) p(f(x)) ≤ ε ⋅ C (x ∈ X ∖ K)
where the constant C > 0 only depends on vn, p ∈ cs(E) and f ∈ Avn(X, E), such that
vm ⋅(p∘f) also vanishes at inﬁnity, which means that f ∈ A(vm)0(X, E). BecauseA(vm)0(X, E)
is continuously embedded into Avm(X, E), we have obtained that the inductive sequences
(Avn(X, E))n and (A(vn)0(X, E))n are equivalent if, given an n ∈ ℕ, we can always ﬁnd
anm > n such that vm/vn vanishes at inﬁnity.
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We can easily generalize this to also obtain a suﬃcient condition for 𝒱A(X, E) = 𝒱0A(X, E)
where𝒱 = (Vn)n∈ℕ is a decreasing sequence of general Nachbin families onX: Given ann ∈ ℕ
we have to be able to ﬁnd anm > n such that
∀vm ∈ Vm ∃vn ∈ Vn∶
vm
vn
vanishes at inﬁnity (S)
(this is condition (V) of [BMS82a]).
Similarly to Proposition 3.23←−
63
of the sequence space case, we will now prove that this
condition implies projective description, at least on bounded sets of the steps.
4.22 Lemma. (See [BM76, § 1, Satz 6].)
Let 𝒱 = (Vn)n∈ℕ denote a decreasing sequence of systems of weights on X such that
𝒦 ⪯ 𝒱 and condition (S) is satisﬁed. Then, if n < m is chosen according to (S), the spaces
AVm(X, E), 𝒱A(X, E), 𝒱0A(X, E) all induce the same topology on each bounded subset
of AVn(X, E).
Proof. We have continuous embeddings AVn(X, E) → AVm(X, E) → 𝒱A(X, E) and by
construction of (S) we also know that 𝒱A(X, E) ≅ 𝒱0A(X, E). Furthermore the inductive limit
topology of 𝒱A(X, E) is stronger than the compact-open topology τco such that it suﬃces to
show that τco induces the natural topology on each bounded subset of AVn(X, E).
A subset B of AVn(X, E) is bounded if and only if for each continuous seminorm p ∈ cs(E)
and each weight vn ∈ Vn, there exists a constant Cvn,p > 0 such that
sup
f∈B
qvn,p(f) = sup
f∈B
sup
x∈X
vn(x) p(f(x)) ≤ Cvn,p.
Hence, by condition (S), given a seminorm p ∈ cs(E) and a weight vm ∈ Vm there is a
corresponding weight vn ∈ Vn such that for any given ε > 0 we can ﬁnd a compact set K ⊆ X
with
sup
x∈X∖K
vm(x) p(f(x)) ≤ sup
x∈X∖K
vn(x) p(f(x)) ⋅
ε
2Cvn,p
≤
ε
2
(∗)
(where f ∈ B is arbitrary). Of course we can also ﬁnd a constant D > 0 with vm(x) < D
for x ∈ K.
Every neighborhood of f0 ∈ B with respect to the topology of AVm(X, E) contains a set of
the form
Uvm,p,ε(f0) := {f ∈ AVm(X, E) | qvm,p(f − f0) = sup
x∈X
vm(x) p(f(x) − f0(x)) < ε}
for a seminorm p ∈ cs(E) and ε > 0. We are done if we can ﬁnd a neighborhood of f0
with respect to the compact-open topology on C(X, E) whose trace under B is contained
in Uvm,p,ε ∩ B. For this it suﬃces to consider
UK,p,ε(f0) := {f ∈ C(X, E) | ‖f − f0‖K = sup
x∈K
p(f(x) − f0(x)) < εD},
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since then clearlyUK,p,ε∩B ⊆ Uvm,p,ε∩B such that all considered topologies have to coincide
on B (given f ∈ UK,p,ε, if the supremum of qvm,p(f − f0) is attained for an x ∈ K we obtain
f ∈ Uvm,p,ε by our choice ofD > 0, otherwise we only need to apply the inequality (∗) proven
above).
In the simpliﬁed setting of Theorem 4.18←−
82
this can be used to show that condition (S) is indeed
suﬃcient to obtain algebraic and topological projective descriptions of the whole spaces.
4.23 Proposition. (See [BMS82a, part (ii) of direct proof of Thm. 1.3(d)].)
Let (E, ‖ . ‖) denote a normed space and let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of
strictly positive weights on the locally compact σ-compact spaceX such that infx∈K vn(x) >
0 for each compact set K of X and all n ∈ ℕ. If 𝒱 satisﬁes condition (S), then we have
𝒱0C(X, E) ≅ CV¯0(X, E) ≅ 𝒱C(X, E) ≅ CV¯(X, E).
Proof. Because of condition (S) we may assume without loss of generality that vn+1vn vanishes
at inﬁnity for each n ∈ ℕ (by considering an equivalent subsequence of 𝒱).
As a ﬁrst step we want to show that, subject to condition (S), the inductive limit topology
of 𝒱C(X, E) is not only stronger but also weaker than the weighted topology of CV¯(X, E). To
this end, consider a 0-neighborhood of 𝒱C(X, E). By Remark 1.24←−19 it has to contain a set U of
the form
U = Γ(
∞
∪
n=1
Un)
where the closure is taken in 𝒱C(X, E) and with
Un := {f ∈ Cvn(X, E) | qvn(f) = sup
x∈X
vn(x)‖f(x)‖ < ρn}
for a decreasing sequence (ρn)n∈ℕ of positive numbers. Our claim is proven if we can ﬁnd a
0-neighborhood U¯ of CV¯(X, E) such that U¯ ⊆ U.
For a ﬁxed sequence (Kn)n∈ℕ of compact sets of X with Kn ⊆
∘
Kn+1 and X = ⋃∞n=1 Kn we
can ﬁnd a strictly increasing sequence a = (an)n∈ℕ ∈ ℕ such that
vn+1(x)
vn(x)
<
ρn+1
2n+1
for all x ∉ Kan .
For this sequence a and v0 ≡ c := 1 deﬁne the weight v¯ ∈ V¯,
v¯ := v¯a,c :=
∞
󰀖
k=1
vk−1φ
(a)
k ∈ Vˆ ⊆ V¯,
as in (4.1)←−
81
using a continuous partition of unity (φ(a)n )n∈ℕ subordinate to the cover-
ing (
∘
Kan+1 ∖ Kan−1)n∈ℕ of X (where, as usual, a0 := 0 and K0 := ∅). Now we can deﬁne
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U¯ :=
{
f ∈ CV¯(X, E)
|
qv¯(f) = sup
x∈X
v¯(x)‖f(x)‖ < min(1,
ρ1
2 ⋅ supx∈Ka2 v1(x)
)}
.
To see that we indeed have U¯ ⊆ U, consider that every f ∈ C(X, E) can be represented in
the following way,
f =
∞
󰀖
n=1
φ(a)n f =
∞
󰀖
n=1
1
2n
fn with fn := 2nφ
(a)
n f,
where the series converges uniformly on compact subsets of X. Furthermore in Theorem 4.18←−
82
we proved that for each f ∈ CV¯(X, E) an n0 ∈ ℕ can be found with f ∈ Cvn0(X, E) such that, in
this case, the partial sums∑
N
n=1 2
−nfn are all bounded by qvn0(f). Therefore, by Lemma 4.22←−88 ,
the series also converges with respect to the inductive limit topology of 𝒱C(X, E). Summarizing
these observations we now know that to obtain U¯ ⊆ U it suﬃces to see that f ∈ U¯ implies
fn ∈ U for each n ∈ ℕ. In other words we have to show
qv¯(f) < min(1,
ρ1
2 ⋅ supx∈Ka2 v1(x)
) ⟹ qvn(fn) < ρn
for each n ∈ ℕ, which will be veriﬁed by the following calculation:
qv1(f1) = sup
x∈X
v1(x)‖f1(x)‖ = sup
x∈Ka2
v1(x)2φ
(a)
1 (x)‖f(x)‖
≤ 2( sup
x∈Ka2
v1(x))(sup
x∈X
v0(x)⏟
=1
φ(a)1 (x)‖f(x)‖)
≤ 2( sup
x∈Ka2
v1(x))(sup
x∈X
∞
󰀖
k=1
vk−1(x)φ
(a)
k (x)‖f(x)‖)
= 2( sup
x∈Ka2
v1(x))qv¯(f) < ρ1,
qvn+1(fn+1) = sup
x∈X
vn+1(x)‖fn+1(x)‖
= sup
x∉Kan
vn+1(x)
vn(x)
vn(x)2n+1φ
(a)
n+1(x)‖f(x)‖
≤
ρn+1
2n+1
2n+1 sup
x∈X
vn(x)φ
(a)
n+1(x)‖f(x)‖
≤ ρn+1 sup
x∈X
∞
󰀖
k=1
vk−1(x)φ
(a)
k (x)‖f(x)‖
= ρn+1qv¯(f) < ρn+1.
Thus, we have shown 𝒱C(X, E) ≅ CV¯(X, E). Since 𝒱0C(X, E) ≅ 𝒱C(X, E) follows by construc-
tion of condition (S), we are only left with CV¯0(X, E) ⊇ CV¯(X, E). But this we obtain easily as
follows: if f ∈ CV¯(X, E), then byTheorem 4.18←−
82
there exists an n ∈ ℕ such that f ∈ Cvn(X, E).
Given a weight v¯ ∈ V¯ we know that v¯vn+1 is bounded, and since by assumption
vn+1
vn
vanishes
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at inﬁnity also v¯f = v¯vn+1 ⋅
vn+1
vn
vnf has to vanish at inﬁnity such that f ∈ CV¯0(X, E) as claimed.
On the other hand, condition (S) also implies projective description for the spaces 𝒱0A(X), i. e.,
that the topology of that space is induced by the weighted topology of CV¯0(X).
4.24 Theorem. (See [BMS82a, Thm. 1.6].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive weights on the locally
compact σ-compact space X such that infx∈K vn(x) > 0 for each compact set K of X and
all n ∈ ℕ. If 𝒱 satisﬁes condition (S) and A(X) ⊆ C(X) is a semi-Montel space with respect
to the compact-open topology, then
𝒱A(X) ≅ 𝒱0A(X) ≅ AV¯0(X) ⊆ CV¯0(X).
Proof. First, recall that condition (S) implies both 𝒱A(X) ≅ 𝒱0A(X) and 𝒱C(X) ≅ 𝒱0C(X).
Since 𝒱A(X) ≅ 𝒱0A(X) is a compact inductive limit (see Lemma 4.22←−88 ) and 𝒱C(X) ≅ 𝒱0C(X)
is always regular, the former space 𝒱A(X) is a topological subspace of the latter, 𝒱C(X), by
Corollary 2.26←−44 to Baernsteins open mapping lemma. Hence the assertion follows from Propo-
sition 4.23←−
89
which stated that 𝒱0C(X) ≅ CV¯0(X).
Next we want to look at the regularly decreasing condition which, in the setting of sequence
spaces, characterized projective description for p = 0. By staying in the setting of Theo-
rem 4.18←−
82
and the previous Proposition where we only considered sequences 𝒱 = (vn)n∈ℕ
of weights we can copy the condition nearly literally from its sequence space version, Deﬁni-
tion 3.21←−
62
. The only diﬀerence is that instead of “strictly positive functions on the index set I”
we now only consider “strictly positive weights (i. e., upper semi-continuous functions) on X”.
So, a decreasing sequence of strictly positive weights 𝒱 = (vn)n∈ℕ is regularly decreasing if
for each n ∈ ℕ there exists anm ≥ n such that
∀ε > 0, k ≥ m ∃δk,ε > 0∶ vk(x) < δk,εvn(x) ⟹ vm(x) < ε ⋅ vn(x). (4.4)
Also, since in this setting the maximal system of weights V¯𭒱 consists of all weights contained
in the associated Köthe set as deﬁned in Deﬁnition 3.10←−50 , we obtain that Proposition 3.22←−63
also holds analogously for sequences 𝒱 = (vn)n∈ℕ of strictly positive weights, i. e., we have
that (4.4) is equivalent to condition (wS): the sequence 𝒱 is regularly decreasing if and only if
for each n ∈ ℕ there exists anm > n such that
∀ε > 0 ∃v¯ ∈ V¯𭒱∶ v¯(x) < vm(x) ⟹ vm(x) ≤ ε ⋅ vn(x) (wS)
(the function v¯ constructed in the proof of Proposition 3.22←−
63
is actually upper semi-continuous
and therefore an element of Vˇ𭒱 ⊆ V¯𭒱).
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We could now prove projective description in a similar way to Proposition 3.23←−
63
using
condition (wS), but in order not to repeat ourselves we will give a diﬀerent proof using
Raĭkov’s completeness criterion of Theorem 2.11←−
36
.
4.25 Theorem. (See [BMS82a, Thm. 2.3].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive weights on a locally
compact space X such that infx∈K vn(x) < ∞ for each compact set K ⊆ X and n ∈ ℕ. If 𝒱
is regularly decreasing and (E, ‖ . ‖) denotes a Banach space, then 𝒱0C(X, E) is also complete
and we have the algebraic and topological identity
𝒱0C(X, E) ≅ CV¯0(X, E).
Proof. We want to apply Theorem 2.11←−
36
to the sets Kn := 2nBn, n ∈ ℕ, where
Bn := {f ∈ C(vn)0(X, E) | qvn(f) = sup
x∈X
vn(x) ‖f(x)‖ ≤ 1}.
As in Proposition 2.14←−
38
we obtain the conditions (a), (b) and (c) necessary for Theorem 2.11←−
36
.
Therefore, to obtain completeness of 𝒱0C(X, E) = lim−−→n C(vn)0(X, E), it suﬃces to show that
for each n ∈ ℕ there exists anm ≥ n such that the closure of Bn with respect to the (weaker)
weighted topology of CV¯0(X, E) is already contained in Bm.
To prove this claim, let n ∈ ℕ be ﬁxed and choose m ≥ n according to the regularly
decreasing condition. Let f be an arbitrary element of the CV¯0(X, E)-closure of Bn. Since the
weighted topology of CV¯0(X, E) is stronger than pointwise convergence on X we still have
qvn(f) ≤ 1 and therefore also qvm(f) ≤ 1. To see that f ∈ C(vm)0(X, E) let ε > 0 and put
F := {x ∈ X | vm(x) ‖f(x)‖ ≥ ε}. We are done if we can show that F is (relatively) compact
in X.
If fwere an element of Bn then Fwould be compact, therefore we will try to ﬁnd a suﬃciently
close g ∈ Bn. So, deﬁne a weight v¯ ∈ Vˇ𭒱 ⊆ V¯𭒱 on X by setting
v¯(x) := inf
k∈ℕ
1
Ck
vk(x) for 0 < Ck :=
{
ε
8 k < m,
δk,ε/8 k ≥ m,
where δk,ε/8 > 0 is chosen according to the regularly decreasing condition (4.4)←−91 . Now we
can choose g ∈ Bn such that qv¯(f − g) < ε4 and G := {x ∈ X | vm(x) ‖g(x)‖ ≥ ε} is compact.
Obviously our goal is to prove F ⊆ G. But ﬁrst assume indirectly that vm(y) > v¯(y) + ε8vn(y)
for some y ∈ X (i. e., we can’t estimate vm using v¯ and vn). Then, for k ≥ m, we obtain
1
Ck
vk(y) ≥
1
Ck
δk,ε/8 vn(y) = vn(y)
(by (4.4)←−91 since vm(y) >
ε
8vn(y)). On the other hand, for k < m this would imply
1
Ck
vk(y) ≥
1
Ck
vm(y) >
1
Ck
ε
8
vn(y) = vn(y),
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(since 𝒱 = (vn)n∈ℕ is decreasing) such that in total v¯(y) ≥ vn(y). On the other hand, this
now turns the indirect assumption into vm(y) > (1 + ε8) vn(y) > vn(y), a contradiction to 𝒱
being decreasing. Therefore we must have
vm(x) ≤ v¯(x) +
ε
8
vn(x)
for all x ∈ X. Finally, for x ∈ F, this implies
vm(x) ‖g(x)‖ ≥ vm(x) ‖f(x)‖ − vm(x) ‖f(x) − g(x)‖
≥ ε − (v¯(x) +
ε
8
vn(x)) ‖f(x) − g(x)‖
≥ ε − v¯(x) ‖f(x) − g(x)‖ −
ε
8
vn(x) (‖f(x)‖ + ‖g(x)‖)
≥ ε −
ε
4
−
ε
8
−
ε
8
=
ε
2
,
such that F is a subset of G and hence relatively compact as claimed.
To obtain the necessity of the regularly decreasing condition for projective description we will
proceed as in Theorem 3.25←−
66
. Unfortunately we cannot reuse Lemma 3.24←−
64
of the sequence
space setting—we will need property (iii) and the second part of (ii) for compact neighborhoods
in X instead of only pointwise. Furthermore, this is also the reason why this time we need to
assume continuous weights and take E = 𝕂.
4.26 Lemma. Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive continuous
weights on a locally compact (Hausdorff) space X. If 𝒱 is not regularly decreasing, then
we may choose n ∈ ℕ and a subsequence (vφ(m))m∈ℕ of 𝒱 for which there exists a
sequence (εm)m∈ℕ of positive numbers, a sequence (km)m∈ℕ of indices and a sequence of
triples (δij, xij, Uij)j∈ℕ for each i ∈ ℕ such that (for all i, j, r, s ∈ ℕ)
(i) 0 < δij ≤ 1j ,
(ii) vφ(i)(xij) ≥ εi vn(xij) although vki(x) < δjl vn(x) for each x ∈ Uij,
(iii) Uij ⊆ X is a compact neighborhood of xij ∈ X such that Uij ∩ Urs = ∅ whenever
(i, j) ≠ (r, s). Moreover the sets
∞
∪
j=1
Uij and ∪{Uij | j ∈ ℕ, j ≠ j0}
are closed in X for arbitrary j0 ∈ ℕ.
Proof. Since 𝒱 is not regularly decreasing we can ﬁx an n ∈ ℕ such that for every m ≥ n
there exist km > m and εm > 0 for which, given δ > 0, we can always ﬁnd xδ ∈ X such that
vm(xδ) ≥ εm ⋅ vn(xδ) although vkm(xδ) < δ ⋅ vn(xδ). (4.5)
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As in Lemma 3.24←−
64
we may assume, without loss of generality, that the sequence (εm)m≥n
is decreasing and (km)m≥n is increasing. Thus we can choose a subsequence of 𝒱 by setting
φ(1) := n + 1 and φ(m) := km−1 + 1. We again denote kφ(m) by km and εφ(m) by εm to
obtain the required sequences.
We will now construct the sequences (δij, xij, Uij)j∈ℕ by induction on i ∈ ℕ and j ∈ ℕ. If
i = j = 1 we can simply set δ11 := 1 ≤ 11 and choose x11 ∈ X according to (4.5)←−93 form = φ(1)
and δ = δ11. Since X is locally compact and
vk1
vn
: X → ℝ is continuous we can also choose a
compact neighborhoodU11 of x11 ∈ X such that vk1(x) < δ11 vn(x) even holds for all x ∈ U11.
Now assume that we have already found (δ1j, x1j, U1j) for 1 ≤ j < s so that conditions (i)–(iii)
are satisﬁed. Then choose
δ1s < min(β1s,
1
s)
for β1s := inf
{
vk1(x)
vn(x) |
x ∈
s
∪
j=1
U1j
}
.
By (4.5)←−93 we again obtain an appropriate x1s ∈ X. We cannot have x1s ∈ U1j for some j < s
since then, by choice of δ1s, we would have δ1s vn(x1s) < vk1(x1s), a contradiction to (ii).
Therefore we can again ﬁnd a compact neighborhoodU1s of x1s such that vk1(x) < δ1s vn(x1s)
for x ∈ U1s and, in particular, U1s ∩ U1j = ∅ for all j < s. Inductively we obtain the ﬁrst
sequence of triples (δ1j, x1j, U1j)j∈ℕ.
To see that the union of all compact neighborhoods deﬁned so far is closed as was claimed,
assume indirectly that there exists a y ∈ ⋃∞j=1U1j ∖ ⋃
∞
j=1U1j. Then every neighborhood
of y ∈ X has to contain points of U1j for some j ∈ ℕ larger than an arbitrary j0 ∈ ℕ. Together
with δ1j → 0 (j → ∞), a consequence of (i), we therefore obtain
vk1(y)
vn(y)
= 0, which is impossible
for strictly positive weights. In the same way we can see that the other union of compact sets
must be closed as well.
Now that we have constructed the ﬁrst sequence, assume that (δij, xij, Uij)j∈ℕ has already
been constructed for 1 ≤ i < r such that (i), (ii) and (iii) hold, we will try to ﬁnd the r-th
sequence (δrj, xrj, Urj)j∈ℕ by induction on j ∈ ℕ. First we remark that by property (i) we can
ﬁnd an index jr ∈ ℕ such that δij < εr for all j > jr and 1 ≤ i < r. Now, for j = 1, choose
δr1 < min(βr1,
1
1)
for βr1 := inf
{
vkr(x)
vn(x) |
x ∈
r−1
∪
i=1
jr
∪
j=1
Uij
}
,
(which clearly satisﬁes (i)), such that by (4.5)←−93 we can ﬁnd an appropriate xr1 ∈ I. Similarly to
above we obtain xr1 ∉ ⋃r−1i=1 ⋃
jr
j=1Uij, but since for y ∈ Uij where j > jr and i < r we have
vφ(r)(y) ≤ vkr(y) < δij vn(y) ≤ εr vn(y)
(by choice of jr ∈ ℕ), we even know xr1 ∉ ⋃r−1i=1 ⋃
∞
j=1Uij. We already proved that this set
is closed such that we can again ﬁnd a compact neighborhood Ur1 of xr1 ∈ X with vkr(x) <
δrj vn(x) for x ∈ Ur1 and Ur1 ∩ Uij = ∅ if i < r and j ∈ ℕ.
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Assuming we have also constructed (δrj, xrj, Urj)1≤j<s, to obtain δrs, xrs and Urs we only
have to take
δrs < min(βrs,
1
s)
for βrs := inf
{
vkr(x)
vn(x) |
x ∈
(
r−1
∪
i=1
jr
∪
j=1
Uij
)
∪
(
s−1
∪
j=1
Urj
)}
,
then (i), (ii) and (iii) follow as in the case of i = 1 and j = s. Thus we have completed both
inductions and obtained the desired sequences.
4.27 Theorem. (See [BMS82a, Thm. 2.5].)
Let 𝒱 = (vn)n∈ℕ denote a decreasing sequence of strictly positive continuous weights on a
locally compact (Hausdorff) spaceX. If𝒱 is not regularly decreasing, then𝒱0C(X) ≠ CV¯0(X)
as vector spaces.
Proof. Since 𝒱 is not regularly decreasing we may use Lemma 4.26←−93 to try to construct an
element of CV¯0(X) which is not contained in 𝒱0C(X).
For each pair (i, j) ∈ ℕ × ℕ choose a continuous function φij : X → [0, 1] such that
φij(xij) = 1 and supp(φij) ⊆ Uij. Then for i ∈ ℕ set gi := ∑
∞
j=1φij. By Lemma 4.26←−93 these
are still continuous functions X → [0, 1]with supp(gi) ⊆ ⋃∞j=1Uij. To be able to also sum over
i ∈ ℕ, choose a decreasing sequence (ηi)i∈ℕ of positive numbers such that limi→∞ ηi = 0
and set ℎi :=
ηi
2i gi. Indeed, given ε > 0, we can choose r ∈ ℕ so that ηr < ε which implies
∞
󰀖
i=r
ℎi =
∞
󰀖
i=r
ηi
2i
gi ≤ ηr
∞
󰀖
i=r
1
2i
≤ ηr < ε
(uniformly on X), i. e., we may deﬁne ℎ := ∑
∞
i=1 ℎi. Moreover, we obtain that ℎ is a bounded
continuous function on X which vanishes on the complement of ⋃∞i=1 ⋃
∞
j=1Uij.
Now we claim that, for n ∈ ℕ as in Lemma 4.26←−93 , the continuous function f :=
h
vn
belongs
to CV¯0(X) but not to 𝒱0C(X). To prove the latter, ﬁx i ∈ ℕ and consider (j ∈ ℕ)
vφ(i)(xij) f(xij) =
vφ(i)(xij)
vn(xij)
ℎ(xij)
(ii)
≥ εi ℎ(xij) ≥ εi ℎi(xij) =
εi ηi
2i
gi(xij) ≥
εi ηi
2i
.
This means that at least on these constructed points (xij)j∈ℕ we can bound vφ(i) f away from 0
by a constant which does not depend on j ∈ ℕ, i. e.,
{xij | j ∈ ℕ} ⊆ Fi := {
x ∈ X
|
vφ(i)(x) f(x) ≥
εi ηi
2i }
.
On the other hand, Fi cannot be compact, otherwise any cluster point x of (xij)j∈ℕ would
belong to Fi such that f(x) ≠ 0 which means that x ∈ Urs for some indices r, s ∈ ℕ, a
contradiction to x being a cluster point (since the sets (Uij)i,j∈ℕ are all disjoint neighborhoods
of the points xij ∈ X). Therefore we obtain f ∉ C(vφ(i))0(X), and since i ∈ ℕ was arbitrary
and φ(i) → ∞ for i → ∞ we also have f ∉ 𝒱0C(X).
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Finally, to see f ∈ CV¯0(X), ﬁx a weight v¯ ∈ V¯ and let ε > 0. We are done if we can show
that the following set is compact,
F := {x ∈ X | v¯(x) f(x) ≥ ε}.
Since f vanishes on the complement of ⋃∞i=1 ⋃
∞
j=1Uij we again obtain that every x ∈ F has
to be contained in some Uij. Furthermore, by deﬁnition of V¯ we can ﬁnd positive constants
(αℓ)ℓ∈ℕ such that v¯ ≤ infℓ∈ℕ αℓ vℓ.
Now, if x ∈ Uij where
ηi
2i <
ε
αn
, then x cannot be an element of F since
v¯(x) f(x) ≤ αn vn(x) f(x) = αn ℎ(x) = αn ℎi(x) = αn
ηi
2i
gi(x) ≤ αn
ηi
2i
< ε.
The same is true for x ∈ Uij where δij < 2
i ε
ηi αki
because
v¯(x) f(x) ≤ αki vki(x) f(x) = αki
vki(x)
vn(x)
ℎ(x) ≤ αki δij ℎ(x) ≤ αki δij
ηi
2i
< ε.
But both ηi2i → 0 for i → ∞ and δij → 0 for j → ∞, such that F is actually already contained
in a ﬁnite union of the sets (Uij)i,j∈ℕ and hence must be compact as claimed.
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Conclusion
The topology of an inductive limit of locally convex vector spaces is generally diﬃcult to
describe in a way that is useful for calculations in practice. The goal of this thesis was to
ﬁnd simpler descriptions of such topologies. More precisely, we wanted to ﬁnd a useful
characterization of the associated family of seminorms. But knowing about the topology isn’t
always enough, in order to also characterize the elements of the underlying vector space, we
were looking for projective descriptions—which is identifying an inductive limit of a given family
of spaces as a projective limit of “similar” spaces. A common class of inductive limit spaces
arrising in practice is the class of weighted spaces—and for such spaces one can indeed ﬁnd
projective descriptions.
First we considered weighted sequence spaces (Köthe co-echelon spaces, see Deﬁnition 3.6←−47 ),
kp(V) := lim−−→
n
ℓp(v(n)).
By a rather straightforward deﬁnition of an associated system of weights V¯ (associated Köthe
set, see Deﬁnition 3.10←−50 ) one can quickly see that the corresponding projective hulls Kp(V¯) are
already algebraic projective descriptions in case 1 ≤ p ≤ ∞ (see Proposition 3.13←−52 ). Soon after
we saw that also the topologies coincide if only 1 ≤ p < ∞,
kp(V) ≅ Kp(V¯),
which was the ﬁrst full projective description result (see Theorem 3.16(i)←−
56
).
The border cases for p = 0 and p = ∞ turned out to be more diﬃcult/interesting. In general,
the topology of k0(V) can be described by the seminorms of K0(V¯) although the underlying
vector spaces need not coincide. On the other hand, the inductive topology of k∞(V) can
be strictly stronger than the topology induced by K∞(V¯) even though the two spaces always
coincide algebraically. Therefore we searched for conditions in terms of the family of weights
V for obtaining projective description even if p = 0 or p = ∞. A summary of these conditions
can be found in ﬁgure 3.1←−73 . In particular it can be shown that the easily checked Schwartz-type
condition (S) suﬃces to obtain projective description, although with the side-eﬀect that all
relevant spaces then have to coincide (see Proposition 3.20←−
61
),
k0(V) ≅ k∞(V) ≅ K0(V¯) ≅ K∞(V¯).
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On the other hand, we discussed a weaker and slightly more involved regularly decreasing
condition which completely characterises projective description in the case of p = 0, i. e.,
k0(V) ≅ K0(V¯) (see Theorem 3.25←−66 ) but still implies k
∞(V) ≅ K∞(V¯). Finally, the even more
complicated density condition (D) can be shown to characterize projective description for
p = ∞.
In chapter 4←−75 we presented similar results for weighted spaces of continuous functions (see
Deﬁnition 4.3←−
76
), the spaces 𝒱C(X, E) and 𝒱0C(X, E) generalize k∞(V) and k0(V), respectively.
Again we were quickly led to a deﬁnition of an associated system of weights V¯𭒱 (see Deﬁ-
nition 4.10←−
78
) enabling us to build projective hulls. As in the case of sequence spaces the
topological projective description of 𝒱0C(X, E) can be obtained by identifying it as a subspace
of its projective hullCV¯0(X, E) (seeTheorem 4.14←−81 ). With a bit more work and some restrictions
one can also obtain an algebraic projective description of 𝒱C(X, E)—see Theorem 4.18←−
82
.
One diﬀerence to the sequence space case is, that this time the building blocks of the induc-
tive limits aren’t necesserily complete, and therefore also the completeness of 𝒱C(X) had to
be speciﬁcally dealt with in Theorem 4.20←−
85
(the corresponding co-echelon spaces k∞(V) of
chapter 3←−45 had turned out to be always complete, a fact which was actually used in the proof
of the present theorem).
On the other hand, condition (S) again implied projective description as before (see Proposi-
tion 4.23←−
89
),
𝒱0C(X, E) ≅ CV¯0(X, E) ≅ 𝒱C(X, E) ≅ CV¯(X, E).
Additionally, by applying Bernsteins open mapping lemma to this result, the important Theo-
rem 4.24←−91 can be obtained, which makes it possible to also derive projective description results
for weighted spaces consisting only of functions of a semi-Montel subspace of the space of
continuous functions.
Finally, we saw that also the regularly decreasing condition can be generalized to the setting
of continuous function spaces to obtain a characterization of the projective description of
𝒱0C(X, E), see Theorem 4.25←−92 and Theorem 4.27←−95 .
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W
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