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R6sum6. Nous donnons un syst~me d'axiomes 6quationnels complet permettant de d6duire toutes 
les 6galit6s valides dans des interpr6tations of~ un symbole de fonction est toujours interpr6t6 
corrime un test: s i . . .  alors..,  sinon. 
Un tel syst6me complet a 6t6 d6crit par Bloom et Tindell (1983) dans le cas des alg6bres non 
ordonn6es ayant pour unique op6rateur le test; nous 6tendons ce syst~me au cas d'alg6bres 
ordonn6es completes munies d'op6rateurs autre que le seul test, en permettant des 6galit6s entre 
ces op6rateurs (Benoit, 1984). 
Abstract. In this paper we give a complete system of equational theories, therewith permitting to 
deduce all valid equalities in the interpretations where a function symbol is always interpreted 
as the test: i f . . .  then . . ,  else. 
Such a complete system has been described by Bloom and Tindell (1983) for the case of 
non-ordered algebras having as test a unique operator; we extend this system to the case of 
ordered complete algebras provided with operators other than this one test, while permitting 
equalities among those operators (Benoit, 1984). 
1. Introduction 
Caract6riser syntaxiquement des 6quivalences s6mantiques, p6cifier 6quation- 
nellement des ensembles de modules, tel est notre propos ici. 
Nous recherchons ainsi des outils pour la preuve d'6quivalences deprogrammes, 
sch6mas de programmes. L'existence de tels outils repose sur l'obtention par l'6tab- 
lissement de th6or6mes de compl6tude, de syst~mes de preuve. 
Nous proposons, pour cela, deux cadres d'6tude traitant d'alg6brcs homog~nes 
sur un alphabet gradu6: la logique 6quationnelle [2, 14] et la s6mantique alg6bdque 
[6,10,16,17]. 
Au sein de chacun de ces cadres, deux th6or~mes r6pondent/l notre question: 
un th6or~me de compl6tude proprement dit, et un th6or~me de caract6dsation de
classes de modules en termes de propd6t6s de fermeture, dans le cas de classes de 
modules d6finies par des 6quations ou classes 6quationnelles. Ces deux pdncipaux 
th6or~mes nous permettent d'6tudier, ~ partir des classes 6quationnelles, celles qui 
ne le sont pas. 
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L'exemple d'application que nous proposons iciest la classe des interpr6tations 
of~ un symbole est toujours interpr6t6 comme un test: s i . . .  alors.. ,  sinon. Cette 
classe n'6tant pas 6quationnelle [9], nous ne disposons pas implicitement d'une 
caract6risation syntaxique de l'6quivalence s6mantique associ6e ~ cette classe. 
Bloom et Tindell [3] montrent cependant que cette classe est compl6tement e
finiment axiomatisable si l'on se place dans le cas des alg~bres non ordonn6es ur 
un alphabet r6duit au seul test. Nous nous sommes propos6s d'6tendre l ur th6or6me 
de compl6tude aux alg6bres ordonn6es compl6tes ur un alphabet quelconque, 
structures de base de la s6mantique alg6brique. 
Dans la Section 2, par des pr61iminaires alg6bdques, nous rappelons les outils 
classiques de la logique 6quationnelle t de la s6mantique alg6bdque. Dans la 
Section 3, nous 6non~ons leth6or~me de compl6tude de Bloom et Tindell et donnons, 
en restant dans le cadre des alg~bres non ordonn6es, son extension/l un alphabet 
quelconque, puis nous 6tudions l'introduction de propd6t6s---6quations--sur cet 
alphabet. Dans la Section 4, les extensions pr6c6dentes sont reprises dans le cadre 
de la s6mantique alg6bdque. Dans la Section 5, nous 6tudions le syst~me d'axiomes 
propos6 par Bloom et Tindell, en termes de canonicit6: noeth6danit6, confluence, 
obtention de formes normales, . . . .  
2. Pr61iminaires alg6briques 
Soit .Y un alphabet gradu6, ensemble de symboles de fonction, dans lequel nous 
distinguons £~ un 616ment d'adt6 nulle, d6signant l'ind6fini, et soit V un ensemble 
de variables. Une .Y-algtbre est une structure I =(/)i,  {fl [fe.Y}) oil Dr est un 
ensemble non vide et, pour tout fe  ~;~, n~ 0, f~ est une application de Dx dans DE. 
Une Z-alg/~bre ordonn6e est une structure I = (Dr, <~r, ±r, {f~ lYe -Y}), o3 (/)i, ~r)  
est un ensemble pattiellement ordonn6 dont le plus petit 616merit est ±r, et les 
applications f~ sont monotones. Une .Y-alg6bre est dite compldte si toute pattie 
didg6e de Dr poss6de une borne sup6deure dans Dr, et si les f~ sont continues 
(A c Dr est didg6e ssi, pour tout couple (d, d') d'616ments de A, il existe d"a A tel 
que d <~rd" et d'~1d") .  
On note Alg:~ la cat6gode des 2-alg~bres, Alg(w)z la cat6gode des .Y-alg6bres 
ordonn6es completes, et Alg(d)z la cat6gode des 2-alg~bres discr~tes (ordonn6es 
par l'ordre d <~ d 'od  = ± ou d = d'). On dit qu'une Z-alg~bre (respectivement 
ordonn6e complete) M est libre sur V si et seulement si pour route .Y-alg6bre 
(respectivement ordonn6e compl6te) I et ¢: V-, I il exist¢ un unique morphisme 
de 2-alg~bre (respectivement ordonn6e compl6te) gt~° tel que le diagramme suivant 
commute: 
V - / /  
v 
I 
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La Z-alg~bre libre sur Vest l'ensemble des termes finis construits ur E w Vet  
not6e M(E, V). 
Si l'on munit M(E, V) de l'ordre syntaxique <, d6fini comme le plus petit ordre 
tel que: 
(i) 12 est le plus petit 616ment, 
(ii) les op6rateurs ont monotones, 
la ~-alg~bre ordonn6e complete libre sur Vest la compl6tion par id6aux de M(E, V) 
et not6e M°°(E, V). Un id6al de M(E, V) est une partie dirig6e D de M(E, V) telle 
que pour tout d de D, et d '< d, d' appartient ~ D. M°°(E, V) est l'ensemble des 
arbres finis et infinis construits ur 2 w V. 
On note 5=Alg(w)z  la cat6gode des E-alg~bres ordonn6es completes dont 
l'616ment libre est l'interpr6tation H = (M°°(,~, V), <, O, {fn Ife E}), o/1 pour tout 
f~  ~,  n t> 0, f~ d6note l'application de M°°(~, V)" dans M°°(E, V) qui h tout 
n-uplet (T~,. . . ,  T,) associe l'arbre fT~. . .  T,. On dit que T, T' appartenant 
M°°(E, V), sont fortement 6quivalents, et l'on note T=-~T ' si, pour tout IeS ,  
T~ = T~. On dira que T<~T ' si, pour tout I~5 ,  T~<~IT'I. 
Th6or~me 2.1 ([17]) 
T--~T'  ¢:> 
T<~ T' <:> 
Tn= T'n ¢~ T= T'. 
TH <~ T'~ ¢:¢, T < T'. 
Cependant cette 6quivalence st trop fine, et, dans la pratique nous devons tenir 
compte de contraintes ou propd&6s sur les interpr&ations. Ces conditions peuvent 
&re d6crites par une classe cg d'interpr&ations de 5. Pour une classe cg c 5 d'inter- 
pr&ations donn6e, on d6finit <~  et ~ par: si T, T'~ M~°(E, V)" 
- - I  T<_~T ' ¢r~ VI~CC: Tw <~iT '~et -~=<~n<~.  
Nous int6ressant h l'in6galit6 s6mantique modulo une classe c~ d'interpr6tations 
telle qu'elle vient d'6tre d6finie, notre d6sir est de caract6riser cet ordre d'un point 
de vue syntaxique dans l'esprit m6me du th6or~me pr6c6dent. Pour cela nous 
recherchons une interpr6tation Io qui soit caract6ristique~ de la classe cg consid6r6e. 
On dit qu'une interpr&ation Io est C¢-libre (ou c¢-initiale) si elle factorise c¢, et 
est ~¢-Herbrand si <~ t~o~ =~< ~. De relies interpr6tations existent pour toute classe qg 
[4, 10, 17], mais leurs constructions ne sont effectives que pour un certain type de 
classes: les classes relationnelles, ous ensemble des classes alg6briques. 
D~finition 2.2. Une classe c¢ est alg~brique si<~  v6rifie: Pour tous T, T'~ M°°(2, V): 
T~T'  ¢:~ Vt~M(~,,  V ) , t<T ,  3 t '~M(~,  V) , t '<T ' : t<~t  '. 
Soit Run  sous-ensemble de M(,~, V) 2. Une classe qg est dite relationnelle si cg 
est la classe ~R des interpr6tations satisfaisant R, c'est ~ dire, la classe {I ~ 51R 
<~}. Si Rest  une 6quivalence, nous parlerons de la classe dquationnelle engendrde 
par R. 
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Notons <R la plus petite pr6congruence sur M(Z, V) contenant R et l'ordre 
syntaxique <" (< w-->n)*. Nous 6non~ons alors le th6or~me suivant. 
Th6or~me 2.3 ([8]). Soient T, T' ~ M°°(Z, V) et ~n une classe relationnelle. T - ~ T' 
si et seulement si" 
pout tout t < T il existe t' < T' tel que t < n t', et 
pour tout t' < T' il existe t < T tel que t' < n t. 
Ce th6orSme donne la possibilit6 de d6montrer un r6sultat s6mantique--l'identit6 
de deux fonctions calcul6es pour toute interpr6tation de cgR--~ l'aide d'un outil 
syntaxique, c'est fi dire, de rester au niveau des 616ments de M(,Y, V) sans tenir 
compte de l'interpr6tation. L'interpr6tation/dR = [M(Z, V)/<R]oo est alors rgR-libre 
-1  et cgR-Herbrand. Ainsi: <~ = <R et =,~ = <R C~ <R • 
Remarque: Notons que, en g6n6ral, <R ~ <R ~ -- A- 
R 
Nous associons ~ ce r6sultat la caract6risation suivante des classes relationnelles. 
Th6or~me 2.4 ([16]). Une classe c~ est relationnelle si et seulement si ~ est fermde par 
produits, sous-algdbres, dpimorphismes t compldtions par iddaux. 
Le th6or~me de Gu6ssarian et Nivat [11] pouvant &re vu comme un th6or~me 
de compl&ude d'une logique in6quationnelle, nous retrouvons dans le cadre de la 
logique 6quationnelle 'analogue de ces r6sultats. 
On note Algz la cat6gorie des ,Y-alg~bres non ordonn6es dont l'~16ment libre est 
M(Z, V). Alors, nous avons le th6or~me suivant. 
Th6or6me 2.5. Soient t, t '~ M(,Y,, V) et E un ensemble de ~,-dgalitds. Si Alg~ est 
l'ensemble des moddles de E, appeld encore varidtd ou classe dquationnelle: 
A lg~t=t '  ¢=~ Et - t=t '  
olt E ~- t = t' signifie que l' ~galitd t = t' se d~duit de E par les r~gles de d~ductions de 
la logique dquationnelle, ou encore, que t = t' appartient ,~ la plus petite congruence 
contenant E, stable pour la structure des termes et close par substitutions, que nous 
noterons ~->. 
E 
Et comme pr~c~demment, ous avons la caract~risation suivante. 
Th6or~me 2.6 ([2]). Une classe c£ est une varidt~ si et seulement si ~ est fermde par 
produits, sous-alg~bres t ~pimorphismes. 
Nous terminerons cette section par le rappel de quelques notions classiques ur 
les arbres [10, 12, 21]. 
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On note dom(t) le domaine d'un arbre t~ M(2,  V), et O(s,  t) l 'ensemble des 
occurrences de s ~ Vu  Z dans t. Pour m ~ dom(t), nous utiliserons les notions de: 
. sous-arbre au noeud m not6 t,,,, 
- la substitution de t,, par t' dans t: t [ t ' /m].  
Pour t~ M(~, V), on d6finit la profondeur d(t )  de t par: d(t) =s i  t~ VuZo alors 
0 sinon 1 +max{lmll me dom(t)}. 
3. Th6or~me de compl~tude de Bloom et Tindel l  extension ~ Cond + 
Les th6or~mes rappel6s pr6c6demment permettent d'6tudier, h partir des classes 
6quationnelles, celles qui ne le sont pas, comme le montre l'&ude suivante. Nous 
nous int6ressons fi la classe des interpr&ations of~ un symbole de fonction est 
toujours interpr6t6 comme un test: s i . . .  a lo rs . . ,  sinon. 
Soit Cond = {12, T, F, c}, avec 12, T, F d'arit6 0 et c d'arit6 3. Soient tt et ff 
l'interpr&ation respective de T et F dans toute Cond-alg~bre L 
D6finition 3.1. On dit que ctest  un test si et seulement si cr vSrifie: 
t d' Vd, d', d"~ DI:  ct(d,  d', d") = d" 
L-L1 
si d -- tt, 
si d=f f ,  
sinon. 
(1) 
Soit c~ = { Is  Algcondl I satisfait (1)}. c~ n'6tant pas ferm6e par produit [9], n'est 
donc ni relationnelle, ni m6me 6quationnelle (Th6or~mes 2.4 et 2.6). Cependant, 
Bloom et Tindell [3] ont trouv6 un ensemble (Ax) d'axiomes 6quationnels, tel que 
l'ensemble des assertions valides dans c~ coincide exactement avec celui des asser- 
tions prouvables par Ax. 
Soit donc le th6or~me de compMtude suivant. 
Th£'or6me 3.2 ([3]). Pour tous t, t '~ M(Cond, V), 
c~ t = t' ¢=~ AxF-- t = t' 
ce que l 'on dcrit 
Algcond • . 
Ax est l'ensemble d'axiomes 6quationnels suivant: 
D-ax iomes  : c (O ,  x, y)  = D c(x ,  O, 1-1) = 
T-axiomes : c( T, x, y) = x c(x, x, y) = c(x, T, y) 
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F-axiomes : c(F, x, y) = y c(x, y, x) = c(x, y, F) 
redondances : c(x, c(x, y, z), w) = c(x, y, w) 
: c(x, y, c(x, z, w))=c(x,  y, w) 
simplification : c(c(x, y, z), u, v) = c(x, c(y, u, v), c(z, u, v)) 
~change : c(x, c(y, z, u), c(y, v, w)) = c(y, c(x, z, v), c(x, u, w)). 
Nous repr~sentons ce thror~me par le schrma suivant: 
A Az 
gcond 
~A~jA" 
toNd 
Ax L'inclusion stricte ~ ~ Algcona sera montrre lors de la Proposition 4.1. 
Throrrme 3.3 ([1]). L' dquivalence - ~ est d~.cidable sur M(Cond, V). 
De part ce thror~me nous pouvons affirmer que la r66criture ~ engendrre par 
Ax est drcidable. Ce rrsultat sera repris lors de la Section 5. 
Ce thror~me fut obtenu par l'introduction de deux hypotheses restrictives: la 
premiere n se plagant dans le cadre des alg~bres non ordonnres, et la seconde, en 
rrduisant la signature au seul test. 
En restant darts le cadre de la logique 6quationnelle, nous montrons que le 
thror~me prrcrdent s'&end d'une mani~re naturelle aux Cond+-alg~bres non ordon- 
nres, o/1 Cond ÷ = Z w Cond, avec ,~ un ensemble de symboles de fonction distincts 
de Cond, et supposrs stricts. Cette hypoth~se n'est pas restrictive, car, en pratique, 
le seul oprrateur ~ &re non strict est le test seul c. 
Soit Ax + l'ensemble d'rquations contenant Ax et les deux axiomes supplrmen- 
taires: Pour tous f~  ~,, n I> 1, et i ~ [n]: 
Z-rrduction: 
f (x , ,  . . . , Xi_ l ,  c (u ,  I), w) ,  Xi+l , . . .  , Xn) 
= c(u , f (x l , . . . ,  xi-l, V, x i+, , . . . ,  x , , ) , f (x , , . . . ,  xi-,, w, x i+b. . . ,  x,,)) 
STR(Z): f (x l , . . . ,  X'i- l ,  f~, X i+ l , ° ' ' ,  Xn) = ~'~" 
Remarque: L'introduction de l'axiome STR(,~) est nrcessaire quant ~ la validit6 
de l'axiome de £-rrduction. 
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On d6finit les classes de Algcond + suivantes: 
AI STR~) - {I gcond + - -  Algco~d-~lVf~ 2. , f l  est stricte}, 
- - ,  STR(~)  ~+ = {I ~ Algco,d + Icl test} n/A-lgcond +, 
A, Ax + ={I~Algcond+[I~Ax+}. l gcond + 
Alors, on a le th6or~me suivant. 
Th~,or~me 3.4 ([ 1 ]). = ~+ = -=,,,gco.d*-" Ax* ( = ~) .  
La preuve de ce th6or~me r6sulte de la remarque suivante: En regroupant les 
tests ~ la racine d'un arbre de M(Cond ÷, V), par l'axiome de X-r6duction, nous 
obtenons un arbre dont le corps appartient h M(Cond, V), et dont les feuilles sont 
des 616ments de M(Cond+-{c}, V). De ce fait, nous pouvons identifier un arbre 
de M(Cond ÷, V) ~ un arbre de M(Cond, V). 
Formellement, on ale suivant. 
D6finition 3.5. t ~ M(Cond ÷, V) est dit simple si m ~ dom(t) et t (m)  = c ~ t (m 1) 
ZuV.  
Fait 1. Vt~ M(Cond +, V), =lt'~ M(Cond ÷, V) simple tel que t * -~ t'. 
D6finition 3.6. t ~ M(Cond +, V) est dit Z-rdduit si m ~ dom(t) et t,, =ftl . . .  t,,,f~ Z,, 
alors, '4i~ [n], ti ~ M(Cond+-{c}, V) (il n'existe pas d'occurrence de c dans tout 
ti, i~[n]). 
Fait 2. Vt~ M(Cond +, V), =lt'~ M(Cond +, V) Z-rdduit tel que tA~-> ~ t'. 
D6finition 3.7. t~ M(Cond +, V) est dit O-rdduit si m e dom(t) et t (m)=f ,  fe  2n, 
alors t,,, = ~ out,,, est maximal pour <. 
Fait 3. Vt~ M(Cond +, V), 3t '~ M(Cond +, V) ~-rdduit el que t<--~-> f. 
Soit Const un ensemble de constantes; nous pouvons identifier tout arbre repr6sen- 
tant d'une classe de M(Cond+-{c}, V)/STR(.$), ~ une constante de Const. On 
peut alors associer h tout arbre t de M(Cond +, V) simple, .Y et O-r6duit. un arbre 
st de M(Cond w Const), appel6 le squelette de t, de la fa~on suivante: S ip  est la 
projection canonique de M(Cond +-{c}, V) darts M(Cond +-{c}, V)/ STR(.Y ), 
(i) dom(st) ~ dom(t) n [3]* 
Vm e dom(st) tel que t(m) ~ Vu  .Y, oU Cond: st(m) = t(m). 
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(ii) Soit {ml , . . . ,  m,} rensemble des noeuds minimaux de t, tels que, '¢j~ [n], 
t(m~) ~ ,Y. Cet ensemble est ordonn6 par  l 'ordre: 
mi<~mj ¢r~ Imil<_lmjl, i~ j .  
Cas 1. s,(m~) = k~, ofa p(t,.~) = k~ la constante non encore utilis6e de plus faible 
indice dans Const. 
Cas 2. Pour i ~ {2 , . . . ,  n}: s'il existej  ~ [i - 1] tel que t,,, = tin: a lors s,(rn~) = s,(mj) 
sinon s,(m~) = k~, ofa p(t,,,) = k~ la constante non encore utilis6e de plus faible indice 
dans Const. 
Exemple: Si t = c(p(x),  c(u, h(k(y),  v), w), f (z) ) ,  alors s, = c(kl, c(u, k2, w), /<3). 
Par cette identification nous pouvons ramener l'6quivalence t ---~+ t' pour deux 
termes de M(Cond +, V), ~ l'6quivalence s, =~ st,. 
Proposition 3.8. Vt, t 'e  M(Cond +, V) simples, Y- et 12-rdduits: 
t' t =--~+ ¢:> St ~st ,  
o~ 
AI~STR( -Y )  c¢+ = { I e Algcond + [ ¢I test} n z 'x t~,Cond + , 
c¢ = {I ~ AlgconduCo,stl Cl test}. 
En corollaire des Th6or~mes 3.2 et 3.4 nous avons la caract6risation suivante. 
Corollaire 3.9. Soient t, t' E M(Cond +, V) simples, Z- et £2-rdduits: 
t A~ x t' ¢=~ st<'---~'> So. 
Apr~s avoir examin6 l ' introduction d'op6rateurs ,Y, autres que c, nous recherchons 
un th6or~me de compl6tude, analogue au Th6or~me 3.4, lorsqu'il existe des relations 
(ou 6quations) entre les op6rateurs de ,Y. 
Nous nous plaqons sous l 'hypoth~se suivante: Soient Cond={O,  T, F, c) et 
Cond ÷ = ,Y u Cond, avec ,Y n Cond = 0. Soit E c M(Z,  V) 2 un syst~me d'6quations 
sur M(,Y, V). On note 
et 
AI ~÷~r  = {I ~ Algco.d + I I ~ E u Ax +} gcond + 
c~+E = {I  E Algcond+ [Cl test et I~  E w STR(.Y)}. 
Notre d6sir est alors de caract6riser l '6quivalence s6mantique =-- ~ sur M(Cond +, V), 
par la recherche de conditions n6cessaires et suffisantes ur les squelettes. 
En reprenant le raisonnement pr6c6dent, si l 'on se donne un ensemble de constan- 
tes Conste, nous pouvons identifier tout repr6sentant d'une classe de M(Cond ÷- 
{c}, V)/~-ff-~ b~ une constante de ConstE. On peut alors associer ~ tout arbre t de 
M(Cond +, V) simple, ,Y- et O-r6duit, un arbre sE(t) de M(Cond u Conste),  appel6 
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le squelette de t modulo E, de la fa~on suivante: Si p~ est la projection canonique 
de M(Cond÷-{c}, V) dans M(Cond÷-{c}, V)/<--~, 
(i) dom(SE (t)) ~ dom(t) n [3]* 
Vm ~dom(sE(t)) telque t( m ) ~ V u ~o u Cond: s~ ( t )( m ) = t( m ). 
(ii) Soit {ml , . . . ,  m,} l'ensemble des noeuds minimaux de t, tels que, Vj ~ [n], 
t(m~) ~ ~. Cet ensemble st ordonn6 par rordre: 
mi<~mj ¢:~ Im, l lmjl, i~j .  
Cas 1. s~(t)(m~)= kl, ofl pE(tm,)= kl la constante non encore utilis6e de plus 
faible indice dans Conste. 
Cas 2. Pour i ~ {2, . . . ,  n}: s'il existej ~ [i - 1]tel que tin, ~ tin,, alors sE(t)(mi) = 
sE(t)(rnj) sinon sE(t)(mi)= kl, ofa pe(t, , ,)= kl la constante non encore utilis6e de 
plus faible indice dans ConstE. 
Exemple: Si E={f (x ,y )=f (y ,x )}  et t=c(x , f (u ,v ) , f (v ,u ) ) ,  alors s~(t)= 
c(x, kl, kl). 
Nous attirons rattention du lecteur sur les faits suivants: L'6quivalence de deux 
termes modulo un syst~me d'6quations contenant leprobl~me du mot, la construction 
du squelette s~(t) modulo E d'un terme de M(Cond +, V) simple, ~- et O-r6duit, 
ne sera effective que si E engendre une th6orie d6cidable. De plus, le fait que l'on 
parte d'arbres imples, 2- et O-r6duits assure la coh&ence de la construction, et la 
stabilit6 du squelette vis h vis du contexte, comme rexprime le lemme suivant. 
Lemme 3.10. Soient t, t' s M(Cond +, V) simples, Z- et O-rdduits: 
t ~ t' ¢=~ sE( t) ~ sE( t'). 
Preuve. La condition est clairement suffisante. On montre qu'elle est n6cessaire par 
la preuve des deux cas suivants: 
Cas 1. Si t = o.g et t'= o.d avec (g, d) ~ Ax et o. une substitution, alors 3o" telle 
que s~(t)= o.'g et se(t')= o.'d. 
Cas 2. Si t=  r[o.g/z] et t '= r[o.d/z], re M(Cond +, V), (g, d )~Ax,  o. substitu- 
tion, alors 3o'' telle que s~(t)= sE(r)[o.'g/z] et sE(t')= s~(r)[o.'d/z]. [] 
Nous pouvons alors 6noncer la caract6risation suivante. 
Proposition 3.11. Soit E c M(.T,, V) 2. Pour tous t, t' e M(Cond ÷, V) simples, Z- et 
O-rdduits: 
t ~ t' ¢r~ sE(t) ~ sE(t'). 
Ax 
Remarque: Si l'on suppose de plus que E puisse se mettre sous la forme d'un 
syst~me S de r66criture canonique--noeth6den et confluent--comme alors, chaque 
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terme de M(Cond ÷, V) poss~de une S-forme normale unique, not6e n~(t), le 
th6or~me pr6c6dent s'6crit comme suit: Pour tous t, t'~ M(Cond ÷, V) simples, Z- 
et 12-r6duits: 
t ~ t' <==> ns(t) ~ ns(t'), 
le squelette d'un arbre modulo S, &ant alors identique/t sa S-forme normale. 
La caract6dsation pr6c6dente, nous permet de ramener l'6quivalence t -- ~ t', au 
niveau des squelettes. 
Proposition 3.12. Pour tous t, t' e M(Cond +, V) simples, ~,- et l]-rdduits: 
t=-~E+t' ¢=> sB(t)=--~SE(t ') 
O~ 
c¢+~ ={I s Algcond+ I C I test e t I~  E u STR(.~)}, 
c¢ = {I e Algcond~Const E 1¢i test}. 
Par le th6or~me de compl6tude de Bloom et Tindell, appliqu6 aux squelettes 
modulo E, nous pouvons 6noncer le th60r~me de compl6tude suivant. 
Th6or~me 3.13 ([1]). Soit E c M(.~, V) 2 une th~orie ddcidable. Pour tous t, t'~ 
M(Cond +, V) simples, .Y,- et O-r6duits: 
SE(t) ,..L._> SE(t') <=~ Ax 
sE(t) =-~sE(t') <=~ 
t "~-- Ax+~E t !  
Algcond + 
t --~+~ t'. 
Nous avons ainsi mis en lumi~re une caract6risation syntaxique de l'6quivalence 
s6mantique --- ~ .  
4. Extensions aux alg~bres ordonn~es 
Nous reprenons dans cette section les extensions propos6es pr6c6demment dans 
le cadre de la s6mantique alg6bdque. Pour un alphabet 2 donn6, nous nous 
int6ressons A la classe CO(w) des interpr6tations (Z-alg~bres ordonn6es compl&es) 
suivante: 
~(w)  = {I ~ Alg(w)2 [ cl test}. 
Cependant, avec la d6finition que nous avons adopt6e d'un test (D6finition 3.1), 
nous devons imposer certaines conditions quant aux domaines D~ de nos interpr6ta- 
tions pour que c~ puisse &re continue. 
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Fait. Soit ( D, <-) un ensemble ordonnd complet, c~ est continue si et seulement si: 
(I) Yd ~ D: (d>-tt=>d =tt)  ^  (d>~ff==>d =ff),  
(2) tt (respectivement if) n'est pas limite d 'une suite croissante infinie d'#l#ments 
de D. 
Nous supposerons par la suite que le domaine Dr de toute interpr&ation I telle 
que cr est un test, r6alise cette condition. 
Remarque. Si I est une interpr&ation discr&e, c'est ~ dire, si son ordre est d6fini 
par 
d <- d ' <:¢, d = _L o u d = d', 
cette condition sera satisfaite. 
La classe C~(w) pr6c6demment d6finie, n'6tant pas stable par produit, ne peut 
donc ~tre relationnelle (Th6or~me 2.4). Pour d&erminer une caract6risation syn- 
taxique de ~ ~(w) et - ~(~), nous consid6rons les classes uivantes: Si Ax est l 'ensemble 
d'axiomes 6quationnels de Bloom et Tindell, Cond = {O, T, F, c}, et Alg(d)cond la 
classe des interpr6tations discr~tes, soient 
C¢(w) = {I ~ Alg(W)cond I CI test}, 
CO(d) = { I ~ Alg(d)co,a I c, test}, 
W)co.d = {I ~ Alg(w)co~d I I1= Ax}, Alg( ax 
la classe 6quationnelle ngendr6e par Ax; ~ ce titre 
*, 
Alg(d)~ond = {I ~ Alg(d)condl I~  Ax}, 
- la classe Alg(d)cond---6quationnelle engendr6e par  Ax 
- et les classes de Condmalg~bres non ordonn6es, 
- ~¢ -- { I~ Algco.al c, test}, la classe de Bloom et Tindell; -=~ = < * ) 
Ax ' Ax  • 
- Algco.a = {I ~ Algco.al I ~ Ax}, la vad6t6 engendr6e par Ax; = m~_o.~ = ( ' 
Ax " 
Ces diverses classes s'incluent mutuellement suivant le diagramme ci-dessous: 
AI Ax 
gcond 
Ax 
Aigcond 
AIg(w)cAXond 
"--- Ax 
"--A*g(W)co~l 
Ax 
Aig(d)conc I 
I 
~¢(a) 
-re(,~ 
cO(w)  
~(w)  
c¢ 
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Montrons que les inclusions ~c  g avec c¢~ {C~(d) ' C~(w) ' :g} et g e {Alg(d)~ond, 
Alg(w) n , Algco~d} sont strictes, en vertu de la proposition suivante. 
Proposition 4.1. C~(d)~ Alg(d)~ond. 
Preuve. Nous devons construire 
Alg(d)cA~ond - C~(d). Soit 19i le domaine discret d6fini par 
tt ff p q q 
.1_ 
et cl par les identit6s 
c1(tt, x, y)  = x 
c~(ff, x, y) = y 
CI(..L , X, y) = 3_ 
c,(p,  3-, x) =.l_. 
une interpr6tation /, telle que I 
c,(p, x, y) = ci(q, X, y) = c,(q, y, x) 
c1(p, p, x) = c1(p, tt, x) = c1(p, q, x) = q 
cl(p, if, x) = c1(p, (t, x) = :t 
Alors I satisfait les axiomes Ax [1], et de plus, il est clair que c I n'est pas un test. 
Ies t  donc l'interpr&ation cherch6e. [] 
Nous 6non~ons le thror~me principal suivant [1, 7]. 
Th6or6me 4.2 
~ qg(d) = ~(w)  
(i) ~ " 
Alg(d)cona Alg(w)coa,* 
-- '¢(d) ~(w) 
(ii) II II 
~Alg(d)~oond : ~Alg(w)~oona 
H 
=-  (=, - , ) .  
Aigcona Ax 
En vertu du thror~me de d6cidabilit6 de la section prrd6dente (Thror~me 3.3), 
les 6quivalences de (ii) sont d6cidables ur M(Cond, V). 
Une des premieres consrquences de ce thror~me st l'obtention d'une caractrdsa- 
tion syntaxique de l'6quivalence modulo la classe Cg(w) sur les termes de M(Cond, V). 
Intuitivement, cer6sultatmontrequel'alg~brenonordonn6eHAx - M(Cond, V)/~Z~..>, 
est ~ la fois C~(w) et Alg~na-Herbrand. Cependant, C~(w) n'&ant pas 6quationnelle, 
HAx ne lui appartient pas. 
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L ' inc lus ion vert ica le  (i) de ce th6or6me &ant stricte, le syst6me (Ax)  ne suffit 
donc pas h caract6riser ~<~(~). En effet, si i'on consid6re l'interpr6tation I de la 
Proposition 4.1, on a alors 
c1(p,P,P) = q~tP. 
Ce qui montre que l'on a {c(x, y, y)<~y}~t <A,s(d)~o~, tandis que {c(x, y, y)<~ y} 
~<~(w), c~ 6tant un test et les interpr&ations, discr~tes. 
Nous sommes done amen6s ~ poser la question suivante: Existe-t-il une classe 
relationnelle Alg(w)~o,d, 06 R est une relation finie, ou descriptible par un ensemble 
fini de sch6mas d'in6galit6s [11] sur M(Cond, V), telle que: 
(1) C~(w)c Alg(w)cRo,d, et 
(2 )  ~ CO(w) ~- ~ Alg(W)~on d = ( < ~ ' ):lie ? 
R 
Nous disposons cependant d'une premiere caract6risation de ~<~(~). 
Proposition 4.3. La classe C~(w) est une classe algdbrique. 
Preuve. La classe c~ (d) 6tant une classe du premier ordre [5], elle est done alg6brique, 
et comme ~<~(w) = ~<~(a), la classe C~(w) l'est 6galement. [] 
Donnons ~ pr6sent quelques 616ments de la preuve du Th6or6me 4.2. 
Proposit ion 4.4. - ~(w) = -= ^x AlgCond •
Ax 
Preuve. Comme ~(d)c  Algcond, il suffit de montrer que --~(u)c _= AigcondA×. 
Montrons la contrappos6e de cette inclusion. Soient t, t'~ M(Cond, V) tels que 
Ax . ,  Par le th6or6me de compl6tude de Bloom et Tindell, nous pouvons 6crire: t "~Algcond t . 
Ax f P t~Algco.~t ¢~ t ~ ~ t , 
i.e., il existe I ~ ~ telle que tl ~ t~, of~ Ies t  un 616ment de AlgconO telle que ci est 
un test. 
Munissons alors I de l'ordre discret. Soit I o° = I': Vd, d 'e  Dt,: d ~<Fd' ¢¢ d = _1_ 
ou d = d'. Pour cet ordre, DF est un domaine complet, et ct, 6tant un test, cr est 
continue. 
Ainsi, I '  est une interpr6tation discr6te, et I'eC~(d), avec tt,~t'~,, soit 
t ~'~(d) t'. [] 
Proposition 4.5 .  ~ glg(d)~oXnd = ~ Alg( W)Cond'AX 
La preuve de cette proposition s'effectue par induction sur la structure des termes 
et une &ude cas par cas. Le lecteur se repportera ~ [1]. Elle n6cessite le lemme 
technique suivant qui exprime une compatibilit6 entre <, l'ordre syntaxique sur 
M(Cond, V), et la r66criture ngendr6e par Ax. 
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Lelnme 4.6. Soient t, h, t2E M(Cond,  V) tels que: s i t  < tl et tl ~ t2, alors il existe 
s ~ M(Cond,  V) tel que t ~ s et s < t2. 
Ce que l'on peut reprdsenter par le diagramme suivant: 
t4 -  ~s  3s 
Ax 
t~ : =- t2 
Ax 
Preuve. Nous montrons la propri&6 (P) ci-dessous par r6currence sur n: 
(P) t<t l  ~----> t 2 ~ 3s :  t <-------> s<t  2. Ax Ax 
Cas n = 1: 
tl ~ t2 
t< tl 
<::> 3or substitution, 3g  = d s Ax, 3m ~ dom(tl) ,  tels que 
tl = h[crg/m], t2 = 
<::> 3 m'~ dora(t), :lSl ~ M(Cond,  V) tels que t = t[f l /m'],  
tl = t[sn/m']. 
Quatre cas sent alors ~ consid~rer: 
- met  m' sent incomparables pour l 'ordre pr6fixe, 
- m' est pr6fixe propre de m, 
- mr - - - -m,  
- m est pr6fixe propre de m'. 
Cas 1. Si m et m' sent incomparables, alors si l 'on pose s = t[trd/m], t ~ s et 
s<t2.  
Cas 2. Si m' est pr6fixe propre de m, alors si l 'on pose s = t, t ~ set  s < t2, 
Ax 
car  t2= S[S l [ t rd /m] /m' ] .  
Cas 3. Si m = m', il suttit alors de poser s = t. 
Cas 4. Nous devons distinguer les deux sous cas suivants. 
(a) m'= mm" avec m"~ dom(g), g(m")=xe Vet  o-x= ss. Soit s= t[tr 'd/m] ofz 
cr' est la substitution d6finie par t r '=  o" sur V(d) -{x}  et tr'x = O alors, t ~ set  
s<t2.  
(b) m" n'est pas l 'occurrence d'une variable dans g. La propri&6 (P) se montre 
alors cas par cas suivant les valeurs de g dans Ax [1]. 
Casn -> n + 1. Le cas de base &ant ainsi achev6, on complete la preuve en terminant 
la r6currence surn .  [] 
Corollaire 4.7. Soient t ~ M(Cond,  V) et x ~ V c~ Zo. 
S i t  ~ x, alors t ~ x ou t ~ [2. 
Si l'on consid~re ~ pr6sent ra lphabet  Cond += Z w Cond, avec Z ~.  ~d = 0, et 
l 'ensemble Ax + d'axiomes 6quationnels de la section pr6c6dente, le Th6or~me 4.2 
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s'6tend 'une mani~re naturelle aux classes d'interpr6tations de Alg(w)Cond÷: C (d)+, 
Ax + Ax + C(w) +, Alg(d)cond+, Alg(w)co,d+, et les classes de Algcond+: c~+ Ax + ; , A lgcond +, a l l  VU 
du lemme suivant. 
Lemma 4.8. Soient (D, <-, _1_) et (D', ~<', _1_') deux domaines discrets. Si f est une 
application de D dans D; alors: 
(i) f stricte ¢:~ f monotone, 
(ii) f monotone ¢:~ f continue. 
Ainsi, si l 'on reprend par exemple la preuve de la Proposition 4.3, les op6rateurs 
de ~ &ant suppos6s tricts, lorsque l'on munit l'interpr&ation I de l'ordre discret, 
l'interpr6tation r6sultante I '  appartient ~ C¢(d) car c~, est bien entendu continue t 
pour tout f~  ,~, f r  est continue car stricte. 
5. Ax, un syst~me complet de preuve 
Les th6or~mes de compl&ude (Th6or6mes 3.4, 3.13 et 4.2) montrent que l'on peut 
se ramener ~ l'6quivalence *-~-+. 
Ayant donn6 un th6or~me de d6cidabilit6 de -= ~ sur M(Cond, V), par le Th6or6me 
3.2, ~ est elle-aussi d6cidable. Mais comment prouver l'6quivalence de deux 
termes de M(Cond, V) par Ax? 
Bloom et Tindell r6pondent ~ cette question en proposant un algorithme de 
d6cision. Ils associent, dans une premiere &ape, ~ tout terme de M(Cond, V) un 
terme appel6 r6duit, qui lui est 6quivalent par Ax: une de ses caract6ristiques t 
que pour tout sous arbre c(x, t2, t3), x est une variable, et x n'apparait ni dans t2, 
ni dans t3. Cette r6duction leur permet alors de faire une preuve de leur th6or~me 
par induction sur la structure des termes. 
Ainsi, l 'arbre t = c( p, c( q, c( p, x, u ), y, z ) ) se r6duit en l'arbre t '= c( p, c( q, x, 
y), z) (cf. Fig. 1). 
Nous avons alors la caract6risation suivante. 
Proposition 5.1. Soient t, t' ~ M(Cond, V) rdduits. 
t~t '  ¢~ t~t '  
RAx 
{c(x, O, 0)- O, 
RAx= C(X, c(y, z, U), c(y, V, W)) = c(y, C(X, z, V), C(X, u, w)). 
Cependant, l'algorithme de r6duction d'un terme ne nous donne aucune strat6gie 
6fficace: car celuimci repose sur une 6tude globale de l'arbre ~t r6duire. Sur l'exemple 
pr6c6dent, c &ant un test, nous acc6dons au sous terme c(p, x, u) avec la valeur 
104 Ch. Benoit 
P~y 
q p c 
p X Z 
Ax 
Redondance 
pos i t i ve  
sens d--~ g 
en ~ 
p c y 
p c c 
q PA 
pxz  pxz  
Ax 
Ech.~nge 
en 2 
C 
P ~  
q c c 
p p p p c c /q',, /b.. 
pxzp  x z 
Ax 
Redondances 
en 23 
T-F  ax iomes 
en 22  
q 
P T F p x z 
Ax 
Echange 
en 2 
p c y 
~ /t',. 
q T x q F x 
Fig. 1. 
C 
Ax ~ P ~ Y  
q T x 
Redondance 
pos i t i ve  
sens g--.)  d 
p = vraie, et ainsi c(p, x, u) ~--x. Nous disposons ainsi d'un algorithme de d6cision, 
mais non de preuv¢ automatique. 
Peut-on ~laborcr, a partir du syst~me d'axiomes 6quationnels (Ax), un syst~me 
de preuve automatique? Peut-on associer une forme normale suivant Ax, a tout 
term¢ de M(Cond, V)? Les m6thodes existantes dans la litt6rature [6, 12, 13, 15, 
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19] ne nous permettent pas de r6pondre hces questions. Ceci est en partie du aux 
°J  PS proprlete intdns~ques de (Ax). Nous proposons n6anmoins quelques 616ments de 
r6ponse. 
Ax comportant une r~gle de permutativit6--1'axiome d'6change--doit donc &re 
vu comme une th6ode 6quationnelle: la r6union d'un syst~me de r66criture Set  
d'utae 6quivalence E. Ce que nous 6crirons: Ax = (S, E). L'6quivalence modulo Ax 
6tatat d6cidable, nous recherchons une d6composition d'Ax qui nous permette 
d'obtenir un syst~me de preuve. Une partition id6ale serait un syst~me de r66criture 
S canonique, noeth6den et confluent, et une 6quivalence E telle que S soit confluent 
modulo E. 
Soit (So, Eo) avec 
So 
Si: c(O, x, y) ~/2 
$2: c(x, O, O) ~ 0 
S3 : c( T, x, y) --> x 
S4:c(F,x,y)  -> y 
S5: c(c(x, y, z), u, v) -'> c(x, c(y, u, v), c(z, u, v)) 
Eo" 
El: c(x, x, y) 
E2: c(x, y, x) 
E3: c(x, c(x, y, z), w) 
F4: c(x, y, c(x, z, w)) 
E5 : 
= c(x, T, y) 
= c(x, y, F) 
= c(x, y, w) 
= c(x, y, w) 
c(x, c(y, z, u), c(y, v, w)) = c(y, c(x, z, v), c(x, u, w)). 
Proposition 5.2. So est une syst~me de rddcriture noethdrien et confluent. 
Ainsi tout terme de M(Cond, V) poss~de une So-forme normale nso(t), unique. 
Le syst~me So est de plus monotone, c'est ~ dire, 
t<t '~  n~o(t) < n~o(t'). 
Proposition 5.3. So n'est pas confluent modulo Eo. 
Preuve. Soit t = c( x, c(y, 12, 12), c(y, v, w));  alors 
t ~ c(y, c(x, 12, v), c(x, 12, w)) = t' et t ~ c(x, 12, c(y, u, w)) = t", E$ S2 
oil t', t" sont irr6ductibles par So, et non 6quivalents modulo Eo. [] 
Le probl~me de la compl6tion de So modulo Eo afin d'obtenir une teUe confluence 
se pose. Padawitz [18], Peterson et Stickel [19] et Remy [20] proposent diverses 
m6thodes mais elles ne sont pas applicables ici; la nature m6me de l'6quivalence 
E0 6tant un handicap. En effet, il existe t ~ M(Cond, V) tel que t poss6de un nombre 
infini d'6quivalents: si t = c(x, y, w),  par utilisations successives de l'axiome de 
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redondance positive nous obtenons la cha~ne infinie suivante: 
c(c, y, w) c(x, c(x, y, w) 
, c(x, c(x, c(x, y, z2), w) 
E 
Si nous orientons les axiomes de redondances positive et n6gative, E3 et E4, de 
gauche h droite, et que nous les ajoutions h So, le nouveau syst~me S~ obtenu reste 
noeth6rien mais est alors non confluent et non confluent modulo El. De plus, bien 
que l'6quivalence E1 engendre une th60rie d6cidable, car tout terme de M(Cond, V) 
possbde un nombre fini d'6quivalents, la th60rie 6quationnelle (S~, El) est telle que 
SluE~ > ~ <-~ • 
Les redondances &ant orient6es, nous ne pouvons plus r6duire l'arbre t= 
c(p, c(q, c(p, x, u), y), z). 
6. Conclusions 
Diverses extensions de la sp6cification du conditionnel de Bloom et Tindell ont 
6t6 ici 6tudi6es. Dans le cadre de la s6mantique alg6brique, nous avons caract6ris6 
l'6qivalence ntre 616ments de M(Cond, V). Guessarian et Meseguer [7] prolongent 
cette &ude en montrant qu' il existe une caract6risation a alogue ntre 6Mments de 
M°°(Cond, V) afin de traiter l'6quivalence de deux sch6mas de programme. Nous 
nous sommes plac6s dans le cadre des alg~bres giune sorte. I1 resterait h &udier ce 
que devient cette sp6cification du conditionnel dans le cadre des types abstraits 
alg6briques. 
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