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Abstract
During the last 20 years, the joint expansion of computing power, computer graphics, networking
capabilities and multiresolution analysis have stimulated several research domains, and developed
the need for new types of data such as 3D models, i.e. discrete surfaces. In the intersection between
multiresolution analysis and computer graphics, subdivision methods, i.e. iterative refinement pro-
cedures of curves or surfaces, have a non-negligible place, since they are a basic component needed to
adapt existing multiresolution techniques dedicated to signals and images to more complicated data
such as discrete surfaces represented by polygonal meshes. Such representations are of great interest
since they make polygonal meshes nearly as flexible as higher level 3D model representations, such
as piecewise polynomial based surfaces (e.g. NURBS, B-splines...).
The generalization of subdivision methods from univariate data to polygonal meshes is relatively
simple in case of a regular mesh but becomes less straightforward when handling irregularities.
Moreover, in the linear univariate case, obtaining a smoother limit curve is achieved by increasing
the size of the support of the subdivision scheme, which is not a trivial operation in the case of a
surface subdivision scheme without a priori assumptions on the mesh. While many linear subdivision
methods are available, the studies concerning more general non-linear methods are relatively sparse,
whereas such techniques could be used to achieve better results without increasing the size support.
The goal of this study is to propose and to analyze a binary non-linear interpolatory subdivision
method. The proposed technique uses local polar coordinates to compute the positions of the newly
inserted points. It is shown that the method converges toward continuous limit functions. The
proposed univariate scheme is extended to triangular meshes, possibly with boundaries.
In order to evaluate characteristics of the proposed scheme which are not proved analytically,
numerical estimates to study convergence, regularity of the limit function and approximation order
are studied and validated using known linear schemes of identical support. The convergence criterion
is adapted to surface subdivision via a Hausdorff distance-based metric. The evolution of Gaussian
and mean curvature of limit surfaces is also studied and compared against theoretical values when
available.
An application of surface subdivision to build a multiresolution representation of 3D models is
also studied. In particular, the efficiency of such a representation for compression and in terms of
rate-distortion of such a representation is shown. An alternate to the initial SPIHT-based encoding,
based on the JPEG 2000 image compression standard method. This method makes possible partial
decoding of the compressed model in both SNR-progressive and level-progressive ways, while adding




Durant les 20 dernie`res anne´es, l’expansion simultane´e de la puissance de calcul des ordinateurs, de
leurs capacite´s graphiques et d’interconnection par re´seau, ainsi que des techniques lie´es a` l’analyse
multire´solution a stimule´ de nombreux domaines de recherche et a fait croˆıtre les besoins en nouveaux
types de donne´es comme par exemple les mode`les 3D, i.e. les surface discre`tes. Dans la partie
commune a` l’analyse multire´solution et a` la mode´lisation informatique de courbes et de surfaces, les
techniques de subdivision, i.e. les me´thodes ite´ratives de raffinement des courbes ou des surfaces,
tiennent une place non-ne´gligeable car elles constituent un bloc essentiel a` l’adaptation des techniques
multire´solution de´die´es aux signaux et aux images a` des done´es plus complque´es, comme par exemple
les surfaces discre`tes repre´sente´es par des maillages polygonaux. Ces repre´sentations multire´solutions
sont d’un grand inte´reˆt, car elles permettent aux maillages polygonaux d’eˆtre presque aussi flexibles
que des repre´sentations de plus haut niveau des mode`les 3D, comme par exemple les surfaces ge´ne´re´es
graˆces a` des polynoˆmes par morceaux (NURBS, B-splines...).
La ge´ne´ralisation des me´thodes de subdivision de´die´es aux signaux unidimensionnels aux mail-
lages polygonaux est relativement simple dans le cas de maillages re´guliers, mais devient plus diffi-
cile quand doivent eˆtre prises en compte les possibles irre´gularite´s. De plus, alors qu’il est possible
d’obtenir des courbes limites plus re´gulie`res en augmentant le support d’un sche´ma de subdivision
unidimensionnel line´aire, ceci ne peut que tre`s difficilement eˆtre ge´ne´ralise´ au cas des me´thodes de
subdivision pour les surfaces discre`tes sans faire de suppositions a priori sur le maillage. Alors que
beaucoup d’e´tudes ont e´te´ mene´es sur les sche´mas de subdivision line´aires, celles concernant les
me´thodes non-line´aires sont nettement moins nombreuses, alors que de telles me´thodes pourraient
eˆtre utilise´es pour obtenir de meilleurs re´sultats que les me´thodes line´aires de meˆme support.
Le but de cette e´tude est de proposer et d’analyser une me´thode de subdivision non-line´aire,
binaire et interpolante pour des signaux unidimensionnels. La me´thode propose´e utilise les co-
ordonne´es polaires locales pour calculer les positions des nouveaux points. Il est de´montre´ que
cette me´thode ge´ne`re des fonctions limites continues. Le sche´ma propose´ est e´galement e´tendu aux
maillages triangulaires, ainsi qu’aux maillages triangulaires ayant des bords.
Pour e´valuer les autres caracte´ristiques de la me´thode de subdivision propose´e qui ne sont pas
prouve´es analytiquement, des estimateurs nume´riques pour e´tudier la convergence, la re´gularite´ de
la fonction limite et l’ordre d’approximation, sont de´finis et valide´s graˆce a` des sche´mas line´aires
connus ayant le meˆme support que la me´thode non-line´aire e´tudie´e. Le crite`re de convergence est
e´tendu aux me´thodes de subdivision pour les surfaces graˆce a` une me´trique base´e sur la distance
de Hausdorff. L’e´volution des courbures Gaussiennes et moyennes des surfaces limites obtenues est
e´galement e´tudie´e et compare´e aux valeurs the´oriques lorsque celles-ci sont disponibles.
Une application de la subdivision des surfaces pour ge´ne´rer des repre´sentations multire´solution
de mode`les 3D est e´galement e´tudie´e. En particulier, l’inte´reˆt de cette me´thode pour compresser
les mode`les 3D ainsi que son efficacite´ en termes de de´bit-distortion est montre´e. Une me´thode
xv
xvi Version abre´ge´e
alternative d’encodage, base´e sur la me´thode utilise´e dans le standard de compression d’images JPEG
2000, est propose´e pour remplacer la me´thode initiale base´e sur SPIHT. Cette nouvelle me´thode rend
possible le de´codage partiel, soit progressif par niveau de re´solution, soit progressif par qualite´, des




Although initially studied in the late 1940s by the swiss mathematician Georges de Rham, subdivi-
sion methods had to wait the development of computer graphics, roughly the 1970s, to start being
actively studied and improved. Starting from corner-cutting methods that generate smooth curves
from a control polygon (this idea of corner-cutting was studied by de Rham and apparently used to
build smooth wood hammer handles), these iterative refinement methods have been generalized to
be used on more complex types of data.
During the last two decades, the rise of multiresolution analysis gave birth to significant advances
in a wide range of domains. Wavelet decomposition of signals or images, which is one of the most
obvious and vastly used application of multiresolution analysis, is a valuable tool for building efficient
and intuitive hierarchical representations of such data. In addition, the growing interest for efficient
algorithms dedicated to 3D models represented by discrete polygonal surfaces, along with the growth
of computing power and the increase of network applications make discrete surfaces an attractive
field of study.
Recently, several 3D scanning techniques have been developed and made the generation of highly
detailed 3D models represented by polygonal meshes, quite easy and inexpensive. The relative com-
plexity and requirements of algorithms dedicated to this type of data make sense for the development
of multiresolution-based processing tools. In this multiresolution analysis framework, subdivision
algorithms quickly appeared as a key component to adapt multiresolution techniques to discrete
surfaces, being often used as the analogous of low-pass reconstruction filter in wavelet construction.
An additional interest of having multiresolution representations of discrete polygonal surfaces
appears when compared to the alternate representations used in computer-aided design, i.e. piece-
wise polynomial representations (based for instance on B-splines or NURBS). Their popularity in
the field of geometric modeling is highly correlated with their ease of use to design complex surfaces
by changing only a few control points. Once a multiresolution representation of a discrete polygonal
mesh is built, its overall shape is entirely controlled by a small number of control points, possibly
belonging to different levels in order to achieve coarse or fine control, which finally brings to polygo-
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nal meshes a flexibility comparable to that of polynomial-based representations. Since the polygonal
mesh representation of a discrete surface is the most generic, and used in graphics hardware (even
polynomial-based representations are converted to this format before being rendered), it is crucial
to have powerful methods dedicated to this type of data at hand.
1.2 Approach
Linear subdivision, especially in the case of univariate signals, has been widely studied and its
properties are well-known. When adapted to discrete surfaces, linear surface subdivision schemes
inherit properties from their generating univariate schemes. However, without a priori knowledge
on the regularity of the discrete surface under consideration, generalizing wide-support univariate
schemes is difficult, if not impossible, hence the need to keep the support of a subdivision scheme
as small as possible∗.
The approach followed in this study is fundamentally different from most of the literature, since
it focuses on a non-linear scheme. Even if studies regarding non-linear subdivision can be found,
most of them deal with particular cases of non-linear schemes (e.g. “linear” schemes having data-
dependent coefficients). The proposed scheme is fairly different from what was addressed so far in
these studies. It makes use of a local coordinate system, and takes advantage of the polar (spherical
in the case of a surface) coordinates to computes the new midpoint coordinates, which makes its
adaptation from univariate data to discrete surfaces straightforward, even in the case of irregular
meshes. It is demonstrated that the proposed scheme converges toward continuous functions.
Numerical methods to evaluate the main characteristics of the non-linear scheme are proposed.
By applying these numerical tools to both proposed scheme and to known linear schemes of identical
support we can formulate conjectures with respect to the behavior of the proposed non-linear scheme.
A particular application of surface subdivision is also proposed, i.e. to build a multiresolution
representation of discrete surfaces and to use this representation to compress efficiently the surface.
In this method, the subdivision scheme is the analogous of the low-pass reconstruction filter in
a lifting scheme. The relation between the subdivision scheme used to build the multiresolution
representation and rate-distortion performance of the coding technique are studied. Finally, an
alternate encoding method that enables both SNR-progressive and level-progressive partial decoding
of the compressed model is proposed and compared to the original SPIHT-based coder.
1.3 Main contributions
The main contribution of this study can be summarized as follows
• Definition of a non-linear univariate interpolatory subdivision scheme, based on local polar
coordinates.
• Analysis of the behavior of the scheme and proof of the convergence of the scheme towards
continuous functions.
• Adaptation of the scheme to discrete triangular meshes. Generalization of the univariate
method to handle mesh boudaries.
∗It is however worth noting that an opposite approach is also possible, i.e. to take every control point of the mesh
into account to compute each newly inserted point by minimizing an energy functional. This variational approach of
subdivision will not be developed in this study. We refer the reader to [75] for a presentation of such methods.
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• Definition of numerical criteria to study the convergence, regularity of the limit function and
approximation order of a univariate subdivision scheme. The convergence criterion is adapted
to surface subdivision schemes using a Hausdorff distance-based metric.
• Study of the evolution of Gaussian and mean curvatures of the surface generated through
subdivision, and comparison with linear schemes of identical support.
• Evaluation of these numerical criteria by applying them to known linear subdivision schemes,
and comparison with the results achieved using the proposed non-linear method.
• Evaluation of the influence of surface subdivision scheme on rate-distortion performance of
an existing multiresolution 3D model compression method that uses surface subdivision as
predictor.
• Adaptation of an existing bitplane coder used for image compression in the JPEG 2000 stan-
dard to replace the SPIHT coder used in the 3D model compression technique, providing both
SNR and level-progressive partial decoding capabilities, while adding a minimal overhead to
the compressed model size.
1.4 Outline
This dissertation is organized as follows. Chapter 2 will review the existing linear subdivision tech-
niques for univariate data. The analysis tools associated to these methods will also be detailed.
Their extensions to less simple cases such as non-stationary and non-uniform subdivision schemes
will also be presented. Chapter 3 will describe the generalization of univariate subdivision schemes
to discrete surfaces. The different possibilities available to represent discrete surfaces will be briefly
discussed. This chapter will review the major linear surface subdivision techniques and their asso-
ciated analysis tools.
Chapter 4 will be focused on non-linear subdivision, and mainly on the proposed interpolatory
non-linear univariate subdivision scheme based on a local coordinate system. The univariate scheme
will be analyzed and generalized to a surface subdivision scheme. In Chapter 5, we will introduce
several numerical criteria to analyze and evaluate the key parameters of univariate and surface
subdivision schemes. We will apply these criteria to compare the proposed scheme with known linear
schemes. An application of subdivision is shown in Chapter 6, where surface subdivision schemes are
used to build multiresolution representations and compress 3D models. Existing model compression
techniques are briefly reviewed before introducing the studied method. Finally, conclusions and
possible research directions are presented in Chapter 7.
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Linear subdivision of
univariate data 2
In this chapter we review classical results concerning linear subdivision of univariate data. The
historical aspects of subdivision can be found in most of the references and in [7], which deals
mostly with Be´zier and spline curves/surfaces. Alternative presentations of similar concepts can be
found in [136], [63] (in the chapters written by N. Dyn and M. Sabin), [35] and [45].
This chapter is organized as follows: Section 2.1 will present the fundamental notations, defini-
tions regarding the representation and fundamental properties of subdivision schemes. Some well
known examples of subdivision schemes will be presented in Section 2.2. The analysis tools for
stationary schemes will be detailed in Section 2.3, and extended to non-stationary and non-uniform
schemes in Section 2.4.
2.1 Notation - Definitions
This section presents several core concepts and notations that will be used throughout the chapter,
such as multi-level grids, subdivision operators and their convergence.
2.1.1 Univariate data and multi-level grids
As stated in the title of the chapter, the focus will be on discrete univariate data, i.e. a countable
number of samples from a finite-dimension convex part of a vector space. In this study, we will
assume that this data is represented by a mapping between Z (or a subset) and Rd, with d ≥ 1,
which implicitely defines a polygonal line joining all those data points.
As will be seen later, subdivision introduces the concept of refinement of such data, and the
underlying concept of level of resolution. In order to deal with discrete univariate data with several
level of resolution, we will use multi-level grids. Let us denote by Xj , j ∈ N the grid at level j, which
is a set of real numbers
Xj = {xjk ∈ R | k ∈ Z}.




k+1, ∀k ∈ Z. A sequence of grids {Xj}j∈N is nested if for
all j, the property Xj ⊂ Xj+1 holds. The distances between any two elements of the grid Xj are
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= xjk+1 − xjk.
A grid Xj is called uniform if all the d
j
k = dj ∀k. A particular case of nested sequences of grids











, ∀(j, k) ∈ N× Z.
In such a grid, the distance between two consecutive points shrinks by a factor 2 each time j
increases. Moreover, such a grid is equivalent to the uniform dyadic grid defined by xjk = k2
−j .
Definition 1. Let j ∈ N. Let us consider a grid Xj = {xjk}k∈Z and a set Fj = {f jk ∈ Rd}k∈Z, where
d in a non-zero positive integer. The couple (Xj , Fj) defines a discrete univariate function fj at the
level of resolution j, which associates to each element of Xj a real number from Fj
fj : Xj −→ Fj
x
j
k 7−→ f jk .
By extension, we will always consider fj as the piecewise linear function that satisfies the above
mapping.
For instance, a polygon from R2 having n vertices can be represented by the grid (X,F ) with
X = {1, 2, . . . , n} and F = {vk ∈ R2, k ∈ X} where the vk denote the coordinates of the vertices
forming the polygon.
We will often assume (especially when j = 0, i.e. at the coarsest level) that the elements from
fj are samples from a Cn function f (with n > 0), i.e. f jk = f(xjk) ∀k.
In order to study the regularity of such discrete functions, especially on non-uniform grids, finite



































The core concept on which rely this study is the notion of subdivision operator. The effect of
this operator on a discrete function, represented by (Xj , Fj), is to generate the next level, i.e.
(Xj+1, Fj+1). This subdivision step can be expressed using a refinement equation
(Xj+1, Fj+1) = Sj(Xj , Fj), (2.1)
where Sj denotes the subdivision operator at level j. The set of subdivision operators {Sj} will be
denoted by S. While this is the most generic way of defining subdivision, most of the subdivision
operators usually have additional constraints, which are detailed hereafter.
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Definition 2. The subdivision is interpolating if all the data points belonging to the function at
level j also belong to the function at level j + 1. Using the notation conventions previously defined,
let us consider a data point of index k and level j, (xjk, f
j
k) ∈ Xj × Fj. In case of an interpolating







k′ ), ∀(j, k) ∈ N× Z.
This also implies that Xj+1 ⊂ Xj and Fj+1 ⊂ Fj.
In the case of subdivision operators verifying this condition, the sequence of grids/functions
generated by applying this process several times are obviously nested. If the subdivision operator
is not interpolating, it is approximating.
Interpolating subdivision sticks to the idea of refining a grid, allowing to generate different levels
of resolution starting from an initial coarse grid, or control polygon if dealing with plane curves.
Definition 2 does not forbid to have a number of new points inserted between two consecutive points
from level j that varies with k.∗ However, we will generally assume to have this number to remain
constant, i.e. to have n− 1 new points inserted between two consecutive samples from level j. This
restriction of Definition 2 is referred to as “n-ary” subdivision (n ≥ 2). The quantity n is usually
referred to as the arity of a scheme. In the case of non-interpolating subdivision, the arity is the
number of “new” points that is associated to each “old” point. For instance, the main focus of this












and the new points lie at (xj+12k+1, f
j+1
2k+1).
A special case of subdivision, but widely used, is linear subdivision.
Definition 3. A subdivision operator is linear if it consists of linear combination of data points
from level j to generate level j + 1, i.e. for all j and k, there exists two sets of real numbers (often






















In the above relation, n is the “arity” of the scheme, e.g. in the case of a binary scheme, we have
n = 2. It is important to note that in the above relations, the coefficients αjk−nl and β
j
k−nl could
depend on x and f . In such a case, the operator is data-dependent. When the sums involve
a finite number of samples, the subdivision operator is said to have a finite support. If the α
and β coefficients do not depend on j, the scheme is stationary. Similarly, if the coefficients do
not depend on k, the scheme is termed uniform. In general, referring to non-uniform subdivision
includes non-stationary subdivision.











∗In fact, this can be useful when trying to adapt the subdivision to the grid, for instance by inserting more points
where the data show high variations.
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2.1.3 Convergence
In order to define the limits of a discrete function lying on a grid, the domain of definition (i.e.
the {xj}) of the function must have a limit that is dense in R (or in a compact set of R). In the
following, we will assume that such a property is verified, which is obviously true when dealing with
using the canonical uniform grid xjk = k2
−j . Let us denote by K the limit compact of the {xj}
sequence.
Let (X0, F0) be an initial coarse grid, and S a subdivision operator. The sequence of piecewise
linear functions (fj)j∈N, obtained by successive subdivisions of f0 using the refinement equation
(2.1), converges on K if there exists a function f such that for all x ∈ K
lim
j→∞
|fj(x)− f(x)| = 0.
This definition of convergence is unfortunately too basic, since it only guarantees pointwise
convergence. In order to have more interesting properties concerning the limit function, uniform
convergence is required.
Definition 4. The sequence of piecewise linear functions f j converges uniformly on K if there





|f j(x)− f(x)| = 0.
The following sufficient condition is useful to prove uniform convergence.
Theorem 1. If there exists 0 < α < 1 and β > 0 such that for all j ∈ N
‖fj − fj−1‖∞ ≤ βαj−1,
the sequence (f j)j∈N converges uniformly toward a limit function.
Uniform convergence of sequences of functions provides valuable information concerning the
regularity of the limit function, as detailed in the following theorem.
Theorem 2. If f exists, it is continuous, since all the fj are continuous by construction and the
sequence (f j)j∈N converges uniformly.
Proof. Let (x, x0) ∈ K2. The quantity f(x)− f(x0) can be written as
f(x)− f(x0) = (f(x)− f j(x)) + (f j(x)− f j(x0)) + (f j(x0)− f(x0)),
which yields
|f(x)− f(x0)| ≤ |f(x)− f j(x)|+ |f j(x)− f j(x0)|+ |f j(x0)− f(x0)|. (2.5)
The sequence (f j) converges uniformly to f . Therefore, for any ε > 0, there exists p ∈ N such that
for all j > p, and for all x, we have |f j(x) − f(x)| < ε. Using this property in the inequality (2.5)
leads to
|f(x)− f(x0)| < 2ε + |f j(x)− f j(x0)|
Using the fact that f j is continuous, for all ε > 0, there exists η > 0 such that |x− x0| < η implies
|f j(x) − f j(x0)| < ε. Using the previous inequality, |x − x0| < η implies |f(x) − f(x0)| < ε′ = 3ε,
which proves continuity.
The goal of subdivision being to obtain as smooth as possible limit functions, the above definitions
and theorems need to be extended.
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Definition 5. A uniformly convergent subdivision scheme is called Cp if for any initial grid, the
limit function has continuous derivatives up to order p.
While the smoothness of the limit function is primordial, another criterion is worth being consid-
ered, namely the approximation order. The underlying concept is intuitive: if we consider an initial
grid obtained by sampling a sufficiently regular function, the error between the original function
and the limit function obtained through subdivision should decrease along with the sampling step.
Definition 6. Let us consider the initial grid X0 = δZ, δ ∈ R and initial data f0,k = g(kδ) sampled
from a function g ∈ Ck defined over R. Let us denote by f∞ the limit function obtained. The
subdivision scheme has approximation order p if
|(g − f∞)(x)| ≤ Cδp,∀x ∈ R,
where C is a real constant.
Most of the finite-support linear and stationary schemes are C1 or C2−ε, i.e. C2 everywhere
except over a countable set of points where they are only C1. We refer to Section 2.3 for an in-depth
analysis of the topic.
2.2 Examples of univariate subdivision schemes
In this section, some examples of linear schemes are presented. They will also be used in Section 2.3
when giving the details of the regularity analysis.
2.2.1 “Corner cutting” methods
The earliest subdivision schemes proposed were based on the idea of “corner cutting”. This idea was
first formulated in 1947, by Georges de Rham [24, 25], and used a simple “trisection rule” to refine
polygons: the points dividing each side of a polygon into three parts of equal length are the vertices
of the next polygon. As explained by de Rham in his paper, such a technique was used to create
cylindrical hammer handles. This rule is illustrated in Figure 2.1. The initial polygonal line ABC
becomes A′B1B2C ′ in the next level. The trisection rule yields the following relations




‖BB2‖ = ‖B2C ′‖ = ‖C ′C‖ = 1
3
‖BC‖.
Let us write the trisection rule using the notation conventions and definitions from the previous
sections. Let us consider a sequence of polygonal lines, defined by the (Xj , Fj)j∈N. In case of a
closed polygon, the initial grid will have a finite number of points. The refinement rules to get the






































































Figure 2.1: Cutting a corner using the trisection rule.
In a further study concerning the limit curves obtained by trisection [26], de Rham considered a























































where β1 and β2 are two positive real numbers such that 0 < β1 + β2 < 1.
In 1974, G. Chaikin used a similar rule to generate what turned out to be quadratic B-splines [112]
from a polygonal line, by using a recursive algorithm with a restricted set of operations. Chaikin’s
corner cutting rule [11] follows the method described in equations (2.6), with β1 = β2 =
1
4 . Fig-
ures 2.2 and 2.3 show respectively the effect of Chaikin’s rule and de Rham’s trisection (β1 = β2 =
1
3 )
on a closed polygon. Using the classification criteria of Section 2.1.2, these “corner cutting” refine-
ment rules are linear, finite-support, and stationary subdivision operators. Moreover, they are not
interpolating, but approximating.
The mask, as defined in (2.4), for Chaikin’s rule is given in Table 2.1.
k -2 -1 0 1








4 0 . . .
Table 2.1: Chaikin’s rule mask
It is interesting to note that higher order version of Chaikin’s rule can be derived from the “Box-
Splines” subdivision techniques. We refer to M. Sabin’s chapter in [63] for an intuitive construction
of such schemes, and to [23] for formal definitions of box splines. It is interesting to remark that all
the coefficients for the scheme of order p can be derived from the p + 1’th row of Pascal’s triangle.
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Figure 2.2: Chaikin’s rule over a closed polygon, over 3 levels.
































Figure 2.3: de Rham’s trisection rule over a closed polygon, over 3 levels.
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A comparison between the limit curves obtained using those box-splines rules of degree 2 to 5 is
shown in Figure 2.4
































Figure 2.4: Box-spline rules of degree 2 to 5, after 5 iterations (the control polygon is shown by
the dotted line)
2.2.2 Deslauriers-Dubuc interpolating schemes - Four-point scheme
Although the approximating methods described in the previous paragraph give interesting results, it
is often required for particular applications to have interpolating schemes. The first works regarding
linear interpolating schemes were done by Serge Dubuc in [30, 34]. This interpolation technique,
which is simple and robust has been extended and studied in many ways, since it has been used as
starting point for many other subdivision techniques.
This method deals with dyadic uniform grids. Let us consider an initial grid (X0, F0) with
X0 = Z. The principle is to assimilate the initial values as samples from a cubic polynomial p,







used by Dubuc was to use the cubic Lagrange interpolation polynomial for p, which in the case of




leads to the following interpolation
























Almost simultaneously, but independently, a group of subdivision methods was proposed by by Nira
Dyn, John A. Gregory and David Levin, briefly in [41], and in a more detailed way in [36]. The idea
was to use the following interpolation rule
f
j+1
















k+1 − wf jk+2, with w > 0. (2.9)
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In this definition, w stands for a tension parameter. Although following different paths, the results
regarding the four-point scheme converged, since equation (2.8) is obtained for w = 116 , which
is a value for which the refinement equation (2.9) produces a smooth limit curve (see Section 2.3).
Figure 2.5 shows the effect of the four-point scheme over the same initial polygon used to demonstrate
the effects of corner-cutting rules.
































Figure 2.5: Four-point interpolating subdivision over a closed polygon, over 3 levels.
The mask of the four-point scheme, as defined in (2.4) is given in Table 2.2. The constraint a0 = 1
is implied by the fact that the scheme is interpolatory.
k -3 -2 -1 0 1 2 3
ak . . . 0 −w 0 12 + w 1 12 + w 0 −w 0 . . .
Table 2.2: Binary four-point scheme’s mask
This technique of interpolation using Lagrange interpolation polynomials has been generalized,
by using higher degree polynomials [31]. However, the four-point scheme remained the “reference” in
the field of interpolating subdivision, because it produced quite interesting results (cf. Figure 2.5),
providing a nearly-optimal trade-off between a reduced complexity and an acceptable smoothness
of the limit curve, with respect to higher degree schemes. As developed in Chapter 3, it has also
been extended to discrete surfaces, for which a reduced support is a significant advantage.
2.2.3 Four-point ternary scheme
Although they form the most common class of subdivision schemes, binary schemes are not the only
ones. An interesting example of ternary stationary interpolating scheme can be found in [59]. It is
termed “four-point” scheme because of its support, being identical to the binary four-point scheme
14 Chapter 2. Linear subdivision of univariate data




























where the coefficients ai are
























and 115 < µ <
1
9 . Figure 2.6 shows the effect of such a rule on a closed polygon, with µ =
1
11 .
































Figure 2.6: Ternary four-point scheme applied to a closed polygon (µ = 111 ).
The mask of such a scheme, shown in Table 2.3, is built using the principles of equation (2.3), with
n = 3 in the refinement equation.
k -5 -4 -3 -2 -1 0 1 2 3 4 5
ak . . . 0 α3 α0 0 α2 α1 1 α1 α2 0 α0 α3 0 . . .
Table 2.3: Ternary four-point scheme’s mask
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2.2.4 Adaptive binary four-point scheme
A more generic version of the four point scheme can be derived when performing subdivision over
irregular grids. For instance, starting from a grid X0 = {x0k}, and deriving the next grids using the





k + (1− β)xjk+1,
x
j+1
2k+3 = (1− β)xjk+1 + βxjk+2,
where 0 < β < 1. Using the four-point scheme directly to subdivide data lying on such a grid does
not make any sense, since we are no longer trying to compute a value interpolating the midpoint of
the interval [xjk, x
j
k+1]. An example of the results obtained are shown in Figure 2.7.







Figure 2.7: “Regular” four-point scheme applied to an irregular grid (β = 0.15, 4 levels). The
dashed line is the initial (regular) grid, sampled from a Gaussian.
In order to be able to handle such cases, it is necessary to come back to the original definition
of the four-point scheme, i.e. derive the Lagrange cubic polynomial p that interpolates the values






























































































































In the case of an equally-spaced grid, these coefficients become the ones of the four-point scheme
of equation (2.8). Figure 2.8 presents the results obtained on the same irregular grid used for
Figure 2.7.







Figure 2.8: “Adaptive” four-point scheme applied to an irregular grid (β = 0.15, 4 levels).
2.3 Analysis of stationary subdivision schemes
Most of the original papers introducing new subdivision schemes gave a specific proof of the con-
vergence of the proposed method. A proof of the convergence of any corner-cutting method has
been done in [22] by Carl de Boor, and the conditions for C1 continuity of the limit curve have been
derived in [55]. Some generic studies of subdivision schemes, not limited to corner-cutting rules have
been performed, starting with stationary and uniform subdivision. One way to study subdivision
techniques was to consider refinement equations, which are similar to the two-scale equations used
in the domain of wavelets and multiresolution analysis. The key studies of these equations applied
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to curve refinement were done in [96], and developed in [19, 20, 28]. An important study has been
done in [10] by Cavaretta, Dahmen and Micchelli, introducing the idea of studying a scheme using
a Laurent polynomial associated to the subdivision scheme. A complementary idea, used for the
four-point scheme in the initial paper [41] and in [37], was to use matrix formalism. The eigenvalues
of matrices representing subdivision schemes can be used to derive the properties of a scheme with
respect to the convergence and regularity of the limit function [35]. For the sake of completeness,
let us also mention that Kobbelt in [73] chose another approach to study the convergence of inter-
polatory schemes, considering them as low-pass filters and using their Fourier transform. A good
summary of the results concerning uniform stationary binary subdivision can be found in [63]. In
this section, we sum up several results regarding the convergence and regularity of stationary linear
univariate schemes. The relation between regularity and the basic limit function will be detailed
in Section 2.3.1, showing the connection between subdivision and multiresolution analysis. The
main analysis tool, i.e. Laurent polynomials will be presented in Section 2.3.2, and applied to two
classical schemes in Section 2.3.3. The concepts of eigenanalysis will also be briefly introduced
in Section 2.3.4.
2.3.1 Basic limit functions and multiresolution analysis
Under the assumption of dealing with uniform binary linear subdivision schemes, a natural approach
is to consider the basic limit function. This function is defined as follows: let us consider the unit
impulsion δ as initial grid, i.e. X0 = Z and F0 = {f0k}k∈Z with
f0k =
{
1 if k = 0
0 otherwise
.
Let us denote by S a linear scheme that converges and by φS the limit function, i.e. φS = Sδ. This






It is clear from equation (2.11) that the regularity of the limit function will directly depend on
the regularity of the basic limit function. If the scheme is interpolatory, the basic limit functions






Proof. Let us denote by S the operator performing one level of subdivision. If we evaluate (Sδ0) at
k







where the ak are the subdivision coefficients as defined in equation (2.4). Equation (2.11) rewritten










Thus, applying this to (Sδ0), i.e. h =
1
2 gives









18 Chapter 2. Linear subdivision of univariate data
which proves (2.12).
The study of such refinement equations, for instance the one from Daubechies and Lagarias in [19,
20], was of interest to subdivision techniques and also to multiresolution analysis. Multiresolution
spaces, as defined by Mallat [92], are used to compute an approximation of a function f ∈ L2
R
at
a resolution 2−j . The approximation of a function at a resolution 2−j is the orthogonal projection
of this function on a closed subspace Vj of L
2
R
. If fj ∈ Vj is the approximation of f , it minimizes
‖f − fj‖. The subspaces Vj are analogous to the “grids” defined in Section 2.1.1, except that j is
not restricted to N, but is considered to belong to Z. This extension is natural, by considering the
subsampling to go from level j to level j− 1. Thus, the level -1 will be obtained by subsampling the
grid of level 0 by a factor n. In the case of multiresolution analysis (and of binary subdivision), we
have n = 2.
Definition 7. The sequence of spaces {Vj} defines a multiresolution approximation of functions
from L2
R
if it meets the following requirements :
∀(j, k) ∈ Z2, f(t) ∈ Vj ⇐⇒ f(t− 2−jk) ∈ Vj , (2.13)
∀j ∈ Z, Vj ⊂ Vj+1, (2.14)


















and there exists a function θ such that {θ(t− n)}n∈Z is a Riesz basis of V0.
The condition in (2.13) states that Vj is invariant with respect to translations. Equation (2.14)
is similar to the assumption of having nested grids (e.g. for interpolating subdivision). The scaling
property expressed in (2.15) could be expressed as a sentence as follows: “if f belongs to Vj , then a
stretched version of f (by a factor 2) belongs to Vj−1”, which roughly means that f(2−1t) defines an
approximation at a coarser resolution. The last condition concerning the existence of a Riesz basis











A simple example of a multiresolution approximation, in the sense of Definition 7 is to consider
piecewise constant approximation. The basis θ is the unit box θ = 1[0,1), and Vj is formed by func-
tions that are constant over [k2j , (k +1)2j), ∀k ∈ Z. Although this example meets the requirements
of multiresolution anaysis, one will often prefer to have smooth basis functions.
When constructing orthonormal bases of the spaces Vj , it comes out that those bases are built
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The scaling function φ verifies a scaling equation, inferred from equations (2.14) and (2.15): the
function 1√
2







which is equivalent to the relation obtained in (2.12). In [19], Daubechies and Lagarias studied the




alf(nx− l), n ∈ N, n ≥ 2, (2.18)
where n is the arity of the associated scheme. This class of equations include the ones derived in
(2.12), when dealing with subdivision schemes having a finite support, which is the the case for the
majority of subdivision schemes. This study proved that a non-trivial L1
R
solution to the equation
may exist only if
∑N








al = n. (2.19)
It is clear, from Tables 2.1, 2.2 and 2.3 that the examples studied in Section 2.2 all meet the
requirement of equation (2.19). In fact, this constraint is a corollary of a more specific theorem,
proved by N. Dyn in [35]. Recently, Wang [133] studied the conditions of convergence of schemes
associated with refinement equations having positive coefficients.
Theorem 3. Let us consider a stationary n-ary scheme, with a mask {ak}. If the scheme is
convergent, then ∑
l∈Z
anl+k = 1 ∀k ∈ {0, . . . , n− 1}.






A few additional properties can be derived in the case of a binary uniform interpolating scheme.
We will assume that the grids are regular, i.e. xjk = k2
−j . The space of polynomials being at most
of degree p will be denoted by pip. The property of polynomial reproduction and the smoothness of
the limit function are connected through the following theorem.
Theorem 4. An interpolatory scheme that produces Cp limit functions reproduces polynomials in
pip.
Proof. Cf. for instance [63], pp. 27-28.






= kp, the above theorem implies that the limit function
verifies Sf0(x) = xp, ∀x. It is sufficient to check the polynomial reproduction property for the
monomial xp, since the scheme is linear. As an example, the four-point scheme is exact for cubic
polynomials if w = 116 . However, as shown in Section 2.3.2 and Section 2.3.4, this scheme only
produces C1 limit functions. Another theorem connects the polynomial reproduction property with
the approximation order of the scheme.
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Theorem 5. An convergent interpolating scheme that reproduces polynomials from pip has an ap-
proximation order of p + 1
Proof. Cf. for instance [63], pp. 34-35.
Although the above criteria are useful to infer the behavior of the scheme, regarding its conver-
gence and the smoothness of the limit function, they may not be sufficient. While a direct analysis
can be performed, the representation of schemes using Laurent polynomials, described in the next
section, is much easier to handle.
2.3.2 Analysis of linear stationary schemes using Laurent polynomials
The idea of associating a Laurent polynomial to a linear scheme has been introduced and exploited





k, z ∈ C.





k the z-transform of f j , F j+1(z) verifies the following relation
F j+1(z) = a(z)F j(zn). (2.20)
This polynomial has interesting properties, which are stated in the following theorem.
Theorem 6. Let us consider a n-ary convergent scheme of mask {ak}. The associated polynomial
a(z) verifies the following properties:
a(1) = n,




n , p ∈ {1, . . . , n− 1}.
Proof. The first part is trivially inferred from theorem 3 or from equation (2.19).
Let us show the second part of the theorem. If the scheme is convergent, theorem 3 yields∑
l∈Z
anl+k = 1 ∀k ∈ {0, . . . , n− 1}.












If we evaluate the
∑
l∈Z anl+kz




l∈Z anl+k = ζ
pk





ζpkn = 0 ∀p ∈ {1, . . . , n− 1},
since the ζpn are n-th roots of the unity.










(z − ζpn), with b(1) = n. (2.21)
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Proof. The existence is justified by the fact that ζpn are roots of a(z). Since a(1) = n, we have


















The application of these properties to a Laurent polynomial associated to a convergent binary
scheme, yields
a(−1) = 0, a(1) = 2,




b(z), with b(1) = 2.
For instance, in the case of the four-point scheme, we have






(z + z−1)− w(z3 + z−3),
which yields
b(z) = −2wz−3 + 2wz−2 + z−1 + 1 + 2wz − 2wz2.
The Laurent polynomial b(z) can be seen as another subdivision scheme, related to the initial
scheme through the following theorem.
Theorem 7. Let us denote respectively by Sa and Sb the schemes having a(z) and b(z) as associated
Laurent polynomials. Let us also define the difference operator ∆ as follows
∆f j = {f jk − f jk−1, k ∈ Z}.




Proof. Let us denote respectively by F j(z), and Dj(z) the z-transform of fj and ∆f
j . Clearly, these
two polynomials are linked through the following relation
Dj(z) = (1− z)F j(z).
Writing the z transform of Dj+1(z), using equation (2.21), we have
Dj+1(z) = (1− z)F j+1(z) = (1− z)a(z)F j(zn).
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Note that this theorem is not restricted to regular grids. A similar “commutation formula” has
been derived in the irregular case in [17] and [18]. If the scheme is convergent, it is clear that
limj→+∞ ∆f j = 0. Although less intuitive, the converse is also true, which provides a necessary
and sufficient condition for a scheme to converge, expressed in the following theorem.




for any initial data f0.
Proof. (cf. [63, pp. 53-54] which gives the proof for the binary case, from which the current proof is
adapted).
In order to prove this theorem, we will show that the piecewise function obtained through subdivision
satisfies the conditions of theorem 1, i.e. that there exists β > 0 and 0 < α < 1 such that
sup
t∈R
|f j+1(t)− f j(t)| ≤ βαj .




















(n− p)f jk + pf jk+1
]
, p ∈ 0, . . . , n− 1, ∀k ∈ Z,
and let us denote respectively by Gj+1(z) and F j(z) the z-transform of gj+1 and f j . F j and Gj+1
are linked through the following relation








Using this relation and equation (2.20), we have
F j+1(z)−Gj+1(z) = F j(z2) (a(z)−m(z)) .
Writing a(z) as 1n
1−zn
1−z b(z), we have










Since b(z)− z−(n−1) 1−zn1−z = 0 for z = 1, this quantity can be written as n(1− z)p(z), which yields
F j+1(z)−Gj+1(z) = p(z)(1− zn)F j(zn).
Using the definition of ∆ done in theorem 7, if we denote by Dj(z) the z-transform of ∆f j , the
following relation holds
Dj(z) = (1− z)F j(z),
which yields Dj(zn) = (1− zn)F j(zn). Thus,
F j+1(z)−Gj+1(z) = p(z)Dj(zn). (2.23)
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Using the infinite norm ‖.‖∞ of the polynomials, defined as
∥∥F j(z)∥∥∞ = maxk∈Z |f jk |, it follows
from equation (2.22) that
sup
t∈R
|f j+1(t)− f j(t)| = ∥∥F j+1(z)−Gj+1(z)∥∥∞ .
Combining this relation with equation (2.23), it comes
sup
t∈R










Now if we have limk→+∞(Sb)kf0 = 0 for any f0, this implies that n−jS
j
b is contractive, there exists







= ε < 1.
For j ≥ l, this leads to
sup
t∈R
|f j+1(t)− f j(t)| ≤ ‖p(z)‖1 εj/l max
0≤k<l
∥∥∆fk∥∥∞ ≤ βαj ,
with α = ε1/l < 1.
According to theorem 8, checking if a scheme Sa converges is equivalent to check whether we
have
∥∥∥( 1nSb)l∥∥∥∞ < 1 for some l or not. This theorem is also the key to prove higher order regularity
of the limit function. Since the condition on the norm of Sb guarantees the uniform convergence of
the sequence of functions fj , it also guarantees the continuity of the limit function. The condition
of Cl continuity is expressed in the following theorem
Theorem 9. Let us consider a scheme, with associated Laurent polynomial a(z). If there exists a









where l ∈ N∗, and such that the associated scheme n−1Sb is contractive, the limit function is Cl for
any initial set.




example of scheme meeting those requirements is to consider the box-spline of order p from equa-
tion (2.7). Clearly, the box-spline of order p leads to Cp−1 limit functions.
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The computation of ‖n−lSlb‖∞ is done using equation (2.20). According to this relation, the mask




) . . . b(zn
l−1
).
Let us denote by {bl,k}k∈Z the coefficients of bl(z). Using theorem 7, we have



















2.3.3 Illustration of the Laurent polynomial technique
Let us consider two of the subdivision schemes presented in Section 2.2, namely the corner cutting
scheme and the binary four-point scheme.
1. Corner-cutting
Let us consider a corner cutting rule, as defined in equation (2.6). The associated polynomial
is
a(z) = β1z
−2 + (1− β2)z−1 + (1− β1) + β2z.




−2 + (1− β1 − β2)z−1 + β2.
The convergence conditions are
|β1|+ |β2| < 1,
|1− β1 − β2| < 1,
which are automatically met under the initial assumptions (β1 > 0, β2 > 0 and β1 + β2 < 1).
This proves the convergence to a continuous function (or curve) for the de Rham scheme
(β = 23 ) and for Chaikin’s rule (β =
3
4 ). In order to check C1 continuity of the limit function, we
have to prove that Sb converges. The first requirement is b(−1) = 0, which implies β1+β2 = 12 .












is contractive, which is achieved for 0 < β1 <
1
2 . This proves that Chaikin’s corner cutting is
C1 (β1 = β2 = 14 ), whereas de Rham’s trisection is not (β1 = β2 = 13 ).
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2. Binary four-point scheme
We have





Thus, the convergence condition stated in theorem 8 implies |w| < 14 . The bound on
∥∥2−2S2b∥∥∞
is less restrictive than this one. In fact, if performing the analysis for all powers of Sb, the







= −2wz + 4w + (1− 4w)z−1 + 4wz−2 − 4wz−3,
as associated Laurent polynomial. However, in this case, we have∥∥2−1Sc∥∥∞ = max {8|w|, |1− 4w|+ 4|w|} ≥ 1.
We cannot conclude from this whether the scheme converges or not, which implies that we
have to consider
∥∥2−2S2c∥∥∞. After computation, we have∥∥2−2S2c∥∥∞ = max
{






















Taking the most restrictive conditions yield 0 < w <
√
5−1
8 to achieve C1-convergence of
the four-point scheme. This bound was derived by Dyn and Levin [37], by studying finite-
differences and using the eigenanalysis detailed in Section 2.3.4. The initial estimate given
in [36] was 0 < w < 18 to achieve C1 convergence. According to the polynomial reproduction
property from theorem 4, the four-point scheme can only be C2 for w = 116 . In order to check









(−z−3 + 3z−2 + 3z−1 − 1).
Clearly, we have
∥∥2−1Sd∥∥∞ = 1. In fact, for any l, ∥∥2−lSld∥∥∞ = 1, which does not permit
to make any conclusion regarding the C2 continuity of the limit function. To lift the inde-
termination, it is necessary to introduce the concept of eigenanalysis, developed in the next
section.
2.3.4 Eigenanalysis of stationary schemes
In [20] and [37], the refinement relation from equation (2.18) was analyzed using two associated
refinement matrices T0 and T1, defined by
(T0)i,j = a2i−j−1, 1 ≤ i, j ≤ N,
(T1)i,j = a2i−j , 1 ≤ i, j ≤ N.
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The above definitions are valid for binary schemes. In the case of n-ary subdivision, there are n− 1




− 116 0 0 0 0 0
9




16 0 − 116 0
− 116 0 916 1 916 0
0 0 − 116 0 916 1







0 − 116 0 0 0 0
1 916 0 − 116 0 0
0 916 1
9
16 0 − 116
0 − 116 0 916 1 916
0 0 0 − 116 0 916




If the conditions of theorem 3 are satisfied, this implies that the vector e1 = (1 1 . . . 1) is a left
eigenvector of T 0 and T 1, with eigenvalue 1.
Theorem 10. A sufficient condition for the scheme to converge toward a continuous limit function




‖T d0T d1 . . . T dm |E1‖ ≤ Cλm, (2.26)
where E1 is the N − 1-dimensional subspace orthogonal to e1. The limit function f is Ho¨lder
continuous,
|f(x)− f(x)| ≤ C|x− y|α,
with α = | ln λ|ln 2 .
Proof. Cf. the demonstration of theorem 2.2 in [20].
The condition expressed in equation (2.26) is equivalent to a condition on the joint spectral
radius of T 0|E1 and T 1|E1 , denoted by ρ(T 0|E1 ,T 1|E1), namely










This condition is less easy to handle than the conditions on Laurent polynomials presented in the
previous section. However, a necessary condition for equation (2.26) to hold is that 1 is a simple
eigenvalue for both T 0 and T 1.
Using theorem 10, additional to achieve Cl continuity of the limit function. First, the scheme
must satisfy the following sum rules
N∑
k=0
(−1)nkpck = 0, ∀p ∈ {0, 1, . . . L}. (2.27)
These rules are equivalent to the necessary condition on the associated Laurent polynomial a(z),
which has to be divisible by (1 + z)L+1 for the scheme to converge toward a CL limit function.
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Theorem 11. A sufficient condition for a binary scheme to converge toward a C l function is that
the mask satisfies L sum rules as in equation (2.27), and that there exist 12 ≤ λ < 1, 0 ≤ l ≤ L and




‖T d0T d1 . . . T dm |EL+1‖ ≤ Cλm2−lm, (2.28)
where the space Ek is defined as the subspace of R
N orthogonal to Uk = span{u1, . . . ,uk}, with
uk = (1
k−1, 2k−1, . . . , Nk−1). Moreover, if λ > 12 , the l-th derivative of the limit function is Ho¨lder
continuous with exponent α ≥ | ln λ|ln 2 . If λ = 12 , the l-th derivative satisfies
|f (l)(x + t)− f (l)(x)| ≤ C|t|| ln |t||. (2.29)
Proof. Cf. [20], the proof of theorem 3.1.
An interesting intermediate lemma used to prove this theorem, also shown in [37], states that the
sum rules from equation (2.27) and equation (2.28) can only hold if the l+1 eigenvalues 1, 12 , . . . , 2
−l
are all simple and all other eigenvalues γ satisfy |γ| < 2−l.
In the case of the four-point scheme, the matrices T 0 and T 1 have 1 and
1
2 as simple eigenvalues.
1
4 is a double, degenerate eigenvalue, thus the scheme can only produce C1 limit functions. Such a
result was suspected from the analysis using Laurent polynomials. In fact, it can be shown that the
derivative satisfies equation (2.29), which implies that it is Ho¨lder continuous with all exponents
ε > 0, hence the notation of C2−ε to express the regularity of the limit functions produced by the
four-point scheme.
2.4 Analysis of non-stationary/non-uniform schemes
Although their interest may not appear at first sight, non-stationary or non-uniform schemes can
be useful, since they provide more flexibility and lead to special properties, such as (complex) expo-
nential values reproduction, which are desirable for certain classes of applications. The techniques
presented in Section 2.3 form the bases to study non-stationary [14, 42, 43, 44] and non-uniform
subdivision [38, 86]. This section briefly presents the main results concerning non-stationary and
non-uniform subdivision.
2.4.1 Non-stationary schemes
The theoretical bases regarding non-stationary schemes are derived from the analysis of stationary
schemes presented in Sections 2.3.2 and 2.3.4. The analysis of non-stationary schemes has been done
in [42, 43] but in a much more detailed way in [44]. Another approach was to study generalized
refinement equations with continuous masks is done in [28], and a multiresolution-oriented study of
such schemes can be found in [14]. Under certain conditions, the analysis of non-stationary schemes
is close to the stationary case. In this section, we summarize the main results regarding the analysis
of non-stationary subdivision schemes.
Let us denote by {ajk}k∈Z the mask of the scheme at level j. A sufficient condition to achieve
C0 convergence is to have each scheme to verify the rule from equation (2.21), and the associated
difference scheme bj to be contractive. One other tool to analyze is to consider an asymptotically
equivalent scheme.
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Definition 8. Two (non-stationary) schemes, {Saj} and {Sbj} are asymptotically equivalent if∑
j∈N
∥∥Saj − Sbj∥∥∞ <∞,
where the infinite norm is defined by equation (2.24).
An interesting criteria for non-stationary schemes is stability, defined as follows.




∥∥Saj+m . . . Saj∥∥∞ ≤M.
The stability is transmitted through the asymptotic equivalence, i.e. if two schemes are asymp-
totically equivalent, one is stable if and only if the other is also stable. Using these definitions, the
following theorem links the convergence with those criteria.
Theorem 12. (Convergence of asymptotically equivalent schemes)
1. If {Saj} and {Sbj} are asymptotically equivalent, the scheme {Saj} is C0 and stable if and only
if {Sbj} is C0 and stable.
2. If {Sbj} is stationary and of finite-support, and converges toward a continuous limit function,
then {Saj} is C0 and stable.
Proof. Cf. [44], theorem 7.
Using this theorem, we can use a stationary equivalent scheme in order to prove the convergence of
a non-stationary scheme, under the assumption of asymptotic equivalence, which is not a too drastic
requirement. This can be extended to check C l continuity of a non-stationary scheme through the
following theorem.
Theorem 13. Let us consider two asymptotically equivalent schemes of finite-support {Saj} (non-
stationary) and Sa. If Sa leads to Cl limit functions and the following term∑
j∈N
2lj
∥∥Saj − Sa∥∥∞ ,
remains finite, then {Saj} is also Cl.
Of course, not all schemes have such a nice equivalent. One counter-example is the scheme given
by aj(z) = 2
−(j+1)(1+z)j , which leads to C∞ limit functions. The limit function and the associated
functional equation has been studied in [116]. An example of non-stationary scheme satisfying the






z)b(z), x ∈ R,
with b(z) defining (at least) a convergent scheme. This scheme is asymptotically equivalent to
a(z) = 1+z2 b(z).
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2.4.2 Non-uniform schemes
A natural extension to non-stationary subdivision is to consider non-uniform subdivision, i.e. to
have for each sample f jk an associated mask a
j
k(z). The generalization of the Laurent polynomials
technique to such schemes has been done in [86], proposing easy to check regularity criteria for
such schemes, although the necessary and sufficient conditions might be more restrictive. Before
this study, the case of non-uniform corner-cutting had been addressed in [55] (although published
in 1996, the paper was written in the end of the 1980 years). In this paragraph, we will focus on
the study using the associated Laurent polynomials to each scheme. We will also limit ourselves to
binary schemes, although similar properties can be derived for n-ary schemes.
A first assumption, which is required for the uniform case, is that all polynomials satisfy equa-
tion (2.19) and also satisfy the conditions in Theorem 6. Another reasonable assumption is that all
{ajk} have a finite-support.
The approach followed in [86] is to compute the polynomials generating values at level j + l from




















k (z). The definition of contractivity for a non-uniform scheme {ajk(z)} follows from the above
relation. A scheme is contractive is there exists l ∈ N and 0 ≤ ε < 1 such that∑
p
|(ajk,l)2lp+r| ≤ ε, with 0 ≤ r < 2l, (2.30)
holds for all k and for j big enough.
Hence, the sufficient condition for Cl continuity of the limit function, similar to Theorem 8 defined
using the finite differences of associated polynomials, stated in the following theorem.



























(z)} is contractive, then the scheme {ajk(z)} is Cl.
An example of non-uniform is the non-uniform four-point scheme where the parameter w is





(z) = z−1 − 2(z2wjk−2 − 2wjk−1 + wjk)z−3(z2 + 1).
The convergence is checked using equation (2.30). As for the uniform four-point scheme, we have
to check the contractivity for l = 2. David Levin showed that the C1 continuity held for any choice
of wjk ∈
[
ε, 18 − ε
]
with ε small enough.
Let us consider the example developed in [55], i.e. the non-uniform corner cutting. The subdi-






−2 + (1− βjk)z−1 + (1− αjk) + βjkz,
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with αjk > 0, β
j




k < 1 for all j and k. It is clear that the conditions a
j
k(1) = 2 and
a
j






−2 + (1− αjk−1 − βjk)z−1 + βjk−1,
which yields the following conditions for C0 continuity
|αjk + βjk−1| < 1,
|1− αjk−1 − βjk| < 1,
for all j and k. If moreover we assume that the sets {αjk}(j,k)∈N×Z and {βjk}(j,k)∈N×Z have a finite
upper and lower bounds, denoted by α¯, α, β¯ and β, the following conditions are sufficient to ensure
C0 continuity
α > 0, β > 0, α¯ + β¯ < 1.





divided by z2 − 1, the following conditions are necessary
α
j
k = 1− (2βjk−1 + αjk−2),
β
j
k = 1− (2αjk−1 + βjk−2),
for all j and k. The conditions αjk > 0, β
j











Under the assumption of finite upper and lower bounds of {αjk}(j,k)∈N×Z and {βjk}(j,k)∈N×Z, this
yields the following necessary constraints on the bounds
2α¯ + β¯ < 1,
2β¯ + α¯ < 1.
(2.32)
The contractivity of the second order difference is achieved if α¯ + 2β¯ < 2 and α + β > 0. The first
condition is met because of the constraints expressed in equation (2.32), and chosing α > 0 and
β > 0 is an easy way to satisfy the second condition. In fact, the original study in [55] shows that
the following conditions are sufficient for the non-uniform corner cutting to converge toward a C1
limit function
α > 0, β > 0, and 2α¯ + β¯ < 1, 2β¯ + α¯ < 1.
Not surprisingly, Chaikin’s corner cutting rule meets those requirements (α = β = 14 ) whereas
de Rham trisection only satisfies the C0 conditions (α = β = 13 ). In this case, the analysis of
the scheme performed with Laurent polynomials leads to much more restrictive conditions for C1
convergence than the direct analysis conducted in the original study. This approach still provides
useful convergence criteria for non uniform schemes.
In any case, dealing with non-uniform schemes is not a trivial operation and requires often
restrictive assumptions to be made in order to ensure convergence, as for the non-uniform version
of the four-point scheme or non-uniform corner cutting. A non-trivial of such non-uniform schemes
is to consider fully irregular (but still linear) subdivision.
For the sake of completeness, we mention also works that have studied subdivision for irregular
grids. The problems raised by such schemes have been initially considered by J. Warren in [134] and
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studied the convergence of schemes performing midpoint insertion on an initial irregular grid. Several
theoretical developements regarding fully irregular refinements (i.e. having an initial irregular grid
and an irregular refinement) were done by Daubechies, Sweldens and Guskov in [17] (although this
study was focused on the irregular Lagrange scheme presented in Section 2.2) and further developed
in a sequel [18]. The analysis performed in those papers relies on the analysis of the finite differences
of a grid. The proofs rely on a commutation formula, which is the analogous of equation (2.21).
Using the schemes associated to the finite difference, it can be shown that convergence and regularity
are achieved, under a non-negligible number of assumptions on the local regularity of the grid and the
scheme itself. Recently, the polynomial reproduction property of schemes dealing with non-uniform
grids has been studied in [85]
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Linear subdivision of
discrete surfaces 3
Computer graphics and computer-aided design are two consumers of the refinement processes de-
scribed in Chapter 2. Historically, Be´zier curves were designed to create easily a smooth curve from
a polygon, and were developed and used in the car industry. A natural extension of the aspects of
subdivision that concerned curves was to consider surfaces. In this chapter, we will review surface
subdivision techniques. As for the univariate case, we will deal with discrete data. If the relation
between a univariate function and its discrete version is trivial, there are several way to represent
discrete surfaces, which will be detailed in Section 3.1. A simple generalization of the univariate
case to a specific class of discrete surfaces will be detailed in Section 3.2 and the generic subdivision
techniques for discrete polygonal surfaces and their analysis will be addressed in Section 3.3.
3.1 Surfaces
In order to fully understand the properties of discrete surfaces, this section will remind the classical
definitions of continuous ones. We will present the most common representation of discrete surfaces.
3.1.1 Continuous surfaces
Although not precised in the title, the surfaces we implicitly refer to are assumed to be, mathe-
matically speaking, “2-dimensional surfaces in R3”. However, the concept of surfaces is not that
restrictive. In fact, the definition of surfaces is enclosed in the definition of a topological manifold.
We refer the reader to [77] and [98] for more advanced concepts regarding the theory of continuous
surfaces and differential geometry.
Definition 10. A topological manifold M of dimension n is a separable topological space, having
a countable basis (Ui)i∈I of open sets, which are homeomorphic to open sets (Vi) from Rn. The
set of functions φi mapping Ui to Vi is called the atlas, φi is a local chart, and φ
−1
i is a local
parameterization. A topological manifold is termed differentiable (resp. Ck) if for all i and j, the
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application
φi,j : φi(Ui ∩ Uj) φ
−1
i
φj−−−−→ φj(Ui ∩ Uj),
is differentiable (resp. Ck).
The relation with “real-world” surfaces may not appear at first sight from this definition. How-
ever, the surfaces we intend to deal with are covered by this definition. For instance, the unit sphere
Sn = {x ∈ Rn+1, ‖x‖ = 1} is a C∞ manifold of dimension n.
From this definition, it is fairly easy to derive a parametric definition of a surface.
Definition 11. A surface of dimension m in Rn (m < n) is defined by an open set U ⊂ Rm, and
a mapping
x : U −→ Rn
(u1, . . . , um) 7−→
(
x1(u1, . . . , um), . . . , xn(u1, . . . , um)
)
,
such that its Jacobian matrix is of rank m. The regularity of the surface is given by the regularity
of x.
This definition is still very generic, but we will restrict it to surfaces of dimension 2 in R3, which
leads to







Let us illustrate this by considering a simple example, namely a sphere. Such a surface can be
represented simply using the spherical coordinates
x(φ, θ) = r cos θ sinφ,
y(φ, θ) = r sin θ sinφ,
z(φ, θ) = r cos φ,
with φ ∈ [0, pi], θ ∈ [−pi, pi] and where r is the radius of the sphere. This connection is illustrated in
Figure 3.1.
The parameterization of a surface is not unique, and may not be easily accessible in some cases.
Another common representation of a surface is achieved through a zero level-set of a function f , i.e.
the point M of coordinates (x, y, z) belongs to the surface if f(x, y, z) = 0. For instance, the sphere
of radius r can be represented by the equation x2 + y2 + z2 − r2 = 0. The parametric and implicit
representations are connected through the implicit function theorem.
For this theorem to be applicable, f must be at least C1. Let us consider a point (x0, y0, z0)
belonging to the surface, i.e. f(x0, y0, z0) = 0, such that one of the partial derivatives at this point
is not zero. We will assume ∂f∂z (x0, y0, z0) 6= 0. Under such assumptions, there exists a neighborhood
U of z0, a neighborhood V of (x0, y0) and a function g, g : V −→ U at least C1, such that
∀(x, y, z) ∈ V × U, f(x, y, z) = 0 if and only if z = g(x, y).
However, finding g from f may not be trivial, and in some cases, a closed form is not available.
There are however techniques that are based on implicit representations of surfaces, referred to as
level-set techniques. We refer the reader to [121] for a study of this topic.
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Figure 3.1: Surface - parametric representation
3.1.2 Discrete surface representations
Sampling a univariate function f(x) is a trivial operation, achieved by taking the samples fk = f(xk).
Adapting this to surfaces having a parametric representation is quite obvious. Using equation (3.1),
a natural discretization is to evaluate x for a set of (uj , vk).
The problem in this approach is that the access to such a parameterization is not guaranteed.
Moreover, real-world surfaces cannot be (in general) turned into equations (implicit or parametric)
that easily. Hence, the need for another approach, which is to directly consider sample points, called
vertices, that belong to the surface (e.g. the data acquired from a laser scanner). By connecting
the points together to form planar polygons called faces (e.g. triangles), we define a piecewise
linear approximation of a surface, using a polygonal mesh, as shown for instance in Figure 3.2. The
representation of surfaces using polygonal meshes is one of the most generic. It suffers two major
drawbacks, namely that a smooth surface (or a surface having relatively small details) will require
a large number of vertices and faces to be rendered properly, and that in this case it becomes quite
difficult to modify. Nevertheless, this representation is a reference in terms of computer graphics
and adopted widely, in hardware and related APIs such as OpenGL [140], but also in standards,
e.g. VRML (Virtual Reality Modelling Language) [66, 137] or its successor X3D [138]. We will detail
the formalism associated to polygonal meshes in Section 3.3, after the study of a particular case in
Section 3.2.
Instead of using many polygons to represent a smooth surface, another approach consists in using
a smaller number of smooth patches, having their shape and position controlled by a coarse polygonal
mesh (or control mesh). The vertices of the control mesh are called control points. The control mesh
is usually formed by simple polygons, usually quadrilaterals (or triangular). We will assume that the
control points pi,j ∈ R3 can be grouped in quadrilaterals (pi,j ,pi+1,j ,pi+1,j+1,pi,j+1). The most
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Figure 3.2: Continuous torus (left) and discrete approximation using a polygonal mesh (in this
case, a triangular mesh).
where {Pk,r(x)} is a family of polynomials of degree r. The choice of polynomials is driven by the
desired quality of the approximation of the control mesh and complexity. In fact, only a few families
of polynomials are practically used, namely Bernstein polynomials (leading to Be´zier curves) and
spline polynomials. We refer the reader to [50, 93], [63] and [132] for a detailed presentation of
Be´zier polynomials and B-splines as well as various applications of such techniques. To sum up
quickly, these polynomials have common properties, the most important being local support, which
is useful to edit locally the surface by modifying only a few control points. Another interesting
property is the convex hull property, i.e. the curve (or surface) always lies in the convey hull formed
by the control points. The polynomials of degree n are also usually computed recursively from the






ti(1− t)n−i, t ∈ [0, 1],
which leads to the following recursion relation (which is a consequence of Pascal’s triangle relation)
Bi,n(t) = (1− t)Bi,n−1(t) + tBi−1,n−1(t).













where the wi,j are weights associated to each control point. The interest of rational surfaces is
that they make the representation of particular surfaces (such as spherical parts) easier. The most
commonly used surface representation in geometric modelling software falls into this category, since
they make use of “Non-Uniform Rational B-Splines” or NURBS. We refer the reader to [102], [118]
and [51] for in-depth studies regarding this type of surfaces. An example of such a surface is presented
in Figure 3.3.
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(a) Control mesh (b) Rendered surface
(c) Iso-u and iso-v curves
Figure 3.3: Example of a NURBS model
Although they provide high resolution models and are well-suited to a wide range of applica-
tions, piecewise polynomial surfaces are not ideal. Their major drawback is that a “real-world”
surface, e.g. acquired from a laser scanner such as the statues scanned in the framework of the Dig-
ital Michelangelo project [87], are usually represented as polygonal meshes and turning them into
piecewise-polynomial surfaces is a non-trivial operation. Moreover, at rendering time, the surface is
tessellated into a polygonal mesh before being fed to the graphics hardware to be rendered, hence
the interest of having powerful processing algorithms adapted to polygonal meshes.
3.2 Bivariate subdivision
A generalization of univariate subdivision to surface subdivision scheme is possible, but according
to the differences between discrete functions and discrete surfaces presented in Section 3.1, may not
be trivial. In this section, we will focus on a particular case of discrete surfaces, represented by a
mapping between Z2 and R3. This class of discrete surfaces represents in fact regular rectangular
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meshes, which is naturally derived from the representation of the Z2 lattice. The generalization of
subdivision schemes to data lying on Zs, s > 1 has been done simultaneously with the univariate
case. Such an analysis can be found in [10] and [35]. Although the cases s > 2 are legitimate, we
will limit ourselves to the case s = 2, since this is the only one of interest for surface subdivision.
The extension of subdivision schemes to data lying on Z2 will be presented in Section 3.2.1 and
the analysis of such schemes will be detailed in Section 3.2.2.
3.2.1 Extending univariate schemes
Let us consider a rectangular mesh (or “quad-mesh”), i.e. a set of points Pk,l ∈ R3 (or Rn, n ≥ 3),
with (k, l) ∈ Z2. The points Pk,l, Pk+1,l, Pk+1,l+1 and Pk+1,l are connected together by edges and
form a quadrilateral. As in the univariate case, the level to which each point belongs has to be
indicated to avoid confusion. Thus, we will denote by P jk,l the point of coordinates (k, l) at level j.








b , ∀a ∈ Z2. (3.3)
The concepts defined in the framework of univariate subdivision, such as finite-support, stationarity
and uniformity remain valid for bivariate subdivision. In this study, we will restrict ourselves to the
binary case (i.e. n = 2 in equation (3.3)), although recently, Loop [90] proposed a ternary surface
subdivision scheme. A particular case of binary schemes is to consider tensor-product schemes, i.e.
to assume that each coefficient αk,l (α
j
l,k in case of a non-stationary scheme) of the refinement mask
satisfies
αk,l = βkβl,
where {βk}k∈Z is the mask of a univariate convergent scheme. Let us consider an example of such a






















































This scheme is also known as the Doo-Sabin biquadratic scheme [32, 33]. The scheme is named
after the authors of the original paper. The results obtained after performing two iterations of this
scheme over a control mesh are shown in Figure 3.4.
Another related scheme was proposed at the same time (in the same journal issue) in [9], which
is based on the tensor-product scheme formed by two cubic box-splines. This scheme became a
popular scheme, referred to as the Catmull-Clark scheme (also from the names of the authors of
the original paper). Nevertheless, this scheme is different from the previous one in that it performs
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(b) 1 level of subdivision














(c) 2 levels of subdivision














(d) 3 levels of subdivision
Figure 3.4: Biquadratic spline (Doo-Sabin) tensor-product scheme based on Chaikin’s rule
a primal refinement whereas the Doo-Sabin one is dual. A primal scheme will split faces, whereas
the dual scheme will split vertices. In fact, the univariate refinements can also be distinguished
between primal and dual. For instance, the quadratic spline (Chaikin) refinement is dual (splits the
vertices and puts them part-way in the old edge), whereas the cubic spline scheme is primal (inserts
a midpoint in the edge and modifies the old vertices). This concept is illustrated in Figure 3.5.
(a) Primal refinement (b) Dual refinement
Figure 3.5: Primal vs. dual refinement
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1 6 16 36 6
1 6 1

 , P j+12k+1,2l ← 116









0 0 01 6 1
1 6 1

 , P j+12k+1,2l+1 ← 14






The rules used to compute P j+12k+1,2l and P
j+1
2k,2l+1 are termed “edge rules” in the original paper, since
they compute the midpoints of edges. Similarly, the rule for P j+12k,2l is called a “vertex rule” and
the rule for P j+12k+1,2l+1 is called a “face rule”. Figure 3.6 presents the effect of the Catmull-Clark
subdivision over a control mesh.





























(b) 1 level of subdivision














(c) 2 levels of subdivision














(d) 3 levels of subdivision
Figure 3.6: Bicubic spline tensor-product scheme (Catmull-Clark).
Another tensor-product scheme for quadrilateral meshes has been derived from the four-point
scheme presented in Section 2.2 by Kobbelt in [74].
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3.2.2 Analysis of bivariate schemes
Most of the criteria presented in Section 2.3 can be adapted to study bivariate subdivision. However,
as we will show in this section, a non-negligible number of differences occur. Only the binary case
will be studied.
As for univariate schemes, the convergence and regularity conditions are linked to the convergence
of basis functions. In the case of a scheme being the tensor-product of two schemes Sa (for the x
component) and Sb (for the y component), the expression of basis functions is separable
φSa×Sb(x, y) = φSa(x)φSb(y). (3.6)
Let us consider the general case of a bivariate scheme, having a (finite) mask {ai,j}(i,j)∈Z2 . A






2 can be associated to this mask. A convergence
condition close to the one in equation (2.19) holds∑
p∈Z2
al−2p = 1, p ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}.
However, unlike the univariate case, this condition only implies that
a(1, 1) = 4, a(−1, 1) = 0, a(1,−1) = 0, a(−1,−1) = 0, (3.7)
but does not imply that the associated polynomial can be factorized similarly to equation (2.21).
In the case where a verifies a(z1, z2) = (1 + z1)(1 + z2)b(z), the convergence of the scheme can
be checked by verifying that the schemes associated to (1 + z1)b(z) and (1 + z2)b(z) are contractive.
If we assume moreover that a can be factorized as
a(z1, z2) = (1 + z1)
k(1 + z2)
kb(z),
and that the schemes ai,j(z1, z2) defined by
ai,j(z1, z2) = 2
i+j a(z1, z2)
(1 + z1)i(1 + z2)j
, 0 ≤ i, j ≤ k,
are contractive, then the scheme produces Ck limit functions. Tensor-product schemes fall under this
category of schemes, although in this particular case, according to equation (3.6), the smoothness of
the limit function can be derived from the smoothness of the basis functions of the univariate schemes
used to create the tensor-product scheme. As an example, the biquadratic scheme of equation (3.4)
leads to C1 limit functions, whereas the bicubic scheme of equation (3.5) produces C2 limit functions.
The analysis in the general case is more difficult. We refer to [45, 54] for a summary of the
analysis and to [10, 35] for more detailed presentations. An obvious consequence of conditions
from equation (3.7) is that the two polynomials (1 − z1)a(z1, z2) and (1 − z2)a(z1, z2) are zeros at
(1, 1), (1,−1), (−1, 1) and (−1,−1). Therefore, the following decomposition can be performed (not
uniquely though)
(1− z1)a(z1, z2) = b11(z1, z2)(1− z21) + b12(z1, z2)(1− z22),
(1− z2)a(z1, z2) = b21(z1, z2)(1− z21) + b22(z1, z2)(1− z22).
(3.8)
Let us denote the (bivariate) data at level j by {f jk,l}(k,l)∈Z2 . A relation, similar to the commutation
property shown in Theorem 7, can be derived. In order to do so, we need to define the bivariate
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As in Chapter 2, we denote by F j the z-transform of f j (in this case, this is a bivariate transform).
A property of operator ∆ in the z domain is that





F j(z1, z2). (3.9)
Therefore, using the refinement relation F j+1(z1, z2) = a(z1, z2)F
j(z21 , z
2
2) and equation (3.8), we
have
∆F j+1(z1, z2) =
(
b11(z1, z2) b12(z1, z2)





F j(z21 , z
2
2). (3.10)










Therefore, equation (3.8) can be re-written as a commutation relation




where B(z1, z2) is the z-transform of a matrix bivariate scheme,
B(z1, z2) =
(
b11(z1, z2) b12(z1, z2)
b21(z1, z2) b22(z1, z2)
)
,





As in the univariate case, the scheme Sa is convergent if SB is contractive. The contractivity of
this scheme can be verified by checking that ‖SpB‖∞ is smaller than 1. The computation of the
z-transform of SpB is similar to the one shown in equation (2.25), since


















where |A| denotes the matrix having elements that are the absolute value of the elements of A, and
‖A‖∞ being the usual matrix infinite norm. Since the factorization of equation (3.8) is not unique,
the contractivity condition is only a sufficient condition. The higher-order smoothness analysis is
similar to the univariate case, except that the higher-order finite-difference give birth to matrices
of matrices (...) of polynomials, and therefore makes the analysis process painful. Fortunately, the
goal of subdivision is often to have a support that is as small as possible, leading to schemes that
are usually not more than C2.
3.3 Subdivision of discrete surfaces
A further step in the generalization of subdivision was to consider not only bivariate (or n-variate)
regular data, but data lying on more generic topologies. In fact, the Doo-Sabin and Catmull-Clark





















1 − β − δ
Figure 3.7: Vertex refinement rule for a point having k neighboring faces. The values of β and γ
are β = 32k and δ =
1
4k .
schemes already addressed the cases of singularities in quad meshes. Specific rules were designed
for vertices having k neighboring faces (Catmull-Clark, Kobbelt’s tensor product of the four-point
scheme) or k-gons (Doo-Sabin). Figure 3.7 illustrates the vertex rule of the Catmull-Clark scheme
in the irregular case. In order to remain as generic as possible, and given that main concern of
next chapter is triangular meshes and related subdivision algorithms, we will focus on this type of
data. To describe such data, we will introduce the formalism of topological nets (also referred to as
“simplicial complexes”) in Section 3.3.1. The analysis techniques of linear subdivision schemes on
such data will be detailed in Section 3.3.2.
3.3.1 Topological nets
The definitions developed in this section aim at generalizing the concepts of subdivision to more
generic data, namely the discrete surfaces evoked in Section 3.1.2. Similar notations and concepts
can be found in [97, 142] (in which they are termed “simplicial complexes”) and [45, 74].
A topological net N is formed of three sets N = (V,E, F ). V is a set of vertices from Rd
(“classical” surface subdivision uses d = 3). Those vertices have topological relations described by
the set of edges E and the set of faces F . An edge is a connection between two vertices, and a
face is a cyclic list of vertices where all consecutive vertices are connected by an edge. Unlike the
intuitive idea of a polygonal face in R3, this definition does not implies that the vertices belonging
to a face are coplanar. Let us denote f the number of faces in F , v the number of vertices in V and
by e the number of edges in E. Those quantities are linked through Euler’s formula,
v − e + f = 2− 2g, (3.11)
where g is the genus of the net, i.e. roughly the number of “handles” in the net (e.g. g = 0 for a
sphere and g = 1 for a torus). We refer to [94] for more precise definitions of this concept.
An edge is a boundary edge if it belongs to only one face. The vertices belonging to a boundary
edge are termed boundary vertices. A few additional restrictions are necessary to have well-behaved
topological nets, i.e. suitable to represent discrete surfaces:
1. a pair of vertices can share at most one edge, (i.e. no looping edges)
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2. each vertex belongs to at least two distinct edges, (i.e. no dangling edge)
3. each face is formed by at least three distinct edges,
4. each edge can belong to at most two faces,
5. three boundary edges cannot share a vertex.
A net that violates one or more of these requirement is termed non-manifold (vs. manifold in the
contrary). The qualification of “manifold” for discrete surfaces represented by such topological nets
is more restrictive that the definition given by differential geometry. Examples of manifold and non-
manifold cases are presented in Figure 3.8. Figures 3.8(a) and 3.8(b) present repectively a manifold
vertex and a manifold boundary vertex. The example of Figure 3.8(c) contains non-manifold edges
that violate condition 4 of the above list, while the example in Figure 3.8(d) contains a non-manifold









Figure 3.8: Illustration of manifold vs. non-manifold
A net having no boundary edges/vertices is termed closed (vs. open in the contrary). The
number of edges that have a common vertex vi is termed the valence of vi. The number of edges
forming a face fk is also termed “valence” of fk. The examples described in Section 3.2 used data
lying on Z2, which can be considered as a quadrilateral net: each vertex and each face has a valence
equal to 4. Another case evoked in Section 3.1 is triangular mesh, i.e. a net where all faces have a
valence equal to 3 (if the net is closed). In this case, there is no a priori knowledge on the valence of
the vertices. Still, a distinction is made between regular and irregular triangular nets: a triangular
net is regular if all vertices are of valence 6, which corresponds to the intuitive triangulation of the
Z
2 quadrilateral net. An example of regular and irregular nets is presented in Figure 3.9.
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(a) Regular triangulation of Z2 (b) Irregular triangular net
Figure 3.9: Regular vs. irregular triangular nets
An analogous of linear subdivision presented for univariate and bivariate data can be adapted
to topological nets. A subdivision operator turns a net N = (V,E, F ) into a refined net N ′ =
(V ′, E′, F ′). The vertices from V ′ are obtained by linear combinations of vertices from V . Each
vertex v′ from V ′ is associated with an element t of N (i.e. associated with a vertex, edge or face)
and the weights used in the linear combination only depend on the topological relations between
vertices form V and t. Depending on the type of the net, different refinements are available.
When no a priori assumption is made on the topological structure of the net, two main re-
finements are available: the primal and dual refinements, briefly introduced in Section 3.2.1 and
illustrated by Figure 3.5. We refer the reader to [119] for an intuitive illustration of all primal/dual
subdivision schemes on both arbitrary and triangular nets.
The primal refinement (e.g. Catmull-Clark scheme presented previously) splits each face of
valence k into k quadrilateral faces. At each refinement steps, the vertices can be classified into
three categories:
• vertices associated with a face (f -vertices), roughly the “middle” of the face
• vertices associated with a edge (e-vertices), which can be seen as the midpoint of the edge to
which they are related
• vertices associated with a vertex (v-vertices), which are the updated positions of vertices from
V , for instance using the Catmull-Clark rule shown in Figure 3.7.
The different types of vertices are illustrated by Figure 3.10. Such a refinement generates semi-
regular quadrilateral nets, since all new e-vertices have a valence equal to 4. The f -vertices have a
valence equal to the valence of the face they refer to in F , and v-vertices have a valence equal to
the one of the vertex they refer to in V . After several applications of this refinement, only isolated
vertices will have a valence not equal to 4 (irregular vertices), hence the semi-regular designation.
The dual refinement (e.g. the Doo-Sabin scheme) acts differently, in that each new vertex in V ′
is associated to a face f ∈ F and to a vertex v ∈ V , such that v is a vertex of f . As suggested
previously in Figure 3.5, a dual refinement splits a vertex of valence k into k new vertices (and
therefore give birth to a face of valence k in the next level). The faces in the refined net therefore
correspond to edges and vertices in the original net. This refinement is illustrated in Figure 3.11.
















Figure 3.10: Primal refinement of a k-sided face. Letters indicate the type of each newly computed
vertex
Figure 3.11: Dual refinement of a net
As mentioned above, a particular case of topological net that is of interest is the triangular net.
In this case, a refined net will be formed by only two types of vertices, namely v-vertices (i.e. the
updated positions of the original vertices from V ) and e-vertices, related to an edge in the initial net
(acting as midpoint for the “parent” edge), therefore splitting each triangle into four new triangles,










Figure 3.12: Refinement of a triangular net. Letters indicate the type of each vertex.
In this case, the number of triangles in the net is multiplied by four at each refinement step. All
the e-vertices inserted are of valence 6, while the v-vertices keep the valence of their respective
parent vertex. In the case of an interpolating refinement, the v-vertices are “copies” from their
parent vertices. After several refinement steps, the irregular vertices will be isolated and as for the
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Catmull-Clark scheme, the resulting net is called semi-regular.
Another approach for triangular net subdivision was proposed by Kobbelt in [76], called
√
3-
subdivision. Instead of inserting a new e-vertex for each edge (i.e. 3 per triangle), only one f -vertex
(midpoint of the triangle) is inserted at each step. Each triangle is split into three new triangles,
and the edges in the original net are flipped, in order to have a semi-regular mesh. This technique
is illustrated by Figure 3.13. An interpolating scheme using this refinement technique has been
proposed in [83].
Figure 3.13: Illustration of the two steps of the
√
3-subdivision. Midpoints are inserted in the
“middle” of each face (central picture) and then original edges are flipped (right picture)
A famous example of triangular subdivision has been proposed by Charles Loop in [88]. The
subdivision method he proposed was based on a quadratic box-spline, similar to the one presented
in Section 2.2, except that it had three directions to handle regular triangulations (like the one of
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These refinement rules can be classified according to the categories illustrated by Figure 3.12. P j+12k,2l
is clearly an update of the position of P jk,l, i.e. a v-vertex, whereas the others are midpoints for the
edges of the triangulation, i.e. e-vertices. Figure 3.14 shows the stencils associated to the refinement
rules of equation (3.12), for a closed regular triangular net. As implied by the criteria developed
Section 3.2.2, the Loop scheme generates C2 functions on regular triangulations. The scheme can be
adapted to handle irregular vertices, by modifying the weights of the v-vertex rule. As the derivation
of these rules requires further analysis, this will be developed in Section 3.3.2.

























Figure 3.14: Loop subdivision rules for regular closed triangular nets. New vertices (or new
position for v-vertices) are materialized by the black dot.
Another widely used subdivision technique for triangular nets is the “Butterfly” scheme. As for
the Loop scheme, this method has been derived by adapting a univariate rule to regular triangular
nets. In this case, the binary four-point scheme studied in Chapter 2 was used as basis as detailed
in [46]. Since the univariate four-point scheme interpolates data, the resulting scheme for triangu-
lations will also be interpolating, i.e. the v-vertex rule is P j+12k,2l = P
j
k,l. Unlike Loop’s scheme, the
e-vertex rules are not simply derived from a simple tensor-product, but from a convergence condition





































































































and can be summarized by Figure 3.15, since they are symmetrical with respect to the edges they
split. The shape of the mask is the origin of the name “Butterfly” given to the scheme. The
subdivision rule from equation (3.13) is valid only for regular edges, i.e. edges connecting two
regular vertices. An extension of this method to handle irregular vertices has been developed and





(1 + z1)(1 + z2)(1 + z1z2)(1− wb(z1, z2)),
which, using a generalization [49] of the analysis presented in Section 3.2.2, implies that the con-
vergence of the scheme depends on the contractivity of the schemes associated to the following






















Figure 3.15: Butterfly mask for a regular edge (in bold).
As explained in [39], the Butterfly scheme is C1 for 0 < w < 0.096 at least. It is worth pointing
that w = 116 , for which the scheme reproduces cubic polynomials on regular triangulations is within
this range of convergence.
As a side note, there are a few schemes that are dedicated to subdividing hexagonal nets. We
refer the reader for instance to [48] or [13] for an example of such a technique. In fact, hexagonal
nets can be seen as dual nets of regular triangular nets (i.e. obtained by connecting the centers of
neighboring triangles by edges). As a consequence, the triangle splitting techniques illustrated by
Figure 3.12 or Figure 3.13 are often termed primal whereas hexagonal subdivision is considered as
dual subdivision for triangular nets.
3.3.2 Analysis of surface subdivision schemes
As suggested in Sections 3.2 and 3.3.1, the convergence of surface subdivision scheme for a regular
vertex can be inferred from a generalization of univariate case. Here, the notion of “regular vertex”
depends on the type of topological net and subdivision scheme under consideration (e.g. vertex of
valence 6 for triangular subdivision, vertex of valence 4 for quadrilateral subdivision...). Even at the
early times of surface subdivision, Doo and Sabin [32], as stated in the title of their paper, already
proposed what became the basis of the analysis tools of subdivision surfaces around extraordinary
points.
The analysis techniques of linear surface subdivision schemes relies on the properties of the
eigenvalues of a subdivision matrix which represents the subdivision rules around the extraordinary
vertex. This was originally proposed in [32], and further developed in many sequels. Ball and Stor-
ry [4, 5] did the pioneer work in checking the relationship between the eigenvalues of the subdivision
matrix around an extraordinary vertex and C1-continuity of the limit surface. Their work proved
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a relation between the eigenvalues of the subdivision matrix and the continuity of the normal vec-
tors to the surface (or tangent-plane continuity), which is weaker than C1-continuity. Using such
an analysis, Zorin, Schro¨der and Sweldens generalized the Butterfly scheme to generate C1-surfaces
at irregular vertices [145]. The works from Ball and Storry were extended by Reif [109, 110], in
which he carried a more rigorous analysis and gave sufficient conditions to achieve C1-regularity,
in the differential geometry meaning (i.e. the existence of a smooth parameterization as explained
in Section 3.1), of the limit surface. The proof that this condition was also necessary was given
in [101]. This method has been used to analyze piecewise smooth schemes in [120]. The criteria
given by Reif were valid for an arbitrary large but finite number of valences, but were extended for
any valence by Zorin in [143]. The extension of these criteria to derive Ck-continuity criteria were
mostly studied by Prautzsch [103, 104, 105] and Zorin [141, 142, 144]. Developing similar techniques
for triangular nets, Umlauf [131] carried the analysis of Loop’s scheme. Finally Schro¨der and Reif
showed in [111] that Loop and Catmull-Clark schemes produced surfaces which principal curvatures
were square-integrable. In this section, we will summarize (briefly) the main results regarding the
analysis of linear surface subdivision schemes.
The definitions convergence and regularity of surface subdivision schemes are similar to the
ones presented in Chapter 2. Using the formalism of topological nets presented in this section,
their adaption is rather straightforward. Let us consider a sequence of topological nets {N j =
(V j , Ej , F j)}j∈N, obtained through successive refinements of the initial net N 0.
As stated in the introduction, the analysis of surface subdivision schemes is based on the subdivi-
sion matrix associated to the scheme. Given a vertex n + 1 vertices vjp {vjp}p∈{0...n}, the subdivision


























For instance the vertices vjp consist in one irregular vertex v
j
0 and n “neighbors”, in the widest
meaning. For instance, these could be vertices sharing an edge with the irregular vertex (also called
1-ring of vj0), or further vertices, for instance sharing an edge with the vertices from the 1-ring of v
j
0
(or 2-ring of vj0). An example around an irregular vertex is presented in Figure 3.16. In this figure,
only the 1-ring of the irregular vertex is involved.
An example of subdivision matrix as defined in equation (3.14), for the Loop scheme over the






α β β β β β β β
3 3 1 0 0 0 0 1
3 1 3 1 0 0 0 0
3 0 1 3 1 0 0 0
3 0 0 1 3 1 0 0
3 0 0 0 1 3 1 0
3 0 0 0 0 1 3 1




The first line of the matrix represents the v-rule for the irregular vertex, whereas the rest summarizes
the e-rules for the vertices of the 1-ring of vj0. However, the scheme cannot be directly studied using
such a matrix. In fact, depending on the scheme, the order of the ring surrounding the extraordinary
point to be considered has to be greater. If we suppose there is only one extraordinary point, the
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number of rings to consider has to be such that there is at least one complete ring of fully regular
points (i.e. not sharing an edge with the irregular vertex). For the Loop scheme, 3 rings have
to be considered. Using an appropriate numbering of the vertices, the subdivision matrix around
an extraordinary vertex can be written as a block-circulant matrix, and therefore can be block-


















Figure 3.16: Vertex labelling of the 1-ring around an extraordinary vertex vj0
The conditions on the eigenvalues initially formulated by Ball and Storry and refined by Reif
and Zorin, are now summarized. Let us denote by λ0, λ1, . . . , λn the eigenvalues of S such that
|λ0| ≥ |λ1| ≥ · · · ≥ |λn|.
In order for the subdivision scheme to be affine invariant, the rows of the subdivision matrix all
sum up to 1 (which implies that β = 1−αn in equation (3.15)), which also yields that 1 is always
an eigenvalue of the subdivision matrix. As stated by Reif, the subdivision scheme converges if
|λ1| < λ0 = 1. The study of C1-convergence is less trivial. The conditions on the eigenvalues of the
matrix for the scheme to be C1 remain still simple. The initial condition on the eigenvalues derived
by Reif in [110] were that it was necessary to have λ1 = λ2 and |λ3| < |λ1| < 1 in order to have a
regular limit surface. In a sequel [109], Reif showed that it was only necessary to have
|λ3| < |λ2| ≤ |λ1| < 1 = λ0. (3.16)
While the conditions on the eigenvalues are relatively easy to check, they are not sufficient to
ensure the regularity of the limit surface. One has also to check that the limit surface can be
parameterized appropriately. In order to check this, Reif introduced the notion of characteristic
map around an extraordinary vertex. In order to define this mapping, we need to consider the
neighborhood around an extraordinary vertex, represented by a ring of parametric patches. At each
refinement step, a linear transformation maps the set of patches P j = ⋃Pjl to the refined set of
patches Pj+1 (cf. Figure 3.17 for an example of such a configuration). The subdivision scheme
converges if the closure of the sequence {P j} has no gaps.
Each set of patches Pj is influenced by a set of control points P j = {P jr }r∈I , and each patch Pjl
is influenced by a subset of P j , {P jm}m∈Il . If we denote by φ the limit function of the subdivision
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ju− dm, 2jv − em), (u, v) ∈ Ω
}
, (3.17)
where Ω is the parameter domain, e.g. Ω = {(u, v), 0 ≤ u, v ≤ 1} for a quadrilateral net, and
Ω = {(u, v), u, v ≥ 0 and u + v ≤ 1} for a triangular one. In order to ensure the regularity of the
parameterization, the subdivision process has to generate C1 functions on regular grids, i.e. φ must
be C1.
Figure 3.17: 3 successive rings of patches around an extraordinary vertex (materialized by the
dot). Each ring is twice smaller than the previous one
Definition 12. Let us consider a subdivision matrix of size N ×N associated to a scheme. Let us
denote by v1 and v2 the eigenvectors associated to λ1 and λ2. In case where λ1 = λ2, the generalized
eigenvectors can be used to define a Jordan basis of the associated subspace. A set of control points










 , j ∈ {1, . . . , N},
where vi,j denotes the j-th coordinate of vi. The characteristic map associated to the scheme is
the set P0 = {p0l }, as defined in equation (3.17), associated to this initial data set P 0.
The following theorem from Reif summarizes the conditions to achieve regularity of the limit
surface.
Theorem 15. Assuming that the subdivision matrix has eigenvalues meeting the condition of equa-
tion (3.16), and that the patches only overlap at their boundaries, i.e.
⋂
l P˚0l = ∅, the scheme is
tangent-plane continuous (i.e. the normals to the surface are continuous) is the characteristic map
in regular, i.e. if the Jacobian of the characteristic map in never equal to 0 for all (u, v). If more-
over the characteristic map is injective, the limit surface is C1 for almost every initial data (i.e.
everywhere except a nowhere dense set of configurations).
While this theorem provides a rigorous way of checking the regularity of the limit surface around
an extraordinary point, its application is not straightforward. More recently, Zorin [143] has exploit-
ed some conditions basically equivalent to the above theorem, but that can be implemented to check
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numerically the convergence of a given subdivision technique, mostly based on linear approximations
of the characteristic map (which must be of constant sign) and on the winding number of a curve
surrounding the extraordinary vertex.
This analysis has been extended to derive conditions for Ck-continuity of the limit surface, in [103,
104] and [141]. Let us denote by v1 and v2 the (generalized) eigenvectors associated to λ1 and λ2.
Although the conditions are very similar, a distinction is made when λ1 and λ2 are real eigenvalues
and when λ1 = λ¯2.
Theorem 16. If λ1 and λ2 are real, the associated scheme produces Ck limit surfaces if
• The characteristic map (v1, v2) is regular and invertible
• For all eigenvalues λ such that |λ1| ≥ |λ| ≥ |λ2|k have equal algebraic and geometric orders
and their associated eigenspace is
span{vα1 vβ2 , λ = λα1 λβ2 , (α, β) ∈ N2}, (3.18)
• All other eigenvalues are smaller in module than |λ2|k.
(which implies that the eigenvalues are either smaller than |λ2|k or can be written as λα1 λβ2 )
If the eigenvalues are complex conjugates, the condition of equation (3.18) remains identical, and
the characteristic map is given by (Re v1, Im v1).
The second condition of this theorem roughly means that the functions composing the patches
(cf. equation (3.17)) surrounding the extraordinary point are homogeneous polynomials of degree
k. However, this theorem does not provide a way of constructing a Ck scheme for k > 1. Even the
problem of having C2 limit surfaces is only partially solved. The most recent attempts in [106, 107]
and [89] extended subdivision techniques to obtain surfaces with bounded curvature.
The conditions for C1 continuity on the subdivision matrix of Loop scheme around an extraor-
dinary vertex having n neighbors lead to study a block-circulant matrix A of size 7n× 7n (provided




A0 A1 · · · An−1




A1 · · · An−1 A0

 ,
where each block Ap is a 7×7 matrix. Applying the discrete Fourier transform on this matrix yields
a unitary similar block-diagonal matrix. We will denote by Aˆp, p = 0, . . . , n the diagonal blocks







n for p = 1, . . . , n− 1, 18 and 116 each with order n, and finally 0 with order 4n− 1.
Moreover, we have λn−m = λm for m = 1, . . . , bn2 c and λ1 > λm for m = 2, . . . , bn2 c. In addition,
we have Aˆ1 and Aˆn−1 that are adjoints matrices, which implies that λ1 has a geometric order equal




























+ 38 , while Warren [135, 136] proposed α =
5
8 (except for
n = 3 where α = 716 ), which produces visually equivalent results to Loop’s choice.
In this chapter we have reviewed the linear surface subdivision techniques. They rely mostly on
generalizations of univariate technique for the regular setting, but require more care when dealing
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with irregularities. The rules to achieve a smooth limit surface around an extraordinary point
are strongly dependent on its valence. Unlike univariate schemes, regularity analysis is usually not
carried beyond C1 in the irregular case, or considers only boundedness of the curvature of the surface.
Non-Linear Subdivision 4
As shown in Chapters 2 and 3, linear subdivision has been widely studied, although several open
questions still persist, especially in the case of discrete surface subdivision. A relatively natural gen-
eralization of linear subdivision, although not straightforward is to consider a relation more generic
(such as equation (2.1)) than the linear refinement equation 2.3, not being necessarily formed by
a linear combination but by “any” operator, possibly depending on the data itself. Some steps to-
ward fully non-linear subdivision have been done by considering linear univariate schemes perturbed
by a non-linear term. The aim of such methods was to design schemes having specific properties
that could not be obtained with purely linear schemes, for instance convexity and/or monotonicity
preservation. This chapter is organized as follows: Section 4.1 will present generalities regarding
non-linear subdivision and describe the principal existing non-linear subdivision schemes and analy-
sis methods. Section 4.2 will present a original fully non-linear technique that uses a local coordinate
system. This technique will be partially analyzed in Section 4.3.
4.1 Generic non-linear subdivision
In this section we generalize some definitions of Section 2.1.2 to describe and analyze non-linear
subdivision operators. A few existing non-linear subdivision techniques will be presented.
4.1.1 Previous work
Whereas many studies concerning linear and stationary subdivision operators can be found, works
concerning non-linear and/or non-stationary/non-uniform cases remain relatively sparse. The main
results regarding the linear case have been shown in chapters 2 and 3. Several works concerning
particular non-linear schemes have also been performed. In [52], a particular case of schemes made
of a linear part and a non-linear part, in this case the harmonic mean of a linear combination of
sample, is presented. This scheme was aiming at preserving the convexity of the original data. this
concept was developed further by Kuijt and van Damme in [78] and [40, 79, 80, 81, 82]to design
convexity and monotonicity preserving schemes, since linear subdivision schemes cannot in general
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guarantee the preservation of these properties. Another approach has been proposed, based on the
essentially non-oscillatory (ENO) methods in [15]. The scheme proposed in this paper resembles
the linear operator, but with coefficients depending on the data, and the aim was to capture the
singularities (i.e. edges) in images. This paper however provides a few interesting criteria regarding
data-dependent schemes, that extend the ones derived by Kuijt and van Damme into a more generic
setting. The results of this paper have been used as basis by Oswald in [99], where he extends
further the results of [15].
While most of the stationary linear techniques have been extended to discrete triangulated sur-
faces, non-linear surface subdivision schemes are not common. A method of convexity-preserving
surface subdivision, based on geometric considerations has been proposed in [47]. Another interpo-
lating approach has been described in [70], which resembles by some aspects the proposed scheme
described in Section 4.2. However, according to the author, the results achieved in terms of smooth-
ness of the limit surface are not really satisfactory and require a smoothing step.
4.1.2 Analysis of non-linear schemes
The analysis of such schemes can be done using adaptations of the criteria seen in Section 2.3.
Clearly, the Laurent polynomials framework cannot be used directly. In this section, we present the
main results regarding a particular class of non-linear subdivision schemes derived by Cohen et al.
in [15] and the extension done by Oswald in [99].
Let us focus on the univariate binary case (a generalization to the n-ary case is rather straight-
forward). We consider a refinement operation as in equation (2.1), i.e.
(Xj+1, Fj+1) = Sj(Xj , Fj),
where, as in Chapter 2, Xj and Fj are isomorphic to the canonical grid {k2−j}, and the values in
Fj are points in R
d. The qualifiers introduced for linear schemes are still valid although slightly
modified. It is desirable that the operator Sj will not use all the points in Xj and Fj but only a




k′ ) = Sj(xjk−s, . . . , xjk+s, f jk−s, . . . , f jk+s).
The scheme is termed stationary if it does not depend on j, although this definition is weaker than
in the linear case, since Sj is likely to depend on the data.
The notions of convergence and regularity of a sequence of functions obtained through successive
refinements derived in Section 2.1 are still perfectly valid in the case of a non-linear subdivision
operator.
The idea from [15], further developed in [99], was to study data-dependent schemes (which, as
we will see in Section 4.2, is relevant for the scheme we propose here). Let us consider a sequence
{uj}j∈N, where uj = {ujk}k∈Z ∈ `∞(Z), which will act as parameter for the subdivision scheme. At
each step, the subdivision scheme depends on uj , i.e. the data at level j + 1 denoted by vj+1 is
computed using the following relation
vj+1 = Sj(uj)vj .









was studied, which corresponds to S(uj) being a linear operator depending on uj . Such a scheme
that moreover satisfies a recursive dependence relation, i.e. vj+1 = S(vj)vj is termed quasilinear.
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Only the case of bounded data-dependent operators has been addressed, i.e. there exists a finite
number B such that supj∈N
∥∥S(uj)∥∥∞ ≤ B, where ‖.‖∞ denotes the usual operator norm, which
seems a reasonable assumption. Another constraint is that the subdivision rule must be continuously
dependent on the data, i.e. for every u, v ∈ `∞(Z),
‖S(u)− S(v)‖∞ ≤ C ‖u− v‖∞ ,
where C is a positive constant that depends on the quantity max{‖u‖∞ , ‖v‖∞}. As for eigenanalysis
of subdivision schemes (cf. Section 2.3.4), the convergence of a data-dependent scheme relies on the





∥∥S(uj−1) · · · S(u0)∥∥1/j∞ .
As in Section 2.3.2, the study of the convergence is based on the study of an associated difference
scheme. Its existence is shown in the following lemma
Lemma 1. Let S be a data-dependent scheme given by equation (4.1) and reproducing polynomial
up to degree n, then for all 1 ≤ p ≤ n + 1, there exists an associated scheme Sp such that
∆pS(u)v = Sp(u)∆pv.
Proof. Cf. [15]
In this lemma, the operator ∆ is exactly the difference operator seen in Chapter 2. The following
theorem provides a link between the joint spectral radius and convergence.
Theorem 17. Let us consider a subdivision rule S that follows equation (4.1), and that reproduces
constants. If the difference scheme S1 satisfies ρ∞(S1) < 1, then S is uniformly convergent and the
limit function is Cs for all s < − log2 ρ∞(S1).
Proof. Cf. [15] (or [99] although under a slightly different formulation and set of assumptions)
Of course, computing the spectral radius of such a subdivision operator can be quite challenging.
Theorem 17 opens the way to study higher order regularity, through the following sufficient condition.
Theorem 18. Let us consider a data-dependent rule defined by the refinement equation (4.1), that
reproduces polynomials up to degree n. If there exists 0 ≤ p ≤ n such that ρ∞(Sp+1) < 2−p, then S
is uniformly convergent and the limit function is Cs for all s < − log2 ρ∞(Sp+1).
As before, the challenge relies on the existence and computation of the spectral radius of the
difference operator.
4.2 Non-linear subdivision using local spherical coordinates
The proposed non-linear subdivision technique described in this section aims at bypassing the adap-
tations that have to be performed when trying to deal with irregular meshes, while keeping a four-
point support in the univariate case. The local coordinate system on which the method is based
makes the scheme easily adaptable to triangular meshes, regardless of the valence of the vertices.
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4.2.1 Local coordinates system
In order to perform the proposed subdivision technique, we need to define a local coordinates system
around each point, as well as several local parameters, which are detailed in this section. Those
definitions are illustrated by Figure 4.1. When possible, the level index j will be omitted. We will
assume that the samples f jk belong to R although the proposed method can be trivially extended to
R
d. Let R be the canonical basis for R2. Let us denote by Pk the point of the plane of coordinates
(xk, fk) in R. In the following, we will denote the Euclidean distance between the points Pk and
Pk+1 by rk =
√
(xk+1 − xk)2 + (fk+1 − fk)2. Since we have to deal with more than one coordinate
system, we will add the name of the basis as a superscript when needed to avoid confusion, e.g. vB
will denote the coordinates of vector v in the basis B.
In order to define the angles that will be used in our method, we need to define a local coordinate
system at Pk by approximating the tangent and normal vectors at this point. An approximation
of the normal vector nk at point Pk can be obtained by averaging the unit normals to the edges
Pk−1Pk and PkPk+1, weighted by the edges length rk−1 and rk. The unit normal nk−1,k to the edge












‖rk−1nk−1,k + rknk,k+1‖ . (4.2)
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xk+1 − xk−1 .














Without restricting the problem, we can assume that f
[1]s
k is bounded. Therefore, there exists a
unique θk ∈
(−pi2 ; pi2 ) such that f [1]sk = tan θk for all k. In fact, θk is nothing but the angle between
tk and the horizontal axis in R.
Let us denote the local coordinates system at point Pk by Rk = (tk,nk), for all k and let vk be
the vector from Pk to Pk+1. Since we have assumed that the grid is strictly increasing, it is clear
that there exists a unique γk ∈
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The polar coordinates of Pk+1 in the canonical basis centered at Pk are (rk, γk). We can now rewrite







and αk, γk and θk are linked through the following relation
γk = αk + θk. (4.4)








and a relation similar to (4.4) holds













Figure 4.1: Local coordinates system and angles at Pk.
4.2.2 Proposed univariate subdivision scheme
Using the angles and local coordinate system defined above, we can now describe the algorithm
to build the level j + 1 from the samples at level j. As many popular subdivision algorithms, the
proposed method belongs to the class of binary interpolating subdivision schemes. Therefore, we







Let us now describe how the new points of level j + 1 are obtained. In the following, all steps
necessary to compute the midpoint of edge P jkP
j




k in the Rjk
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coordinate system. A similar development can be made in Rjk+1, with rjk and βjk+1. Let us develop





In Rjk, the neighboring points of P jk are uniquely defined by their local spherical (here polar)
coordinates, i.e. by rjk and α
j
k. A trivial interpolation, only resulting in a C0 limit function, would be
achieved by taking the middle of the edge P jkP
j

















. While the choice of
rj
k
2 for the first coordinate is rather logical (since we want
the newly inserted point’s x-coordinate to lie close to the middle of the edge’s x-coordinates), the
operation to be performed over the αjk coordinate is less intuitive. Since the goal is to have a limit
function that is the smoothest, i.e. to have the αjk and β
j
k become as small as possible as j increases,
thus the intuitive choice of
αj
k
2 for the second coordinate of the midpoint. While this solution would
be elegant, it cannot be applied directly. In fact, the angle α can vary over the whole range (−pi;pi)
and cases where the principle of having a strictly increasing grid at each level would not be valid
may occur. Since the x-coordinate of the new midpoint depends on cos αjk, a function having strong
variations would lead to values of this quantity close to −1, finally leading to xj+12k+1 < xj+12k = xjk,
which is obviously an undesirable result. As a consequence, we have chosen to define the “midpoint”







. The design of function h will be detailed in the next section.
The coordinates (xˆj+12k+1, fˆ
j+






































In order to be able to combine these two ways of computing the midpoint of the edge P jkP
j
k+1, let
































































The most natural way to take into account these two ways of computing the midpoint is to average





























































)− sin (θjk+1 + h(βjk+1))].
(4.9)
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Those relations, along with the interpolation rule for even samples fully define the level j + 1 from
the level j.
The proposed scheme is clearly non-linear, due to the sine and cosine terms added to a linear
part. A consequence of the method used to compute the xj+1k is that the grids generated are not
uniform. However, numerical results tend to show that the grid gets closer to a uniform grid as the
level increases. It is also stationary in the meaning presented in Section 4.1, i.e. the same operator
is used to perform subdivision for all samples, although the operator depends on the surrounding
data. An obvious property of this scheme is also its ability to reproduce polynomials up to degree
1, since in this case the non-linear part of equations (4.8) and (4.9) will be zero.
As stated in the previous section, the reason for having a function h instead of a pure scalar
factor is to avoid pathological cases that may occur when the initial grid has sharp transitions (i.e.






















)− cos (θjk+1 + h(βjk+1))].







)−cos (θjk+1+h(βjk+1)) becomes negative
and may lead to a grid that is no longer increasing at the level j + 1.
The method described above can be generalized to generic plane curves (e.g. using planar
polygons as initial data). The computation of the normal vector at each sample point is done using
equation (4.3). The closed form derived in equations (4.8) and (4.9) cannot be applied directly since
assumptions regarding the monotonicity of the xjk have been done. The algorithm 4.1 describes
the steps needed to compute the coordinates of the midpoint of each edge. The test performed
to determine whether ‖P jkM jk+1‖ is greater than an ε is useful to avoid pathological cases when
computing the angles αjk or β
j
k (in our experiments we have chosen ε = 10
−10).
Algorithm 4.1: Midpoint computation for plane curves
1: for all edges P jkP
j
k+1 do
2: Compute the normal vector njk at P
j
k using relation (4.3)
3: Compute the equation of the line L, normal to njk passing at P jk
4: Compute the projection M jk+1 of P
j
k+1 on L along njk





























of Pˆ j+12k+1 in Rjk
10: Compute the coordinates of Pˆ j+12k+1 in R
11: end if
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4.3 Univariate scheme analysis
In this section, we compute some parameters of the grid at level j + 1, and use them to design a
suitable function h as described in Section 4.2.2 and to analyze the proposed scheme.
4.3.1 Parameters of level j + 1


















Figure 4.2: Midpoint computation
For each edge, we have to compute the middle of AB. For this purpose, we will consider the
orthonormal basis centered in P jk , with basis vectors u,v. In this coordinate system, if we define r
















The minus sign in the y-coordinate of P jkB comes from the orientation convention chosen in Fig-







2− cos θ + cos γ
sin γ − sin θ
)
.
If we denote by β the angle between P jkM and u, the following relation holds,
tan β =
sin γ − sin θ
2 + cos γ − cos θ . (4.10)
The same computations can be done “backward” for the angle between MP jk+1 and u denoted by
α,
tan α =
sin θ − sin γ
2 + cos θ − cos γ . (4.11)
In the canonical basis R, the angles θ and γ can be written as
θ = θjk + h(α
j
k)− γjk
γ = θjk+1 + h(β
j
k+1)− γjk.
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Using equations (4.4) and (4.5), we have
θ = h(αjk)− αjk
γ = h(βjk+1)− βjk+1.
(4.12)
Since we have γjk = θ
j+1






















While on most of the grids Γ = supj,k |γjk| < pi2 , equations (4.13) and (4.14) show clearly that
pathological cases may exist where |γj+1k | could be greater than pi2 , causing the grid at level j + 1 to
be non-strictly increasing anymore. This will be analyzed in the next section.
Finally, using metric relations in triangles, the distances between P jk , P
j




















6− 4 cos γ + 4 cos θ − 2 cos(θ − γ)
]
. (4.16)
According to equation (4.12), the bounds of θ and γ are related to the bounds of the function g
defined as
g : x 7−→ h(x)− x, with x ∈ (−pi;pi). (4.17)
4.3.2 Design of h and convergence
As stated in Section 4.2.2, we would like h to be close to a pure scaling of 12 . However, in order to
avoid the pathological cases described above, g should be 0 when x comes close to pi. The initial















+ x2 if − pi2 < x < −pi4
x














4 < x <
pi
2
x if pi2 ≤ x < pi
. (4.18)
Function h is a scaling by a factor 12 for small values of x (i.e. |x| ≤ pi4 ), and the identity when
|x| ≥ pi2 . Two cubic polynomials provide the C1 link between these two parts. Figure 4.3 shows the
aspect of h.
Using equation (4.18), the extrema of g are easily found. They are located at x = ± 5pi18 , and their
value is ±θ0 with θ0 = 71pi486 ; thus, pi4 < θ0 < pi2 . Finding the global extrema of α and β is easy. They
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Figure 4.3: Plot of the function h defined by equation (4.18), over the interval [−pi;pi]












In order to study more in details the behavior of γj+1, especially the potential overflows, i.e. that
its absolute value becomes greater than pi2 , we need to analyze further the dependencies of α and β
on the local geometry of the grid. In the following development, we will omit the level index when
no confusion is possible.
Let us consider a regular grid having a constant step ∆x. According to Section 4.2 and equa-
























Since we have imposed that ∆x is constant, we can assume ∆x = 1, which leads to






Using equation (4.5), we clearly have






Since (∆f)k−1, (∆f)k and (∆f)k+1 are independent, equations (4.20) and (4.21), we have to study
the behavior of the function





, (x, y) ∈ [−A,A]2, (4.22)
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where A is any positive real number. This bounded definition domain implies that the function f




y2 + 2xy − x2 + 2
(1 + x2)
(







(x + y)2 + 4
) .
Since ∂α∂y < 0 for all (x, y) ∈ R2, the extrema of α will be located at y = ±A. We can now study
∂α
∂x , which is zero at x = y ±
√
2y2 + 2. Since the numerator of ∂α∂x is a polynomial of degree 2, the
extrema are also reached at the zeroes of the polynomial, i.e. we have a minimum at y −
√
2y2 + 2
and a maximum at y+
√
2y2 + 2. According to the sign of ∂α∂y , if y is positive, the absolute minimum
is reached at y−
√
2y2 + 2, and if y is negative, the absolute maximum is reached at y +
√
2y2 + 2.
Therefore, we can define two functions



























, y > 0,
where αM and αm denote respectively the absolute maximum and minimum values of α. Let us


























The sign of these derivatives is tied to the sign of 4y−3
√
2y2 + 2, which is always negative. Therefore,
it is obvious that ∂αM∂y > 0 for all y < 0 and
∂αm
∂y < 0 for all y > 0. Since αM (0) > 0 and αm(0) < 0,
we have αM (y) > 0 for all y < 0 and αm(y) < 0 for all y > 0.
Using the relations (4.12), (4.13) and (4.14), we can now derive the extrema of the γj+1k . Since
we are dealing with a regular grid having ∆x = 1, we have
γk = arctan(∆f)k,
therefore leading to x = γk in equation (4.22). Moreover, h(x)− x is identically zero for |x| > xM ,
where xM =
pi
2 for the initial proposal of equation (4.18) and xM =
5pi
8 for the function defined in
equation (4.33). The conditions for |α(x, y)| > pi2 can be summarized as
y > −x− 2
x
, x < 0, region 1 in Figure 4.4
y < −x− 2
x
, x > 0, region 5 in Figure 4.4.
(4.23)
A similar study can be performed to find the domain on which we have |α(x, y)| < pi4 , i.e. for the
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original h function defined in equation (4.18)
y > −x
2 − x + 2
x + 1
, x > −1,
y <
x2 + x + 2
1− x , x < 1.
(4.24)
In addition to these conditions, it is clear that α(x, y) > 0 when y < x. The aspect of the domain














α(x, y) < −pi
2
α(x, y) > pi
2
α(x, y) = −pi
4
α(x, y) = −pi
2
α(x, y) = pi
4
α(x, y) = pi
2




< α(x, y) < 0




< α(x, y) < 0
Figure 4.4: Illustrations of conditions given by equation (4.23) and equation (4.24), shown for
x ∈ [−10; 10].
As the quantities defined in equation (4.10) and equation (4.11), which are in fact αj+12k+1 and
β
j+1
2k+1 depend on two parameters denoted by θ and γ which are given by equation (4.12). As implied
by equation (4.20) and equation (4.21), we need to study jointly two bivariate functions,
α(x, y) = arctan x− arctan x + y
2
,
β(x, z) = arctan x− arctan x + z
2
,
having one common parameter x (which corresponds to (∆f)k) and two independent variables,
denoted by y (which corresponds to (∆f)k−1) and z (which corresponds to (∆f)k+1). According to
Figure 4.4, if x is constant, there are several cases to study at each value, depending on the position
of the y and z variables.
As seen before, the absolute extrema of equation (4.10) and equation (4.11), which are reached
when θ = −γ = ±θ0, i.e. when g(α(x, y)) = ±θ0 and g(β(x, z)) = ∓θ0. Therefore, the function α
4.3. Univariate scheme analysis 67
and β have to satisfy simultaneously
α(x, y) = ±α0,
β(x, z) = ∓α0.
Let us solve the case α(x, y) = α0 and β(x, z) = −α0, since the other is trivially inferred from this
one. The solutions are
y =
−x2 tan α0 + x− 2 tan α0
x tan α0 + 1




x2 tan α0 + x + 2 tan α0




Clearly, the two conditions can be met simultaneously only when |x| < 1tan α0 , which in our case
yields |x| < tan 5pi18 ≈ 1.192, which is not a problem for the bounds of γj+1.
Let us now consider the case x < −1, which implies that we will focus on the absolute lower
bounds in equation (4.10) and equation (4.11). The different possibilities are studied below, the
boxed numbers (e.g. 1 ) referring to a specific region of the plane in Figure 4.4.
1. If y and z are in region 1 , we have θ = γ = 0, which leads to γj+1k′ = γ
j
k.
2. If either y or z is in region 1 but the other is in regions 2 or 6 (we will assume that y is
in 2 or 6 , but the reasoning is identical for the other case), we have
−pi
4
≤ α(x, y) ≤ pi
2
+ arctan x <
pi
4
, since x < −1.
Given the assumption z is in region 1 , γ is equal to 0. According to the bound of α(x, y)





≤ g(α(x, y)) = θ ≤ pi
8
.
Therefore, the lower bound for αj+12k+1 and β
j+1





In this case, if we want γj+1k to remain bounded, additional precautions have to be taken.
3. If either y or z is in region 1 but the other is in region 3 , the conclusions are identical to
the one derived in the previous item, except that the lower bound is equal to
arctan
− sin θ0
1 + cos θ0
,
which is also negative (and worse than the previous one)
4. If both y and z are in region 3 , a negative bound is also possible (the same as the above case
is valid if we consider the boundary of the domain).
5. If either y or z is in 3 and the other is in 2 or 6 , the lower bound is given by (for values
of x large enough)














which is also negative.
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6. If y and z both are in regions 2 or 6 , the lower bound is given by














which is also negative.
An identical analysis can be performed for x > 1, with identical conclusions with respect to the
precautions to ensure that γj+1k <
pi
2 . To avoid such limit cases, the upper bound Γ is set to
pi
2 − ε,
with ε > 0. This implies that when the angles of level j + 1 are computed using equations (4.13)
and (4.14) are out of the bounds, the following rule is applied if γj+12k > Γ (the case γ
j+1
2k < −Γ is




























In the following, we will limit ourselves to the “regular” cases, i.e. when the hard limitation of
γ
j+1





equation (4.19), |Γ− γjk| ≤ maxk αj+1k , which yields the following bound on rj+1M = maxk rj+1k when







1 + sin2 θ0
2
. (4.25)
The other angles, namely αj+12k and β
j+1




2k − βj+12k = γj+12k − γj+12k−1, (4.26)































The bounds on rj+12k and r
j+1
2k±1 are identical and can be inferred from equations (4.15) and (4.16).
Let us focus on the bounds of rj+12k , since the same reasoning can be performed for r
j+1
2k+1. Let us






. Obviously, equation (4.15) yields
σ(θ, γ) = 3− 2 cos θ + 2 cos γ − cos(θ − γ).
The partial derivatives of σ are
∂σ
∂θ
= 2 sin θ − sin(γ − θ)
∂σ
∂γ
= 2 sin γ − sin(θ − γ).
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The second derivatives of σ have a constant sign over the interval Iθ0 = [−θ0; θ0],
∂2σ
∂θ2
= 2 cos θ + cos(γ − θ) > 0
∂2σ
∂θ∂γ
= − cos(γ − θ) < 0
∂2σ
∂γ2
= −2 cos γ + cos(γ − θ) < 0.
The inequality concerning ∂
2σ
∂γ2 holds because over Iθ0 , −2 cos γ ≤ −2 cos θ0, which leads to ∂
2σ
∂γ2 ≤
−2 cos θ0 + 1 < 0.





= 0 =⇒ θ˜ = arctan
(
sin γ




= 0 =⇒ γ˜ = arctan
(
sin θ
2 + cos θ
)
We can see that γ = θ = 0 satisfy the two above conditions. However, this is not a global minimum,












= −4 cos θ cos γ + 2 cos(θ − γ)(cos θ − cos γ).
Clearly, over Iθ0 , we have
detS ≤ −4 cos2 θ0 + 2(1− cos θ0) < 0,
which implies that θ = γ = 0 is not a extremum. As a consequence, it is likely that the min./max.










6− 2 cos(2θ0) = rjM
√
1 + sin2 θ0
2
≈ 0.5469 rjM . (4.28)
which is identical to the bound derived in equation (4.25). The quantity rj+1m = mink r
j+1
k can also
be computed. It is reached for γ = ±θ0. In this case




= 2 sin θ − sin(θ − θ0),















σ = 3 + 2 cos θ0 −
√
5 + 4 cos θ0, (4.29)
which approximately gives,
rj+1m ≈ 0.4825rjm.
Theorem 19. The proposed scheme converges uniformly toward a limit function.
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Proof. Using the above parameters, we can now prove that the scheme converges uniformly toward
a limit function, using Theorem 1. Let us focus on the quantity Bj = ‖f j+1 − f j‖∞, in the case of
the spherical subdivision. Since we are in the framework of interpolating subdivision, and using the
notations of the previous section we have
Bj = sup
k











































(tan θ0 + tan Γ) . (4.30)
Using (4.28), it is obvious that rjM ≤ r0Mδj , with δ =
√
1+sin2 θ0
2 < 1, which leads to




(tan θ0 + tan Γ) , (4.31)
which concludes the proof, since δ < 1 and the other term is finite.
A similar analysis can be derived if a different function h is chosen. Keeping the principle of
having a pure scaling by a factor 12 around the origin and the identity when being close to the
























if − pi4 − ε < x < −pi4 + ε
x








if pi4 − ε < x < pi4 + ε
3




−x2 + (10ε + pi)x− 4ε2+pi2+4piε4
)
if pi2 − ε < x < pi2 + ε
x if pi2 + ε ≤ x < pi
. (4.32)
This function is built on the same piecewise parts that are in the initial proposition of equation (4.18),
i.e. h(x) = x2 if |x| ≤ pi4 and h(x) = x if |x| ≥ pi2 . The polynomial junction between the linear part
is replaced by a linear part. In order for h to be a C1 function, the junctions of the linear parts
around x0 are achieved using a polynomial between x0 − ε and x0 + ε. Since x0 ∈
{±pi4 ,±pi2}, ε has
to satisfy 0 < ε ≤ pi8 (ε = 0 is possible, but the resulting h is not C1). The associated function g
has extrema at x = ±pi4 , which implies that the maximum and minimum values of g are ±θ0, with
θ0 =
pi
8 − ε4 . Since a smaller value of θ0 leads to tighter bounds in equations (4.28), and (4.29), the
optimal value of ε is ε = pi8 , which leads to a simpler expression of h, as shown in equation (4.33),
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64x2 + 144pix + 25pi2
)





if − 3pi8 ≤ x < −pi8
x






if pi8 < x ≤ 3pi8
1
64pi
(−64x2 + 144pix− 25pi2) if 3pi8 < x < 5pi8
x if 5pi8 ≤ x < pi
. (4.33)
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Figure 4.5: Alternative for h defined in equation (4.33) over [−pi, pi]
The analysis preformed with α(x, y) previously is valid. The analogous of conditions from equa-
tion (4.23) and equation (4.24) are
y <
−x2 tan 5pi8 + x− 2 tan 5pi8
x tan 5pi8 + 1




x2 tan 5pi8 + x + 2 tan
5pi
8






to have |α(x, y)| > 5pi8 , and
y >
−x2 tan pi8 + x− 2 tan pi8
x tan pi8 + 1




x2 tan pi8 + x + 2 tan
pi
8






to have |α(x, y)| < pi8 . The aspect of the domains are shown in Figure 4.6.
The study regarding the bounds of γj+1k in this case is adapted straightforwardly from the one
carried for the other choice of h.
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α(x, y) < −pi2
α(x, y) > pi2
α(x, y) = pi8
α(x, y) = 5pi8
α(x, y) = −pi8
α(x, y) = − 5pi8
−pi8 < α(x, y) < 0
0 < α(x, y) < pi8
0 < α(x, y) < pi8
−pi8 < α(x, y) < 0
Figure 4.6: Illustrations of conditions given by equation (4.35) and equation (4.34), shown for
x ∈ [−10; 10].




M / 0.5206 r
j
M . (4.36)
Finally the bound on rj+1m becomes
0.4928 rjm / r
j+1
m .
The convergence study remains valid for the function h proposed in equation (4.33). Since the bound
of equation (4.36) is tighter than the one of equation (4.28), the scheme is likely to converge faster
using the alternative function for h.
Regarding higher-order analysis, the only straightforward property is that the first derivative
remains bounded (by tan Γ) throughout the levels. However, deriving finer estimates, and proving
convergence of the first derivative is a much more complex task we will not address here.
4.4 Extension to surfaces
As for the univariate case presented in Section 4.2.2, it is possible to define a local coordinate system
for a surface. We will use the definitions of Section 3.3, restricted to manifold triangulated discrete
surfaces defined by a net N = (V,E, F ). We will also restrict ourselves to orientable surfaces, i.e.
all the faces surrounding a vertex have normal vectors pointing to the “same side” of the surfaces
(a typical example of non-orientable surface is the Mo¨bius strip or the Klein bottle). The local
coordinates system at each vertex can be easily defined provided that the normal vector to the
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surface can be estimated at each vertex. Since we are dealing with an orientable surface, all the
faces surrounding vertex vi have a normal vector oriented in a consistent way. The normal vector
nvi at vertex vi can be estimated by averaging the normal vectors of the faces having vi as vertex,
weighted by the area of each triangle. We will denote by Evi ⊂ E the set of edges having vi as
vertex (i.e. the 1-ring of vi). If we denote by Fvi ⊂ F the set of faces having vi as vertex, by nf the




‖∑f∈Fvi |f |nf‖ ,
which is analogous to the expression (4.2) used in the univariate case. At each vertex vi, it is now
easy to define a local coordinate system Rvi = (tvi ,uvi ,nvi), where (tvi ,uvi) is an orthonormal
basis of the tangent plane at vertex vi. Let vk be a vertex sharing an edge with vi. For each




vi,k, where ri,k = ‖vi,k‖. Since wi,k is a unit vector, we can define two angles θi,k and



















Figure 4.7: Local coordinate system around vertex vi. (NB: the “dash-dotted” lines all belong to
the same plane)
Using these definitions, we can describe the subdivision method for triangulated surfaces. Let us
denote by N j = (V j , Ej , F j) the discrete surface at level j. The midpoint computation is closely
related to the method described in Section 4.2.2. Let us consider a vertex vji belonging to V
j . For
each vertex vjk ∈ Evj
i
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According to the definition of vji,k, there exists a unique vertex vˆ
j+1
i,k such that vˆ
j+1
i,k is the vector
from vji to vˆ
j+1
i,k . A similar computation can be done by writing the spherical coordinates of the
vector vjk,i in Rvj
k














This relation leads to the definition of a unique v˜j+1k,i such that v˜
j+1





An interesting property of the proposed method, derived from equations (4.37) and (4.38) is that
the scheme is locally invariant with respect to a rotation around the normal vector, since the φ
angles are not modified in the subdivision process.
Finally, the coordinates of the new vertex vj+1i,k in the canonical basis of R
3, inserted between vji











The actual computation of the midpoint can be achieved using an algorithm close to algorithm 4.1,
except the projection has to be done into the tangent plane instead of the tangent line.
When boundary edges are encountered, the proposed method can still be applied although the
definition of normal vectors has to be modified. Still the normal vector at a vertex belonging to a
boundary edge is computed using relation (4.2). The difference lies in the definition of the normal
vertex for a boundary edge. Let us consider a triangle formed by vertices (vk, vl, vm), where vkvl
is a boundary edge. If we denote by n the normal vector to the considered triangle, we define the
normal nk,l to edge vkvl by
nk,l =
nk,l × n
‖nk,l × n‖ ,
which is a unit vector orthogonal to both n and vk,l. In case when n and nk,l are colinear, an
alternate way of computing the normals has to be chosen, for instance by averaging the normals of
the neighboring faces, using an adaptation of equation (4.2).
4.5 Conclusion
In this chapter, we have introduced a new class of subdivision method, suitable for univariate data,
plane curves and discrete triangulated surfaces. Unlike linear techniques, adaptation to surfaces
from the univariate case is straightforward. The proposed method converges toward a continuous
limit function, and has bounded first order derivative. However, given the complexity of the anal-
ysis (linked to the high number of local parameters of the grid/surface), no proof is available for
higher-order convergence. As a consequence, the next chapter will study the proposed scheme using
numerical criteria and compare it to known linear schemes, having an identical support.
Numerical study of
subdivision schemes 5
In Chapter 4, we have introduced a non-linear subdivision scheme. Although conceptually simple,
the scheme leads to rather complicated computations when trying to check its convergence and
the regularity of the limit function. The few theoretical tools developed for non-linear subdivision
schemes are not directly applicable. Hence, the need to develop tools to study numerically the
proposed subdivision scheme, in order to derive conjectures with respect to the behavior of the
subdivision technique. This chapter is organized as follows: numerical criteria to study univariate
schemes will be presented in Section 5.1, and partially extended to discrete surfaces in Section 5.2.
An extensive numerical comparison between the proposed non-linear scheme and linear methods
having an identical support will be presented in Section 5.3 for the univariate case and in Section 5.4
for surface subdivision.
5.1 Numerical criteria for univariate schemes
In this section we introduce numerical tools to check the critical behavior of a subdivision, i.e.
convergence (in Section 5.1.1), regularity of the limit function (in Section 5.1.2), and approximation
order (in Section 5.1.3).
5.1.1 Convergence
Again, Theorem 1 can be used a basis to derive a convergence criterion. According to this theorem,
a sufficient condition for the sequence of piecewise linear functions {f j}j∈N to converge uniformly
toward a limit function is to have
∥∥f j − f j−1∥∥∞ < βαj−1, (5.1)
with β > 0 and 0 < α < 1. Taking the logarithm of this conditions yields
log
∥∥f j − f j−1∥∥∞ < log β + (j − 1) log α.
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According to this relation, the behavior of log
∥∥f j − f j−1∥∥∞ should be linear with respect to j and
by computing this quantity for each level, we should be able to derive an upper bound for α and β.
In the case of interpolating subdivision, the maximum of |f j − f j−1| is reached at odd breakpoints,














If the subdivision is only approximating, the even breakpoints have to be also taken into account in
the computation of log
∥∥f j − f j−1∥∥∞.
5.1.2 Regularity of the limit function
This criterion has been proposed by F. Kuijt in [78] and is adapted here to fit non-uniform grids.
The starting point is to recall the definition of the Ho¨lder-regularity of a function.
Definition 13. A function f : I ⊂ R −→ R has n + α (n ∈ N, 0 ≤ α ≤ 1) Ho¨lder-regularity if





∣∣∣∣ ≤ C|x1 − x2|α, ∀(x1, x2) ∈ I2.
Let us denote by ρ
[l]
j = l!maxk |f jk+1
[l] − f jk
[l]|, and βj = maxk |xjk+1 − xjk|, where f jk
[l]
denotes the
usual l-th order finite difference at f jk . A subdivision scheme has l + αl Ho¨lder regularity if
∃C < +∞ such that ρ[l]j ≤ C(βj)αl , (5.2)
i.e. if the estimate of the l-th derivative converges uniformly with an exponent αl. Assuming that














The regularity of the limit function can be computed using equation (5.3). If the limit function has
n + αn regularity, the αl should be equal to 1 for l ∈ {0, ..., n}, strictly smaller than 1 for l = n + 1,
and be close to zero for l > n + 1.
5.1.3 Approximation order
Following the definition of approximation order given in Chapter 2 and using a reasoning similar
to the two previous criteria, a criterion to estimate the approximation order of a scheme can be
derived. Let g be a sufficiently smooth real-valued function. Let X0 be the coarsest grid on which
subdivision will be performed. The data {f 0k} living on X0 is built using f0k = g(x0k), ∀k. Let us
define also η as
η = max
k
∣∣x0k+1 − x0k∣∣ .
Let f˜ be the limit function obtained when j → ∞. The approximation order is defined by the
biggest integer p for which the following formula holds∥∥∥f˜ − g∥∥∥
∞
≤ Cηp,with 0 ≤ C < +∞.
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Assuming that
∥∥f j − g∥∥∞ provides a good estimate for
∥∥∥f˜ − g∥∥∥
∞
, and that the upper bound is
reached, let us define ∆j(η) =




log ∆j(η) ≈ log C + p log η, (5.4)
which implies that the log ∆j(η) behaves linearly with respect to log η, with slope p providing an
estimator of the approximation order.
5.2 Numerical criteria for surface subdivision schemes
In the previous section, we have studied several criteria to study the behavior of subdivision schemes
on univariate data. A subset of these criteria can be adapted to surface subdivision. However, it is
required for such criteria to be applicable to be able to compute the distance between two discrete
surfaces. Such a measurement, based on the Hausdorff distance will be presented in Section 5.2.1.
The adaptation of univariate criteria from Section 5.1 will be discussed in Section 5.2.2 for surfaces,
and finally another numerical tool based on the study of the local curvature of the limit surface will
be presented in Section 5.2.3.
5.2.1 Error metric for discrete surfaces
Computing the error, i.e. the distance between two discrete surfaces is not a trivial task, especially
when there is neither an a priori knowledge of the surfaces, nor a one-to-one mapping between the
vertices of the surfaces, which are both extremely restrictive conditions. In order to overcome the
difficulties related to the type of data, the approach used to define such a distance metric will be
based on the Hausdorff distance between two sets. We refer the reader to [3, 12] for more detailed
studies. We will summarize the core concepts of such a metric in this section.
Let us first define the distance d(p,S ′) between a point p belonging to a surface S and a surface
S ′ as
d(p,S ′) = min
p′∈S′
‖p− p′‖2 . (5.5)
From this definition, the Hausdorff distance between S and S ′, denoted by d(S,S ′) is given by:
d(S,S ′) = max
p∈S
d(p,S ′). (5.6)
It is important to note that this distance is in general not symmetrical, i.e. d(S,S ′) 6= d(S ′,S). We
will refer to d(S,S ′) as forward distance, and to d(S ′,S) as backward distance. It is then convenient
to introduce the symmetrical Hausdorff distance ds(S,S ′), defined as follows:
ds(S,S ′) = max
[
d(S,S ′), ds(S,S ′) = max
[
d(S,S ′), d(S ′,S)]. (5.7)
The symmetrical distance provides a more accurate measurement of the error between two surfaces,
since the computation of a“one-sided”error can lead to significantly underestimated distance values,
as illustrated by Figure 5.1.
The point-to-surface distance defined in equation (5.5) can be used to define a mean error dm
between two surfaces S and S ′ :








Figure 5.1: In this case, d(S,S ′) will remain much smaller than d(S ′,S), since here d(A,S ′) 
d(B,S). Thus a small one-sided distance does not imply a small distortion.









Using equation (5.7), it is possible to define symmetrical versions of the mean and root-mean-square
errors.
These tools provide `∞, `1 and `2 error metrics for discrete surfaces. While the point-to-surface
distance defined in equation (5.5) can be computed analytically (since it is nothing more than
a “point-to-triangle” distance), computing the Hausdorff distance from equation (5.6) require to
sample S in order to achieve sufficient precision. The implementation detailed in [3] has been used
to compute distortions between surfaces.
5.2.2 Adaptation of univariate criteria
Using the error metric defined in the previous section, the adaptation of the convergence criterion
proposed in Section 5.1.1 is rather straightforward. Let us denote by Sj the triangulated surface
obtained after j levels of subdivision. The surface subdivision scheme converges if there exists β > 0
and 0 < α < 1 such that for all j
ds(Sj ,Sj−1) < βαj−1.
As in the univariate case, taking the logarithm leads to a linear relation between log ds(Sj ,Sj−1)
and the level index j, which provides the upper bound for the convergence parameter.
However, the regularity and approximation order estimator are not so easily adapted from the
univariate case, since they require to have a knowledge of a parameterization of the surface through-
out the levels. While this assumption can be satisfied for simple analytic surfaces, e.g. a torus,
having such a parameterization for any surface is a non-trivial task (although recent works on the
subject are promising [29, 56, 71]).
5.2.3 Curvature
As suggested in [111] and [89], curvature is a characteristic to take into account when comparing
subdivision schemes, for instance if the curvature remains bounded. Let us first remind the main
concepts regarding the curvature of a continuous surface, following the notations of Section 3.1.
More details regarding this topic can be found in differential geometry books [77, 98].
Let us consider a surface, described by a function f as z = f(x, y), such that the graph of f is
tangent to the plane (x, y) at the origin (which is always possible, at least locally, as stated by the
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implicit function theorem). The second fundamental form of f at the origin is defined by












The principal curvatures of the surface, denoted by κ1 and κ2 are the eigenvalues of this second
fundamental form (we assume that it is not degenerate at the origin), and the principal curvature
directions are given by the eigenvectors associated to these eigenvalues, i.e. in the appropriate















and the Gaussian curvature G is defined by
G = det II = κ1κ2.
The curvature of discrete surfaces can be estimated, for instance using the method described in [95].
This technique relies on the Gauss-Bonnet theorem.







where κg denotes the geodesic curvature
∗ of the boundary ∂D. If ∂D has corners with interior angles








(pi − αi) = 2pi.
Using this theorem on the neighborhood of a vertex provides a reliable way of estimating the
Gaussian curvature around a vertex. The mean curvature can also be estimated by taking into
account that the mean normal curvature is also the Laplace-Beltrami operator which generalizes the
Laplace operator to manifolds. Since the mean curvature is computed from the norm of the mean
curvature vector H, using the relation
H = Hn,
where n denotes the normal vector to the surface, the sign of H is clearly not known, since both n
and −n are admissible normal vectors for the considered surface. Therefore, in our experiments, we
will focus on the evolution of the maximum of |H|. The Gaussian curvature, given its intrinsic nature
(cf. Gauss’s Theorema Egregium) does not suffer from similar problems. Therefore, our experiments
will study the evolution of both minimum and maximum values of the Gaussian curvature.
5.3 Results for univariate schemes
In this section, we detail the results achieved using the numerical criteria proposed in Section 5.1.
A visual comparison of the limit curves generated will also be proposed.
∗The geodesic curvature at point P of a curve C lying on a surface S is the curvature of the orthognal projection
of C on the plane tangent to S at P .
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5.3.1 Tests performed
The proposed univariate scheme, as described in Section 4.2, is compared with the four-point scheme
defined in equation (2.8) (or equation (2.9) with w = 116 ) when using uniform initial grids. For non-
uniform grids, the adaptation described in equation (2.10) will be used. These “reference” schemes
have been chosen because of the support of their mask, and because of their interpolating nature.
The linear schemes used as reference lead to C2−ε limit functions, and have an approximation order
equal to 4, since they reproduce cubic polynomials (cf. Section 2.3.1).









In the non-uniform case, the initial grid used is given in Table 5.1.
k 0 1 2 3 4 5 6 7 8 9
x0k -2 -1.5 -1.4 -1 0 0.2 0.6 0.9 1.3 2
Table 5.1: Non-uniform initial sampling grid
Another non-uniform initial grid, shown in Table 5.2 will be considered.
k 0 1 2 3 4 5 6 7 8
x0k -2 -1 0 1 4 5 7 9 11
f0k 8 5.5 4 3
1
4 1 3 5.5 8
Table 5.2: Non-uniform initial grid
The aspect of the non-uniform grids is shown in Figure 5.2.
The various criteria defined in Section 5.1 are computed for all grids and all schemes. In addition,
when the initial grid is sampled from a function, the `2 error between the piecewise linear function
obtained through subdivision and the original function will be computed.
5.3.2 Convergence and regularity
In this section, we compare the convergence parameters from equation (5.1), as well as the αl of
equation (5.3).
Let us first consider a regular grid over the interval [−2; 2], on which the proposed functions f
and p are sampled. The tests have been performed using 5, 10 and 15 samples in the initial grid, and
17 levels of subdivision. The convergence parameters achieved using regular grids are summarized
in Table 5.3. The “Spherical (or.)” label in the table refers to the spherical subdivision scheme
using the function h from equation (4.18), and conversely, the label “Spherical (alt.)” refers to the
spherical scheme with function h defined by equation (4.32).
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(a) f sampled over the grid from Table 5.1











(b) p sampled over the grid from Table 5.1










(c) Grid from Table 5.2
Figure 5.2: Non-uniform initial grids
β α
4-point 0.174611 0.294038
f Spherical (or.) 0.194554 0.292088
Spherical (alt.) 0.194637 0.293585
4-point 0.344173 0.284295
p Spherical (or.) 0.332720 0.279352
Spherical (alt.) 0.347747 0.286311
(a) 5 samples in initial grid
β α
4-point 0.043562 0.273818
f Spherical (or.) 0.043226 0.274491
Spherical (alt.) 0.043226 0.274491
4-point 0.068505 0.284306
p Spherical (or.) 0.063057 0.280043
Spherical (alt.) 0.063057 0.280043
(b) 10 samples in initial grid
β α
4-point 0.019443 0.267235
f Spherical (or.) 0.020288 0.271342
Spherical (alt.) 0.020288 0.271342
4-point 0.028395 0.284288
p Spherical (or.) 0.027047 0.282347
Spherical (alt.) 0.027047 0.282347
(c) 15 samples in initial grid
Table 5.3: Convergence parameters - regular initial grid
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As suspected, the parameter α0 remains almost constant and equal to 1, and α2 close to 0. The
evolution of parameter α1 (which implies that the Ho¨lder regularity of the limit function will be at
least 1 + α1) versus the level of subdivision is shown in Figure 5.3 for grids sampled from f and
Figure 5.4 for grids sampled from p.

















(a) 5 samples in initial grid

















(b) 10 samples in initial grid














(c) 15 samples in initial grid
Figure 5.3: Evolution of α1 vs. subdivision level - initial grid sampled with f
The convergence parameters achieved using the irregular initial grids from Table 5.1 and Table 5.2
are presented in Table 5.4. The evolution of α1 versus the level of subdivision is shown in Figures
5.5 and 5.6. These results will be commented in Section 5.3.5.
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(a) 5 samples in initial grid
















(b) 10 samples in initial grid
















(c) 15 samples in initial grid
Figure 5.4: Evolution of α1 vs. subdivision level - initial grid sampled with p
β α
Adaptive 4-point 0.191911 0.273067
f Spherical (or.) 0.037903 0.287306
Spherical (alt.) 0.038950 0.286946
Adaptive 4-point 0.239559 0.277674
p Spherical (or.) 0.125560 0.280021
Spherical (alt.) 0.125560 0.280021
(a) Initial irregular grid from Table 5.1
β α
Adaptive 4-point 1.106508 0.283758
Spherical (or.) 0.458076 0.293626
Spherical (alt.) 0.500810 0.301783
(b) Initial irregular grid from Table 5.2
Table 5.4: Convergence parameters - irregular initial grids
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(a) Initial grid sampled with f
















(b) Initial grid sampled with p
Figure 5.5: Evolution of α1 vs. subdivision level - initial grid from Table 5.1 used.














Figure 5.6: Evolution of α1 vs. subdivision level - initial grid from Table 5.1 used.
5.3.3 Approximation order
In order to estimate the approximation order of subdivision schemes using equation (5.4), we will
consider regular initial grids, over which values of f and p are taken to define the coarsest grid. The
functions are sampled over the interval [−5; 5] and the parameter η varies between 1 and 10−3. Each
grid has been subdivided 15 times. An example of the evolution of log ∆15 versus log η is shown in
Figure 5.7. Figure 5.7 clearly shows a linear part followed by a saturation when η becomes small
enough. Therefore, the approximation order will be estimated using the non-saturated part of the
plot. The estimates of approximation order are summarized in Table 5.5.
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Figure 5.7: Evolution of log ∆15 vs. log η
Approximation order
4-point 3.4076
f Spherical (or.) 3.2634
Spherical (alt.) 3.2635
4-point 1.9326
p Spherical (or.) 1.9324
Spherical (alt.) 1.9324
Table 5.5: Approximation order estimates
In addition to the approximation order estimates, we also plot the evolution of the `2-error
between the piecewise linear function obtained through subdivision and the function used to compute
the initial grid. Figure 5.8 presents the results achieved with f and Figure 5.9 those obtained using
p as reference, both using uniform starting grids. The results using non-uniform initial grid from
Table 5.1 are shown in Figure 5.10.
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(a) 5 samples in initial grid


















(b) 10 samples in initial grid















(c) 15 samples in initial grid
Figure 5.8: `2-error between f and the approximation obtained through subdivision. Initial regular
grid sampled using f
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(a) 5 samples in initial grid


















(b) 10 samples in initial grid




















(c) 15 samples in initial grid
Figure 5.9: `2-error between p and the approximation obtained through subdivision. Initial regular
grid sampled using p
5.3.4 Visual comparison
In order to complete the comparison of univariate scheme, we present here typical limit curves ob-
tained using the proposed non-linear scheme and the four-point one. Figure 5.11 shows the function
obtained (after 10 levels of subdivision), using a “unit pulse” as initial grid. Finally, the adaptation
of the spherical scheme for planar polygons is compared to the 4-point scheme in Figure 5.12.
5.3.5 Analysis
Let us now analyze the numerical results presented in the previous sections.
The convergence parameters estimated for the different types of grids and presented in Table 5.3
and Table 5.4, are consistent with the fact that all proposed schemes converge. The results from
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(a) Initial grid sampled using f




















(b) Initial grid sampled using p
Figure 5.10: `2-error between the approximation obtained through subdivision. Initial non-uniform
grid from Table 5.1 used.
the mentioned tables show a very close behavior between the 4-point scheme and the proposed non-
linear scheme. The influence of the choice of the function h for the non-linear scheme is not really
visible in these results. Even with non-uniform initial grids, the α parameter does not exhibit strong
differences between the adaptive four-point scheme and the spherical subdivision scheme. Recalling
the proof of Theorem 8, the convergence rate α is given by
∥∥∥( 1nSb)l∥∥∥1/l∞ . In the case of the four-point
scheme, as shown in Section 2.3.3, this quantity is equal to 12 +2|w|, i.e. for the case w = 116 , we have
α = 58 = 0.625. Similarly, as presented in Section 4.3, the convergence rate for spherical subdivision
schemes was at most
√
1+sin2 θ0
2 , i.e. close to 0.55 or 0.52 depending on the choice of h. Since our
estimates of α exhibit values roughly between 0.26 and 0.3, which seems to prove that more critical
cases could be imagined to obtain convergence rate estimates that are closer to the theoretical ones.
The approximation order estimates presented in Table 5.5 also show that the behavior of the 4-
point and spherical scheme are very close. Given that the 4-point scheme has an approximation order
equal to 4, our estimates are clearly pessimistic, especially for the grid sampled from a polynomial.
The x4 term avoids to fall into the class of polynomials that are reproduced by the 4-point scheme,
but even with a small weight, the estimate of approximation order in this case falls down to 2.
Anyway, the close behavior of both schemes in this field is also a positive sign. The evolution of
the `2-error between the subdivided and the reference function, presented in Figure 5.8, Figure 5.9
and Figure 5.10 show that the schemes behave very closely, although the spherical scheme seems
to be better when using a very coarse initial grid. In the irregular setting, the spherical scheme
is outperformed by the adaptive 4-point scheme, but remains within acceptable error ranges. The
tests performed do not show a clear influence of h on the results.
The regularity of the limit function again shows close behaviors between the 4-point scheme and
the spherical scheme. As seen in Chapter 3, the 4-point scheme leads to C2−ε limit functions, which
is confirmed by the evolution of α1 shown in Figures 5.3, 5.4, 5.5 and 5.6. Since α1 gets closer to
1 as the level of subdivision increases, the limit function has an estimated Ho¨lder regularity that
gets closer to 2, which is consistent with the fact that limit functions obtained using the 4-point
scheme are C2−ε. In some cases, the limit function obtained using spherical subdivision can be
smoother that the one obtained using the 4-point scheme, but the difference achieved is not really
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(a) Linear 4-point scheme









(b) Spherical (or.) scheme









(c) Spherical (alt.) scheme
Figure 5.11: Limit function for unit pulse (10 levels of subdivision)
significant. In the irregular setting, the adaptive 4-point scheme is better than the spherical one,
although the difference decreases with the subdivision level. The influence of h is also not really
clear here, although a small advantage for the one defined in equation (4.18) is visible in some cases.
The visual comparison proposed confirms the trends given by the numerical estimates, i.e. that
both linear and non-linear schemes have a close behavior and lead to visually pleasant limit curves,
as shown in Figure 5.11 or Figure 5.12. Finally, about the respective complexity of the methods, the
non-linear one is clearly more complex than the linear ones, given the sines and cosines that need to
be computed at each step. However, computation times remain close between linear and non-linear
methods.
90 Chapter 5. Numerical study of subdivision schemes






























(a) Linear 4-point scheme






























(b) Spherical (or.) scheme






























(c) Spherical (alt.) scheme
Figure 5.12: Comparison of planar polygon subdivision (5 levels)
5.4 Results for surface subdivision schemes
In this section we present the results achieved using the surface subdivision scheme proposed in
Chapter 4. A visual comparison between the limit surfaces achieved will also be proposed.
5.4.1 Tests performed
The tests described in Section 5.2 are used, as in the univariate case to derive the convergence
parameters for the proposed scheme. It will be compared to the Butterfly scheme, as described
in [145], and to the Loop scheme as described in [88]. Although the Loop scheme is not interpolating,
but only approximating, it provides a good reference in terms of convergence and regularity of the
limit surface.
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5.4.2 Convergence
According to the method used to estimate the convergence parameters, there are no restrictions on
the initial surface used to perform the test. In our tests, we have chosen to use 3 different initial
surfaces
• an icosahedron,
• a coarse torus,
• a coarse version of the “Balljoint” model.
The initial torus has 128 triangles, and the coarse “Balljoint” model has 200 triangles. Given the
complexity of the computations of distortions between very large models and the exponential growth
of the number of triangles, the torus and the Balljoint will only be subdivided six times, and the
icosahedron seven times. When available (i.e. for the torus and sphere), the `2and `∞ errors between
the subdivided model and the reference model will be computed. The initial coarse models are shown
in Figure 5.13. The convergence parameters estimated using these models are presented in Table 5.6.
(a) Icosahedron (b) Torus
(c) Balljoint
Figure 5.13: Initial coarse models. The “Balljoint” original model has been simplified using QS-
lim [53] to produce this coarse version
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α β
Butterfly 0.35331 3.2825
Spherical (or.) 0.2880 5.7519





Spherical (or.) 0.2804 1.3460





Spherical (or.) 0.3610 2.4458
Spherical (alt.) 0.3857 2.1805
Loop 0.2886 3.1332
(c) Balljoint
Table 5.6: Convergence parameters
The evolution of the `2 error between the analytic surface and the subdivided one is shown in
Figure 5.14. Figure 5.15 shows the evolution of the `∞ errors under the same conditions.


























































Figure 5.14: Evolution of the `2 error between the subdivided model and the analytic reference
surface.
5.4.3 Curvature
In this section, we present the evolution of the mean and Gaussian curvatures. Figure 5.16 presents
the evolution of curvature when using the icosahedron as initial model, and Figure 5.17 presents
results achieved when using the coarse torus as initial model. Figure 5.18 presents the results for
the “Balljoint” model.
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Figure 5.15: Evolution of the `∞ error between the subdivided model and the analytic reference
surface.
5.4.4 Visual comparison
In this section we provide a visual comparison between the different schemes. Figure 5.19 shows
the icosahedron subdivided 4 times with each considered subdivision scheme. The Balljoint model,
after 3 levels is shown in Figure 5.20. Finally, an example of mesh having a boundary is shown in
Figure 5.21.
5.4.5 Analysis
Let us now analyze the numerical results given in the previous sections.
The convergence parameters given in Table 5.6 show that the convergence rates are close one to
another. Loop’s scheme seems to have a small advantage in some cases, but remain close to the other
schemes. The influence of h on the convergence rate remains unclear, in one case the convergence
rate is (very slightly) better, in another one it is identical and in the last one it is (slightly) worse.
The evolution of the `2 and `∞ errors from Figures 5.14 and 5.15 show that the spherical scheme
approximates better the analytic reference surface, which is not too surprising, given the method
used, when dealing with a icosahedron or a torus. Not surprisingly, the Loop scheme, given its
approximating nature, gives error values much higher than the interpolating schemes.
The evolution of curvatures is quite interesting. Let us first remind the theoretical values for
the reference surfaces we consider here, i.e. the unit sphere and a torus. A sphere of radius r has
a Gaussian curvature equal to 1 and a mean curvature equal to 1r . In our tests, the icosahedron is
sampled from a sphere of radius r = 1. It is interesting to note that the precision of the numerical
method used to compute the curvatures is roughly 1% for a sphere tessellated with 327680 triangles.
As shown in Figure 5.16, the spherical scheme is the one that offers the best compromise in terms
of curvature. The increasing mean curvature shown by the Loop scheme could be partially caused
by the well-known “shrinking” phenomenon of this scheme, but not entirely. Since this trend is also
confirmed by the Gaussian curvature, one can suspect the existence of singular points on the limit
surface around which the curvature is high. In the case of a torus of radii R and r (r being the
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Figure 5.16: Evolution of curvatures vs. subdivision level - Icosahedron
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which implies that the maximal value of this quantity is equal to







In our tests, we have used a torus having R = 2 and r = 1, which leads to max |Htorus| = 23 .
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Figure 5.17: Evolution of curvatures vs. subdivision level - Torus
For the values of r and R considered in the test, we finally have min Gtorus = −1 and max Gtorus = 13 .
As shown by Figure 5.17, Loop’s scheme is the one giving the best results in terms of curvature
preservation. The Butterfly gives the worst results, and the spherical scheme, although following
the trend of diverging curvature shown by the Butterfly gives better results. Finally, the same
experiment conducted for the Balljoint model lead to the results shown in Figure 5.18. While the
spherical scheme is better for the mean curvature, the Butterfly scheme leads to better results when
looking at the Gaussian curvature. In either case, the Loop scheme leads to better results for this
model. However, while the mean and maximal Gaussian curvatures seem to be preserved by Loop’s
scheme, the minimal Gaussian curvature has a tendency to diverge, which also seems to imply that
a singularity exists in the Loop scheme’s limit surface. This overall trend of diverging curvature for
the interpolating schemes is most likely related to the fact that the initial coarse model contains
very sharp transitions and peaks. Here again, the influence of h does not appear clearly.
The visual comparison of Figure 5.19 shows an advantage in favor of the spherical scheme, which
given the method is not too surprising. When looking at Figure 5.20, the Loop scheme clearly leads to
a smoother limit surface. The limit surface generated by the Butterfly scheme shows many ripples
(probably linked to the presence of irregular vertices). The models obtained using the spherical
scheme, although having “patches”, which are more linked to irregularities in the triangulation than
surface discontinuities, give an interesting compromise between Butterfly and Loop. The results of
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Figure 5.18: Evolution of curvatures vs. subdivision level - Balljoint
Figure 5.21 also shows that the adaptation of the spherical scheme is clearly suitable for meshes
having boundaries.
Finally regarding the respective complexity of the techniques, the Loop and Butterfly are iden-
tical. The spherical scheme is by construction more complex, but remains quite efficient. As an
example, a model having 82000 triangles is subdivided in 0.02 seconds using the Butterfly scheme
and 0.04 seconds using the spherical scheme (on a Pentium III running at 666 MHz). Therefore, the
increased complexity of the scheme is still acceptable for most applications.
5.5 Conclusion
In this chapter, we have proposed a number of numerical methods to estimate the main parameters
of a subdivision scheme. When applied to known linear schemes, those estimates provided values
consistent with the theoretical ones. The spherical subdivision scheme proposed in Chapter 4 has
a behavior close to the 4-point/Butterfly scheme, sometimes better for specific features such as
curvature preservation. While being far from proving theoretically the behavior of the spherical
scheme, those estimates give us an intuitive view of what can be expected from this non-linear
scheme. Several questions remain open regarding the theoretical studies of the scheme, however,
those estimates provide a sound basis to investigate further this domain.
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(a) Butterfly (b) Loop
(c) Spherical (or.) (d) Spherical (alt.)
Figure 5.19: Icosahedron subdivided 4 times
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(a) Butterfly (b) Loop
(c) Spherical (or.) (d) Spherical (alt.)
Figure 5.20: Balljoint subdivided 3 times
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(a) Initial mesh
(b) Butterfly (c) Loop
(d) Spherical (or.) (e) Spherical (alt.)
Figure 5.21: “Pipes” model subdivided 3 times
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Application to 3D model
compression 6
There are several classes of applications for subdivision. In the case of surfaces represented by
polygonal (triangular) meshes, as mentioned in Chapter 3, an application for computer-aided design
could be to generate quickly smooth surfaces, having a shape controllable by only few control points.
Another idea, as suggested in Section 2.3.1, is based on the close relationship between multiresolution
analysis and subdivision, which naturally leads to the idea of building multiresolution representations
of discrete surfaces. This idea is quite similar to the concept of multiresolution representation of
univariate signals or images. However, given the nature of the data under consideration, adapting
this concept to discrete surfaces is not straightforward, but is of great interest, especially when
dealing with compression, since this type of techniques are more flexible than “single-rate” (i.e. non
multiresolution-based) techniques. In this chapter, we will start by detailing the relationship between
subdivision and multiresolution representations of discrete surfaces in Section 6.1. We will then
review the existing single-rate compression techniques in Section 6.2. Progressive rate techniques, i.e.
those based on a multiresolution representation of triangular meshes will be discussed in Section 6.3.
A more detailed summary of such methods can be found in [63, part IV] and in [118, chap. 3]. A
particular progressive rate hierarchical compression technique based on such representations will be
described in Section 6.4. Modifications and improvements to this coding method will be detailed.
Finally, the results using this method will be shown in Section 6.5.
6.1 Multiresolution representations of meshes
The definition of multiresolution for meshes relies on Definition 7, more precisely on the nested space
sequence given in equation (2.14). If we recall the notation of Chapter 3 for discrete surfaces, i.e. a
surface M = (V,E, F ) is represented by a set of vertices, a set of edges and a set of faces. Under
the assumption of dealing with a triangular mesh, it is sufficient to represent the mesh using a set
of vertices V and a set of triangles T , i.e. M = (V, T ). Following the idea of nested spaces, we can
define the approximationMj of M at level j, verifying
M0 ⊂M1 ⊂ · · · ⊂ Mj ⊂ · · · ,
101
102 Chapter 6. Application to 3D model compression
where M0 is the coarsest approximation of M. Following the multiresolution analysis formalism,
the approximation at level j + 1 is obtained using the relation
Mj+1 =Mj ⊕Dj ,
where Dj represents the “details” needed to generate level j + 1. The above relation really makes
sense for “simple” data, such as for instance univariate signals or images, in which case Dj is the
unique orthogonal complement toMj , which can be computed using filtering operations (i.e. scalar
products). In the case of triangular meshes, this is not that obvious although it is formally possible
to define such constructions. Pioneer work in this domain has been done by Lounsbery in [91], which
already suggested to use a subdivision operator S to generateMj+1 fromMj , i.e.
Mj+1 = SMj .
Unlike the cases of univariate signals or images, it may be difficult, if not impossible, to build the
details using a simple scalar product, especially when dealing with irregular meshes where the wavelet
function is difficult to approximate simply. The interest of such representations for compression relies
on assumptions similar to the ones made in the case of univariate signals and images, i.e. that the
amplitude of the detail coefficients decreases exponentially when the level j increases. The most
representative techniques used to build such hierarchical representations aimed at compressing 3D
models will be detailed in Section 6.3.
6.2 Single-rate 3D model compression
In this section, we present the motivations and generalities with respect to compression of discrete
surfaces. In this section (and in the whole chapter), we will limit ourselves to triangular meshes.
Then we review the main single-rate compression techniques.
6.2.1 Compression generalities - Entropy coding
Let us first remind a classical result of information theory. Let us consider a signal, formed by symbols
belonging to an alphabet A = {σ1, . . . , σn} of size n. Under the assumption that the probability of
appearance of each symbol σi, denoted by pi is independent from the others, the average number of




pi log2 pi bits per symbol.
While the underlying hypotheses are restrictive, this quantity is a good starting point for estimating
the efficiency of a representation of a given signal. We refer the reader to [16] for more advanced
concepts regarding information theory.
After choosing an appropriate representation of the signal, the resulting symbols are fed to a
coder that turns them into a binary stream (called bitstream). One of the most popular coders
is the Huffman coding, which associates a fixed-length binary codeword to a symbol. Compression
efficiency is achieved by using as short as possible codewords for frequently appearing symbols (which
requires to have an a priori knowledge of the statistics of the symbols). This type of coding has
been used in image and video compression standards such as JPEG and MPEG. The other group
of coders is formed by arithmetic coders, which uses a recursive interval subdivision in sub-intervals
of length proportional to the probability of each symbol. The advantage of arithmetic coders is
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that they are efficient even for signals having an entropy smaller than 1 bit per symbol, however at
the expense of a higher complexity than Huffman coding. The additional complexity of arithmetic
coding is however not a true limitation, since many arithmetic coders have been used (under different
flavors though), for instance in widely used compression standards such as JBIG∗ [65], JPEG† [64],
JPEG 2000 [69], and MPEG 4 [67]. We refer the reader to [127] for an in-depth description and
analysis of these coders.
Despite the simplicity of the representation of discrete surfaces using triangular meshes, the
amount of information needed to represent a very detailed model can be huge. Almost all single-rate
techniques consider separately the geometry, i.e. the coordinates of the vertices, and the connectivity,
i.e. the full description of the edges connecting vertices together.
Connectivity can be represented by a list of vertex indices. Let us consider a mesh having F
triangular faces and V vertices. In this case, 3F dlog2 V e bits are needed to encode connectivity.
Recalling the Euler formula from equation (3.11) for a graph, and assuming that the genus (i.e. the
number of holes or handles in the graph) remains small (which leads to F ≈ 2V ), this quantity
can be approximated by 6V dlog2 V e, which leads to a rate of 6dlog2 V e bits per vertex. While this
“upper-bound” is quite trivial to derive, a lower bound for connectivity coding has been proposed
by Tutte in [130]. His study relied on the assumption that the graph representing the connectivity
is planar (which is the case for meshes of genus zero), and shows that encoding a triangular graph
requires at least log2
256
27 ≈ 3.245 bits per vertex. The first method to encode graphs with a constant
number of bits per vertex was proposed by Tura´n in [129], which achieved a rate of 12 bits per
vertex.
Regarding the geometry, a vertex is represented by 3 floating-point numbers for the x, y and z
coordinates. Using the 32-bit representation of a floating point number, with a mantissa of 24 bits
and an 8 bit exponent, gives usually far more precision than the one actually needed to represent the
data. This amount of data can be reduced by quantizing appropriately the coordinates and using a
prediction mechanism to exploit the spatial correlation between coordinates of neighboring vertices.
6.2.2 Main surface compression techniques
Let us now summarize the main single-rate compression techniques. We will not address mesh
simplification techniques, such as the quadric error metric-based Qslim [53] already mentioned in
the previous chapter.
Early work in this domain has been done by Deering [27]. His method was based on generalized
triangle strips, compressed with a Huffman coder, to represent connectivity, and was aimed at
transmitting faster the model to the graphics hardware throughout a bus having a limited bandwidth.
Given the constraints on the hardware decoder, his method is very simple to decode. The geometry
information is uniformly quantized. Typical values of the compression factor (with respect to the
graphics primitives used to render the strip) are about 8 or 9 to 1, and rates between 25 to 30 bits
per triangle are achieved. This method is now part of the Java3D API [122].
The first major step over Deering’s method was proposed by Taubin and Rossignac in [125]. In
their approach, referred to as topological surgery, the connectivity is represented by two trees, a
vertex tree and a face tree. The vertex tree is the spanning tree of the graph connecting the vertices
of the model together. The idea is to split each edge of this vertex spanning tree, to “flatten” the
model into a simple polygon. The face tree is the spanning tree of the dual graph of this polygon, i.e.
of the graph connecting the center of the triangles of the polygon together. Those trees, provided the
∗QM-coder for version 1 and MQ-coder for version 2.
†The “common” JPEG coding makes use of Huffman coding, but a QM-arithmetic coder is used for lossless
compression.
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model is of genus zero, are sufficient to encode the connectivity information, and can be efficiently
represented. Geometry is uniformly quantized and coded in the order of traversal of the vertex
tree, using a linear prediction with previously encoded vertices. The connectivity and geometry are
encoded using arithmetic coding. An alternate graph encoding technique for topological surgery
has been suggested in [8]. Extensions have been proposed for handling holes and handles, and also
a way to deal with non-manifold models in [57]. Typical rates needed to compress connectivity
range between 1 to 8 bits per triangle. Adding geometry information (quantized over 10 to 12 bits
per coordinate) yields a total rate of 6 to 11 bits per triangle. The improvement over Deering’s
method is significant, although this efficiency can drop for small models, because of spanning trees
containing more “branching” nodes, which are more expensive to cost. It is interesting to note that
the interleaving of connectivity and geometry information in the bitstream make a form of spatial
progressive decoding possible. This method was initially proposed as a binary format for VRML and
has been included almost “as-is” in the MPEG 4 standard [68] for compressing polygonal meshes.
An alternative compression method was proposed by Touma and Gotsman (TG) in [128]. Their
idea is to exploit the fact that, in general, the 1-ring of a vertex is topologically equivalent to a
disk. The algorithm encodes connectivity by using a restricted set of basic operations (add, split
and merge). Each time a vertex is added, its valence is also encoded, hence the name of vertex
or valence-based coding for this kind of algorithms. The geometry is coded using a parallelogram
predictor, and the remaining error is quantized. Connectivity and geometry are encoded with a
Huffman coder, using a run-length coding for connectivity and fixed-length coding for geometry.
The results achieved with this coder are significantly better than those obtained with topological
surgery. The compression rates of connectivity are typically of 0.5 to 1 bit per triangle and can drop
significantly (0.1 bit per triangle) in the case of highly regular meshes, which is in any case lower
than Tutte theoretical bound. However, in some pathological cases, coding the connectivity can
lead to rates being worse than Tutte’s bound, especially in the case of irregular meshes. Geometry
coding requires 8 to 12 bits per vertex (using a quantization of coordinates over 8 bits). The overall
gain of the compression rate with respect to topological surgery is in average 1.5. This method has
been analyzed and improved by Alliez and Desbrun in [2], in which they also prove the upper bound
of the entropy of their valence-based coding scheme is identical to Tutte’s bound, i.e. 3.245 bits per
vertex.
In [115], Rossignac proposed a face-based connectivity coding scheme, called Edgebreaker, which
guarantees a worst case of 2 bits per triangle (for meshes of genus zero having no more than one
boundary, although the method can handle meshes of higher genus and having more than one
boundaries). As for valence-based coding, the connectivity is represented by a restricted set of
operations (denoted by C, L, R, E and S letters), which are then encoded using a Huffman coder.
The main difference with TG-like coding techniques is that each operation involves a face instead of
a single vertex. The performance of Edgebreaker is of interest only in cases of irregular meshes, when
valence-based coding reaches its worst cases. An improvement for regular meshes has been proposed
in [123], which achieves 0.811 bits per triangle for regular (and large enough) meshes, which is still
worse than TG. Moreover, the decoding step of Edgebreaker has a non-negligible complexity (in the
worst case O(n2)), although a decoding algorithm being only O(n) has been proposed in [62].
6.3 Progressive mesh compression
Although the compression techniques reviewed in Section 6.2 are efficient and provide interesting
rate-distortion performance, they often lack a certain flexibility. When dealing with highly detailed
models, even a compressed version may require a non-negligible amount of bandwidth/CPU power
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to be transmitted/decoded, hence the idea of having a multiresolution representation of a surface.
This approach has been successfully used for images (e.g. in the JPEG 2000 standard), and despite a
compression efficiency that may not meet the one of single-rate techniques, the flexibility brought by
multiresolution techniques (especially in terms of partial transmission/decoding) is worth studying.
In this section we review the principal multiresolution techniques available for discrete surfaces, and
associated compression methods.
Building a sequence of approximation of a triangular mesh is not a trivial operation, given the
complexity of the data itself. However, a number of interesting approaches have been proposed
regarding this topic, which are detailed here.
One of the earliest proposition in this direction was done by Hoppe in [60], and called progressive
meshes. In this approach, the initial model was gradually simplified using edge collapse operations.
All operations performed were stored, in order to be able to reconstruct the original mesh from the
coarse one using the inverse operation (i.e. vertex split). Representing the connectivity using this
technique requires dlog2 V e + 5 bits per vertex (where V denotes the number of vertices), which is
significantly higher than single rate techniques previously studied. This method was improved by
Hoppe in [61]. This approach provides a very fine-grained level of details hierarchy, each vertex split
is encoded separately. However, this is a drawback in terms of compression efficiency. A significant
improvement of this method was proposed by Pajarola and Rossignac in [100]. Their idea was
to encode batches of vertex split operations instead of encoding them one by one. This approach
is conceptually closer to the multiresolution representation proposed in the previous section. The
geometry was encoded using a vertex position prediction rule inspired from the Butterfly scheme
and appropriate quantization of the remaining error. The cost of connectivity coding using this
method dropped to about 3.5 bits per triangle, while the typical rate for geometry information was
about 7.7 bits per triangle.
Another approach, referred to as progressive forest split, and inspired by progressive meshes was
proposed by Taubin et al. in [124]. It follows some ideas proposed for topological surgery described
in Section 6.2. The main idea is to use a forest split, i.e. a a group of vertex split operations to
refine the mesh. The “forest” is simply a part of the vertex graph, and the forest split operation
consists in splitting the edges of this forest, re-triangulate the resulting holes with simple polygons,
and update the position of the new vertices. The forest is encoded using 1 bit per edge, and the
polygon is encoded either using topological surgery or a fixed length coding using 2 bits per triangle.
The total cost of connectivity encoding is about 4 bits per triangle, which is better than the initial
proposal of progressive meshes. This method requires 1.7 to 2.7 times more bits for connectivity
information than topological surgery, which is quite reasonable. It has been included in the MPEG
4 standard [68]. The variant of progressive meshes proposed by Pajarola and Rossignac is in general
more efficient than progressive forest split, and produces less geometric distortions.
A different method, called progressive geometry compression (PGC), was proposed in [72], closer
to a “classical” multiresolution framework. The approach to build the hierarchy of models is quite
different from the above methods. The first step of PGC is to remesh the initial model, such that it
has a semi-regular connectivity (i.e. vertices of valence 6 everywhere except in isolated locations). To
achieve this, a parameterization is used, i.e. a bijective map between the original modelM and the
coarsest versionM0 is built, using the MAPS algorithm [84]. In some applications where the exact
connectivity of the original model should be preserved, this remeshing could be a problem, since
original connectivity cannot be recovered. However, in most applications, this original connectivity
loss is not an issue. The advantage of this approach (and any other remeshing-based approach) is
that the connectivity of the j-th level is directly inferred from the base mesh, and does not need to
be encoded explicitly. The only information remaining to encode is an offset (i.e. a vector) at each
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vertex (which is given by the parameterization). In order to be efficiently encoded this information
is transformed using a wavelet transform. This wavelet transform is built so that Loop’s scheme
is the low-pass reconstruction filter, i.e the operation needed to obtain level j + 1 from level j.
The corresponding high-pass filter is obtained using a quadrature-mirror construction (cf. [92] for
a detailed presentation of quadrature-mirror filters). The forward wavelet transform (to obtain
level j from level j + 1) is computed by solving a sparse linear system. The vector-valued wavelet
coefficients are represented using a local frame defined by the local tangent plane, which improves
greatly the distribution of those coefficients, and quantized. Those coefficients are then encoded
using zerotree coding adapted from the SPIHT image coding algorithm [117], and then compressed
using an arithmetic coder. The encoding method in this case differs significantly from the other
progressive techniques, since it processes the wavelet coefficients by taking each bitplane separately.
The method outperforms all other progressive and single rate coders. This performance is due partly
to the connectivity which is no longer needed to be explicitly specified and partly to the very efficient
representation of the geometry. The remeshing step is however non-trivial and the encoding is quite
complex, since a sparse linear system has to be solved at each level. The complexity of the encoding
step is however not a real limitation since the decoding step is much simpler (most applications will
have the model to be encoded only once). This idea was pushed further in [58] by trying to represent
the detail coefficients no longer by vectors but by a single scalar value (representing the offset in
the normal direction). The performance of this extension remains unclear, the authors themselves
mentioning that several troubles persist in such an approach. A theoretical study of a univariate
version of this method has been proposed in [21].
Recently, a progressive method showing performance being close to PGC and coding losslessly
the connectivity was proposed by Alliez and Desbrun [1]. This method is based on vertex removal
to generate coarse level, and uses a valence-based coding, except that care is taken to be able to
re-generate the original connectivity at decoding, using deterministic rules, but without encoding
explicitly connectivity. Geometry information is represented using a local frame similar to the one
used in PGC, and quantized. The results achieved are quite interesting since in average 1.8 bits
per triangle are needed for connectivity (in case of regular meshes, this amount drops significantly).
The overall size of the compressed model is only 10% above the one achieved using TG, with the
benefit of being progressive.
Finally, a hierarchical method using subdivision as prediction mechanism has been proposed by
Mora´n in [97]. We will detail this method in the next section.
6.4 Hierarchical 3D model coding with subdivision surfaces
In this section we present the approach followed in [97]. We also introduce modifications and
extensions of this method to make use of the spherical subdivision scheme proposed in Chapter 4
as well as an alternate encoding method.
6.4.1 Method description
The main idea of this method is to start from a coarse version of the model, and generate the next
level using surface subdivision as a prediction mechanism. At each newly inserted vertex, a detail
vector is associated. As in PGC, the detail vector is represented in a local coordinate system (called
Frenet’s coordinate frame) defined by a local normal to the surface and two tangent vectors. This
local frame is computed implicitly from the local geometry of the coarse model. The detail vector,
instead of being computed using a parameterization, is estimated by minimizing a Hausdorff-like
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distance measurement to the original model (which in some cases can be troublesome). The detail
vectors are quantized uniformly over their range (which has to be transmitted in the header of
the compressed model). Instead of coding separately the three components of the detail vector, a
single codeword is generated from the three components by interleaving the bits of the normal an
tangential component. A fixed number of bits is given to represent each codeword, thus the amount
is split between tangential and normal components, and privileges the normal component, but takes
also into account the relative ranges of normal and tangential components. As shown in [72] for
PGC, the normal component of the detail vector is the one that contains most energy, which justifies
the bit-allocation step. Let us illustrate this bit-interleaving step by the example of a detail coded
using 32 bits. 14 bits are dedicated for the normal component and 9 bits are used for each tangential
components. Let us denote by n the quantized value of the normal component, by ns its sign bit and
by ni its i-th bit. Similarly, we denote by t
1 and t2 the quantized values of tangential details. We



















The resulting sequence is encoded using the SPIHT algorithm proposed by Said and Pearlman
in [117]. In order to use SPIHT, the details codewords have to be organized into hierarchical trees.
The detail hierarchy is different from the one used in PGC, since it is not edge-based but face-based.
The resulting bitstream is then arithmetically encoded using the adaptive algorithm from Witten
et al. [139].
Finally, as in PGC, the initial coarse mesh needs to be encoded separately. This represents only
a minor offset in terms of compression rate, since the coarsest mesh can be compressed efficiently
using of the method described in Section 6.2. In our tests, we will use the TG compression algorithm.
6.4.2 Proposed extensions
While the method described above is quite efficient and shows results being very close to the ones
obtained with PGC (still without having to perform the relatively complex forward wavelet transform
at encoding time), we propose several adaptations of the method.
Regarding the interpolating subdivision scheme used as prediction, we propose to replace the
Butterfly scheme used by Mora´n by the spherical subdivision scheme proposed in Chapter 4.
The SPIHT-based entropy coding, while being quite efficient in terms of compression rate, lacks
in terms of capabilities for progressive decoding. Since the hierarchy in SPIHT is organized using the
layout of detail trees, decoding a single level of resolution is not a trivial task. In order to overcome
this restriction, we propose to adapt the encoding method used in JPEG 2000 to our case. We refer
the reader to [108, 126, 127] for a description of this algorithm. This method, while being slightly
more complex and in average less efficient than SPIHT, provides the flexibility we need at decoding
time, i.e. providing both partial decoding of bitplanes and partial decoding of levels of resolution. It
also provides a sound basis for adding error-resilience capabilities to the considered method (e.g. by
resetting the arithmetic coder statistics at each level and inserting synchronization markers). This
algorithm has been adapted to suit the type of data considered.
Let us now describe this method in details. In order to adapt this method, the original arithmetic
coder used must be replaced by a context-based arithmetic coder. We chose the same coder used
in JPEG 2000, i.e. the MQ-coder [127]. The encoding method, also bitplane-based, consists in
three passes: significance propagation, refinement and cleanup. Each pass encodes a part of the
bitplane. Two boolean flags per codeword are needed, one indicating whether it is already significant
(initialized to FALSE), i.e. if a bit in higher bitplanes is equal to one, and one indicating if this is
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the first refinement (initialized to TRUE). The coding passes are repeated for each level of resolution
and for each magnitude bitplane. At the end of each bitplane, the MQ-coder statistics are reset and
a marker is put in the bitstream, so that partial decoding of the bitplanes can be easily achieved
by searching the markers. Each pass loops over all vertices/triangles belonging to the same level of
resolution (using a list created and updated when subdividing triangles) and encodes the associated
detail codeword.
1. Significance propagation pass.
If the current codeword is not significant and has at least one significant neighbor, the current
bit is encoded according to the number of significant neighbors belonging to the same level.
In our implementation, we have used 4 contexts: 3 for the cases where the current vertex has
1, 2 or 3 significant neighbors and the last one for the case where the current vertex has more
than 3 significant neighbors. If this bit is equal to 1, the codeword is marked as significant
and the sign bits of the detail codeword are encoded. One context is used for the sign bit of
the normal detail, and three contexts for the sign of tangential components (since the 2 bits
they are coded simultaneously, the MQ coder needs 22 − 1 = 3 contexts).
2. Refinement pass.
If the current bit has been processed during the significance propagation pass it is skipped. If
the current codeword is not significant, it is skipped and will be processed in the cleanup pass.
On the contrary, if the codeword is not refined for the first time, the current bit is encoded
using a specific context. If the codeword is refined for the first time, we set a flag to indicate
it has now been refined and encode the bit using two contexts. In this case the context chosen
depends on the fact that this codeword has at least one significant neighbor or not.
3. Cleanup pass.
Finally all remaining bits are processed in this cleanup pass. The current bit is encoded using
a special context, and if a non-significant yet codeword has a bit equal to 1, the sign bits are
encoded, and the codeword marked as significant.
While needing to encode explicitly all bits of each codeword (whereas SPIHT implicitly represent
all no-longer significant detail trees), this simplified version of the JPEG 2000 coder allies high
compression rate and easy partial decoding (both of levels and bitplanes).
6.5 Results
In this section we detail various results achieved using the proposed compression method. In order
to evaluate the performance of the compression method and of the extensions, we will study the
behavior of its rate-distortion in several conditions. As in Chapter 5, the distortion between the
original and compressed model will be estimated using the Hausdorff-based metric [3]. A first series
of tests will aim at determining the influence of subdivision scheme on compression efficiency, and will
be detailed in Section 6.5.1. Finally a performance comparison between the original SPIHT-based
method and the JPEG 2000-like coder will be made in Section 6.5.2.
The available datasets for these tests is quite restricted, given the nature of the detail computation
method. In fact, since at each newly inserted vertex, the associated detail is estimated using a
Hausdorff-like distance to the original surface, cases where high curvature details are not recovered
occur. This erratic behavior is highly dependent on the shape of the original model, and the quality of
initial coarse meshes (generated using Qslim [53]). This could be solved by using a parameterization
method, e.g. [29, 71], to compute more accurately the detail coefficients. In our experiments, we use
four highly detailed models
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• the Balljoint model (already used in Chapter 5), which has 137062 vertices and 274120 tri-
angles. The coarsest initial mesh has 102 vertices and 200 triangles. Given the exponential
growth of the number of triangles, we can use 5 levels of subdivision.
• the Venus model, which is a high-resolution scan of a statue. It has 134345 vertices and
268686 triangles. The initial coarse mesh has 52 vertices and 100 triangles. This model can
be subdivided 5 times.
• the Teeth model, which has 116604 vertices and 233204 triangles. The initial coarse mesh has
52 vertices and 100 vertices, which also bounds the maximum subdivision level to 5.
• the Horse model, which has 48485 vertices and 96966 triangles. The initial coarse mesh has
165 vertices and 326 triangles. This model can be encoded using 4 levels of subdivision.
The aspect of these models is shown in Figure 6.1.
(a) Balljoint model (b) Venus model
(c) Teeth model (d) Horse model
Figure 6.1: Original high-resolution test models
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In order to evaluate the influence of the subdivision scheme and of the proposed coder, the models
are encoded using (at most) 32 bitplanes. Rate-distortion curves are obtained by decoding only a
smaller number of bitplanes. The size of the base model compressed using the TG coder (using 12
bits for the geometry) is added to the size of the compressed details. The informations regarding
the compressed base models (size and distortion) are summarized in Table 6.1. When available, the
results achieved using the proposed method will be compared to PGC, i.e. for the Venus and Horse
model.
Model Compressed size Relative `2-error





Table 6.1: Compressed initial coarse meshes - size and distortion
6.5.1 Influence of the subdivision scheme
The rate-distortion curves obtained using the proposed method, for the different subdivision schemes
considered are shown in Figure 6.2. As a comparison, the rate-distortion for the original model
encoded with the TG coder using 8 to 12 bits for the geometry, is also shown.
The rate-distortion curves for the considered method show that the considered compression
method gives very similar results, both with the Butterfly and spherical subdivision scheme. In
general, the Butterfly scheme has a slight advantage against the spherical scheme (although the
contrary happens for the Teeth model). As suggested in Chapter 5, the difference between the two
flavors of spherical subdivision scheme are negligible.
The performance with respect to the TG coder is of course more interesting at low bitrates.
At high rates, the TG coder is usually better than the proposed technique, but given the small
possible range of bits allocated for geometry information, low bitrates are not reachable without
simplifying the model, or at least remeshing it to take advantage of the performance of TG on a
mesh with regular connectivity, prior to encoding. The greater flexibility of the proposed coding
method in terms of progressive decoding is clearly an advantage over single-rate techniques. As
shown for the Balljoint model, a pre-remeshing improves the compression efficiency of the TG coder
but the performance of the proposed progressive technique at low bitrate seem out of reach without
simplifying the original model.
When available (i.e. for the Horse and Venus models) the comparison with PGC shows clearly
that the proposed technique is less efficient in terms of rate-distortion, at the expense of a much
more complex encoding algorithm for PGC. It is also likely that the proposed method misses a
parameterization in order to compute the exact detail vectors and ensure properly the convergence
to the original surface. During the tests, we have observed that when using a coarse model not being
close enough to the original surface, the Hausdorff-based detail computation may fail completely,
especially where “spikes” have been removed during the simplification process, and that the quality
of the original coarse model affects the reconstruction error and the coding efficiency. It is likely
that using a parameterization step, the residual distortion at high bitrates should be lower than the
ones we achieved in our tests. As stated in [72], the rate-distortion curve of the TG coder intersects
the one of PGC at a distortion value that roughly corresponds to the remeshing error. In our
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Figure 6.2: Rate-distortion performance of the proposed coder with respect to subdivision scheme
experiments, the remeshing error introduced by the proposed method are significantly higher than
the ones achieved with PGC. It is therefore likely that this remeshing error perturbates the rate-
distortion curves of the proposed scheme (e.g. the Teeth model). This supposition is supported by
the maximum value of the distortion between the decompressed model and the original one, which is
significantly higher when using spherical schemes. As a consequence, local distortions introduced by
the detail computation method disturb the convergence of the method toward the original surface.
Therefore the experiments do not permit to conclude safely on whether changing the subdivision
scheme in our method is really an advantage or not, since the Butterfly and spherical rate-distortion
curves are very close to each other.
6.5.2 SPIHT vs. JPEG 2000-like detail encoding
In this section we compare the performance of the JPEG 2000-like encoding method to the original
SPIHT-based approach. Although the JPEG 2000-like method is more complex, this overhead is
negligible when compared to the details computation time. The original SPIHT approach has also
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been modified to use the MQ arithmetic coder used in the JPEG 2000-like coder. The results giving
the different details file (using the Butterfly scheme) sizes for the considered models, are presented
in Table 6.2.
SPIHT+Witten coder SPIHT+MQ coder JPEG 2000-like coder JPEG 2000-like coder
without markers
Balljoint 103645 101442 103188 102868
Venus 58679 55732 57657 57337
Teeth 57286 54030 56658 56338
Horse 32929 31057 31409 31153
(a) 32 bitplanes
SPIHT+Witten coder SPIHT+MQ coder JPEG 2000-like coder JPEG 2000-like coder
without markers
Balljoint 12402 12402 11954 11794
Venus 9174 9250 9205 9045
Teeth 8458 8431 8657 8497
Horse 2802 2836 2845 2717
(b) 16 bitplanes
SPIHT+Witten coder SPIHT+MQ coder JPEG 2000-like coder JPEG 2000-like coder
without markers
Balljoint 550 552 565 485
Venus 485 489 529 449
Teeth 574 575 611 531
Horse 124 126 178 114
(c) 8 bitplanes
Table 6.2: Details file size (in bytes) for the different coders used, using 8, 16 and 32 bitplanes as
codeword length.
The comparison between the different coding methods shows an advantage for SPIHT, which is
not surprising given that unsignificant detail trees are not coded at all, whereas the JPEG 2000-like
coder needs to code explicitly every bit. At high bitrates (32 bitplanes), the overhead of the JPEG
2000-like coder with respect to SPIHT is really negligible and varies roughly between 1 and 5% of
the bitstream size (among which the markers also play a non-negligible part). In this case, the MQ
coder is also more efficient than the one originally used.
When going to lower bitrates (16 and 8 bitplanes), SPIHT has a clear advantage over the JPEG
2000-like coder. The MQ coder is also in general less efficient than the original one, as the smaller
number of bits to encode may not allow the statistics to converge fully. However, the disadvantage
of the JPEG 2000-like coder is mostly because of the two-bytes markers inserted at the end of each
bitplane. For a stream coding 8 bitplanes on four levels of subdivision (as in the Horse model), this
represent 64 bytes, which is far from negligible and may represent up to one third of the total stream
size. As shown by the last column in Table 6.2 which removes the size of the markers used in the
JPEG 2000-like coder, this coder is really more efficient than SPIHT. The markers are needed to
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achieve partial decoding. However, if choosing at encoding time, as in JPEG 2000, if the bitstream
should be organized in a SNR-progressive or level-progressive order, some of these markers can be
omitted. Another solution is to embed the length of information coded for each bitplane into the
header of the bitstream, as it is also done in JPEG 2000.
6.6 Conclusion
The proposed method provides an efficient way of using interpolatory surface subdivision schemes in
order to achieve discrete surface progressive compression. Given the implicit representation of mesh
connectivity, the method provides better rate-distortion performance than single-rate techniques.
The proposed method clearly lacks a parameterization step in order to ensure convergence to the
original model. Given this remeshing error which remains higher than the one achieved with PGC,
it is not possible to conclude whether replacing Butterfly scheme by the spherical one is really worth,
as the difference seen in terms of rate-distortion could be caused by the remeshing error introduced
by the Hausdorff-based detail computation method. The Butterfly scheme seems however to have
an advantage over the proposed non-linear technique. The JPEG 2000-based encoder has proved
to be very efficient and scalable, since in terms of pure compression efficiency (if the markers are
removed) and flexibility, it provides better results than SPIHT. The double scalability at decoding,
both SNR and level progressive, makes the overhead added in terms of bitrate quite acceptable.
Finally, it is worth remarking that using a surface subdivision method to predict new vertex
position is not optimal at all when compressing model having lots of sharp edges (e.g. mechanical
pieces), since the subdivision scheme generates smooth limit surfaces. In this case, tagging crease
edges, and using an adapted version of the subdivision scheme around those edges (cf. for instance [6])
would be useful to improve compression efficiency.
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Conclusions 7
7.1 Achievements
In this thesis, an original non-linear interpolatory subdivision scheme has been proposed, suitable
for both regular and irregular initial grids. Given the local coordinate system used to compute the
newly inserted points, this scheme can be trivially adapted to discrete triangulated surfaces, and also
supports meshes with boundaries. Although being more complex than a linear scheme of identical
support, the proposed method remains quite reasonable in terms of computation time.
It has been proved, using a direct proof, that in the univariate case, the scheme converges
uniformly toward continuous functions. However, the techniques used to study linear subdivision
schemes are not directly applicable to the proposed scheme, and the ongoing works regarding non-
linear subdivision are also focused on relatively restricted classes of non-linear schemes. In order
to be able to study the proposed scheme, we have proposed several numerical criteria to check the
convergence, regularity of the limit functions and approximation order. Those estimates provide
strong evidences that the proposed scheme behaves very closely to the four-point scheme.
When adapted to subdivide discrete surfaces, the proposed scheme also behaves closely to the
Butterfly scheme (which generalizes the univariate four-point scheme to triangular meshes). The
remarks made regarding the difficulty of studying analytically the proposed univariate scheme still
hold for its adaptation to discrete surfaces. Therefore, a subset of numerical criteria used in the
univariate case is adaptable to the surface case, and also confirms this behavior. In addition, the
study of the Gaussian and mean curvatures confirms that the proposed non-linear scheme gives
results being closer to the theoretical values in the case of the torus and icosahedron than the
Butterfly scheme.
The proposed scheme has been included in an existing multiresolution compression method and
used as a predictor. Here again, its performance in terms of rate-distortion are very close to the ones
achieved using an interpolatory subdivision scheme having an identical support, namely Butterfly
scheme. In addition to this, a detail coding method for this compression techniques, has been
adapted from the one used in the JPEG 2000 image compression standard. The proposed coder
shows performance comparable to the original coding method based on SPIHT, and provides a
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convenient multiresolution representation in both SNR-progressive and level-progressive way, which
is an improvement over SPIHT’s SNR-only progressivity.
7.2 Future works
As stated before, theoretical works concerning non-linear subdivision schemes are far from being
as complete as the studies concerning the linear case. The proposed scheme does not fit into the
classes of non-linear schemes studied in the literature. While the proposed numerical criteria provide
interesting evidences and are easy to apply, they do not replace an analytic proof. They however
help to formulate a number of conjectures regarding the proposed univariate scheme, i.e. that it
converges to at least C1 and possibly to C2−ε functions. Its approximation order should also be close
to the one of the four-point scheme, i.e. 4. The surface subdivision method seem also to lead to C1
limit surfaces. Such conjectures still to need to be proved (or proved wrong).
In the proposed subdivision scheme, the function h has been designed in a relatively intuitive
way, which does not claim to be optimal. There are probably other choices possible for this function
that may be suitable, or even give better results. The optimal design for h is of course linked to a
complete theoretical analysis of the proposed scheme.
The numerical criteria proposed for the univariate schemes give a relatively complete overview
of the behavior of a scheme. However, given their need for a knowledge of a “sampling-step”, the
regularity of the limit surface and approximation order of a surface subdivision scheme are not trivial
to adapt from the univariate case. The development of such criteria for surface subdivision scheme
would certainly be useful to compare further those methods.
We have proposed an interpolatory binary non-linear scheme. However, it may be possible to
adapt the proposed idea, i.e. to use a local coordinate system, to derive n-ary schemes and/or
approximating schemes. In the case of surfaces, we have seen that
√
3-schemes have the advantage
of increasing the number of triangles at each subdivision step by a factor 3 instead of 4 for the usual
binary case. Maybe such a scheme could be designed using a non-linear method similar to the one
we proposed.
As we have seen, surface subdivision is a handy tool to create multiresolution representations of
discrete surfaces. This representation is of great interest when compressing highly detailed models.
The compression scheme we studied here has proved to be quite efficient. However, given the
detail computation method used, the final remeshing error is significantly higher than in similar
method that make use of a parameterization. As a consequence the rate-distortion performance
of the compression method we used are lower than what could be theoretically achieved using a
parameterization. Moreover, this remeshing error does not permit to conclude on whether using our
non-linear scheme instead of the Butterfly scheme improves the rate-distortion or not, hence the need
for this parameterization step. However, the results are already quite promising, and confirm that
the encoding method is of interest, as it allies efficiency and scalability. Moreover, incorporating a√
3-scheme into the studied compression method could lead to a finer control of the resolution of the
reconstructed model, given the slightly lower growth of the number of triangles at each subdivision
step.
Finally, although the `2 and `∞ errors for discrete surfaces based on the Hausdorff distance
provide a reliable distortion measurement, they suffer from the same drawbacks than univariate or
two-dimensional `2 and `∞ error metrics such as PSNR. In particular they do not provide indications
on the visual quality, since for instance, small ripples on a surface may not affect significantly the
`2 error, whereas they may become truly disturbing artifacts. An error metric taking into account
such features would be a valuable tool for finer analysis.
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