We model the coherent energy transfer of an electronic excitation within covalently linked aromatic homodimers from first-principles, to answer whether the usual models of the bath calculated via detailed electronic structure calculations can reproduce the key dynamics. For these systems the timescales of coherent transport are experimentally known from time-dependent polarization anisotropy measurements, and so we can directly assess the whether current techniques might be predictive for this phenomenon. Two choices of electronic basis states are investigated, and their relative merits discussed regarding the predictions of the perturbative model. The coupling of the electronic degrees of freedom to the nuclear degrees of freedom is calculated rather than assumed, and the fluorescence anisotropy decay is directly reproduced.
I. INTRODUCTION
Recent experimental evidence of coherent electronic energy transport at biologically relevant physical scales has spurred studies of the basic dynamics 1 , and new methods for propagating the quantum system state 2-4 as it interacts with the environment we cannot fully characterize. However detailed pictures of how the quantum state couples to the bath are usually absent from these studies, which often assume an environment characterized by a small number of parameters (for example a spectral density of the Drude-Lorentz form 5 ).
Models for the electronic coupling usually vary in detail [6] [7] [8] [9] [10] [11] between the dipole approximation and the single-particle Coulomb interaction, but quantum many-particle effects are assumed to be negligibly small. It is not clear from the literature 12 at present day how well electronic structure theory can provide all the parameters which are required to produce the timescale of coherence decay. To address this we focus on excitonic dimers 13 Recently an experiment 16 has characterized coherent resonant energy transfer (CRET) in a closely related family of anthracene dimers (1) . In this investigation an exciting femtosecond pulse of linearly polarized light prepares a superposition of electronic states on a pair of identical chromophores. Then over the course of about a picosecond, the time- DTA as a test-bed for an efficient new theory of CRET 22, 23 . Building on this previous work, this paper elucidates how well electronic structure can provide an ab-inito master equation
for this phenomenon without assumption of site localized states, or classical coulomb(J) coupling.
A perturbative master equation approach is one tool in a set of complementary approaches to the exciton transport problem where nuclear (phonon) motion is the dominant bath. The main advantage of the master equation approach is it provides a reduced system density matrix, and only requires perturbative information provided by derivatives of system matrix elements and models of bath correlation functions. It should be viewed as the most affordable approach, and is feasible whenever the closed electronic dynamics can also be propagated, and the bath correlation function is known. Sophisticated and sometimes formally-exact master equations which incorporate non-Markovian effects through auxiliary density matrices that propagate along with the system 3,24-27 are a difficult starting point for atomistic simulations because the cost which is already significant with model-hamiltonians increases further in a non-linear way with the structure of the bath correlation function and number of system modes. 49, 50 to perform all-electron propagations for systems of this size over periods of time which are so long on the electronic timescale. Instead, we will treat the nuclear dephasing using a master equation, and propagate only an electronic density matrix. We propagate the electronic density matrix using TDDFT within the Tamm-Dancoff approximation (TDA) 51 , which obeys an equation of motion for an auxiliary one-particle density matrix which is the same as the electronic part of 1. Without the added approximation of the TDA, TDDFT (and TDHF) are non-linear, because of the dependence of the Fock operator on the state.
As a result, resonant coherent Rabi oscillations don't properly appear in the adiabatic approximation, as was recently realized 52 .
In principle, properties beyond the electron density can be provided with the addition of new functionals. For the purposes of this work we make the assumption that the KohnSham density matrix is a reasonable approximation to the true density matrix. This is a necessary first approximation to make headway, and can be relaxed by employing dynamical models which do rigorously provide the 1RDM 53 . We make a small-matrix approximation to a Kohn-Sham-Redfield scheme to evaluate the usefulness of a harmonic bath model. In the Kohn-Sham-Redfield 54 scheme, the Kohn-Sham single-particle density matrix ρ ks is propagated according to a Redfield master equation (see below). We choose the TDA from the outset, and assume that an approximate propagation spanned by the space of adiabatic stationary states (ψ i ) coming from TDDFT/TDA with energies below 6eV (the sum of excitation energy and pulsewidth) is sufficient to represent the combined dynamics. Coupling between the states will occur via the dipole operator during excitation and the Redfield relaxation operator described below. Transition moments between states evaluated at this level of detail 55 , add a time-dependent off-diagonal term toĤ elec ,V j i (t) = E(t) · µ ij . With a more realistic density matrix than the Kohn-Sham density matrix these moments between states would change most significantly.
At this point it's convenient to collect the time independent pieces ofĤ and work in a basis which diagonalizes this part ofĤ. To this approximate electronic Liouville equation from electronic structure, we add dissipative terms 56,57 of a Markovian Redfield equation, affording an effective dynamics of the reduced system density matrix in the presence of the bath. The resulting Liouville equation is: 
where d iα is the dimensionless displacement, n is an atom with mass m n , and U α n is the cartesian mass-weighted normal mode coordinate. The correlation function of a single nuclear mode is then given by the usual 60 expression: The experimental observable we seek to reproduce is the fluorescence anisotropy r(t) = (I (t)−I ⊥ (t))/(I (t)+2I ⊥ (t)). Where I the fluorescence intensity parallel to the stimulation polarization. Factoring out the transition moments of the detector, and making the rotating wave approximations, fluorescence intensity is given 63 by the dipole dipole autocorrelation function: I γδ (t) ∝ T r(ρ 0μγ e iLtμ δ ) where ρ 0 = |0 0| is the ground state and γ, δ cartesian indices. To spherical average in a numerical propagation of the Redfield equation, we apply an 80fs pulse to three orthogonal directions of the molecule with a carrier frequency that is the average energy of the first four excited states, resulting in a coherent superposition of populated states 3. The polarization which results in all three directions over time is then used to create a I γδ (t). The anisotropy is then evaluated at each time using the usual formulas 64 . r(t) = (1 − ρ dp )/(1 + 2ρ dp ), where the depolarization ratio ρ dp is determined from the isotropic and anisotropic tensor invariants of I γδ . The fit of Yamazaki's data with the functional form of Hochstrasser:
where C = Cos 2 θ and ω osc = 4β
is used to represent the experiment in this work. Since we use a many-state model we interpret β, and T 2 as effective couplings and dephasing times respectively. θ is related to the angle between transition moments, and δ is a phase-shift.
A. Choice of basis and solvation
As in the perturbation theory of the electron-correlation problem 65 , the choice of basis states used in Eq. 10 has a significant impact on the results of master equations. This is well-appreciated in the polaron-transform approach of Silbey and coworkers 66 . In most applications of master equations to excitonic systems, a somewhat local basis is assumed 67 , in whichĤ elec is not diagonal, and the system-bath coupling is also only assumed to occur only on the diagonal elements of the density matrix. These diagonal bath couplings are rotated off the diagonal when the zeroth-order Hamiltonian is formed (which includes electronic and bath reorganization contributions) and thus provide relaxation between the stationary states when the dynamics is performed. This model which resembles the Holstein hamiltonian In an entirely detailed picture, a reorganization Hamiltonian for solvent polarization degrees of freedom which are very slow on the electronic timescale, and have little impact on the dynamics, would localize the electronic states of the system. One effective way to incorporate these effects into our simulation is to adopt a recently implemented diabatization 70, 71 procedure invented by Subotnik and coworkers which mixes the CIS (or TDA) states with one-another such that their interaction with an implied dielectric is minimized. Again the electron-phonon coupling is taken to be diagonal in the electronic basis, although the Hamiltonian now has off-diagonal Coulomb and exchange (if it is present in the density functional)
coupling. An admitted drawback of this procedure is that the poles of the 0 th order Hamiltonian are not shifted by their interaction with the solvent model, however the ease of calculation and the results we will obtain strongly support the usefulness of this idea. Because the gradients of the diagonal elements of these states are no longer analytically available,
we have evaluated the gradient of the diabatic Hamiltonian provided by this procedure by central differences.
III. RESULTS
A. Stationary parameters.
The vertical (ωB97//6-31g**) 72 TDDFT excitation spectrum of a single anthracene molecule has two poles below 5eV at 4. should be directly comparable to the experiment. Still if the adiabatic state-splitting is more than an order of magnitude larger than the experimental β no reasonable simulation will be possible, because the reorganization energies will not shift the oscillation into the correct regime.
The previous work 21 calculated state couplings for DTA from energy differences, transition densities, and the dipole approximation, with several choices of density functional and geometry. Solvent effects on the coupling were also calculated (and found to be small These findings are in keeping with existing work 12,76 which has found that Forster and
Dexter coupling are insufficient for nearby molecules, and indeed in error up to a factor of two. It seems likely that for these systems separated by less than 5 Angstrom, long-range correlation effects are required to reproduce the correct trend of energy splittings. Solvation effects on related chromophore pairs have been studied more thoroughly than medium-range correlation, and are known to be meaningful 11 . The roughly twenty percent reductions of the coupling relative to vacuum have been reported for naphthalene dimer in a continuum model of hexane. Ideally we would fully treat both effects, unfortunately, the costs of these calculations are prohibitive for pursuing them as the basis for the decoherence rate.
We do not challenge the validity of the transition dipole, or transition density cube DTA  64  150  220  4  14  MDAB 88  84  20  18  29  ODAB 266  284  429  273  51   TABLE II 
IV. DIFFICULTY OF AN ADIABATIC APPROACH.
We have already outlined several difficulties of using adiabatic states in a Kohn-Sham 
V. QUASI-DIABATIC APPROACH.
The experiments 16, 83 provide noisy oscillating flourescence anisotropy curves, which were fit in that work to Hochstrasser's 17 functional form. We have directly compared the polarization anisotropy decays produced in this work from first principles, to the experimental data's fit curve. When examining 5, the reader should keep in mind the absence of any rotational relaxation in our simulated anisotropy, and allow for an arbitrary relative phase shift between the coherent oscillations of experiment and theory. A low-pass filter (a step function non-zero below .07E h ) has been applied to the calculated signal to remove high frequency components which might be averaged over by the detector response time. The and ortho-Dianthraceneophane(ODAB) were optimized using the B3LYP 85 
