Abstract-In the late 1950's and early 1960's, finite fields were successfully used to construct linear block codes, especially cyclic codes, with large minimum distances for correcting random errors with algebraic decoding, such as Bose-ChaudhuriHocqenghem (BCH) and Reed-Solomon (RS) codes. Recently it has been shown that finite fields can also be used successfully to construct binary quasi-cyclic (QC)-LDPC codes that perform very well not only over the AWGN channel but also over the binary erasure channel with iterative decoding, besides being efficiently encodable. This paper is concerned with constructions of nonbinary QC-LDPC codes based on finite fields.
I. INTRODUCTION LDPC codes, discovered by Gallager in 1962 [1]
, were rediscovered and shown to form a class of Shannon-limit approaching codes in the late 1990's and early 2000's [2] [3] [4] [5] [6] [7] . Ever since their rediscovery, a great deal of research effort has been expended in the design and construction of these codes. However, most of the research effort has been focused on the design and construction of binary LDPC codes, very little on the design and construction of nonbinary LDPC codes.
Nonbinary LDPC codes and their iterative decoding using the sum-product algorithm (SPA) were first investigated by Davey and MacKay in 1998 [8] . Since their work, very little progress has been made in either construction or decoding of nonbinary LDPC codes. Most recently, a Fast Fourier Transform based q-ary SPA has been devised by Barnault, Declercq and Fossorier [9, 10] for decoding q-ary LDPC codes. This new decoding algorithm, called FFT-QSPA, is more effective than the q-ary SPA (QSPA) devised by Davey and MacKay [8] . It significantly reduces the computational complexity of QSPA without performance degradation. This new effective decoding algorithm for nonbinary LDPC codes may motivate more research effort on the construction of nonbinary LDPC codes.
This paper is concerned with algebraic constructions of QC-LDPC codes with symbols from nonbinary finite fields.
Let GF(q) be a finite field with q elements where q is a power of a prime. A q-ary regular LDPC code C is given by the null space over GF(q) of a sparse parity-check matrix H = [hi,j] over GF(q) that has the following structural properties: (1) each row has weight p; (2) each column has weight -y; and (3) no two rows (or two columns) have more than one place where they both have nonzero components.
Such a parity-check matrix is said to be (y, p)-regular and the code C given by its null space is called a (-y, p)-regular LDPC code. Structural property (3) is a constraint on the rows and columns of the parity-check matrix H and is referred to as the row-column (RC)-constraint. If the columns and/or rows of H have varying weights, then the null space of H gives an irregular LDPC code. A q-ary QC-LDPC code is given by the null space of an array of sparse circulants over GF(q) of the same size.
The Tanner jth column is a nonzero element in GF(q). The RC-constraint ensures that: (1) the minimum distance of the LDPC code given by the null space of H is at least -y + 1 [7, 12] ; and (2) the Tanner graph of the code is free of cycles of length 4 and hence its girth is at least 6. For an LDPC code to perform well with iterative decoding, its Tanner graph must not contain short cycles. The shortest cycles that affect the code performance the most are the cycles of length 4. Therefore, cycles of length 4 must be prevented in code construction. This is the case for almost every method of constructing LDPC codes that has been proposed.
II. SPECIAL VECTOR REPRESENTATIONS OF FINITE FIELD ELEMENTS
Consider the Galois field GF(q). Let a be a primitive element of GF(q). Then the powers of a, a-' = o°ao 1, a, .... (q-2, give all the elements of GF(q) and aq-1 = 1.
The q -1 nonzero elements of GF(q) form the multiplicative group of GF(q) under the multiplication operation. For each nonzero element a'i in GF(q) with 0 < i < q -1, we form a (q-1)-tuple over GF(q), z(ai) = (zo,Z1, , Zq-2), whose components correspond to the q 1 nonzero elements of GF(q), where the ith component zi = ai and all the other components are equal to zero. The weight of z(at) is equal to one. This 0-7803-9584-0/06/$20.00O2006 IEEE. Wm-l,n-1 which has the following structural properties: (1) for 0 < i < m and 0 < k,l < q -I and k#l 1, akwi and alwi differ in at least n -1 places (i.e., akwi and alwi have at most one place where they both have the same symbol from GF(q) ); (2) for 0 < i,j < m, i £ j and 0 < k,l < q -1, akwi and al wj differ in at least n -1 places. QM-l,n-1 (3) in which each submatrix Qjj is either a q-ary a-multiplied (q -1) x (q -1) circulant permutation matrix over GF(q) or a (q -1) x (q -1) zero matrix. It is an m (q -1) x n(q -1) matrix over GF(q). It follows from the structural properties of W and q-ary location-vectors of field elements that H satisfies the RC-constraint. H is obtained by the combination of (q -1)-fold vertical and q-ary horizontal expansions of W. Each entry in W is dispersed into either a q-ary a-multiplied (q -1) x (q -1) circulant permutation matrix or a (q -1) x (q -1) zero matrix. We call H the q-ary (q -)-fold dispersion of W.
For any pair (-y, p) of integers -i and p with 1 < K< m and 1 < p < n, let H(y, p) be a subarray of H. H(y, p) also satisfies the RC-constraint. Then the null space over GF(q) of H(-y, p) gives a q-ary QC-LDPC code of length of p(q -1) whose Tanner graph has a girth of at least 6.
The above constructions of q-ary QC-LDPC codes are based on the (q-1)-fold dispersion of a specific matrix W over GF(q) whose rows satisfy two row-constraints. The matrix W is called the base matrix. In the next three sections, we present three methods for constructing three classes of base matrices that satisfy the a-multiplied row-constraints, 1 and 2. Based on these three classes of base matrices, three classes of q-ary QC-LDPC codes can be constructed.
IV. FIRST CLASS OF q-ARY QC-LDPC CODES
Suppose q -1 is not a prime. We can factor q -1 into two relatively prime factors k and m such that q-1 = km. Let For any pair of integers, 7y and p, with 1 < -y < k and 1 < Figure 1 . Also included in Figure 1 is the performance of a (567, 333, 235) shortened RS code [13] over GF(210) decoded with Euclidean algorithm [12] . At the BER (bit-error rate) or SER (symbolerror rate) of 10-6, the 64-ary QC-LDPC code C( achieves a 2.7 dB coding gain over the (567, 333, 235) shortened RS code over GF(210) at the expense of a larger decoding computational complexity. AA Lemma ]: For 0 < i,j, k, l < q -1 with i t j, the two (q -)-tuples akwi and alwj can not have more than one position with identical components, i.e., they differ in at least q -2 positions.
Proof: Suppose there are two different positions, say s and t with 0 < s,t < q -1, where akwi and alwj have identical components. Then ak(Cs-i 1) = al(cvs-j _ 1) and ak(aCt-i 1) = al(at-j 1). These two equalities imply that i j or s t which contradict the assumptions that t j and s :t t. This proves the theorem. U It follows from the structural properties and Lemma 1 that W satisfies both row-constraints, 1 and 2. Dispersing W (2) with (q -)-fold vertical and q-ary horizontal expansions as described in Section III, we obtain the following (q -1) x (q -1) array of (q -1) x (q -1) submatrices over GF(q): error performance of this code decoded with the FFT-QSPA with a maximum number of iterations set to 50 are shown in Figure 2 . Also included in Figure 2 is the error performance of a (225, 173, 53) shortened RS code over GF(28) decoded with the Euclidean algorithm. We see that at the BER or BLER (block-error rate) of 10-6, the 16-ary (225, 173) QC-LDPC code achieves a 2.1 dB coding gain over the (225, 173, 53) shortened RS code over GF(28) . This coding gain is achieved at the expense of a larger computational complexity. However, the shortened RS code over GF(28) has a much larger symbol size than the 16-ary QC-LDPC code. In terms of bits, the shortened RS code over GF (28) Figure 3 which also includes the performance of the (2016, 1779, 238) shortened RS code over GF (211) 
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ApT-t-1 + /3pt-11 (7) Since two cosets of G1 are disjoint, two rows of W(3) differ in every place and every element of GF(q) appears once and only once in W(3). We can readily see that for 0 < j < p`tm 0 < j, k < q -1 andj 7 k, aiwi and akwi differ in all the pt positions for i :t 0 and in pt -1 positions for i = 0. Therefore, the rows of W(3) satisfy the a-multiplied rowconstraint-i. The rows of W(3) also satisfy the a-multiplied row-constraint-2 as given in Lemma 2 whose proof is similar to the proof of Lemma 1.
Lennca 2: For 0 < ,j <pm-t, j,and 0 < k, l < q-1, Figure 4 . For comparison, the performance of a (756, 518, 239) shortened RS code over GF(210) is also included in Figure 4 . We see that at SER of 10-6, the 64-ary (756,519) QC-LDPC code achieves a 2.5 dB coding gain over the (756, 518, 239)
shortened RS code over GF(210). VII. CONCLUSION AND REMARKS In this paper, we have presented a general approach for constructing nonbinary QC-LDPC codes based on dispersing row constrained matrices over finite fields using (q -1)-fold vertical and q-ary horizontal expansions. Based on this general approach, we have presented three specific methods for constructing three classes of q-ary QC-LDPC codes. Examples have been given. Codes given in these examples have large coding gains over their corresponding RS codes (the same lengths and rates) decoded algebraically. The coding gains are achieved at the expense of larger computational complexities.
