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0. INTRODUCTION 
According to J. Milnor (see [Mi168]) an isolated hypersurface singularity, 
f : (a?+’ ,O) --+ (C, 0), can be studied by means of a locally trivial fibration 
over the circle S’. This fibration is constructed in the following way. Let 
2n+’ K(f) := f -l(O) ns, be the intersection of the exceptional fibre with the 
sphere S *PZ+ 1 of radius E around 0 E @ ’ + I. It is possible to choose the number E 
sufficiently small such that f induces a locally trivial C”-fibration 4 over the 
circle - the Milnor$bration: 
i 
#J: p+l\K(f) - s’ 
(1) Z 
f(z) 
- If(z)1 
with fibres Fe := qV’(eie) (0 5 19 < 27r). 
Let B2k denote the ball of radius E around 0 E a=“’ ‘. The topological type 
of f is defined, up to orientation preserving homeomorphism, by the pair 
(BF+*, f-l (0) n Bin+* ) and does not depend on the specific choice of a 
sufficiently small positive E. By the link off we mean, up to orientation pre- 
serving homeomorphism, the pair (SE 2n+1, K( f )). This link determines the 
topological type off (cf. [Mi168]). 
Fo shall represent the general fibre and will also be denoted by F. Let 7-1 : 
* Supported by the EEC within the framework: Human Capital and Mobility. 
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H,(F) --+ H,(F) be the algebraic monodromy of the Milnor fibration and 
S : H,(F) x H,(F) -+ Z be the intersection form on F. The intersection form 
together with the monodromy, (H,(F), S, 7-L), - considered as one invariant - is 
called the isometric structure. 
Let ~6 denote a diffeomorphism of Fo onto the fibre F6 over ei6 (0 < S < 27r), 
which is given by a local trivialization of the fibration (l), and which yields the 
identity, if it is restricted to the boundary of F. Such a ~6 induces a map 
(~6)~ : Z(F) - -G(S”\F) 
on the group of cycles of F, resp. S”\F. The Seifertform on H,(F) is defined by 
L:HJF)xH,(F) - Z 
(37 7) - lk (x, (Q)flY)r 
where the linking number lk (x, (~6)~ y) neither depends on the specific choice of 
~6 nor on the choice of the representing cycles of X, 7. 
The three invariants S, 1-1 and C are related in the following way (cf. [HZ77]). 
VU, w E HI(F): 
S(w,w) = L(q w) + (-l)“,C(w,v) and C(w,?-lw) = (-l)“+‘L(w,v). 
A consequence of these relations is that the Seifert form restricted to the radical 
of the intersection form is a symmetric bilinear form. These equations imply 
furthermore that the Seifert form of an isolated hypersurface singularity de- 
termines its isometric structure. 
According to A. Durfee [Dur74] results of M. Kervaire and J. Levine imply 
that the Seifert form of an isolated hypersurface singularity, given by a function 
of at least four variables, determines the topological type. 
On the contrary F. Michel and P. du Bois (cf. [BM91]) gave examples of two 
topologically different plane curve singularities with isomorphic Seifert forms. 
But nevertheless for irreducible plane curve singularities the Seifert form de- 
termines the topological type, as one can see from a result of W. Burau [Bur32] 
(cf. [L&72]). 
The main result of this paper is: 
The Seifert form of an isolated plane curve singularity determines the 
intersection multiplicities of different branches with each other. 
It turns out that already the Seifert form restricted to the radical of the inter- 
section form determines these intersection multiplicities. 
Moreover we describe the interplay between the Seifert form and the iso- 
metric structure. We define an invariant of the topological type of the curve 
singularity, which is formed by the isometric structure together with the so- 
called boundary cycle system (cf. Definition 1.2). The latter contains in partic- 
ular the intersection multiplicities. Subsequently we prove that the Seifert form 
is equivalent o this invariant. 
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As far as the author knows there is still no example of two curve singularities 
with isomorphic isometric structure and non isomorphic Seifert forms, i.e. an 
example of curve singularities showing that the isometric structure does not 
determine the boundary cycle system. There are examples due to W. Ebeling (cf. 
[EbeU], Kor. 1.1) of curve singularities with non isomorphic Seifert forms on 
the one hand and with isomorphic monodromy and isomorphic intersection 
form - but not by the same isomorphism - on the other hand. 
The real Seifert form does not determine the intersection multiplicities. In 
[SSS91] one can find examples (cf. Example 5.4) of curve singularities with 
isomorphic real Seifert forms and, as a consequence of that, the same number 
of branches but with different intersection multiplicities between their branches. 
For example 
f=((V-X2)-x3)((y-X2)+X3)((y+X2)-X3) 
((v+x2)+~3)((~-~2~2-Y5)((~+Y2~2-Y5) 
and 
g= ((y-x2) -x3)(+x2) +x3)((y+x2)2-x5) 
((x - Y2) - Y3)((X - r2) + Y’)((X +Y2)2 - v5) 
have equivalent real Seifert forms. Nevertheless one sees easily that the set of 
numbers occurring as intersection multiplicities is {2,3,8} for f and { 1,2,3,4} 
for g (cf. also [BM94]). 
The most important tool for proving our result will be the SeZling reduction 
theory for positive definite quadratic forms, which is based on ideas of Eduard 
Selling (1834-1920)’ [Se174], who worked on binary and ternary quadratic 
forms. This Selling reduction is applied to the Seifert form restricted to the ra- 
dical of the intersection form. 
Although this Selling reduction theory is used to prove our main result for 
curve singularities with any number of branches, it does not yield algorithms 
for computing the intersection multiplicities in general. This turns out to be a 
very difficult problem. Apart from the work of Selling himself there are articles 
by Hofreiter ([Hof33]), Baranovskii ([Bar74], [Bar82]) and work of the author 
[Kae93] on that. One can obtain algorithms for computing the intersection 
multiplicities out of the Seifert form in the case of isolated plane curve singu- 
larities with up to six branches. 
This paper is divided into two parts: In the first section we recall some facts 
about isolated plane curve singularities. We explain how the Selling reduction 
can be applied to the Seifert form of an isolated plane curve singularity and we 
state our results. The second section is devoted to Selling reduction in general. 
I thank Claus Hertling and Egbert Brieskorn for many stimulating and 
helpful discussions. Francoise Michel, Philippe Du Bois, Theo de Jong and 
Joseph Steenbrink encouraged me very much by their interest in my Diplom- 
‘For historical remarks about E. Selling we refer to: [Dic34], [Pet92], [Pet85], [Caj19], [Be145], 
[Vo182]. 
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arbeit, out of which this article evolved. Finally I am indebted to Alexander 
Schiemann, who gave me the hint to look for a certain reduction theory, which 
is used in crystallography and which turned out to be the Selling reduction. 
1. THE SEIFERT FORM 
In this section we study the Seifert form of an isolated plane curve singular- 
ity. We are in particular interested in the Seifert form restricted to the radical of 
the intersection form, because this is a symmetric bilinear form and can there- 
fore be considered as a quadratic form. The radical of the intersection form is 
related to the boundary of the Milnor fibre in the following way: The homology 
classes belonging to the components of the boundary span the radical of the 
intersection form in Ht (F). It turns out that the Seifert form evaluated on these 
homology classes yields the intersection multiplicities. We state three proper- 
ties of these homology classes, considered as elements of the lattice Rad (S) 
with the above quadratic form on it. It turns out by applying Theorem 2.1 of 
Section 2 that there is no other system of elements in 72ad (S), which has these 
three properties. So, these homology classes are determined by the Seifert 
form. By evaluating the Seifert form on them we get the intersection multi- 
plicities. 
Finally we show that, conversely, if we are given this special system of ele- 
ments in Rad (S), the intersection multiplicities and the isometric structure, 
then we can reconstruct the Seifert form. 
Letf=fi...f,: (c2,0) -+ (@,O) (A irreducible) be an isolated plane curve 
singularity with Y branches and Milnor fibre F. Furthermore let 
S:HI(F) xH1(F) ---+Z be the intersection form and 
L : HI(F) x H,(F) + Z be the Seifert form on HI(F). 
By abuse of language we also denote the homology classes of the r cycles 
Cl,... , C,, which correspond to the r oriented boundary components of F, by 
Cl,... , C, E H](F). We assume Ci to be related to J (Ci N {J; = 0) n S,“). By 
v(J;,fi) we denote the intersection multiplicity of two branches h and fi 
(l<i<j<r). 
Proposition 1.1. Consider the elements Cl, . . . , C, E HI (F) and the Seifert form 
L. Then the following three assertions hold: 
(9 L(Ci, Ci) = 4L,fi) > 0 foralZi<jin{l,...,r}; 
(ii) Cl + . . . + C, = 0; . 
(iii) Cl,. . . , Ci, . . .,C, isabasisofRad(S)foralli= l,...,r. 
Proof. (ii) and (iii) are true for any compact oriented surface with boundary 
(cf. [ST80]). Assertion (i) can be seen as follows: Take ~6 and 4 as in the in- 
troduction and observe that, because of ~6 18~ = id, the equation 
L(Ci, C’) := lk (Ci, ~6~ Ci) = Ik (Ci, cj) 
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holds. This linking number is in fact equal to the intersection number ~(f;:,fi) 
(cf. [BK86], Proposition 13, p. 439). 0 
In order to describe the relation between the isometric structure and the 
Seifert form we consider elements in Rad (S) with properties analogous to (i), 
(ii) and (iii). But we do not require in (i) that the values of L ItiRnd(s) on 
Cl,..., C,. E Rad(S) are the intersection multiplicities. 
Definition 1.2. Let f = fi . . .fr : (@*, 0) --f (C, 0) be an isolated plane curve 
singularity with T branches and let F be the Milnor fibre off. We denote by S 
the intersection form and by L the Seifert form on F. 
Then we call a system 61,. . . ,6, E Rad(S) together with real positive num- 
bers (~ij)i <i < jI I a boundary cycle system off, if it satisfies the following con- 
ditions: - 
(i) L(l9i,?9j) = Kij > 0 foralli<jin{l,...,r}; 
(ii) 191 + . . . + 6, = 0; * 
(iii) 791,. . . , I$, . . .,6, isabasisofRad(S)foralli= l,...,r. 
So, (i) of Definition 1.2 only requires that the values of the Seifert form on 
pairs of different elements of the system are positive. The datum ‘boundary cy- 
cle system’ contains these numbers. Proposition 1 .l means on the one hand that 
every isolated curve singularity has at least one boundary cycle system and on 
the other hand that this boundary cycle system contains the intersection multi- 
plicities as numbers (Kij)lciCjcr. In our main theorem we state that the 
boundary cycle system of Pr%po&ion 1.1 is the only one. 
Theorem 1.3. Let f = fi . . .fr : (C*, 0) + (C, 0) be an isolated plane curve sin- 
gularity with r branches. Then f has a unique boundary cycle system in the fol- 
lowing sense: 
Zf ?Jl,... ,% (nij)(l<i<j<r) and Si,...,% (n&)(l<t<j<r) are two boundary 
cycle systems of J; then there exists a permutation o of 11,. . . , r} and a sign 
~~{fl},suchthatforalli=1,...,rand1 <k<llrholds: 
The theorem will be proved in Section 2. It is an immediate consequence of 
Theorem 2.1 of Section 2. For the proof of this theorem we will make use of 
Selling reduction applied to the negative definite symmetric bilinear form 
L [R.&(S). 
Theorem 1.3 enables us to speak about the boundary cycle system of an iso- 
lated plane curve singularity. In addition< that, Theorem 1.3 and Proposi- 
tion 1.1 have the following consequence. 
Theorem 1.4. The Setfert form of an isolated plane curve singularity determines 
the intersection multiplicities of the different branches with each other. 
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Remark. This implies e.g. in particular, that also an arbitrary Coxeter-Dynkin 
diagram determines the intersection multiplicities. 
Now we put the isometric structure and the boundary cycle system together 
to an invariant of the topological type of the singularity. 
Definition 1.5. We define the isometric structure and boundary cycle system to be 
the following invariant: It is formed by the lattice Hi(F) with ‘FI and S together 
with the boundary cycle system 61, . . . ,‘19, E HI(F), (Kij)l<i<j<r. Bydefinition, 
two curve singularities f, F and f ‘, F’ shall have equivalent isometric structures 
and boundary cycle systems if there is a lattice-isomorphism 
X : HI(F) + Hl(F’), 
such that it is on the one hand an equivalence of the isometric structures and on 
theotherhandX(6i)=61,i=1,...,raswellas(~ij)l<i<jlr=(IE~)lIi<j~r. _ 
This definition enables us to describe the relation between Seifert form and 
isometric structure in the following way. 
Theorem 1.6. For isolatedplane curve singularities one of thefollowing invariants 
determines the other: 
l isometric structure and boundary cycle system; 
a Seifert form. 
Proof. That the Seifert form determines the isometric structure and boundary 
cycle system is an immediate consequence of Theorem 1.4 and the formulas: 
S=L-LT and H=L-‘LT, 
where S, H and L denote the matrices of intersection form, monodromy and 
Seifert form on a fixed basis, which we will keep now during the whole proof. In 
order to understand that the isometric structure and boundary cycle system 
determines the Seifert form we observe: 
Lemma 1.7. rf h : HI (F; CD) + Hl(F; CD) denotes the map induced by Ti on 
HI (F; Q) = HI(F) 8~ Q, then HI (F; Cl!) decomposes into the direct sum: 
HI (F; Cl) = ker(h - id) CB im (h - id). 
Proof. Let A4(x) = (x - 1)” . P( x , with P( 1) # 0, be the minimal polynomial ) 
of h in Q[x]. By the monodromy theorem’ (cf. [vDS89] or [Bri70]), we find 
Y = 1. That means, that we have the decomposition: 
‘The monodromy of an isolated hypersurface singularity, given by a function germ of n + 1 vari- 
ables is quasi unipotent and all Jordan blocks are not bigger than (n + 1) x (n + 1). The Jordan 
block belonging to eigenvalue 1 is at most of the size n x n. 
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HI (F; Q) = ker(h - id) @ ker P(h). 
But both vector spaces are invariant under h - id and (h - id) lkerP(h) is in- 
vertible as one can see by considering the Jordan canonical form of (h - id) 
over C. 0 
We continue the proof of Theorem 1.6 by noting that the knowledge of the 
isometric structure and boundary cycle system implies the knowledge of the 
Seifert form restricted to l&zd (S), since we know its values on a basis of 
l2ad (S). This basis is in particular a basis of ker(h - id) over Q. 
So, if x and Y denote the coefficient vectors of two arbitrary elements of 
Hr (F), we can decompose them in HI (F; Q) by Lemma 1.7. 
x = x(k) + x(i) = x(k) + (h - id)x(,) 
Y = y(k) + y(i) = y(k) + (h - id) y(p). 
Hence we can compute: 
xTLY = X(~)LY(k) + x~)Ly(k) + XTLy(i). 
The term x$, Ly(k) can be computed since we know the Seifert form restricted 
to Rud (S). The second summand can be evaluated by 
X$Y(k) = “&(H - lDY(k) 
= Y$‘(H - 1)X(,) by transposing 
= Y,‘,,=qH - 1)X(,) because LH = LT 
= Y$,L(H - l)Hx(,) 
= Y& SHxb) because S = L(H - 1). 
And for the third summand we finally obtain: 
This proves our theorem. q 
Remark. There is a nice interpretation of the boundary cycle system of a plane 
curve singularity f with r branches in terms of a (Coxeter-) Dynkin diagram, 
obtained by the method of A’Campo and Husein-Zade (cf. [A’C75], [HZ74], 
[Kae92], [BK93]). We don’t want to describe this method in detail here. Any- 
how, its result is a P-immersion 
a! : J = Ij;=l[O, l] -+D,=B,rlR2CC2 
where a(aJ) c dD,, a(.f) c SC, a(J) is connected and cy has only ordinary 
double points. Moreover D, is decomposed by Q into the connected compo- 
nents of D,\a(J). We call ‘regions’ the components, which do not reach the 
boundary dD,. For the closures of two such regions A, B holds either 2 f~ B = 0 
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or 2 n B = {point} or 2 n B = a(I), where Z denotes a connected segment 
of J. 
Each branch f; off corresponds to a restriction of (Y on one single unit in- 
terval: [0, lli, (i = 1,. . . , r). The vertices of the corresponding Dynkin diagram 
are the double points together with the regions of cr. These vertices are con- 
nected by edges following some simple rules, which only depend on the in- 
cidence relations of the ‘vertices’. 
Let firzi denote the alternating sum of the vanishing cycles corresponding to 
all double points, which lie on o( [0, lli) (i = 1,. . . , r) (‘alternating sum’ with 
respect to the ordering, which is given by the parameter in [0, llj). Then it is not 
difficult to see, that there are signs ej E {fl}, such that for fli = ei . fii holds: 
0, + . . . + n, = 0. 
These cycles 01,. . . ,f2, together with Kjj := #(cy([O, llj) n a([O, llj)) form the 
boundary cycle system we were looking for. 
2. SELLING REDUCTION 
The basic idea of Selling reduction of quadratic forms over lattices is the 
following: Instead of representing the corresponding symmetric bilinear form 
on a basis of the lattice one represents it on a system of elements which consists 
of a given basis together with minus the sum of all basis elements. The re- 
dundancy which arises by this can be used to write down the form only in terms 
of its values on pairs of different elements of this system. 
For a certain type of positive definite quadratic forms this idea yields the 
proof of the existence of a unique canonical form (Theorem 1.6). We will call 
these quadratic forms strongly Selling reducible. Their reduced representatives 
are also known in the reduction theory of quadratic forms as the elements of the 
interior of thejirst cone of Voronoi’s reduction (cf. [VorO8]). 
Let C denote the Seifert form associated to a map germ. Since -L: restricted 
to the radical of the intersection form is such a strong Selling reducible quad- 
ratic form, it will be clear that Theorem 1.3 follows immediately from Theo- 
rem 2.1 below. 
The fundamental theorem 
The following theorem shows that a certain type of quadratic forms has a 
beautiful unique canonical form. It was proved by E. Selling for binary and 
ternary forms. His proof can immediately be generalized to prove the theorem 
below (cf. [Sel74], [Bar74], [Kae93]). 
Theorem 2.1 (E. Selling). Let M be a free Z-module of rank I - 1 equipped with a 
symmetric bilinear form 
,B:MxM+R. 
Suppose that there exist elements 81,. , & E M such that holds: 
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(0 P(4, ej) -c 0 foreverypairi#jof{l,...,r}; 
(ii) 01 + . . . + 0, = 0; n 
(iii) 01,. . . , &, . . .,8, isabasisofMforeachi= l,..., r. 
Then the set (01, . . . , e,) is unique up to a common sign of all its elements. 
Remarks 
l Under these assumptions the form /3 is always positive definite as will follow 
from Proposition 2.2. 
l We represent he module ii4 in the following way: 
M= 
812@~~~@8,Z 
(Sl + . . . + Or) ’ 
where 8i will be identified with 8i + (Si + . . . + 8,) for i = 1, . . . , r. 
l Furthermore we can lift any endomorphism ‘p of A4 to an endomorphism 4 
of6+Z@*. . @ 8,Z. This lift 4 can be given by a matrix A = (aij)r li, j<r, 
defined by $(@i) = CL=, aij@i. Observe that in this situation the follow&g 
holds: 
_ Conversely, given a 4 (resp. A), it induces via the canonical projection 
?i-: @I+@... @Q,Z-+M 
an endomorphism cp of M with x o 4 = cp o x if and only if all the sums of the 
rows Ci= 1 aij for i = 1,. . . , r coincide. 
_ Two endomorphisms 4 and 4’ of 81 E $ . . . CB 0, Z, given by A and A’ in- 
duce the same endomorphism cp on M if and only if the difference of their 
respective columns is always a multiple of the vector (1, . . . , l)‘, i.e. all the 
vectors (Uit - a;I,. . . , LZi, - ai:) for i = 1,. . . , r are equal. 
l In a similar way we can describe a symmetric bilinear form p on M by a 
symmetric bilinear form f3 on 81 Z @ .s . @ 8,B, which satisfies /3 o (7r x 7r) = 
B. Such a form B shall be given by a matrix 
B = Cbij)l <i,j<r _ = CaCei,@ji))l$i,j<r = W(eilej))l,j,j~r. 
Note that a symmetric bilinear form B given by B on 81 Z $ . . . @ 0, Z cor- 
responds to a bilinear form ,B on M if and only if all the sums of the columns 
resp. rows vanish. 
The advantage of this description of the module M and its endomorphisms 
as well as its bilinear forms becomes obvious in the following proposition, 
whose proof is left to the reader (cf. Crosby’s lemma in [Cox48]). 
Proposition 2.2. Let p be a symmetric bilinear form on M, given by a matrix B = 
(bij), I i, j s I as described above. Then we can express the quadratic form f (u) := 
/3(v, v) in the following way: 
f(x6 +-.+x,e,) = c - bij(xi - xj)‘. 
Oji<j<r 
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Before we prove Theorem 2.1, we need: 
Definition 2.3. Let 81 . . . f3, be elements in A4 satisfying (i), (ii) and (iii). Then we 
call the following function on the set of automorphisms of M: 
the Selling- trace function of (,O, 81, . . . ,t9,). 
Proof of Theorem 2.1. The following two properties of the function r will prove 
the theorem. 
(a) r takes its minimum on id E dut M. 
(b) If 7 is minimal on cp E dut M, then the fp induces a bijection of the set 
(6,. . .,&I. 
Indeed, if we take other elements 19;, . . . , O:, which satisfy (ii), (iii), then we 
may assume, that the set of these elements is the image of (01, . . . , 19,) under a 
$ E dut M, i.e. 0: = +(f?i), . . . , f3: = T/I(&). If we moreover assume (i), then we 
define an analogous function 7’ : dut M + R, with the respective properties 
(a’) and (b’). r’ is then related to r by: 
T’(cX) = 7-($0 a) V’aEJtutM. 
Hence (a’) implies that 1c, is a minimum of r and by (b) we can conclude that 1c, is 
a permutation of e1 . . .19, up to a common sign. 
ad (a): We describe cp by an endomorphism C#J of 81 Z @ . . . @ 8, h, which is 
givenbyamatrixA = (aii)ili,jlr. Now suppose that there existed a cp with: 
~(9) < T(id). 
By Proposition 2.2 this means: 
, ikT,<r (-bkl) 6 (akj - 4jj2 < 
- _ j=l 
1 <kTl<r (-bkl) k (ski - blj12 
j=l 
= kT, (-&I) .2- 
Because of -bkl > 0 for all 1 5 i,j 5 r there would be at least one pair (k, I) 
with: 
(2) 2 (t&j - cZ[j)’ < 2. 
j=l 
Since Es= 1 (akj - alj) = 0 the sum in (2) cannot be 1. Hence it had to be zero, 
which would imply, that the k-th and I-th row would coincide in contradiction 
to the assumption that cp is an automorphism. 
ad (b): Observe that for a minimum cp E dut M of 7, described by 4, A as 
indicated above, the identity 
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(3) 5 (lzkj - arj)2 = 2 
j=l 
holds for every pair 1 < k, 15 r. If we assume moreover A to have only zeros in 
its last row, which we are allowed to do (see remarks after Theorem 2. l), then it 
is an exercise to see that there remain only 2 . r! matrices A, with the additional 
properties that they describe a non singular cp and that all the sums over the 
rows vanish. Since % all permutations satisfy equation (3), we are done. q 
Remarks on algorithms for Selling reduction 
Theorem 2.1 makes it reasonable to introduce a distinction on the set of all 
positive quadratic forms: forms, which satisfy the assumptions of Theorem 2.1 
are called strongly Selling reducible3. Forms for which we only require the 
weaker condition ,0(0i, 0,) < 0, for i # j in (i) together with (ii) and (iii) are 
called Se&g reducible. We say that (strongly) Selling reducible forms are re- 
duced, iff there is no equivalent form with greater Selling trace. 
There is no general algorithm known, in order to reduce a (strongly) Selling 
reducible form, i.e. to compute by a general algorithm normal forms of 
(strongly) Selling reducible quadratic forms. (This corresponds to the data of a 
system of elements 191, . . . ,I$ like in Theorem 2.1.) 
In the sequel we mean by an algorithm, a finite set of transformations such 
that every non reduced form can be transformed by one of them into an 
equivalent form, whose Selling trace (in the sense like before) is smaller. One 
can show, that one reaches a minimum of the Selling trace, and therefore a re- 
duced representative of the class of equivalent quadratic forms, after a finite 
number of such steps. 
For binary and ternary forms there exist algorithms for Selling reduction, 
due to Selling himself ([Se174], [Kae92]). In the case of quaternary forms, 
N. Hofreiter [Hof33] described the appropriate algorithm (for an alternative 
proof see [Kae93]). L. Charve attempted to prove a comparable assertion about 
50 years before [Cha82], but some of his arguments were incorrect and the ba- 
sic idea does not yield a proof of the algorithm (cf. [Hof33], [Kae93]). Hence 
also the remarks in [Dic34] about this work of Charve are wrong. 
Finally for quintenary forms, that is in particular the case of a curve singu- 
larity with six branches, E.P. Baranovskii found the appropriate algorithm and 
proved it (cf. [Bar74], [Bar821 and [Rys74]). It turns out, that a form is Selling 
reduced if and only if it is not reducible by a list of 3945 transformations, which 
consist of 11 different types. 
All these algorithm are for ‘general’ Selling reduction. One can ask, whether 
things become easier in the case of strongly Selling reducible forms, which is 
the case of the restricted Seifert form we treated in Section 1. Here one can 
write down in each dimension finitely many reasonable candidates to be the 
3 In case I = 3 Selling denoted a form p ‘reducirt’, if D(&, Qj) 5 0 holds for all 1 5 i # j 5 r. In con- 
trast to that we call a form strongly Selling reduced, if it satisfies the conditions of Theorem 2.1. 
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transformations, which perform a complete reduction algorithm for strong 
Selling reduction. They make part of all known algorithms for general Selling 
reduction and one can show, that there cannot be any algorithm of this type, 
which uses less than these transformations. The fact, that in higher dimensions 
the set of these candidates becomes more and more difficult to describe ex- 
plicitly, makes clear, that one cannot expect a simple reduction algorithm of 
this type for strongly Selling reducible forms, like Theorem 2.1 might suggest. 
Up to quaternary forms these transformations suffice for the reduction of 
strongly Selling reducible forms ([Bar], [Kae93]). In the case of quintenary 
forms, these candidates are the two simplest ypes of the eleven types in [Bar741 
for general Selling reduction. The author conjectures that these two types suf- 
fice for the reduction of every strongly Selling reducible quintenary form. For a 
more detailed description of this see [Kae93]. 
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