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Suppose 4t is a collection of distinct subsets of {l,..., n} of size k with the 
property that any two elements of 9 have a nonempty intersection. The 
ErdGs-Ko-Rado theorem [2] states that if 2k < IZ, then 1 9 1 < (!I:). Here 
is a simple probabilistic application of this result: Suppose YI ,..., Y, are 
independent random variables with P( Yi = 1) = 1 - P( Y, = 0) = p for 
each i, and calm ,..., an are nonnegative numbers which sum to one. Then 
P(zF=I aiYi 2 4) Z p, provided that p > , 8. In order to prove this, it suffices 
to consider the case in which &4 a:i # 4 for all A C {l,..., n}, since the 
general case then follows by a limiting argument. For 0 < k < n, let N* be 
the number of subsets A of {l,..., n} of size k for which CioA cxi > $. By the 
simplifying assumption, any two such subsets must overlap, and therefore 
the Erdiis-Ko-Rado theorem gives Nk < (:I:) for 2k < n. Since 
Nk + Nndk = (3, we have 
P 
( 
i&r,>+ -p 
i=l 1 
= i. ~“(1 - PI”-” [K - (; 1 :)] 
= ,gn [PYl - PY - P”-“(1 - PN [Kc - (;I- 1 :,I> 
\ 
which is nonnegative for p > +. 
To interpret this result, suppose p is regarded as unknown, and one is 
interested in predicting the value of a newly observed random variable Y 
with the same distribution on the basis of the observed values Y, ,..., Y, . 
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One reasonable class of rules for doing this is obtained by taking ai’s as 
above such that CiEA oli # & for all A C (l,..., n}, and predicting Y = 1 if 
Cy=, aiYi > 3 and Y = 0 otherwise. The probability of error isp + (1 - 2~) 
P(C,tr aiYi >, 4) when this rule is used. If only one observation is used, 
so that we guess Y = Y, for example, the probability of error is 2p(l - p). 
Thus our inequality says that any rule within this class is at least as good as 
the one based on a single observation. 
The statistical application referred to in the title is a generalization of this 
result to random variables taking on more than two values and to a broader 
class of decision rules. It was motivated by work of Cover and Hart [l] and 
Stone [4], and is a result of questions raised by Stone. It will be treated in 
Section 2, after some extensions of the Erdos-Ko-Rado theorem which 
are needed for the application are proved in Section 1. 
1. THE EXTENSIONS 
If 9 is a nonempty collection of distinct subsets of {I,..., n} of size k, 
define $ to be the collection of all subsets A of (l,..., n] of size k for which 
thereexistsaBEFsothatAnB= m.NotethatI9=+/@:/ <(E)in 
the following which therefore strengthens the ErdGs-Ko-Rado theorem. 
THEOREM 1. Suppose 9 f o is a collection of distinct subsets of {I,..., n) 
of size k such that A, B E 9 implies A n B # O. If 2k < n, then 
Our proof of this theorem is a modification of Katona’s proof in [3], 
and is based on the following lemma. Let r = (Ai, 1 < i ,< n}, where 
Ai = { j / i < j < i + k} and the elements of Ai are understood mod n. 
If 9 C J’, define $9’ = {BET 1 B n A = 0 for some A E 9}. 
LEMMA 1. Suppose 9 C I’ satisfies: A, B E 9 implies A n B # 0. If 
2k <nandY f @,then 
Proof. By relabeling the points, we may assume Al, E 9. Let X = 
I’\(‘~u 9’). If AC&“, then A$ CT, so A n Ak # @. Therefore X C 
(Ai, <i,(2k-l,i#k}.Put~1=9~{AioXjl <i<k-1I)and 
XZ=9u{A,~XIk+1<i<2k-l}.TfA,B~X1,thenAnBfa. 
Therefore, since 2k < n, X1 contains at most one from each pair (Ai , A,+i) 
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for1 ~i~k-l.SinceA,E~CC~,~~C{Ai,l <i<22k-llj..There- 
fore 1 XI 1 < k. The same argument gives j 2, j < k as well. Thus 
which gives 1 9 ]/(I 9 I + 1 3’ I) < (k - $ I X I)/(n - / .X I) < k/n, since 
2k < II. 
Proof of Theorem 1. Let I’, = r, and let r, ,..., r,,! be the collections 
of sets obtained by applying to r the n! permutations of (l,..., n>. Put 
5?3i = 9 n ri and 9Ji’ = (B E ri / B n A = 0 for some A E SJ C ri n .$. 
Consider the n! x n array of sets of size k which is obtained by taking the 
sets in ri in their natural order to be the elements of the ith row. Since each 
set of size k occurs k! (n - k)! times in each column of the array, the number 
of entries in the array which are in 9 is n j 9 / k! (n - k)! , and the number 
of entries in the array which are in # is n / @ I k! (n - k)! . On the other 
hand, these numbers are also z:i 1 ZJi 1 and xi I ri n $1, respectively. By 
Lemma 1, / %‘i I < [k/(n - k)] / 9i’ / < [k&z - k)] I ri n g I, and there- 
fore I s / < [k&z - k)] 1 g /, as required. 
In Theorem I,9 and # can be thought of as collections of partitions of 
u,..., n} into two sets of size k and n - k, respectively. The next theorem 
generalizes this to partitions of {l,..., n} into r sets of prescribed sizes. For 
integers IZ{ such that n, + *.. + n, = n, let I7(n, ,..., nr) be the set of all 
ordered partitions Z- = (A, ,..., A,.) of {I ,..., n> such that I Ai 1 == II, for each i. 
THEOREM 2. Let Sl ,..., F? be disjoint subsets of II(n, ,..., ~1,) which have 
the following property: If 7~~‘) = (Ajl),..., Ajl’) for I = 1, 2 are two elements 
of fl(n, ,..., n,) such that for some 1 6 j # k < r, Ajl) n Aj2) = ,S and 
All) = Ai2) for all i # j, k, then 7~~~) E6 implies xt2) E & . Then (I & i/nk) - 
(1% I/nj) has the same sign as nlc - nj , provided that nj , n, > I. 
Proof. If nB = ni , then clearly I&< j = i .Fj 1. So, fix 1 < j A k < r 
such that nj < nk and define an equivalence relation on Il(n, ,,.., n,) by 
*Cl’ - G) if Ail’ = Aj2’ for all i # .j, k. Let (II,,) be the corresponding 
equivalence classes and define &:” = .Ff n I&. and $‘I = [G E I& / 
Ajl) n Aj2) = 0 for some nc2) E&~} C Fk”. Theorem 1 gives 1 zU i < 
hind I @e I < hh) I %a I, and the required result follows by summing 
on 0~. 
2. THE APPLICATION 
Suppose Y, Y, ,..., Y, are independent and identically distributed random 
variables with values in R = (I,..., r} and distribution P(Y = j) == pj . The 
pi’s are regarded as unknown, and one wants to consider rules which can be 
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used to predict the value of Y based on the observations Y, ,..., Y, . A 
decision rule is a function ‘p from Rn to R. Associated with each such rule 
is the probability 
Y(F) = P[dYl Y...> Yn) = Yl = i J%P[y(Y, ,..., Yn) =.il j,l 
that the prediction is correct. This quantity can be used to compare various 
competing rules. Two properties of decision rules which may be regarded 
as desirable are invariance and monotonicity. We will say that a rule 9 
is invariant if it satisfies q[u(yI),..., u(yn)] = a(y(yl ,...,yJ] for all permu- 
tations CJ of R and for all yi E R, 1 < i d it. We will say that v is monotone 
if q(y) = i and zj E {i, yj} for eachj implies that y,(z) = i also. One large class 
of monotone invariant rules is obtained by taking positive numbers 01~ ,..., a,, 
such that the sums CisA LY( are different for distinct subsets A of {l,..., n], 
and letting v(yl ,..., y,J be that i which maximizes J$, ajlfV,+) . In fact, 
when r = 2, these rules give rise to the example considered in the 
introduction. 
Let Qn be the collection of all invariant rules v for which the value y(y) 
is among those which occur a maximal number of times in the vector y. 
Note that the rules in CD, are also monotone. Our main result says that the 
rules in @, are optimal among invariant rules based on n observations, but 
that any monotone invariant rule is better than that based on a single 
observation. 
THEOREM 3. (a) y(v) = yn is constant on Qn. 
(b) If q is any invariant rule based on n observations, then y(q~) < yla . 
(c) If y is any monotone invariant rule, then y(cp) > y1 . 
It is this final statement which requires the combinatorial result of 
Theorem 2. We will prove Theorem 3 via three lemmas. For nonnegative 
integers n, ,..., n, such that n1 + .*. t- n, = n and 1 <.j < r, let 
Aj(n 1 ,...> n,) = (I/r!) C pygcl) a.- p~~i~~pO-l~j~ , 
0 
where the sum is over all permutations (T of R. If v is a decision rule, let 
Nib 1 ,‘.., nr) be the number of y E R” such that F(Y) = j and ni is the number 
of coordinates in y which are equal to i for each i. Note that 
Xi=, Nj(n, ,..., 4 = L,,.Y.,n,) for any rule; Nh - 4 = hln)L,,.Y.,.) 
for q E Q1 ; Nj(n, ,..., n,) = 0 for j such that nj -c max, nc if v E @, . 
LEMMA 2. If 91 is an invariant rule, then 
y(y) 1 12 + ,;, =n ,s Aj(n, )...’ n,) NAnI v...) n,). 
1 ..’ 7 
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Proof. Since v is invariant, Nj(n,(I) ,..., n,(,)) = N,(AnI ,..., nl.> for any 
permutation u of R. Therefore, 
= 1 i Aj(t?, )...) n,) Nj(rl, ,...) n,). 
nl+*‘.+n,=n j=l 
LEMMA 3. Zfnk = nj , then Ak(n, ,..., n,) = A& ,..., n,.). Zf nk # nj , then 
&(n, ,.**, n,) - Mn, ,***, nr) has the same sign as nk - ni . 
ProojI 
= (l/r!) 2 (p, - p,) C p,“““’ .*a p?“’ 
l(l,mQ g:o(m)=k o(Z)=? 
= (1/2r!) ,,Ec,,, (p, - p,) [ C py’l’ . ..p.*“’ - 
-.* \ &rn)=k 
1 pTO’ll -.*p:““‘/ 
o(Z)=j 
o: o(Z)=k 
o(nz)=i 
= U/2r9 C (P, - P,>[P?P? - ~2~3 C 
l$Z,mgT 
from which the result follows. 
LEMMA 4. Zf v is invariant and monotone, then 
has the same sign as n, - nj , provided that nj , nk >, 1. 
Proof. Let 6 be the set of all Z- = (A, ,..., A,) El7(n, ,..., n,) such that 
v[y(rr)] = j, where y(r) is defined by y,(r) = i for I E Ai. Then I q 1 = 
Nh ,..., n,), so it suffices to verify the assumption of Theorem 2. Suppose 
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+I) = 
( 
A(1) 
1 ,-.-, A:‘) for I = 1, 2 are two elements of II(n, ,..., n,) such that 
for some 1 < j # k < r, Ajl) n ,4j2) = o and Ail) = ,4i2) for all i # j, k, 
and suppose that +l) E Fj . Define z E R” by zi = yi(rrc2)) for i $ #‘\A$” 
and q = ,j for i E Ar’\A, . (I) Since q is invariant, zi = a[yi(&))] for each i, 
where a is the permutation which interchanges j and k, and q[y(G)] F: j, 
it follows that y(z) = k. Since y is monotone, ~[y(+~‘)] = k also, and it 
follows that ~(~3 E 9k . 
Proof of Theorem 3. By Lemmas 2 and 3, 
from which parts (a) and (b) of the theorem follow immediately. For part (c), 
let 40 be a monotone invariant rule, and write 
Fix n, ,..., IZ, , and let 
and 
R, = /Jo R / N&, ,..., n,) > (IQ/~) i ” 
4 ,..a, 4 
11. 
Suppose j E R- and k E R, . Then (Nj(n, ,..., nr)/nj) < (fV,(n, ,..., n,)/n~J, so 
ni < nk by Lemma 4. But then Aj(n, ,..., q.) < A,(n, ,..., n,) by Lemma 3. 
Therefore maxjER Aj(n, ,..., nl.> < minjER+ Aj(n, ,..., n,). Since - 
it follows that y(v) > y1 . 
For a final remark, let pn = 1 - yra be the probability of error for g, E On. 
It follows from part (b) of Theorem 3 that pndl 3 pn , so p = lim,,, pn 
exists, and is therefore the smallest possible probability of error for any 
invariant rule based on any number of observations. It is easy to check that 
p = 1 - maxipi, which is also the error probability if one proceeds 
optimally knowing the pi’s. In [I], Cover and Hart observed that p < p1 < 
p[2 - (r/r - l)p] < 2p, so that in this sense, the rule based on only one 
observation is at most twice as bad as the best one can do. In this context, 
part (c) of Theorem 3 says that the same is true for any monotone invariant 
rule. This result can be used to obtain analogous asymptotic results in the 
context of [I, 41. 
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