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ABSTRACT 
NEURAL NETWORKS AND FUZZY LOGIC FOR STRUCTURAL CONTROL 
Abdolreza Joghataie, Ph.D. 
Department Of Civil Engineering 
University of Illinois at Urbana-Champaign, 1994 
Illinois, USA. 
J. Ghaboussi, Advisor 
A new method for the active control of structures is proposed in this study. This 
method is based on the use of learning capability and adaptivity of neural networks and 
the high degree of flexibility and adjustabiliry acquired through utilization of fuzry logic. 
This method is classified as a "learning control method" to emphasis on the important 
role of the learning capabilities of the controller. However it can be classified as a smart 
or an intelligent control method too. This method has been called the "neuro-fuzzy con-
trol method" and its corresponding controller, the "neuro-fuzzy controller". Neuro-
fuzzy controllers can theoretically cope with any nonlinearity, delay and imperfection in 
the controlled structure. Hence they can be considered as general controllers for structur-
al purposes. 
In this method, a neural network called the "emulator neural network" is trained to 
learn to predict the response of the structure from the history of response and control sig-
nals. It learns about all the sources of nonlinearity and time delay, actuators capacity and 
any imperfections in the whole control system, implicitly. Then it is used in a preliminary 
control of the structure and the training of another neural network called the "neuro-con-
troller". N euro-controller has all the required knowledge of controlling the structure. 
At last a supplementary fuzzy controller is constructed to improve on the performance 
of the "neuro-controller". These two controllers which work in series, constitute the 
"neuro-fuzzy controller". 
In this study, the neuro-fuzzy control method is explained and its capabilities are nu-
merically assessed through its application to the digital control of a three storey steel 
frame structure, subjected to different simulated earthquake excitations. Also for the sake 
iv 
of comparison, the predictive optimal control method is used in the control of the same 
structure, subjected to the same excitations. Then the results of the neuro-fuzzy control 
and the predictive optimal control methods are compared to each other. It is shown that 
the neuro-fuzzy controller is able to provide better results than the predictive optimal 
controller. 
Also, it is proposed to use as the criteria for the evaluation of capabilities of any con-
trol method, the three characteristics of adaptivity, prediction capability and simplicity 
of that method. It is discussed and demonstrated that the neuro-fuzzy control method sat-
isfies these criteria better than the other proposed methods. 
Neural network related issues have played important roles in the progress of this study. 
These issues such as improvements on the learning speed of the multi-layer feed-forward 
neural networks are discussed in this article too. 
v 
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CHAPTER 1 
INTRODUCTION 
Structures should be designed to withstand different loading conditions they face 
during their lifetime. These loads may be classified as static or dynamic. Static loads are 
not functions of time such as dead load of the structures. Dynamic loads, however, are 
functions of time. For the purpose of active control of structures, dynamic loads can be 
divided into two categories. The first category contains loads that do not have a prominent 
effect on the overall design of the structures like small changes in the dead load or very 
short amplitude ground motions, and also the loads that are usually present and can be 
characterized by functions of time with parameters that can be determined with enough 
accuracy, such as usual loads due to snow, wind, wave, operation of machinery and normal 
traffic. The second category contains the loads of highly random nature which have deci-
sive effects on the design of the structures, such as severe earthquakes, storms, waves in 
rough sea and blasts. 
Design of structures for static and dynamic loads of the first category is straightfor-
ward. The structure should be designed to tolerate these loads by its stiffness and internal 
damping. However design for the dynamic loads of the second category is more challeng-
ing. To this end, an appropriate lifetime should be selected for the structure. Also all the 
probable sever dynamic loadings that may be applied to the structure during its lifetime 
should be determined based on the available statistics. Then the structure should be de-
signed to withstand safe, serviceable and comfortable if subjected to these unusual dy-
namic loadings. The problem of dealing with severe loadings to assure safety, serviceabili-
ty and comfort, while satisfying economic constraints, has always been a challenging 
problem in the design of civil engineering structures. Specially, with the increasing trend 
towards more flexible and taller buildings, this problem has become more significant than 
ever. Recent conventional solution to this problem has been to reduce the effect of the 
external excitations by the installation of passive control mechanisms like isolators and 
dampers, and designing the structural skeleton to withstand these passively controlled 
loadings. The design of passive mechanisms and structural skeleton is in general a COffi-
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bined procedure. However passive mechanisms can help the mitigation of vibrations to 
some extent. Hence the structure should still be overdesigned with regard to the usual 
loading conditions. Also in case of occurrence of an exceptional dynamic loading such as 
a severe earthquake or a tornado which is stronger than the design dynamic loadings, the 
structure may experience considerable damage. 
With the advent of technology of active control of mechanical systems, and the re-
search topics in the fields of engineering becoming more and more interdisciplinary, the 
idea of active control of structures has attracted significant attention since late 60's. In 
those years the control theory had been well developed and applied in the control of other 
engineering systems such as pressure and speed control systems. 
Active control is based on the use of three fundamental elements: sensors, controllers 
and actuators. Sensors collect informations about both the response of the controlled sys-
tem and the external excitations. These informations are transmitted to the controller 
which is the brain of the control system. Controller processes these informations, analyzes 
them, and determines the required controlling action with regard to the rules and criteria 
of control, and issues some control commands. The control commands are in the form 
of signals. Control signals are then sent to the actuators which enforce the control com-
mands by the application of forces or modification of the architecture of the system, etc. 
As can be seen, there is more intelligence involved in the performance of active control 
mechanisms than the passive control mechanisms. Because the actuators use a source of 
energy supply, they can apply strong forces or modify the form of the system considerably. 
Consequently, the active control mechanisms can be very effective in the control of struc-
tures. 
The main idea of active control of structures is to design the structures for the usual 
normal loading conditions, and then design active control mechanisms to render help to 
the structural systems in hazardous situations. It is obvious that in its best form, the design 
of both the structure and the active control mechanism should proceed interactively as 
parts of a unique system. Another fascinating application of the active control of struc-
tures is expected to be in the repair of the damaged structures and strengthening of the 
existing structures. This application is of considerable importance in practice. 
Although active control mechanisms have been used in different fields of civil engi-
neering implicitly, the first documented explicit applications go back to Freyssinet in 1960 
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who proposed the use of prestressed tendon control and Zetlin in 1965 who designed sev-
eral tendon controlled tall buildings which were not built. Zuk (1968) brought about the 
concept of kinetic structures which was based on the idea of tendon control proposed by 
Freyssinet and Zetlin. Also in his book (1970), he discussed the subject mostly from an 
architectural point of view, where the structures could have flexible configurations, to 
cope with different situations. To this end he proposed the use of tendons, similar to hu-
man muscles which can stretch by jacks and provide resistance to external excitations or 
modify the shape of the structure to the desired limit. Due to the fact that the active tendon 
mechanism and other similar active control mechanisms are practically light, strong and 
can be installed in the required arrangements, the idea of using them for the sake of con-
trol of structures attracted the interest of more researchers in the field of structural design. 
The methods of system control have been modified to fit the structural control character-
istics. Methods like pole assignment, independent modal space control, optimal control, 
predictive control and pulse control have been proposed, elaborated and numerically 
applied in the control of structures. Several control mechanisms have been designed and 
studied like active tendon control, active mass dampers and aerodynamic appendages 
(Soong 1990). Although the primary attention has been given to the control of frame 
structures, there are several studies on the active control of other types of structures like 
bridges and floating structures too (Yang and Giannopolous 1979, Sirlin et a11986, Shino-
zuka et al. 1987, Yang and Vongchavalitkul1993, and Warnitchai et al. 1993). The results 
of all of these studies show great potentials for the active control of structures. In all of 
the proposed methods, first a reduced model of the structure which is a distributed param-
eter system should be provided and the structural parameters should be identified with 
great precision. All the sources of delay and nonlinearity in the controlled system should 
be detected too. A mathematical model of the controlled structure and control system 
should be developed. A number of control criteria like optimality of a performance index 
or boundedness of response should be defined. Finally control rules should be found by 
the utilization of these mathematical models and the control criteria. These control rules 
should then be used in the determination of control signals during active control of the 
structure. The common characteristic of these methods is that they need a sound mathe-
matical formulation of the controlled structure and all of the control mechanisms. Hence, 
for the matter of distinguishing these control methods from the method which is proposed 
in this study, the above methods can be called the "conventional control methods", or 
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preferably the "formulated control methods". 
The formulated control methods have been studied during the last two decades, tested 
and improved. However, the subject of active structural control is still in its infancy and 
there is plenty of room remained for the improvements and introduction of more adaptive 
and powerful methodologies. For example, most of the developed algorithms are suitable 
for linear models. However the structural systems are nonlinear in general. Hence, there 
has been some efforts to modify the proposed algorithms to cope with the nonlinearities. 
Also while the structures are distributed parameter systems, with infinite number of de-
grees of freedom, the controlled structures have been modelled as systems with a limited 
number of degrees of freedom, mostly one degree of freedom. Working on these simple 
models for comprehensive studies and assessment of the algorithms are acceptable but 
there are many practical problems associated with many degrees of freedom systems that 
can not be addressed by such studies. These problems like spillover effects and change 
in the characteristics of the system under the effect of control forces should be addressed, 
to make the proposed algorithms acceptable for real world applications. Simultaneous 
modelling of the actuators and the structure is another practically important issue that 
should be studied too. So far, the controlled structures have been identified separately 
from their controlling actuators. The actuators have been considered ideal and hence 
idealistic models have been studied. However actuators may introduce significant nonlin-
earities to the system. Another problem to be studied is the effect of time delays on the 
performance of the formulated control algorithms. The predictive control algorithms 
have been able to handle this problem to some extend, however, so far, the controlled 
structures have been simple and identified perfectly. The last but very important problem 
in formulated structural control is the validity of the mathematical model which may be 
used to characterize a real structure. 
A limited number of experiments have been performed on experimental models by 
the use of a number of proposed control algorithms. The results have been promising in 
some cases but not acceptable in others (Soong 1990). Such experimental studies maypro-
vide foundations for future improvements on these methods. It is expected that future stu-
dies on the formulated control algorithms result in better and more powerful versions of 
these algorithms. 
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In this study, a new method for the active control of structures is proposed. This new 
method uses the neural networks and fuzzy logic in the construction of a powerful adap-
tive controller. 
Neural networks are adaptive systems that can be trained to learn about the character-
istics of a phenomenon. Then, they can provide answers to the questions about that phe-
nomenon based on what they have learned about it. Neural networks are comprised of 
very simple processing elements like the neurons of the human's brain. However, the col-
lection of these processing elements constitutes a complex system that can exhibit fasci-
nating performance, most significantly the adaptivity and learning capability. 
For centuries, scientists and engineers have tried to find mathematical formulations 
to characterize the physical phenomenons from the motion of particles to the structural 
behavior. To this end, they collect rough data about that phenomenon by performing 
some experiments. Then mathematical models that can best fit the data are developed 
by trial and error, optimization techniques, etc. This has been the dominant trend in the 
construction of rules and identification of the systems, and has served the researchers with 
their endeavors successfully_ These mathematical models have been in the form of differ-
ential, integral or other forms of equations and inequalities. For the application purposes, 
the mathematical models have been tried to be very limited in the number of variables 
and degrees of nonlinearities. Fortunately these models have been compatible with the 
essential needs for the development of science and technology. However, in the recent 
years, the subjects of research are getting more interdisciplinary, both in science and tech-
nology. All the fields of research are enjoying the benefits of improvements in the other 
fields. The problems to be solved are getting more complicated than before. The number 
of variables and paraIIleters that should be considered in the design of systeuls is increas-
ing. Finding suitable mathematical models by the use of regression and conventional anal-
ysis and synthesis techniques is not easy in general and impossible in many cases. Hence, 
the construction of adaptive trainable systems that can extract the characteristics of a set 
of rough data by themselves, is very helpful in the enhancement of knowledge. Construc-
tion of such systems has been studied under the title of intelligent systems.The subject of 
intelligent system design has been active from the time of advent of analogue computers. 
However, the major breakthrough came about with the salient work of Mc Clelland, Ru-
melhart and their co-workers (1986). They put the idea of one of these intelligent systems 
which was called neural networks, in a cleere way. They discussed the capabilities of these 
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systems through numerical examples and for simple applications. The neural networks 
soon became popular tools in all the fields of research in science and engineering and 
found applications in industry too. The literature on the theory and application of the neu-
ral networks and the number of direct and indirect conferences and journals on the subject 
has grown exponentially since 1986. Fortunately, civil engineering has been one of the 
research fields that has enjoyed the benefits of the advantages of the neural networks. For 
example Ghaboussi and his co-workers have applied these systems in the material model-
ling and geomechanics and have proposed its use in other areas too (Ghaboussi 1993). 
Although the application of neural networks in civil engineering is not yet extensive, it 
is attracting more attentions through time. 
In this study, the neural networks and fuzzy logic have been used for the sake of control 
of structures. Hence this method can be called an "intelligent or smart control method" 
or preferably a "learning control method" which represents the use of learning capability 
of the neural networks better. In this method, there is no need to reduce the distributed 
parameter system of a structure to a many degrees of freedom model, or identify explicitly 
the structural parameters, sources of delay or nonlinearities in the structure and actuators. 
Also there is no need to find a linear model to characterize the controlled system. The 
neural networks can be trained to learn about all of these effects. This is significantlyfasci-
nating for the real applications. However, for the sake of simulation and numerical studies 
and also for the preliminary design of a controller, it is only necessary to provide a suitable 
model for the controlled system, no matter how nonlinear it is and how many actuators 
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been applied in the numerical control of a structure. The structure is a three storey one 
bay frame which has been proposed by the other researchers in the field to be a reference 
structure for testing different control algorithms (Soong 1990). However, the method is 
general enough to be applied in the control of other types of the structures like bridges, 
floating structures, etc. The results of this numerical study are reported in the following 
chapters. The results have been very successful. However there is still room to improve 
on this method. The new proposed method is now ready to be tested on an experimental 
model. 
With the promising results of this new method of structural control by the neural net-
work and fuzzy logic in structural control, the possibility of the active control of structures 
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has become more clear. By the inclusion of this new method to the formulated methods, 
the number of proposed methods for the active control of structures is now considerable. 
All of them have shown capabilities. The author believes that comparison between differ-
ent methods is necessary for more improvements, but it does not result in the remaining 
of only one of them as the best control method and exclusion of the other methods. It 
seems that different control methods and the resulting algorithms should be applied to 
different structures with regard to factors such as size, degree of complexity, nonlinearity 
and importance of the structure. It is the job of the designer to select an appropriate con-
trol algorithm for each specific structure. 
Although different control methods have been applied to the aeronautical and space 
structures, the subject of active control of civil engineering structures is for the time being 
a research topic only. It is too early to expect the active control approach be considered 
in the design of publicly used structures. However, as the very primary applications, it is 
expected that the active control approach be used in the improvement of the mitigation 
of sway in the existing tall buildings and in the vibration of bridges, ships and other struc-
tures, as well as high tech structure such as chimneys, offshore structures or transmission 
towers which have linkages to the research programs. 
This research has been comprised of two main stages which are directly correlated to 
each other: 
- Improvement of the available multi-layer feed-forward neural networks, during 
which the training algorithm has been dramatically improved, tested on different prob-
lems and proved to be very efficient. 
- Development and improvement of the neural network and fuzzy logic based control 
method and its application to a typical frame structure and preparation of the foundations 
for the future experimental studies of the method. 
These two stages have been completed as a chain and the progress in the neural net-
work related issues has resulted in accelerating the progress in the second stage of the 
study_ 
8 
1.1 ORGANIZATION 
In the following chapters the details of this study and the relevant results are pres-
ented. Beside this chapter which is "chapter 1, Introduction", there are 8 other chapters 
which are divided into two parts: Part 1, "Essentials Of The Formulated Control Methods, 
Neural Networks And Fuzzy Logic" and Part 2, ''Active Control Of Structures By Using 
Neural Networks And Fuzzy Logic". 
Part One, "Essentials Of The Formulated Control Methods, Neural Networks And Fuzzy 
Logic" contains chapters 2-4. 
In chapter 2 the fundamentals of the structural dynamics, classical control and modern 
control theories are covered. The control methods which are proposed for the active con-
trol of structures by the other authors are reviewed briefly. 
In chapter 3 basics of the neural network theory are reviewed. The multi-layer feed-
forward backpropagation neural networks which are the most widely used type of neural 
networks and are used in this study too, are explained. Also some of the improvements 
on the neural networks which have been obtained as a part of this study are discussed. 
In chapter 4 the fundamentals of the fuzzy set and fuzzy logic theory are explained. 
Inference methods are reviewed and the application of fuzzy logic in the control of differ-
ent systems are reviewed in brief. 
Part Two, ''Active Control Of Structures By Using Neural Networks And Fuzzy Logic" con-
tains chapters 5-9. 
In chapter 5 the methodology of using neural networks and fuzzy logic in structural 
control is explained. Main computer programs which have been developed for the sake 
of this study are introduced. Coupling of equations of structure and actuators dynamics 
is discussed and the three storey frame structure which should be used in this numerical 
study is introduced. 
In chapter 6 the results of the first phase of this study are discussed. In this phase only 
neural networks have been used in the control of the frame structure. 
In chapter 7 the results of the second phase of this study are discussed. This phase of 
study is comprised of improvements on the first phase and also use of fuzzy logic to build 
a complementary controller. 
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In chapter 8 one of the most adaptive formulated control methodologies, the "predic-
tive optimal control method", has been adopted for controlling the frame structure. The 
results are then compared to the results obtained in the previous chapters. 
In chapter 9 a comprehensive discussion of the results of this study, comments on the 
future works and predictions about the application of active control methods in structural 
control are presented. 
Each of these chapters are written to be self content. At the end of each chapter, a 
list of the references used in that chapter, and at the end of the article a bibliography is 
included. 
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CHAPTER 2 
FORMULATED CONTROL METHODS 
In this chapter, essentials of the classical and modern control methods are dis-
cussed. These methods can be classified as the "conventional" or preferably the "formu-
lated" control methods as used in this study, to distinguish them from the other control 
methods such as fuzzy control and neural network based control which are classified as 
the "intelligent", "smart", "data based", or the "learning" control methods. 
A system that collects informations about its environment (including informations 
about its own behavior), and makes use of these informations to improve on its own capa-
bilities for the sake of reaching a goal, is called an "actively controlled" system, generally 
known as a controlled system. There are also systems, which their performance is im-
proved by the addition of devices, or changing their designs. These systems do not collect 
informations directly, however the knowledge about their behavior have been considered 
in their design. Hence they can be called "passively controlled" systems. The third group 
of systems which have not been designed for a specific purpose, are called "uncontrolled" 
systems with respect to that specific purpose. In this article, for the abbreviation purposes, 
the term "control" will be used for "active control", and "passive control" will be referred 
to by its complete name. 
The above definition of controlled systems is broad, and covers all types of controlled 
systems, including the controlled structures. For example, the very well known "closed-
loop" control systems can be considered as special cases of the controlled systems. A clo-
sed-loop control system, collects measurements of its own response for the determination 
of the future control signals. For the structural systems, these measurements are taken 
out of the state of the system which is comprised of displacements and velocities. 
A control method is based on the use of three fundamental elements: sensors, control-
ler and actuators. Sensors collect informations about the response of the controlled sys-
tem and sometimes the external excitations too. These informations are transferred to the 
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controller which is the brain of the control system. Controller processes these informa-
tions, analyzes them,and determines the required controlling action with regard to the 
rules and criteria of control, and issues some control commands. Control commands are 
in the form of control signals. Control signals are then sent to the actuators which enforce 
the control commands by the application of forces or modification of the architecture of 
the system, etc. As can be seen, there is more intelligence involved in the action of active 
control mechanisms than the passive control mechanisms. Because the actuators use a 
source of energy supply, they can apply strong forces or modify the form of the system 
considerably. So, the active control mechanisms are supposed to be very effective in the 
control of structures. 
Control theory has been very well developed for liner systems. The linear systems are 
defined as systems, the superposition principle holds for. Control theory can be classified 
into "classical", "modern", and "intelligent" control theories. The "classical control 
theory" deals with the single input/single output systems. Using this method, objective 
is to improve the stability of the system by increasing its damping properties. The "modern 
control" theory, however, can handle the problems of multi-input/multi-output systems. 
The "pole allocation" and the "optimal control" methods are the two main branches of 
the modern control theory. The pole allocation method can be considered as a generaliza-
tion of the classical control approach, while the optimal control theory is based on the 
minimization principles. In the optimal control, objective is to minimize a "performance 
index" which contains information about both the cost of control and the penalty asso-
ciated with the undesired response of the system. Many of the control algorithms such as 
"instantaneous optimal control", "independent modal space control (IMSC)", "predic-
tive control" and "bounded state control" which have been proposed in the recent years 
for the control of structures, are all descendents of the pole allocation or optimal control 
theories (Soong 1990). 
There are numerous publications on the linear system theory and control methods. 
Chen (1984) covers the linear control theory. Kuo (1982) explains the classical control 
systems in details. Kwakernaak and Sivan (1972) provide details of the linear optimal con-
trol systems. Ogata (1970) and Meirovith (1990) review the classical and modern control 
methods from practical point of view. 
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The literature on the structural control has been widely increased in the last two de-
cades. Meirovitch (1990) provides a concise but informative review of the subject. A re-
view of active control of civil engineering structures can be found in Soong (1990). The 
need for studying the active control of these structures, arises from three basic engineer-
ing criteria: safety, serviceability and economy. In the conventional design of the civil en-
gineering structures, the structure should be designed to withstand all the external excita-
tions which may occur during its design lifetime. This includes the huge loadings from 
earthquakes, heavy winds, etc., which have two prominent characteristics: they are prob-
able and temporary. Since these loadings play decisive roles in the design of structural 
components, the results of a safe design is a heavy, overdesigned and expensive structure. 
Also, even though safety may be obtained, problems of serviceability of the structure and 
comfort of the residents may still remain unsolved. For example the top floors of a high 
rise building may exercise excessive deformations, which results in discomfort of resi-
dents. All of these factors boost the idea of using a light, economic and fast responding 
control system that can render both safety and comfort, whenever the structure is sub-
jected to the huge non-permanent dynamic loadings. Active control of structures, is sup-
posed to provide such capabilities. 
Application of the control theory to civil engineering structures has been effectively 
considered since late 60's. All of the theoretical and experimental studies have shown the 
potentials of this approach in improving the performance of the structures under severe 
dynamic loading conditions, like simulated gusty winds and earthquakes. On the other 
hand, since the civil engineering structures are used by public, proposing new methods 
for the design and construction of civil structures needs more research and strong evi-
dence of reliability. Therefore it takes more time to bring these ideas from research of-
fices and laboratories to the design offices and construction sites. 
In the following sections, essentials of structural dynamics, linear system theory, both 
classical and modem, and a review of the application of control theory in the structural 
control are presented. 
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2.1 ESSENTIALS OF STRUCTURAL DYNAMICS 
In this section the main concepts and formulations in structural dynamics which 
are necessary for the construction of control methods, are presented. Modelling of the 
structures, configuration space and state space equations, modal analysis and lumped and 
distributed parameter structures are discussed briefly. 
2.1.1 Modelling The Structures 
The first step in studying the dynamic behavior of a system, is to provide a sound 
mathematical model, which can explain the relationship between the inputs to that system, 
and their corresponding outputs. The Newtonian mechanics and the Analytical mechanics 
are the tools which can be used to construct such models for structural systems. 
The Newtonian mechanics, which is a vectorial approach, looks at a mechanical system 
as a collection of small particles. The behavior of each of these particles can be modelled 
by the Newton's second law of motion. 
The analytical mechanics, on the other hand, is a variational method. It considers a 
global scalar value for the mechanical system, called the "Lagrangian", which is com-
prised of the kinetic and potential energies of the system. So, the Lagrangian is a function 
of the dynamic variables of the system. Then, the equations of motion can be obtained 
by the method of calculus of variations. 
No matter which of the above modelling approaches are used, the result is a set of 
differential equations, which are considered as the governing equations of motion for the 
mechanical system. This set of differential equations, may be linear or nonlinear, depend-
ing on the complexity of the system. While the control theory is developed to deal primari-
ly with linear systems, the discussions in the following sections are restricted to the struc-
tures, governed by a set of linear homogeneous differential equations with constant 
parameters. These kind of systems are called "time invariant" systems. Although time in-
variant systems do not represent the whole structural systems, majority of the structural 
systems fall in this category. 
16 
2.1.2 The Configuration Space 
If n is the number of degrees of freedom of a structure, then the n dimensional 
space, each of which coordinates represents one of the degrees of freedom of the struc-
ture, is called the "configuration space". The equations of motion in the configuration 
space can be written as: 
Mq(t) + Cq(t) + Kq(t) = Bqf(t) (2.1) 
where: 
() = the ordinary differential of () with respect to time, 
q(t) = the n dimensional vector of degrees of freedom of the system (displace-
ments), 
q(t) - the n dimensional vector of velocities, 
q(t) = the n dimensional vector of accelerations, 
f(t) = the r dimensional force vector, 
Iv! = the n x n mass matrix, 
C = the n x n damping matrix, 
K = the n x n stiffness matrix, 
Bq = the n x r location matrix. 
So, the motion in the configuration space is characterized by a second order differen-
tial equation. 
The tip of the vector q(t) traces a curve in the configuration space, which is referred 
to as the "dynamical path". Once the vectors q(t1) and q(t1) , for some time t1 and also 
the force vector f(t) for all the times t ;::: t1 are given, the dynamical path can be found 
for any time t ;::: t1 . It is obvious that two dynamical paths corresponding to two differ-
ent initial conditions may coincide with each other. 
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2.1.3 The State Space 
Generally, it is not easy to obtain a direct solution for the second order equations 
of motion in the configuration space. The following computational task can reduce the 
order of the differential equations, while increasing the number of equations. 
consider the identity equation: 
q(t) = q(t) (2.2) 
Now, by introducing a new vector x(t) ,where: 
x(t) - [ q(t) I q(t) ]T (2.3) 
equations (2.1), (2.2) and (2.3) can be combined to form a set of first order linear differen-
tial equations in x(t) ; 
xCt) = A x(t) + B f(t) (2.4) 
where A is a 2n x 2n dimensional matrix and B is a 2n x r dimensional matrix, de-
fined as: 
o I o 
A= B= (2.5) 
The 2n dimensional vector x(t) is called the "state vector", due to the fact that it 
contains all the informations regarding the state of the system throughout the time. 
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The 2n dimensional "Euclidean space" of the state vector is called the "state space". 
The tip of the state vector traces a curve in the state space, known as the "trajectory". 
It is obvious that contrary to the dynamical paths, the trajectories do not coincide. 
2.1 .. 4 Modal Analysis 
For the structures with large number of degrees of freedom, solving the state space 
equations is impractical. This is mainly because each of the differential equations is 
coupled to the others, through the non-diagonal matrix A . By modal analysis, it is possi-
ble to decouple the differential equations of motion, and then study each of the equations 
independently. This can be accomplished through rotating the coordinate system of the 
state space by the matrix transformation methods. Another prominent advantage of mod-
al analysis is the fact that each mode represents a frequency of vibration of the structure. 
In structural dynamics, mainly the modes corresponding to the low frequencies contribute 
to the response of the structure while the modes of higher frequency act as sources of noise 
to the response. Thus, it is practical to study only the lower modes of vibration, instead 
of the whole response of the structure~ 
To find the modes of vibration of a structure, characterized by equation (2.4), first the 
eigenvalue problem for the matrix A should be solved. The eigenvectors are the modal 
vectors and the eigenvalues provide us with the modal frequencies. 
The eigenvalue problem for the matrix A: If A is a m x m matrix, then the eigenvalue prob-
lem for A, is finding the set of nontrivial vector Ui and their corresponding constants Ai, 
such that the following matrix equation is satisfied: 
l = 1,2, ... ,m . (2.6) 
where Ui and Ai are known as eigenvectors and eigenvalues of mode number i . The ei-
genvectors are "orthogonal" to each other. When they are normalized, they constitute 
a set of "orthonormal" vectors. 
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Solution of the above algebraic eigenvalue problem can be obtained by using a suit-
able computational method. These methods are all iterative. Some of the widely used ei-
gensolution methods are "the Jacobi method", "the power method", "the inverse itera-
tion method", "the deflation method", "the LR, OR and OL methods", and "the 
subspace iteration method". Methodologies for solving eigenvalue problems can be 
found in Meirovitch (1980). 
After solving the eigenvalue problem and finding the eigenvalues and eigenvectors, 
the set of orthonormal eigenvectors can be considered as the new system of coordinates 
to be used in the modal analysis of the structure. 
2.1.5 Lumped And Distributed Parameter Structures 
The differential equations obtained in the previous section are ordinary differen-
tial equations with respect to time. This means that the variables are not functions of spa-
tial coordinates. Such systems, the parameters of which do not depend on spatial coordi-
nates and so, their governing equations are ordinary differential equations, are known 
as the "lumped parameter" systems. They have a limited number of degrees of freedom, 
which can be represented in vectorial form. Contrary to the lumped parameter systems, 
are the "distributed parameter" systems. The parameters of a distributed parameter sys-
tem depend on spatial coordinates and its motion should be modeled by partial differen-
tial equations. Such systems have infinite number of degrees of freedom. 
The majority of the structures fall in the category of the distributed parameter sys-
tems. Integrating the partial differential equations for infinite number of degrees of free-
dom is much harder than integrating the ordinary differential equations for limited di-
mensions. Due to this fact, discretization methods have been proposed to model a 
distributed parameter structure by an approximate discretized structure. The discretized 
structure can then be studied as a lumped parameter structure. Some of these discretiza-
tion methods are: "the Rayleigh-Ritz method", "the method of weighted residuals", and 
"the finite element method". 
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2.2 ESSENTIALS OF LINEAR SYSTEM THEORY 
2.2.1 Definition Of A Linear System 
A system is said to be linear if the superposition principle holds for it. For a more 
detailed explanation, consider the system, represented by the block diagram of figure 
2.la. If fiCt) is an input to the system which results in an output Zi(t) , the block diagram 
of Figure 2.1 b should be valid according to the superposition principle. Figure 2.1b is the 
equivalent diagrammatic form of the following mathematical expression, explaining the 
superposition principle: 
if : (2.7) 
then (2.8) 
f(t) 
.. 
Z(t) • C1 fl(t) + C2 f2(t) 1I!IIBIiIIiIIIi1llllllilllllll1llllllilllllll1llllllilllllll1llll CI Zl(t) + C2 Z2(t) --------~.~ . 
(a) (b) 
Figure 2.1 Linear systems. 
Superposition principle plays an important role in the development of the linear con-
trol theory_ A .. ccording to this principle, first it is possible to study the dynarnics of a linear 
system as a superposition of its homogeneous and particular response, and second it pro-
vides the basis to study the response of a linear system in the phasor space, as explained 
in the following paragraphs. 
21 
2.2.2 Single Input/Single Output (SIISO) Systems 
The linear control theory has been essentially developed for the SIISO systems. 
The dynamics of the majority of these systems, is described by an nth order linear ordi-
nary differential equation with constant coefficients, in the following form: 
(2.9) 
The coefficients contain information': about the characteristics of the system. The above 
differential equation can be written in a more compact form as: 
DCt) z(t) = fCt) (2.10) 
where: 
D(t) d
n dn- 1 
- an - + an-1 --1 + . . .. + aO , dtn d~- (2.11 ) 
is a linear homogeneous differential operator and contains all the informations about the 
characteristics of the system. 
The solution to the above differential equations can be expressed in the following sym-
bolic form: 
z(t) = D-1(t) f(t) (2.12) 
Response in the time domain: Sometimes it is possible to solve equation (2.9) by working 
in the real space, and by the use of the well known methods for solving the linear differen-
tial equations. In such cases, the response can be directly studied in time domain. But in 
many situations, and in studying the stability of the system, it is very helpful to study the 
response of the system in the frequency domain or the s-domain. 
Response in the frequency domain (response to harmonic excitations): The response of the 
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linear system z(t) ,to a harmonic excitation of the form: 
f(t) = fa cos wt (2.13) 
can be obtained by finding the response of the system to an exponential excitation of the 
form: 
f(t) = fa eiwt (2.14) 
where 
eiwt = cos wt + i sin wt (2.15) 
and i represent the imaginary part of a complex variable. Then by the superposition prin-
ciple, the real part of the response to excitation (2.14) is the same as z(t) . 
The solution of equations (2.9) and (2.14) can be written in the following exponential 
form: 
z(t) - Z(iw) eiwt (2.16) 
where Z(iw) is a function of the excitation frequency and is a constant with respect to 
time. By combining equations (2.16) and (2.12), 
D(t) Z(iw) eiwt = fa eiwt (2.17) 
which results in: 
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(2.18) 
So: 
Z(iw) 1 fo = C )n-l + [ (iw)nan + lW an-l ...... + ao ] (2.19) 
where 
G(iw) 1 = C )n-l [ (iw)nan + lW an-l + ...... + ao ] (2.20) 
is known as the "frequency response function" of the system. 
By using the frequency response function of the system, it is possible to find the re-
sponse of the system for harmonic excitations. Also, to find the system response to a gen-
eral excitation, first the excitation functions is expanded in the form of summation of a 
series of harmonic functions. Then the response of the structure under the effect of each 
of these harmonic excitations is obtained. Finally, the total response of the structure can 
be determined by the use of superposition principle. 
Response in the s-domain (Laplace transform) : This approach is a strong and general meth-
od of analysis, while the frequency response approach can be considered as a special case 
of it. The method is based on the Laplace transformations. 
as: 
The Laplace transform of a function f(t) ,which can be a complex function, is defined 
00 
F(s) = L[ftt)] = J e-st f(t) dt 
o 
(2.21) 
where s can be a complex variable. Also the Laplacian of the mth time derivative of the 
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function f(t) can be found from: 
co 
(2.22) 
_ sm-l f(O) _ Sm-2 df(O) _ .... _ dm-If(O) 
dt drm- l 
where df'(O) / dti means the initial value of the ith derivative of f(t) . 
By applying the Laplace transform to both sides of equation (2.9), and utilizing equa-
tion (2.22), a relationship between the Laplace transform of excitation and response of 
the structure can be obtained as: 
( anSn + an_lsn-l + .... + ao ) Z(s) + C(s) = F(s) (2.23) 
where C(s) is a polynomial in terms of s ,and its coefficients are determined from the 
initial conditions of the system. By introducing: 
G(s) = (n n I ) 
anS + an-IS - +.... + ao 
1 
(2.24) 
which is called the "system transfer function" or simply the "gain of the system", the re-
sponse can be written as: 
Z(s) = G(s) F(s) - G(s) C(s) (2.25) 
In the special case of harmonic excitations, the system transfer function is the same 
as the frequency response function, by simply letting s = iw . 
Once the initial conditions and excitation to the system is given, it is possible to find 
the functions C(s) and F(s) . Also G(s) can be formed by knowing the parameters of the 
system. Then using equation (2.25) the Laplace transform of the response Z(s) can be 
formed. Finally, the response of the system can be obtained, by taking the inverse of the 
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Laplace transformation as: 
z(t) = L-l [ Z(S) ] (2.26) 
Using the method of "partial fractions", it is possible to obtain a simpler form of the 
system transfer function, as: 
1 
G(s) = (anSn + an_lsn-1 + .... + ao ) (2.27) 
where ai , i = 1,2, ... , n are the roots of the denominator of G(s) 
and hi , i = 1,2, ... , n are the coefficients to be found. These values can be complex 
numbers in general. 
The constants ai , i = 1,2, ... , n are known as the poles of the system. Since the 
poles and the constants of the partial fractions, may be complex values, they can be written 
as: 
l = 1,2, ..... n (2.28) 
l = 1,2, ..... n 
where the real parts and imaginary parts of these parameters are shown by superscript 
of R and 1m respectively. Knowing that 
it is possible to study the response of the system from: 
i=n 
G(t) = ~ hi eait = 
i= 1 
i=m L bi eaft ei (a~mt) 
i=O 
(2.29) 
(2.30) 
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The term ei (a}mt) results in a harmonic response, while the term eaft has a decaying effect 
if af < 0 and has an amplifying effect if af > o. 
Stability of a SIISO system: A SIISO system is said to be stable if under the effect of 
bounded external excitations, its response remains bounded throughout the time, and 
does not increase indefinitely. Only if the excitation increases indefinitely, the system re-
sponse may be indefinite too. Since the real parts of the poles of the system transfer func-
tion determine the stability of the response of the system, stability analysis of a system 
can be achieved by studying the real parts of the poles. Then: 
The system is 
asymptotically stable , if all the poles have 
negative real parts. 
critically stable , if some of the poles have negative 
real parts while the reamaining have no real parts. 
unstable , if at least one of the poles has 
poisitive real part. 
2.2.3. Multi-Input/Multi-Output (MIIMO) Systems 
(2.31) 
Real systems including structures are rarely linear in behavior. The "equilibrium 
point" of a system is defined as the point, where the system resides in, if the dynamic loads 
vanish. So, for a structure, it is the point where the displacement of the structure remains 
constant (qe = constant ) and the velocity and acceleration of the structure vanish 
(qe = qe = 0 ). For example the equilibrium point of a framed structure can be con-
sidered as its deformation under its static loads. 
Considering the equilibrium position of a nonlinear system, a linear model for its dy-
namic behavior can be constructed by a "Taylor series expansion" of the equations of mo-
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tion around the equilibrium point. Also, by a shift of the coordinate system, the equilibri-
um position can be shifted to the zero position. Then in this new coordinate 
system, qe = qe = fie = 0 ,which implies that Xe = O. Hence, the null state can be 
considered as the equilibrium point for the study of the system response, without any loss 
of generality. All the other points in the state space are referred to as ordinary points. The 
motion of the system in the state space can then be characterized by equation (2.4) as: 
x(t) = A x(t) + B f(t) (2.32) 
where A is a 2n x 2n dimensional matrix and B is a 2n x r dimensional matrix, as 
defined by equation (2.5). 
Solution to the above set of coupled first order differential equations can be obtained 
by introducing the "transition matrix" as: 
<I>(t) = ~t 
And the result will be: 
t 
x(t) = <p(t) x(G) + f <p(t - r) B f(t) dr 
o 
(2.33) 
(2.34) 
The transition matrix can be computed by a series expansion or solving the eigenvalue 
problem for A. In the latter case, first the eigenvalue matrix A, and the left and right ma-
trices of eigenvectors V and U are found. Then the transition matrix can be written as: 
(2.35) 
and finally, the response of the structure is: 
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t 
x(t) - U eN VT x(o) + J UeA(t-r) VTBf(r) dr 
o 
(2.36) 
Based on the above integration method which is developed for continuous time sys-
tems, a discrete time integration method which is suitable for numerical purposes has 
been proposed (Meirovitch 1990). 
Stability of the equilibrium state in terms of Liapunov: This definition of stability is based 
on the fact that the response of the system should be bounded when the excitations are 
bounded. In terms of Liapunov, the equilibrium state is said to be stable if for any initial 
time to and any f > 0, there exists a 0 > 0 , such that if 
(2.37) 
then: 
II x(t) - Xe II < f (2.38) 
In the above definitions, II ( ) II stands for the Euclidean norm of the vector ( ), 
and 0 > 0, is a function of both to and f > O. It is obvious that f > 0 . Also the follow-
ing definitions provide more specifity about stability of a system: 
Uniform stability: if 0 is not a function of to, then the equilibrium state is said to be uni-
formly stable. 
Asymptotic stability: if the equilibrium state is stable and: 
lim II x(t) - Xe II ~ 0 
t~oo (2.39) 
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then the equilibrium state is said to be asymptotically stable. 
The above definitions are general and cover the special case of Xe = o. 
Noticing equation (2.35), it is clear that stability of the equilibrium point is determined 
by the eigenvalues of matrix A. The characteristic equation of matrix A, plays the same 
role as the denominator of the system transfer function G(s). Showing the eigenvalues 
of A by Ai , i = 1,2, ... ,2n ,it can be said that: 
The equilibrium 
state is 
asymptotically stable , if all the ;1./ shave 
negative real parts. 
critically stable , if some of the A/shave negative 
real parts, while the reamaining have no real parts. 
unstable , if at least one of the .,1./ s has 
poisitive real part. 
Controllability of the system: The linear time invariant system: 
x(t) = A x(t) + B f(t) 
(2.40) 
(2.41) 
is said to be completely controllable, if it is possible to find some piecewise continuous 
control vector u(t) , where f(t) = u(t) ,to change the state of the system from any initial 
state xo at time to, to any desired final state xf at time tf within the time interval tf- to . 
For the system of equations (2.41) to be completely controllable, the following matrix 
c = [B I AB I A2B I . . . . . I An-1B ] (2.42) 
known as the "controllability matrix", which is a n x nr matrix should be of rank n . 
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Controllability expresses the relationship between the control vector and the state of the 
system. 
Observability of the system: To control a system, specifically a structure, the whole state of 
the response should be measured. But in most of the practical problems, it is only possible 
to measure all of the components of the state vector. Hence to control the structure, it 
should be possible to estimate the whole state vector from the available measurements. 
This can be expressed as the observability of the system. The measurements of the re-
sponse, which is known as the output vector of the system yet) can be considered as a linear 
function of the system state vector. In a more complicated form, yet) can be considered 
as a linear function of both the state and control vectors 
yet) = C x(t) + D u(t) (2.43) 
where yet) is the m dimensional output vector and C and Dare m x nand m x r di-
mensional transfer matrices, respectively. 
A time invariant system, characterized by the state and output equations (2.41) and 
(2.43) is said to be observable at time to , if there exists a time tf' such that the state of 
the system x(to) at time to can be determined from the knowledge of the excitation vec-
tor f(t) and the output vector yet) over the whole finite time interval to ~ t ~ tf . If ob-
servability is true for all the times to ~ tf ? [hen the system is said to be completelyob-
servable. So, observability expresses the relationship between the output vector and the 
state vector of the system. 
For the system of equations (2.41) and (2.43) to be completely observable, the follow-
ing matrix 
(2.44) 
which is a n x nr matrix should be of rank n . The matrix 0 is known as the "observ-
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ability" matrix. 
From the definition of a completely observable system, it can be concluded that it is 
possible to determine the state vector x(t) from the knowledge of the output vector y(t) 
right at time t for a completely observable system. 
2.3 ESSENTIALS OF THE LINEAR CONTROL THEORY 
In this section the linear control theory is reviewed in brief. The general idea be-
hind linear control theory and classification of the structures to uncontrolled, actively 
controlled and passively controlled structures are explained. The general scheme for the 
control of structures and at last control methods for SI/SO and MIIMO systems, which 
are known as classical and modem control theories will be explained in brief. 
2 .. 3.1. General Idea 
In the last section, the stability of SI/SO and MI/MO systems was studied. Stability 
is of primary concern in designing the systems. Sometimes a system is not stable, and 
sometimes although it is stable, more stability is required. In both of these cases, improve-
ment of the stability is to be achieved. As explained in the previous section, real parts of 
the poles of a SIISO system and the real parts of the eigenvalues of a MI/MO system 
should be negative for the system to be stable. The more negative these real parts are, 
the more stable the system is. 
In active structural control, improvement of the structural behavior can be achieved 
through the application of control excitations. The control excitations are supposed to 
change the values of the poles or the eigenvalues of the system to new ones, resulting in 
a better performance of the response. Hence the system should be controllable so that 
it can reach the desired stability. Also when the information about the state of the system 
is needed for control purposes, but only a small number of measurements of the response 
of the system is available, it should be possible to estimate the state of the system based 
on these limited number of output measurements. Hence, the system should be observ-
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able. From this discussion, it can be implied that both the controllability and observability 
of the system are required to make sure that it is possible to achieve the desired degree 
of stability through the application of control excitations. 
2.3.2 Classification Of Systems For Control Purposes 
The key point in system control is the use of informations about excitations and 
response of the system, or in other words the input and/or output measurement vectors. 
The general form of the linear measurement vector is as shown in equation (2.43). The 
following classification clears the meaning of the system control, specifically structural 
control. 
Uncontrolled systems: Considering the response of a system, the system is said to be uncon-
trolled, if there has been no output measurements relevant to the response, and also there 
has been no use of any relevant measurements for the determination of the inputs to be 
used in its design, neither explicitly nor implicitly. Examples of this kind are numerous. 
A civil engineering structure which has not been designed to withstand earthquakes, is 
to be considered an uncontrolled structure against earthquakes, although it can resist 
earthquakes to some degree. An automobile by itself, without a driver is a totally uncon-
trolled system, if in motion. 
Actively controlled systems: Considering the response of a system, the system is said to be 
actively controlled, if there are some on-line input and/or output (response) measure-
ments relevant to the system behavior, and these relevant measurements are used in the 
determination of some parts of the inputs to the system, explicitly. This part of the inputs 
is called the "control vector", while the remaining inputs are considered as "external exci-
tations". The control vector may be in the form of forces, different types of energy and 
other sources that may cause the required changes in the response or alter the effect of 
the external excitations. Approximately all the animals and plants, a thermostat, an auto-
mobile with a driver controlling it, and the new era of actively controlled structures fall 
in this category. However in most of the man made automatic control procedures, only 
the measurement of the response of the system (output measurement) is used in the con-
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trol of the system, known as the closed loop or feedback control. 
Passively controlled systems: Considering the response of any system there is a class of sys-
tems, where the knowledge about the response of the system has been used in its design. 
There is no on-line measurement that can be used in the determination of the inputs to 
the system explicitly. Hence there is no control excitations, and all the excitations to the 
system can be considered as the external excitations. These systems can be called passively 
controlled systems. Great majority of the engineering systems fall in this category. All the 
traditional civil engineering structures, from small wood structures to dams, trains and 
rails together, and conventional base isolation systems are all examples of this type of sys-
tems. 
Hybrid controlled systems: These systems enjoy the benefits of both active and passive con-
trol techniques. In practice, the structures which are designed to be actively controlled, 
should also be designed to withstand to some extend, different dynamic loading condi-
tions by themselves. In a more sophisticated design, use of the passive control mechanisms 
in conjunction with the active control mechanisms may result in more reliability and better 
performance of the structures. Thus most of the actively controlled structures should be 
classified as hybrid controlled systems. To show how much active or passive the hybrid 
control mechanism is, it is possible to introduce new terminologies for the controlled 
structures, such as highly active-low passive, etc. Studies on the subject of hybrid control 
of structures have just begun (Yang and Vongchavalitkul 1993). 
2.3.3 General Schemes For Active Control Of Systems 
Figure 2.2 shows an uncontrolled system. This uncontrolled system is sometimes 
called a process or a plant too. To control this system, the desired response is introduced 
to the system in the form of an input. This input is called the "reference input". For the 
civil engineering structures, this reference input is a null vector and the response of the 
structure is a vector comprised of the displacement and its time derivatives. But for most 
of the mechanical structures, this reference input is not null and should be given to the 
system. It is expected that the controlled system follows the reference input. Figure 2.3 
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shows a controlled system, which uses the measurements of the external excitations in the 
construction of a control input to the process. This is called a "forward path" control sys-
tem. In this case, controller is a unit that sends a control signal to the process, based on 
the informations received from the measurements of the external excitations and the ref-
erence input. Figure 2.4 shows a controlled system, which uses the measurements of its 
response in the construction of a control input to the process. This is called a "feedback 
path" or a "closed-loop" control system. Here, the controller sends a control signal, 
based on the measurements of the response. The most complicated control system is a 
combination of the forward path and the feedback control systems. This is shown in figure 
2.5 . The feedback control system is the most widely used control system, and in the re-
maining sections, discussion will be devoted to this type of control systems. 
2.3.4 Classical Control (SIISO Control) For Lumped Parameter Structures 
Since the structural systems are in general many degrees of freedom systems, this 
kind of control can have very limited applications in structural control. The detail of a 
typical classical feedback control system can be seen in figure 2.6 . The desired output 
of the system is given to the controlled system as the reference input. The actual response 
of the process is measured by sensors, and is fed back to the controlled system, as the re-
sponse feedback. The error between the desired and actual response is then calculated 
by an error detector. Because the sensor measures a quantity which is not exactly the same 
as the actual response, but has a relation to it (it is called output), first the measured quan-
tity (output) is passed through a transducer to be converted into the actual response. The 
error is then given to the controller, which issues a control signal according to the value 
of error. The control signal and the external excitations constitute the total excitation to 
the process. 
The controller, transducer and process, can be considered as sub-systems, each having 
a "transfer function" known as the "gain" of that sub-system. These are shown in figure 
2.7, which demonstrates the Laplace transform of the block diagram of figure 2.6. The 
terms in figure 2.7 are explained in the following paragraphs. 
Controller gain function K : Generaliy, a constant gain is considered for the controller. 
( 
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external excitations 
process 
(plant) 
Figure 2.2 An uncontrolled system. 
z(t) IIJI.. 
P""" 
external excitations 
reference input 1 control " desired response) signal 
Il1o.... 
.11 IIIiI. 
process z(t) IIJI.. 
.... (plant) P""" 
Figure 2.3 The idea of a forward path control system. 
In this situation, the controller acts as an amplifier for the error. This provides a good 
understanding of the effect of the controller on the improvement of system response. This 
type of controller is known as the "proportional controller", abbreviated by P. 
Process gain function G(s): As studied in the previous sections, this gain function has the 
form of the inverse of a polynomial in terms of the the Laplace operator s . . 
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control ~, 
reference input signal 
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process z(t) reo. 
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Figure 2.4 The idea of a feedback control system. 
external excitations 
control ." 
reference input 
~, 
signal 
Il1o... fill. process z(t) Il1o... 
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t 
Figure 2.5 The idea of a general control system. 
Transducer gain function H(s): Can be considered to have the form of the inverse of a 
polynomial in terms of the Laplace operator s . 
Also the Laplace transform of the reference input, error, control signal, external exci-
tations and the actual output can be shown by R(s) , E(s) , U(s) , F J...s) and Y(s) , respec-
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tively. 
Based on simple calculations, the following gain functions are defined for the con-
trolled system: 
reference input 
ret) 
external excitations 
control 
signal 
u(t) 
controllp.l~ I~ .................... -II 
fx(t) 
process 
(plant) 
Figure 2.6 Block diagram of a feedback control system in time domain. 
Fx(s) 
R(s) U(s) 
K G(s) 
output 
yet) 
Yes) 
Figure 2.7 Block diagram of the feedback control system of figure 2.6, in s-domain. 
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Forward path gain function Gis): Is defined as Y(s)jE(s) . Then: 
GJs) = Yes) = K G(s) 
E(s) 
Open loop transfer function Go(s): Is defined as H(s)Y(s)jE(s) . Then: 
Go(s) = H~~(S) = K H(s) G(s) 
(2.45) 
(2.46) 
Closed loop transfer function Ge(s): Is defined as Y(s)jR(s) . Obtaining Ge(s) requIres 
some mathematical manipulations. The error can be obtained from: 
E(s) = R(s) - H(s) Yes) 
also from equation (2.45) : 
E(s) = Yes) 
Gis) 
Combining equations (2.47) and (2.48), 
Yes) Gis) G e(s) = ~ = -"1 -, ---=-T "";-'/ _-\ ,..,-/ _-.\ 
fl\S) 1 -r n~S)lJj\S) 
(2.47) 
(2.48) 
KG(s) 
= ---..:..-:....---
1 + H(s)KG(s) (2.49) 
Comparing equations (2.45) and (2.49), it is clear that closing the loop, results in 
another gain for the system, which depends on the value of K and the transducer 
gain H(s) . Also there are terms in the numerator of the closed loop transfer function, 
which result in a polynomial, as a function of s . The roots of the numerator are caned 
39 
the "zero's" of the system, because they result in diminishing the closed loop transfer 
function. These zero's may have improving effects on the behavior of the system. Also, 
the poles of the closed loop transfer function are different from those of the uncontrolled 
plant. Considering K as the variable in the system gain function, it is possible to modify 
it, so that the poles of the system move to the left side of the s-plane, to achieve more 
stability. Studying the effect of changing K on the stability of the system and its effective 
range, has been the subject of a series of researches which have led to some well devel-
oped methods for SI/SO control design procedures, known as the "classical control" 
methods. These methods are mostly graphical. With the advent of computer softwares and 
computer graphics, these methods can be used faster and more accurate than before. The 
logarithmic bode plots, Nichols chart, root-locus technique, and the Nyquist method and 
the Nyquist criteria constitute the main body of the classical control design methods. 
Other related issues in classical control: Wide application of feedback control has resulted 
in the development of controllers and devices, that can render better control. The "pro-
portional + integral" controller, abbreviated by PI, the "proportional + derivative" con-
troller, abbreviated by PD and the "three term controller", abbreviated by PID, which 
is a combination of PI and PD controllers, are among the most widely used controllers. 
Devices called "compensators" are secondary controllers, which can be considered 
as filters for the main controller. Because they are mostly added after the design of the 
controller, they are called compensators. Lead, lag and lead-lag compensators are some 
of these devices. 
The effect of a time delay in the controlled system is another factor that affects the 
outcome of the control action. Time delay is simulated by the multiplication of the expo-
nential term e-jwT in the system frequency response function, where T is the time delay 
in the system. 
2.3 .. 5 Modern Control For The Lumped Parameter Structures 
Modern control is a descendent of the classical control approach. With the prog-
ress of space technology, the need for control systems that are optimal, emerged. This 
resulted in the proposal of the optimal control theory. The Bellmann's dynamic program-
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ming, followed by the Pontryagin's minimum principle, constitute the body of the optimal 
control approach. They are considered as modern control methods. The pole allocation 
method, also known as the pole assignment or pole placement method, which is an exten-
sion of the idea of pole placement from classical control to the MIIMO systems, is also 
considered as another modern control method (Meirovitch 1990). In the following sec-
tions, the general idea of modern control and then the main points of each of the modern 
control methods will be explained. 
The idea ofmodem control: Consider equation (2.4) which is the general form of equations 
of motion in the state space: 
x(t) = A x(t) + B f(t) (2.50) 
where A is a 2n x 2n dimensional matrix and B is a 2n x T dimensional matrix, de-
fined by equation (2.5). For developing the modern control methods, it is beneficial to 
divide the excitations into two parts: the control excitation applied by the controller, and 
the external excitations. These parts can be denoted by u(t) and f(t) respectively. Their 
corresponding location matrices can be shown by Buand Bf ' which result in the following 
form of the equations of motion : 
x(t) = A x(t) + Bu u(t) + Bf f(t) (2.51) 
where Bu is 2n x Tu and Bf is 2n x Tf . Since it is a linear control method, assume: 
u(t) = G(t) x(t) (2.52) 
where G(t) is a Tu X 2n matrix. From equations (2.52) and (2.51), 
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x(t) - [A + Bu G(t) ] x(t) + Bf f(t) . (2.53) 
As shown in section 2.2.3, the response of the structure is governed by the eigenvalues 
of matrix [A + Bu G(t) ] . Hence, while external excitations do not theoretically have 
any effect on the characteristics of system, it is possible to modify the system characteris-
tics by the application of a linear control. The idea of modern control is to find a suitable 
matrix G(t) , which is called the "control gain matrix". 
Pole allocation method: Assume that the eigenvalues of matrix A and its right and left eigen 
vectors are calculated and are shown by Ai , Ui and Vi respectively, 
where i = 1,2, ... , 2n . Also assume that m of these eigenvalues may cause instability in 
the system response. It is desired to change these m eigenvalues so that the performance 
of the system improves. This can be shown by 
A: ~ /I-1 r'1 j = 1,2, .... ,m (2.54) 
where Jlj are the desired eigenvalues. Also in the above statements, it has been assumed 
that numbering of the eigenvalues does not follow any order. It is required to accomplish 
this change in the eigenvalues by applying just one control force u(t). In this case the ma-
trix B u reduces to a 2n x 1 matrix. In other words, B u is a 2n dimensional vector. 
Without any loss of generality, it can be assumed that the control force is a linear func-
tion of the controlled modes, eigenvalues of which should be modified. This can be shown 
by 
k=m 
U (t) - ( - L gk vI ) x(t) 
k=l 
(2.55) 
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which means that the gain matrix is a constant vector. Also B u can by the expansion theory 
be written as: 
k=2n 
Bu - - ~ Pk Uk 
k=l 
(2.56) 
where the constants Pk , k = 1,2, ... , 2n can be computed easily. It is proven that: 
j = 1,2, .... ,m (2.57) 
where Okj is the Kronecker delta. 
Three important conclusions can be drawn from the above result. The first is that, as 
expected, only the modes, their eigenvalues to be modified, contribute to the control sig-
nal. The second is that, when introducing the location vector B u , it should be noticed to 
satisfy Pk ;z: 0 , k = 1,2, ... " m . The third is that by the application of only one control 
signal, it is possible to control the whole structure, if B u is introduced correctly. 
Pole allocation method for more than one control input, follows the same procedure, 
but it needs other criteria such as optimization of control cost, to provide a unique solu-
tion. 
Optimal control methods: These methods are based on the cost-benefit idea. The cost of 
the control system is the cost of control and the benefit is the reduction of response of 
the system. A compromise should be made. This is done by the introduction of a "per-
formance index" shown by J which contains information about the cost of control and 
the penalty corresponding to a bad control (or benefit of reduction in the response), and 
trying to minimize it. To this end, and to obtain a linear control, a quadratic form should 
be proposed for the performance index . This is done by introducing three constant 
weighting matrices, the 2n x 2n dimensional Qf and Q ,and the ru x ru dimension-
al R . Qf and Q are real symmetric positive semidefinite matrices and R is a real 
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symmetric positive definite matrix. The performance index J is then defined as: 
tf 
J = xT(tf) Qf x(tf) + f [xT(t) Q x(t) + uT(t) R u(t) ] dt (2.58) 
to 
It is desired to control the state of the system over the time interval to ::; t ::; tf 
where to and tf are the initial and final times of control. Also, while the initial state of 
the system is known, its final state is unknown. The minimization problem is then stated 
as: 
tf 
min. J = XT(tf) Qf x(tf) + f [xT(t) Q x(t) + uT(t) R u(t) ] dt (2.59) 
to 
subject to : 
x(t) = A x(t) + Bu u(t) + Bf f(t) . (2.60) 
To solve this minimization problem, first the Lagrangian is formed as: 
tf 
L = f { [xT(t)Qx(t) + uT(t)Ru(t)] + AT(t) [Ax(t) + Buu(t) + BI(t)} dt (2.61) 
to 
where the vector of Lagrange multiplier A(t) , is a function of time. Then the performance 
index can be written as: 
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(2.62) 
The optimality of J requires oj = 0 . By defining the Hamiltonian H ,as the in-
tegrand of equation (2.61) and taking the first variation of the Lagrangian with respect 
to the variables x(t) , x(tf) ,u(t) and A(t) ,the requirement of oj = 0 results in the 
following necessary conditions for the minimization of performance index: 
x(t) = A x(t) + Bu u(t) + Bf f(t) 
aH = 0 
au 
AT + aH = 0 
ax 
(2.63) 
By taking derivatives, the following necessary conditions are obtained for the minimiza-
tion of J : 
x(t) = A x(t) + Bu u(t) + Bf f(t) (2.64) 
A(t) - _ATA(t) - 2Qx(t) (2.65) 
u(t) 1 - -- R-l BT A(t) 
2 (2.66) 
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(2.67) 
subject to : 
xeD) = xo = the initial state of the system, which is known. (2.68) 
From equation (2.66) it is implied that u(t) is a linear function of A(t) . Hence, there 
should be a linear relationship between let) and x(t), to obtain a linear control. Imposing 
this condition, 
let) = K(t) x(t) (2.69) 
where K(t) is the proportionality matrix. Comparing equations (2.69) and (2.67), 
(2.70) 
Using equation (2.69) and its time derivatives, equation (2.65) can be derived in x(t) 
and x(t). Then by substituting for x(t) from the right side of equation (2.64), an equation 
which is only a function of x(t) and f(t) will be obtained: 
[K(t) + K(t)A - ~K(t)BR-IBTK(t) + ATK(t) + 2QJx(t) + K(t)Bf f(t) = o. (2.71) 
Assuming f(t) is a white noise process, it is possible to neglect the second term, and then: 
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(2.72) 
subject to : 
(2.73) 
should be solved. Equation (2.72) is known as the Riccati equation, and the matrix K(t) 
as the Riccati matrix. By solving this backward first order differential equation, K(t) will 
be found and the Gain of the closed loop system G(t) can be computed from equation 
(2.65) as: 
G(t) 1 = -- R-l BT K(t) 
2 (2.74) 
Therefore, the main step in obtaining the gain matrix, is solving the Riccati equation. 
Methods for solving the Riccati's equation can be found in Kwakernaak and Sivan (1972). 
supplementary notes on optimal control: The fact that actuators may reach their capacity 
should be noticed in the formulation of optimal control method. The Pontryagine's mini-
mum principle considers this boundedness of the actuators capacities as a necessary con-
dition for optimality (Meirovitch 1990). 
Control by using observers is an important issue fOf the practical purposes. The output 
measurements of the system response is generally a subset of the total state vector. Since 
the optimal control theory has been developed based on feedback of the total sate vectof, 
then, it is necessary to construct the whole state vector from the output measurements. 
This can be accomplished by the use of "observers". Observers provide an estimate of 
the actual total state of response, to be used as feedback to the system, based on the output 
vector. Luenberger observer (Luenberger 1971) is a deterministic observer, while the 
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Kalman-Busy filter (Kwalernaak and Sivan 1972) is a stochastic observer which has been 
developed based on the consideration of noise in the system. 
Control and observation spillover, deal with problems, related to the contamination 
of unconsidered modes of response by the modes which are considered in control design 
(Meirovitch 1990). Spillover may result in the instability of controlled system. 
Sources of time delay in the controlled system result in nonlinearity and even instabili-
ty in the system response. Soong (1990) has a section on time delay compensation by using 
Taylor expansion of time dependent variables. Abdel-Rohman (1987) and Agrawal et al. 
(1993) have studied this problem too. 
Instantaneous optimal control is a discrete time approach, the criteria of which is the 
optimality of Hamiltonian at each time step. By this approach the external excitations can 
be considered in the instantaneous optimization process. Also nonlinearities to some de-
gree in the parameters of structure can be taken into account (Yang et al. 1987). 
Independent modal space control "IMSC" is an optimal-modal control approach. 
First, the modal control force for each mode is assumed to be a function of the response 
of that mode only. This results in the despoiling of the equations of motion for each mode. 
Then, a performance index is introduced for each mode, and these modal performance 
indices are minimized by the optimal control method, as explained in the previous para-
graphs (Meirovitch 1990). 
Among other structural control algorithms, pulse control, bounded state control and 
predictive optimal control can be named. All of these methods are categorized as optimal 
control methods and are reviewed by Soong (1990). The most successful of these methods 
in coping with nonlinearities and delay is the predictive optimal control method. This 
method has been used in several recent studies and has attracted considerable interest 
(Rodellar et al. 1987and 1989). This method is applied to the control of a three story frame 
structure in chapter 8 of this study. A review of this method is presented in chapter 8 too. 
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2.4 STUDIES IN THE ACTIVE CONTROL OF STRUCTURES 
To follow the progress in the active control of structures, some kind of classifica-
tion of current investigations in this field is helpful. This classification can be done with 
regard to two subjects: control methodologies and control mechanisms. In the last several 
years, both of these subjects have been studied by many researches. There is a tendency 
towards finding a category of better control algorithms and mechanisms, and every now 
and then, researchers report on the studies made on similar structures, for the sake ofindi-
rect comparison between different methods and mechanisms. In a recent attempt to pro-
vide a reliable foundation for such studies, Soong and his co-workers (1985) have con-
structed a standard three storey one bay frame structural model for the experimental 
assessment of different control algorithms and mechanisms. Because the properties of 
structural components of the frame and the results of its identification are reported, the 
model can also be used in the numerical studies and evaluation of control methods and 
mechanisms. This model has been used in this study too, where the results can be seen 
in part two of this article. 
In the following sections, a brief review of the proposed structural control methods 
and mechanisms are presented. 
2.4 .. 1 Methods For The Active Control Of Structures 
Both pole allocation and optimal control methods have been studied for the pur-
pose of active control of civil engineering structures. However, optimal control has at-
tracted more attention of the researchers in the field and many control methods and algo-
rithms have been proposed based on the concepts from optimal control. 
In a series of attempts to investigate the possibility of application of the pole allocation 
method, Leipholz and Abdel-Rohman (1978,1986) have provided some results and have 
addressed on issues such as controllability and observability of multi-degree of freedom 
systems. 
Optimal control method, in its original form has been studied by several authors. 
Soong (1990) has collected some of the salient results of these studies. In each of these 
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studies, a linear model has been assumed for the structure. Because it is hard to modify 
the original optimal control to cope with delays and nonlinearities in the controlled sys-
tems, some new methods have been proposed such as "optimal pulse control", "instanta-
neous optimal control" and "predictive optimal control" methods, which have been brief-
ly discussed in the previous section. These methods have been studied extensively recently 
and the results fhese studies have shown considerable flexibilities attached with these 
methods, for the control of structures with nonlinearities and delays (Masri et al. 1981 
and 1982, Yang et al 1987, Rodellar et al 1987 and 1989). 
There are also several other methods such as the independent modal space control 
(IMSC) which has been studied for space structures by Meirovitch and his co-workers 
(Meirovitch 1990), and the bounded state control (Lee and Kozin 1986). 
So far, all of the studies have been made on simple, mostly one degree of freedom 
structures. The results of these studies have shown great potentials for the active control 
of structures. However, real structures are distributed parameter systems which may be 
simulated by many degrees of freedom models. Numerical study on such models and ex-
perimental studies on real models may raise new questions about the capability of these 
methods when applied to real structures. 
2.4.2 Mechanisms For The Active Control Of Structures 
Among the widely studied active control mechanisms, "active tendon control 
ATC" also called active bracing system ABS, "active mass damper AMD" , "aerodynamic 
appendages" and "pulse generators" have been studied more than the others. In a recent 
study, Soong and Reinhorn (1993) have reported the results of active controlling of sever-
al full scale structures, subjected to real wind forces and ground excitations. They have 
found that active tendon mechanism shows generally more capabilities than active mass 
damper mechanism, specially for controlling the higher modes of structural response. 
Active Tendon Control: has been proposed in 60's by Freyssinet (Soong 1990) and empha-
50 
sized by Zuk (1968) and Yao (1972). In this strategy, control forces are applied by electro-
hydraulic actuators to the structure, via a number of prestressed tendons. Active tendon 
control has been studied for controlling different types of structures. Roorda (1975) has 
applied it for the active control of tall buildings, like steel chimneys. Yang and Giannopo-
Ius (1979) and Warnitchai et al. (1993) have studied it for controlling the cable-stayed 
bridges. Reinhorn et al. (1987) have studied the capabilities of combined base isolation 
and active tendon control as a hybrid control mechanism. Lopez-Almanza et al. (1987) 
have considered an active tendon control system for tall buildings and Chung et al. (1988) 
have studied it for seismic structures. Optimization of the structure and its tendon control 
mechanism together, has been the subject of some works by Soong et al. (1987) and Cha 
et al. (1988). 
Active Mass Dampers: Chang and Soong (1980) have shown that the effectiveness of tuned 
the addition of an active actuator force, changing the tuned mass damper into an active 
tuned mass damper ATMD which is a hybrid system. Samali et al. (1985 a,b) have studied 
the potential of AMD in the mitigation of wind and earthquake induced coupled lateral-
torsional motion of tall buildings. The results of a number of theoretical, experimental 
and practical applications of the AMD and ATMD systems for tall buildings in Japan can 
be found in Izumi et al. (1993), Soong and Reinhorn (1993) and Nagase et al. (1993). 
Pulse Generator: is a simple, yet effective control mechanism. Pulse control is capable of 
coping with nonlinearities in the system. By monitoring the system state response, when-
ever violation of a predefined threshold occurs, a pulse will be applied to correct the state. 
Masri et al.(1980, 1981 and 1982) have developed and applied the pulse control strategy 
for the control of frame structures. One of the reasons they have counted for proposing 
this method is to use pulse generators which can apply large control forces of relatively 
short duration to control the structures. Also Udwadia and Tabaie (1981), Prucz et al. 
(1985) and Reinhorn et al. (1987) have investigated the capabilities of this method in 
structural control. Miner et al. (1988) have applied this method in controlling of both lin-
ear and nonlinear structures. Pulses can be generated by the flow of compressed air, hy-
draulic and electromagnetic actuators (Soong 1990). 
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Aerodynamic Appendages: This mechanism has been proposed for the control of structures 
subjected to wind forces by Klein and Salhi(1980). The control of structure is achieved 
through the motion of appendages which are installed on the structure. Possibility of using 
this mechanism has been studied by other researchers too (Leipholz and Abdel-Rohman 
1986). 
Other Control Mechanisms: Sirlin et al. (1986) have studied the feasibility of active control-
ling of the floating structures, supported by open-bottom chambers, where the pressure 
of trapped air has been adjusted to control the heave motion of platform. Yang and Vong-
chavalitkul (1993) have used a hybrid control strategy for seismic excited bridges, by con-
trolling the opening of oil flow in the dampers, in addition to a passive isolation system. 
Feng (1993) has developed a strategy for the active base isolation of the buildings, where 
the friction force produced in the structure is controlled by the application of a normal 
force to the sliding bearings. 
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CHAPTER 3 
NEURAL NETWORKS AND CONTROL 
In this chapter the essentials of neural network theory and related issues as re-
quired for the application to the control problems are reviewed briefly. Artificial neural 
networks are man made systems that can perform some intelligent activities, similar to 
those of the human's brain. They can learn and acquire the knowledge about a phenome-
non and can also be trained to respond to that phenomenon appropriately. Their quality 
of response improves, as they learn more and more. This characteristic of the artificial 
neural networks puts them in a place between the conventional computational devices 
and human brain. That is why recently the people in different fields of science and technol-
ogy are attracted to the artificial neural networks. In the last several years (1986-1994), 
almost every field of research has utilized these systems to improve the quality of their 
outcomes. 
Beside the wide range of the application of neural networks in other fields, it has been 
recently used as a new tool in the study of civil engineering problems. Some of these stu-
dies include the mathematical modelling of the nonlinear structural materials, geotechni-
cal engineering, damage detection (Ghaboussi et al. 1991, Ghaboussi 1992, 1993, 1994) 
and control of structures as demonstrated in this article. 
In the following sections, a brief history of the artificial neural networks and general 
features of the multi-layer feedforward backpropation neural networks are presented. At 
last, the simulation of a neural network and ways for the improvement of its learning capa-
bilities in accordance with the requirements of this study are discussed. 
3 .. 1 HISTORY OF THE ARTIFICIAL NEURAL NETWORKS 
In this section, first the motivation behind endeavors for the construction of artifi-
cial neural networks is discussed. Then a history of developments in this field is presented 
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ina chronological order. 
3.1.1 Motivation 
Understanding the natural intelligence and construction of artificial intelligent sys-
tems, are the main motivations and objectives for the researches in the field of neural net-
works. 
Knowledge about intelligent behavior: The curiosity of human being in discovering the ori-
gins of knowledge and functions of the natural brain, returns to centuries ago. The per-
formance of intelligent systems has always been fascinating for the scientists. From the 
time of ancient philosophers to the time of pioneers in modern neurophysiology, Ramon 
E. Kajal and William James, and until now, man has tried to collect informations about 
the mechanism and organization of the natural nervous system of all the animals, specially 
human beings. 
Construction of the artificial intelligent systems: Besides the curiosity to understand the be-
havior of the brain, man has always been interested in the construction of systems that 
can render compensate for human points of weakness. Mechanical devices have been in-
vented to perform an intelligent behavior in a passive way, such as wheels, carts, mills, 
buildings, trains, planes, etc. These devices are built to compensate for the human "physi-
cal points of weakness". Computational devices, mechanical and electrical, both ana-
logue and digital, have been invented as remedies to the lack of speed and precision of 
computation task in the human beings. Abacus, Napier bones, Pascaline and Arithmome-
ter are but just a number of the primary mechanical computational devices. The census 
tabulator of Herman Holerith which was invented in 1890 has been the first analog com-
puter. His work was followed by the invention of modern digital computers. The technolo-
gy of producing the information keeping devices has been greatly developed as a main 
necessity in the challenge for improvements on these computational devices. These infor-
mation keeping devices include cards, tapes, disks, diskettes, etc. (Fuori and Aufiero 
1989). 
With the recent advancements in technology, the need for systems that show some de-
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gree of intelligence has been increased. For example, these intelligent systems should be 
able to perform some sort of learning, generalization, adaptivity, and decision making 
which are correlated to each other. Since the biological systems possess these capabilities, 
the idea of using their characteristics has attracted the attention of the researchers to solve 
the complicated technological problems. As examples, problems in pattern recognition, 
classification and control can be named. This has resulted in the appearance of new fields 
like artificial intelligence, artificial neural networks, and a mixture of both fields called 
the "artificial intelligent neural networks". All of these systems are inspired by the mas-
sively parallel processing behavior of the human nervous system. 
3.1.2 Brief History Of Artificial Neural Networks 
Works of Pavlov and Luria in the mid 19th century revealed some facts about the 
conditioning mechanism of behavior and dynamic nature of cognitive processes. Condi-
tioning mechanism, as established by Pavlov, states that repetition increases the correla-
tion between a stimulus and its corresponding response. His experimental studies played 
a major role in the subsequent developments in the physiological psychology. 
It is considered that William J ames has been the founder of the current developments 
in knowledge engineering. He wrote his famous book "Principles of Psychology" in 1890. 
In that book, he mentioned a number of important ideas about physiology and organiza-
tion of brain, like neural activity, weight connection and parallel processing in the brain. 
Mc Culloch and Pitts came with a model about neural activity in 1943. They concluded 
some assumptions, to explain their model. They pointed to the all or non process of neural 
activity, latent addition of synaptic excitations, the synaptic delay as the only source of 
delay, and the overall inhibitory property of the inhibitory synapses. Also they assumed 
that the structure of the neural net is fixed. With this model, they proved that it is possible 
to construct neural networks, that can represent any logical expressions. Their model was 
a massively parallel processing system. 
The Mc Culloch-Pitts model is not used in today's artificial neural networks in its orig-
inal form. However it provided a strong basis for the future steps. 
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Donald O. Hebb wrote his famous book "The Organization of Behavior" and pro-
posed the rule of updating the synoptic weights in 1949. His rule is called the "Hebbian 
Rule". Hebbian rule states that repeated effect of a neuron A on another neu-
ron B strengthens the connection between the two neurons. He called his model, a "con-
nectionism" model, and made four postulates about it. These postulates are that, the in-
formation is kept in the synaptic weights, there is a connection learning rate which is 
proportional to neural activations, weights are symmetric and that simultaneous repeti-
tion of activation of neurons increases their synaptic connection weight. 
Hebb's Postulates are now used in the construction of neural networks. 
Frank Rosenblatt introduced the first simulated neural network, called the "Percep-
tron" in 1958. Perceptron was in fact a "self-organization" and "self-associative" learn-
ing system. Rosenblatt showed that the information is kept in the form of connection 
weights in the perceptron. Then the perceptron responds to the new stimuli directly, ac-
cording to the information kept in its connections. 
ADALINE was the first engineering outcome of the previous studies. In 1960, Bernard 
Widrow and Marcian Hoff built an adaptive switch circuit, and called it the '1\daptive Lin-
ear", abbreviated by ADALINE. It was an artificial hardware neural network, in the size 
of a lunch box, and is still working. They updated the connection weights by finding the 
"Least Mean Square", abbreviated by "LMS", using the gradient descent method. This 
method of updating is a very common method of updating the weights. 
After Minskey and Papert wrote their book "Perceptrons", the support for the devel-
opment of artificial neural networks was considerably reduced. These authors were work-
ing with traditional Artificial Intelligence (AI) groups. They proved that there is no gener-
al convergence for perceptrons. This meant that perceptrons were not capable of learning 
all the desired logical expressions. 
Between 1969 and 1982, the field of research on neural networks was not very active. 
The important studies were those of T. V. Kohonen and J. Anderson who introduced the 
ideas of "associative memory" and "interactive memory" respectively. These two ideas 
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were mainly the same. Also, S. Grossberg developed his very complicated ART programs, 
to study physiological matters. 
In the years 1982-1986, John J. Hopfield built a series of silicon artificial neural net-
works, which are known as "Hopfield Nets". They were practically very important and 
interesting for companies. Those networks used the optimization method in order to mini-
mize their error of prediction, when updating the connection weights. This opened a new 
era in neural network developments, and reactivated this field. 
David E. Rumelhart and his co-workers (1986a), introduced the backpropagation 
method for updating the connection weights of a multilayer neural network. In the same 
year, David E. Rumelrart and James L. Mc Clelland (1986b), edited the book of "Parallel 
Distributed Processing". This book had a very prominent effect in the progress of research 
in artificial neural networks, and has been an important reference for the people who are 
working in this field. It included all the important issues related to the architecture, activa-
tion functions and learning algorithms, known at that time. 
The theoretical aspects of neural networks have been developed in the recent years. 
Also special notice has been given to their applications. Compared to ten years ago, the 
number of books and journals and conferences on neural networks and their applications 
has been increased considerably. 
More informations regarding the history of neural network developments can be 
found in Anderson and Rosenfeld (1988), Anderson, Pellionisz and Rosenfeld (1990), Eb-
erhart and Dobbins (1990) and IEEE (1990-1991). 
Among the many different proposed models of artificial neural networks, the "multi-
layer feedforward backpropation" neural networks have become the most popular ones 
in engineering applications. In the recent years, developments in this type of neural net-
works have resulted in more complicated learning rules and architectures. Quickprop 
learning algorithm of Fahlman (1988), modular architectures of Jacobs and Jordan 
(1991), and fuzzy neural systems of Hsu et al. (1992), are some of these developments. 
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This type of neural network is used in this research. 
3.2 CAPABILITIES, FUNCTION AND CONSTRUCTION OF NEURAL NETWORKS 
Neural networks have been utilized in solving many problems in different fields 
of research. The power of neural networks comes from the fact that they are highly adap-
tive nonlinear systems. A neural network contains several variables that can be deter-
mined during the adaptation process. Because of this adaptivity, neural networks can be 
trained to learn the intrinsic relationships between different characteristics of a phenome-
non. This phenomenon can be the recognition of an object from the measurements of its 
prop~rties, as in letter recognition and weather prediction, or it can be the process of deci-
sion making about sending a control signal to a control mechanism based on the measure-
ments of the state of that mechanical system, etc. With the adaptivity characteristics of 
the neural networks, it is not necessary anymore to identify the systems by the convention-
al methods. Identification will be accomplished implicitly and automatically through 
training of the neural network. 
Here, those features and capabilities of neural networks will be reviewed, which are 
important for engineering applications and specifically structural control. In such cases, 
neural networks are used as mapping devices which demonstrate regression-like func-
tions. The reason behind using neural networks for these type of problems is that in most 
of the real world problems, it is not possible, or at least it is very hard to prepare good 
mathematical models to characterize the processes. Even it is hard to find good regression 
models to explain the processes approximately. For example, in control problems, there 
are many sources of nonlinearity. Also there are time delays due to actuators dynamics. 
In general, these types of problems, are mapping and regression problems, with many in-
put and output variables. Because these variables may be correlated to each other it is 
hard to find a good regression model. In such situations, use of neural networks is very 
beneficial in preparing a model to simulate the system behavior. It is possible to train a 
neural network to learn the intrinsic relationships between the variables of the system, 
the inputs to it and its corresponding outputs. Then, if a new set of inputs is given to the 
system, its outputs is expected to be the same as the values obtained from the real system, 
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when the system is subjected to the same inputs and under the same conditions. Predicting 
the response of a structure when subjected to external excitations, predicting the desired 
control forces for the control of a structure in the next sampling rate, and the determina-
tion of nonlinear material characteristics for a finite element analysis, are some but not 
all of the problems one may face in structural control. These problems can be handled 
by well trained neural networks. 
The primary steps in the construction of a suitable neural network are as follows: 
1. Representation: Determination of enough and concise input variables. Output variables 
are dictated automatically by the requirements of the problem. 
2. Selection of a suitable type of neural network: First, decision should be made about the 
type of neural network, whether it is a multi-layer feedforward neural network, a recur-
rent neural network,etc. Then, the architecture, training strategy and the required param-
eters which define the behavior of the network, such as the type of activation function, 
learning rate, etc. should be selected. This includes choosing or constructing an algorithm 
for updating the parameters of the neural network, growing mechanism, etc. 
3. Selection of a suitable training set:. Number of the training cases should be large enough 
to cover all the possible situations that may occur during the real process. Meanwhile, it 
should be as small as possible to avoid excessive unnecessary time of training. 
In this study, muitilayer feed forward neural networks will be used. The method of up-
dating the weights is the backpropagation rule, with quickprop algorithm. These are ex-
plained in the following sections. 
3.3 MULTI-LAYER FEED-FORWARD NEURAL NETWORKS (MFFNN) 
A multilayer feedforward neural network is comprised of many processing units 
also called processing elements, nodes, neurons and neurodes. Each of these units has 
a simple behavior. The units receive signals from and send signals to the other processing 
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units via wire-like connections. The complexity of a neural network comes from the coop-
eration of these very simple processing units. This is the fascinating point about the neural 
networks. The arrangement of these simple units is an important issue. The Mulilayer 
feedforward backpropagation neural networks (MFFNN) are practically very useful be-
cause of their predefined architectural form, where the arrangement of their units follows 
a simple pattern. In the following sections, processing units, connections, architecture of 
MFFNN, and other related issues will be discussed. 
3.3.1 Units, Connections And Activation Function 
Each processing unit acts as an amplifier. It receives signals from the other units, 
and issues a signal which is a function of the received signals. This function can be nonIin-
ear. 
Figure 3.1 is a schematic representation of a processing unit j . It receives inputs from 
some units i = 1,2, ... , nz . These units can be called the "lower units". The inputs are 
added together algebraically, according to the following rule: 
n, 
Zj - ~Wji Oi 
i= 1 
(3.1) 
where Wji represents the connection weight (connection strength) associated with the 
\vire-like connection from unit i to unit j ,and Oi is the output of unit i . A func-
tion f , which is called the ''Activation function", acts on this summation. The result is 
the output of unit j ,which will be sent to some other units k = 1,2, ... , nh . These 
units can be called the "higher units". 
Activation function: Many types of activation functions, have been proposed and used for 
different problems. The most widely used activation function is the "Sigmoidal Function". 
Due to the net input Zj to unit j ,it returns the output OJ according to the following 
equation: 
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f ldh Layer 
Figure 3.1 A processing unit, also called element, node, neuron and neurode. 
(3.2) 
where A is a constant parameter and is a characteristic of the unit. Figure 3.2 shows the 
sigmoidal activation function. It is similar to the activation of a real neuron. A real neuron 
is supposed to be a threshold logic unit. Some other popular activation functions are 
shown in figure 3.3. 
3.3 .. 2 Architecture Of MFFNN 
A MFFNN is comprised of layers of units. A unit receives only input from the 
units in the previous layer, and sends only signal to the units in the succeeding layer. Nei-
ther inter-layer connections nor cross-layer connections are not permitted. Also, each 
unit in a layer is connected to all the units in the succeeding layer. The result is a neural 
network which is fully connected in the layers. The first layer receives input from sur-
rounding. The last layer sends outputs to the surrounding. In other words, the first layer 
is the input layer, and the last layer is the output layer of the neural network. Also there 
should be at least one layer in between input and output layers. Theoretically, one hidden 
layer is enough for learning a mapping problem. Practically however, two hidden layers 
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Figure 3.2 The sigmoidal activation function. 
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Figure 3.3 Some of the popular activation functions. (a) Sigmoidal function shifted 
(b )Step function ( c) Ramp function. 
are recommended for complicated problems. Since there is no input from a layer to its 
previous layers, and the direction of signal propagation is from the input layer to the out-
put layer, these types of networks are called the "feedforward neural networks". Simplic-
ity of the architecture of MFFNN has led to provide strong theoretical support for its con-
vergence (Hornik 1991, Blum and Li 1991). Figure 3.4 shows a tvfFFt~t~ and its 
components. 
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Figure 3.4 A typical Multi-layer feed-forward neural network. 
3.4 TRAINING ALGORITHM 
Training of the neural network means modifying its connection weights, until the 
network can predict the output variables with an acceptable accuracy. So, a criteria for 
evaluating the error is required too. Training of the network is based on an optimization 
method, such as the steepest descent. 
To train a neural network three steps should be followed: 
1. A number of input-output pairs, should be constructed from the measurements of 
the real process. These input-output pairs (i-o pairs) constitute the training set. The num-
ber of these i-o pairs can be shown by nio . So, if each input vector is shown by Ii ,and 
its corresponding desired output which is called the target output vector, 
by Ti ' i = 1, 2, .... ,nio ' then the block diagram representing this cause and 
effect or mapping relation is as shown in figure 3.5a. 
2. Beginning with a small architecture of the neural network, its connection weights 
should be selected by a random number generation mechanism. Then feeding the in-
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put Ii to the network, results in the predicted output Oi ,which generally differs from 
the target output Ti , i = 1, 2, .... , nio . The block diagram representing this 
cause and effect or mapping relation is as shown in figure 3.5b. 
I· E Process 
(a) 
Ii ~... l\J el1ral Network 
(b) 
Figure 3.5 Mapping. 
3. Calculating the error between the predicted output Oi and the target output Ti , 
l = 1, 2, .... , nio for each i-o pair. Euclidean norm is considered for the calcula-
tion of this error. The total error is the sum of all the Euclidean norms, according to the 
following formulas, 
nio 
E = L Ei. 
i= 1 
,i = 1,2, ..... , nio . 
(3.3) 
where Ei is the Euclidean norm for i-o pair number i ,and E is the total error. 
4. Calculating the gradient or slope or the sensitivity of error with respect to the con-
nection weights. This is done through the backpropagation of error. Hence, these types 
of neural networks are called backpropagation neural networks. In this method, the slope 
of error with respect to all the connection weights, which are connecting two succeeding 
layers are calculated at the same time. Calculation proceeds from the output layer to the 
input layer. 
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5. Updating the weights by using a learning rule. The learning rule, used in this study is 
based on the "quickprop" algorithm, proposed by Fahlman(1988). 
3.4.1 Backpropagation Method 
This method, has been developed by Rumelhart and his co-workers, as well as 
Werbos and Parker (Rumelhart et al. 1986a,b, Allman 1989 and Eberhart and Dobbins 
1990). Consider the MFFNN shown in figure 3.6. The layers are numbered from 1 to 
n . Each layer has a number of units, denoted by i1 for layer 1 , to in for layer n . An 
input vector I = [ 11, 12, ... ,Ii1 ]T is introduced to the input layer. The predicted output 
is 0 = [ 01, 02, ... ,Oi
n 
]T. The target output is T = [ T1, T2, ... ,Tin ]T . The error due to 
this prediction is: 
i=in 
E - 0.5 ~ (0 i - Ti )2 
i= 1 
(3.4) 
While the predicted output is a function of the network parameters, the target out-
put T is not a function of them. Since for a fixed network the only parameters to be ad-
justed are the connection weights shown by matrix W, ,then: 
o =f(W) (3.5) 
Thus for each connection weight Wj,k which connects two units j and k in two succes-
sive layers, 
i=in 
aE/awj,k = ~ (Oi- Ti ) (aOi/aWj,k) 
i= 1 
(3.6) 
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Figure 3.6 A typical multilayer feedforward neural network (MFNN) which has been 
trained to learn the input-output relationship for a real phenomenon. 
Also, for each of the output units i , 
(3.7) 
From the above equation, the derivative of error with respect to the net input Zi re-
ceived by the output unit i can be calculated from: 
(3.8) 
By introducing 
(3.9) 
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equation (3.8) can be written as: 
aE/aZi = (aE/aoD F'(ZD (3.10) 
Since the activation function is not an explicit function of the connection weights, the 
terms on the right hand side of the above equation can be calculated from activation of 
the output units. The result for sigmoidal activation functions (equation 3.2) is: 
(3.11) 
Now, considering each two units j and k in two succeeding layers m - 1 and m re-
spectively, which are connected by the connection weight Wj,k ,the following equations 
will be obtained: 
Also 
k=im 
aE/aOj = ~ (aE/aZk) ( aZk/aOj ) 
k=l 
k=im 
= ~ (aE/aZk) Wj,k 
k=l 
(3.12) 
(3.13) 
From the above equations, it is obvious that the derivatives of error with respect to the 
output OJ and the net input Zj for unit j ,depend on the derivatives of error with re-
spect to the net inputs to the higher layer.Thus, backpropagation flows from the output 
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layer to the input layer. Backpropagation begins with calculating equations (3.7) and 
(3.10) for the output layer where m = n . Then the derivative of error with respect to 
the weight Wj,k can be obtained from: 
(3.14) 
Which depends on the derivatives calculated for the higher layer, and the activation of 
the lower layer which is known from the last forward-propagation of input. 
Back-propagation algorithm: By introducing the term Ok defined as: 
o· - aE/aZ· J - J (3.15) 
for unit j ,the algorithm for backpropagation of error can be formulated as follows: 
step 1: Calculate: 
(3.16) 
for each of the output units i = 1,2, ... , in where n is the number of layers of the neural 
network. 
step 2: For each layer m = 1,2, ... , n , beginning with the output layer, backpropagate 
the error, and calculate the following derivatives. In the following equations, j represents 
a node in layer number m - 1 and k denote a node in layer number m . After finding 
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the following derivatives for all the nodes in layer m ,go to layer m - 1 
k=im 
aEjaOj = L (aEjaZk) Wj,k 
k=l 
3.4.2 The Generalized Delta Rule 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
Updating the weights to reduce the error of prediction can be achieved through 
the application of steepest descent method. In this approach, after the calculation of the 
slope of error with respect to the connection weights, aE j aWj,k ,the weights can be up-
dated from: 
Wj,k aE - Wj,k - y--
aWj,k (3.21) 
where y is the learning rate. The learning rate can be a variable of convergence rate or 
training cycle, etc. Also updating the weights can be accomplished through "batch train-
ing" procedure. To this end, it is preferred to train the neural network by gradually in-
creasing the size of the training set when the number of training cases is large. The weights 
are then updated frequently. 
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3.4.3 The Quickprop Learning Algorithm 
This algorithm has been proposed by Fahlman (1988) to achieve a faster conver-
gence than with the original generalized delta rule. According to this algorithm, higher 
order derivatives of error with respect to the connection weights of the neural network 
are considered in the updating of weights. This algorithm has been adopted and used in 
the development of a MFFNN for the purpose of this study. The steps to be followed in 
this algorithm are; 
1. Keep the information about the derivatives of error with respect to weights and the 
corresponding changes in weights ~Wj,k , as obtained in the previous step of backpropa-
gation of error. Denoting the previous step by t - 1 and the recent step by t , these de-
rivatives of error can be shown by 
(3.22) 
Also changes in weights can be denoted by ~Wj,k(t - 1) 
2. Obtain the new derivatives of error for step t from: 
(3.23) 
3. Calculate the required change in the weights from the following rule: 
if Sj,k(t - 1) x Sj,k(t) > 0.0 ,then: 
I1Wj,k = - y Sj,k(t) . (3.24) 
where Y is the learning rate. 
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if Sj,k(t - 1) x Sj,k(t) < 0.0, then: 
(3.25) 
3.5 ARCHITECTURE GROWING 
One of the effective ways of increasing the capacity of a neural network and escap-
ing from local minima is by modifying its architecture. Many algorithms have been pro-
posed for adaptive architecture determination. These algorithms are based on the criteria 
for growing and pruning of the neural networks. The importance of this issue has resulted 
in frequent studies and considerable amount of literature on the subject, including Me-
zard and Nadal (1989), Ash (1989), Fahlman and Lebier(1990), Tenorio and Lee (1990), 
Wu (1991), Nikzad (1991), Hirose et al. (1991), Sietsma and Dow (1991), Fujita (1992) 
and Hamamoto et al. (1992). 
The development of a growing algorithm in accordance with the needs of this study, 
has been a part of this research. Hence, after the development of a computer program 
for the simulation of a MFFNN, called "SUNN", a growing algorithm has been devel-
oped and implemented in the computer program. In spite of the other growing algorithms 
where the units are generated manually, they can be generated both manually and/or au-
tomatically in this algorithm, depending on the user's preference. An expert subroutine, 
consisting of "if-then statements" controls the generation of units. The growing algo-
rithm has played an important role in constructing more powerful neural networks for this 
study. A concise about this growing algorithm is presented in the following section. More 
details about the computer program "SUNN" can be found in chapter 5. 
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3.5 .. 1 Automatic Architecture Growing Algorithm And Criteria Used In This Study 
In this study, the general strategy for the construction of a neural network has been 
to begin with a small architecture, and then letting it grow when necessary. This idea has 
been studied by Wu and Ghaboussi (1990) and has provided successful results (Wu 1991). 
This is important from two points of view: first, to let the network learn the general charac-
teristics of the problem and avoid localization, and second, to keep the training time, 
which is an increasing function of the number of nodes and connection weights, as less 
as possible. 
To accomplish the above mentioned goals, an algorithm for the assessment of the 
learning speed of the neural network and addition of new units to the network has been 
developed. The following criteria have been used for this purpose: 
Criteriafor the evaluation of con vergence speed: The training of the neural network is accom-
plished in a batch mode. To this end, the neural network is forced to learn a small number 
of training cases, which is a subset of the whole training set. This training subset can be 
called a sub-batch while the whole training set is called the batch. After the neural net-
work learns the training cases in the sub-batch, a small number of new training cases are 
added to the sub-batch, to form a new and larger sub-batch. The neural network is then 
forced to learn the new sub-batch of train cases, and so on until the network learns the 
whole training cases. Hence the size of sub-batch of training cases increases gradually 
and the neural network is trained gradually too. However in cases the neural network is 
trapped in a local minima or the capacity of the neural network is reached, the neural net-
work can not learn all the training cases in the sub-batch with the desired accuracy. Detec-
tion of such situations is done by recording the number of updating cycles of the connec-
tion weights for the sub-batch, and the total error, average error and maximum error for 
the training cases in the sub-batch as a function of updating cycles. Slopes of these errors 
with respect to updating cycles are calculated. The general criteria for the evaluation of 
convergence speed is that whenever the slopes are very small, convergence is very slow 
and new units should be added to the neural network. Addition of new units produces new 
adaptive connection weights in the neural network. 
For this study, a number of "if-then" rules have been implemented in the computer 
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program to evaluate the speed of convergence based on the aforementioned criteria. Im-
plementation of such rule based criteria has provided the possibility for the development 
of an automatic node generation mechanism. The automatic node generation mechanism 
introduces new nodes to the neural network whenever convergence speed is low. 
After the addition of a number of new units, it is logical to expect the neural network 
converge to better results. So, more training cycles will be permitted for the network to 
learn the same training sub-batch, before the addition of more units, if required. 
Determination of the number of units to be added: The number of new units that should be 
added is a variable which should be defined by the user as an input to the developed neural 
network simulation program. But it is obvious that the number of added units should be 
small. This is due to the fact that it is preferred to keep the previous results of training 
as intact as possible, which means that the previous architecture should not be ruined 
completely and also the capacity of the neural network should not be increased abruptly. 
In cases where the neural network is trapped in a local minima, the weights of the new 
connections are given high values, and for some first cycles of additional training, the pre-
vious weights are frozen. This freezing mechanism helps the neural network escape the 
undesired local minima. The variables, controlling the number of cycles of freezing, 
weights of the new connections, etc., can be introduced by the user as inputs to the neural 
network simulation program or be generated automatically. 
3.6 NEURAL NETWORK BASED CONTROL 
There is an extensive literature on the application of neural networks in control 
of different processes. Miller, Sutton and Werbos (1990), Warwick, Irwin and Hunt 
(1992), and White and Sofge (1992) have collected useful informations on the subject. 
While neural networks have been widely used in other disciplines, there has been few 
applications in the control of civil engineering structures. Besides some qualitative pa-
pers, showing the possibilities of using neural networks in the control of simple cases, a 
numerical study is due to Nikzad and Ghaboussi (1991) and Nikzad (1991), who have pro-
vided some results for the noise control of a rigid body structure and a flexible plate. 
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In this research, and its descendent papers submitted for publication, the first method 
and detailed application of neural networks in the numerical study of controlling the steel 
frame structures is presented. 
REFERENCES 
Allman w.P., (1989), Inside The Neural Network Revolution, Bantam Books, New York, 
NY, 1989. 
Anderson J. A. and Rosenfeld E. (eds.), (1988), Neurocomputing: Foundations of Re-
search, NilT Press, Cambridge, :rviassachusetts, London, England. 
Anderson J. A., Pellionisz A. and Rosenfeld E., (1990), Neurocomputing 2 : Directions for 
Research, MIT Press, Cambridge, Massachusetts, London, England. 
Ash T., (1989), 'Dynamic Node Creation In Backpropagation Networks', Proc. of Int. Joint 
Con! on Neural Networks (IJCNN), Washington D. C., June, v.lI, pp. 623-29. 
Blum E. K. and Li L., (1991), 1\pproximation Theory And Feedforward Neural Net-
works', Neural Networks, v. 4, pp. 511-15. 
Eberhart R. C. and Dobbins R. W. (eds.), (1990), Neural Network PC Tools: A Practical 
Guide, Academic Press. 
Fahlman S. E., (1988), 'Faster-Learning Variations on Backpropagatipon: An Empirical 
Study', Proceedings of the 1988 connectionist models, Summer School, Touretzky D., Hin-
ton G. and Sejnouski T. (eds.), June 17-26, 1988 Cornegie Melon University, pp. 38-51. 
Fahlman S. E. and Lebiere C., (1990), 'The Cascade Correlation Learning Architecture', 
CMU-CS-90-JOO, School of Computer Science, Carnegie Mellon University, Pitsburgeh, 
79 
PA 15213, Feb. 1990. 
Fujita 0., (1992), 'Optimization Of The Hidden Unit Function In Feedforward Neural 
Networks', Neural Networks, v.5, no.5, pp. 755-64. 
Fuori W. M. and Aufiero L. J., (1989), Computers And Information Processing, Prentice 
Hall. 
Ghaboussi J., Garrett J. H. and Wu X., (1991), 'Knowledge-based Modeling Of Material 
Behavior With Neural Networks', Journal of Engineering Mechanics Division, ASCE, v. 
117,n. 1,pp. 132-53. 
Ghaboussi J., (1992), 'Potential Applications Of Neuro-Biological Computational Mod-
els In Geotechnical Engineering', Proceedings, International Conference On Numerical 
Models In Geotechnical Engineering, NUMOG Iv, Swansea, UK, August 1992. 
Ghaboussi J., (1993), ~ Overview Of The Potential Applications Of Neural Networks 
In Civil Engineering', Proceedings, ASCE Structures Congress '93, Irvine, California. 
Ghaboussi J., (1994), 'Some Applications Of Neural Networks In Structural Engineering', 
Proceedings, Structure Congress '94, ASCE, Atlanta, GA, April, 1994. 
Hamamoto M., Kamruzzaman J. and Kumagai Y., (1992), 'Generalizability Of Artificial 
Neural Network Using Fahlman And Lebiere's Learning Algorithm', IEEEIINNS IJCNN 
(Int. Joint Conf on Neural Networks), Baltimore, June 7-11, 1992, v.1, 613-24. 
Hirose Y., Yamashita K. and Hijia S., (1991), 'Backpropagation Algorithm Which Varies 
The Number Of Hidden Units', Neural Networks, v.4, n.1, pp. 61-66. 
Hornik K., (1991), 'Approximation Capabilities of Multi-Layer Feedforward Neural Net-
works', Neural Networks, v. 4, pp. 251-57. 
Hsu L. S., Teh H. H., Wang P. Z., Chan S. C. and Loe K. E, (1992), 'Fuzzy Neural-logic 
80 
System', IEEE/INNS IJCNN (International Joint Conference on Neural Networks), Balti-
more, v.I. 
IEEE Trans. on Neural Networks, 1-2, 1990-1991. 
Jacobs R. A. and Jordan M. I., (1991), ~ Comparative Modular Connectionist Architec-
ture',Advances In Neural Information Processing Systems 3, Lippmann R. P., Moody J. E. 
and Touretsky D. S. (eds.), Morgan Kaufmann Pub. 
Karnin E. D., (1990), ~ Simple Procedure For Pruning Backpropagation Trained Neural 
Networks', IEEE Trans. on Neural Networks, v.1, n.2, pp. 239-42. 
Mezard M. and Nadal J. P., (1989), 'Learning In Feedforward Layered Networks: Tilting 
Algorithm', 1 of Physics, A22, 2191-203< 
Miller W. T., Sutton R. S. and Werbos P. J., (1990), Neural Networks For Control, MIT 
Press. 
Minsky M. and Papert S., (1969), Perceptrons, The MIT Press. 
Nikzad K. and Ghaboussi J., (1991), ~plication of Multi-Layered Feedforward Neural 
Networks in Digital Vibration Control', Proceedings of the IEEE International Joint Con-
ference on Neural Networks (IJCNN), Seattle, June 1991, pp. II-A 1004. 
Nikzad K., (1992),A Study of Neural and Conventional Control Paradigms inActive Digital 
Structural Control, Ph.D. Thesis, Department of Civil Engineering, University of Illinois 
at Urbana-Champaign, Urbana, Illinois, June 1992. 
Rumelhart D. E., Hinton G. E. and Williams R. J., (1986a), 'Learning Representations 
By Backpropagating Errors', Nature, 323(9), pp. 533-36. 
Rumelhart D. E. and Mc Clelland J. L., (1986b), Parallel Distributed Processing, v.1: Foun-
dations, MIT Press, Cambridge, MA. 
81 
Sietsma J. and Dow R. J. F., (1991), 'Creating Artificial Neural Networks That General-
ize', Neural Networks, v.2, n.1, pp. 325-33. 
Tenorio M. F. and Lee W. T., (1990), 'Self-organization Networks For Optimum Super-
vised Learning', IEEE Transactions on Neural Networks, v.1, n.1, pp. 100-10. 
Warwick K., Irwin G. W. and Hunt K. J., (1992), Neural Networks For Control And Systems, 
Peter Peregrinus Ltd. 
White D. A. and Sofge D. a., (1992), Handbook Of Intelligent Control, Van Nostrand Rein-
horn, New York. 
Wu X., (1991), 'Neural Network Based Matrerial Modelling', Ph. D. Thesis, civil engineer-
ing department, university of Illinois at Urbana-Champaign. 
Wu X. and Ghaboussi J., (1990), Dynamic Hidden Elements Generation And Modelling Of 
Real Functions, Notes, civil engineering department, university of Illinois at Urbana-
Champaign. 
82 
CHAPTER 4 
FUZZY LOGIC AND CONTROL 
In this chapter, the fundamentals of fuzzy subsets and fuzzy logic theory, which is 
useful for the sake of control of structures is reviewed. Also the application of this theory 
in the control of different engineering processes is reviewed in brief. 
Formulated (conventional) automatic methods for process control are based on pro-
viding exact mathematical modelling of both the process and the control mechanism. 
These conventional methods of automatic control have been useful in handling many con-
trol problems. On the other hand, there may be many sources of uncertainty and ambigu-
ity in the process itself and also in the know how about controlling the process. Some-
times, these sources of uncertainty and ambiguity are so complicated that control should 
be handed over to an intelligent system. This intelligent system is often a human expert. 
The expert, uses his/her available knowledge about the overall process, compensates for 
changes in the parameters of the controlled plant, improves his/her controlling abilities 
through more experience, and tries to optimize the control behavior towards a perfection. 
Because of this high quality of performance of the human experts, the idea of producing 
artificial systems that are intelligent enough to perform these controlling tasks, the way 
the human experts do, is fascinating. 
One of the basis for constructing such intelligent systems, is by the use of theory of 
fuzzy sets. This theory, is mainly introduced and developed by Prof. L. A Zadeh, in 1965 
(Zadeh 1965a,b). In this theory, a new kind of sets have been introduced which have un-
certain boundaries. These sets which are called fuzo/ sets, may contain members that have 
different values of belonging, called "membership". In his two next papers, Zadeh has 
pointed to the application of fuzzy set theory in control problems (Zadeh 1971, 1974). 
However, it was the works of Mamdani and his co-workers that demonstrated and en-
hanced the industrial application of fuzzy logic based control. They studied the applica-
tion of the fuzzy theory in the control of dynamic plants (Mamdani 1974, Mamdani and 
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Assilian 1975). Thereafter, there has been vast application of fuzzy logic in the construc-
tion of knowledge based expert controllers, for different engineering problems. Control 
of a cement kiln by fuzzy logic has been studied and put to work by Holmnblad and Oster-
gaard, in Denmark (1982). Controlling a system of pumps for start/stop, determination 
of number of pumps in operation, and controlling the water level for drainage has been 
studied by Kokawa in Japan(1982). Interest in fuzzy control application has been greatly 
raised after the appearance of a collection of papers about the application of fuzzy con-
trol, edited by Sugeno (1985). These papers have been prepared by many authors from 
different parts of the world, and all of them have reported encouraging results. Automatic 
train operation by Yasunobo and Miamoto from Japan (1985), controlling the addition 
of chemicals for water purification by Yagishita et al. from Japan (1985), control of a mul-
ti-degree of freedom robot arm by Scharf and Mandic from England (1985), control of 
a casting plant by Bartolini et al. from Italy (1985), aircraft flight control by Larkin from 
U.S.A. (1985), and automobile speed control by Murakami and Maeda from Japan (1985) 
are but some of these papers. Articles on similar studies and applications have appeared 
afterwards, a concise review of which can be found in the work of H. Berenji (1992). 
Application of fuzzy logic in structural control has begun very recently. The possibility 
of using this approach has been mentioned by Yao (1987), and Yao and Natke (1992). 
Also Reinhom and his co-workers(1993) have reported on the use of hybrid passive and 
active control by the use of fuzzy logic. They have controlled a rigid block subjected to 
earthquakes. The results have been promising. 
A part of this study has been to investigate the applicability of the fuzzy control meth-
od in controlling the civil engineering structures. Hence, in the following sections, basic 
definitions in fuzzy set and fuzzy logic theory, fuzzy reasoning and evaluation, and fuzzy 
control strategies will be explained briefly. More details can be found in the extensive lit-
erature on fuzzy sets and fuzzy control, among which the following can be mentioned: Ter-
ana et al. (1987), Gupta and Yamakawa (1988), Pedrycz (1989), Kandel (1986), Yager 
(1987), Dubois and Prade (1980) and Kaufmann (1975). 
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4.1 THE CONCEPT OF FUZZY SET AND FUZZY LOGIC 
The binary classification is a very familiar mathematical problem. In such prob-
lems one should determine if an object belongs to a class or not. For example, is a light 
on or off, or is a number greater than 5 or not. In such problems, the borders for distin-
guishing the classes are precisely defined. It is easy to imagine more complicated cases 
for which there are many classes with precisely defined borders, where it is required to 
determine to which class a given object belongs. As a simple example the problem of 
determination of the type of a metal can be mentioned; is it copper, iron or zinc, etc. 
Because the borders are fixed and not flexible, some authors call this type of sets, the 
"crisp sets" (Terano et al. 1987). In either case, both the information about the object and 
the borders of the classes are completely known and the judgement for classification is 
required to be certain. The ordinary set theory deals with such kind of classification prob-
lems. 
Meanwhile there are many situations, judgement about which can not be precise and 
abstract. This includes cases where some kind of comparison between similar objects is 
involved, or when there is some ambiguity and uncertainty involved in the evaluation of 
a phenomenon. As typical examples, one can consider questions like: how fast is a car, 
how successful is a control algorithm, how intelligent is a system, and how suitable is a 
medical treatment. Such questions that require more flexible evaluation and judgement, 
are very common in the real world problems. In such cases, while the object is completely 
known, the borders can not be well defined for classification purposes. Specially the prob-
lem becomes much more complicated when there are more than two classes available, 
or there are many parameters to be considered in evaluation and judgement. In such pro b-
lems, one can not define the borders precisely. Fuzzy set theory, has been proposed to 
deal with these types of problems. It is called fuzzy for the purpose of distinguishing it 
from the ordinary or crisp set theory. Although there is some kind of uncertainty and am-
biguity in fuzziness, the concept and meaning of fuzziness is different from that of statisti-
cal. In statistics, the uncertainty is in identification of the object, while in the fuzzy set 
theory, ambiguity is in the definition of the boundary of the sets. 
By the application of fuzzy set theory to classification problems, more flexibility in 
classification can be obtained, rather than the ordinary set theory. Hence, it is supposed 
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that by utilizing the fuzzy set theory, it is possible to construct systems that are more intelli-
gent and adaptive. This characteristic of fuzzy sets and fuzzy logic is useful for the con-
struction of structural intelligent controllers. 
4.2 BASIC DEFINITIONS IN FUZZY SET THEORY 
Consider X, as the space of a number of points or objects. Elements of X, can be 
denoted by x . This can be shown by X = { x }. 
A fuzzy set A in X, is determined by a function called the "membership function", 
denoted by f.lA(X) ,defined for all x EX. X is called the "support set", too. The mem-
bership function f.lA(X) states to what grade, x is a member of A . It is common to associ-
ate a number in the interval [0,1] to f.lA(X) . When membership is maximum, f.lA(X) = 1 , 
and when minimum, f.lA(X) = O. Figure 4.1, shows three membership functions for three 
fuzzy variables. In figure 4.1-a, the variable x is a measure that says how red an apple 
is. Based on this measure, the ripeness of the apple is expressed in the form of the mem-
bership function f.lA(X) . The more red the apple, the more ripe it is. In figure 4.1-b, x is 
the measure of control force, and the membership function expresses how good the con-
trol performance is. The less the absolute value of the force, the better the control per-
formance is. In figure 4.1-c, x is the measure of slenderness of a column. In this problem, 
the membership function states how good the design has been. The closer the slenderness 
to a required minimum slenderness, here 220.0, the better the design is. 
Assigning a membership function to a fuzzy object, is called "quantification of that 
fuzzy object". In the above examples, the ripeness of an apple, the quality of a control 
task, and the quality of a design have been quantified. 
If the membership function f.lA(x) is either 0 or 1 for all the points of X, then the 
fuzzy set becomes a crisp set, also called an ordinary, or a non-fuzzy set. In this case, the 
term "characteristic function" is used instead of "membership function". The characteris-
tic function is shown by the letter X . Figure 4.2 shows the characteristic function for 
0.0 10.0 -100.0 
(a) 
0.0 
(b) 
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100.0 0.0 
Figure 4.1 Membership functions for three different fuzzy sets. 
220.0 
(c) 
x 
450.0 
the above mentioned variables of figure 4.1, where the boundaries are defined without 
any ambiguity and uncertainty. In figure 4.2-a, an apple is ripe if its redness measure is 
over 4.3 . In figure 4.2-b the control performance is good if control force is between -40.0 
and + 40.0. In figure 4.2-c design is good if slenderness is between 190.0 and 250.0. 
As can be seen, fuzzy sets are extensions of ordinary sets. Also it can be said that while 
the ordinary sets are "objective", the fuzzy sets are "subjective". 
x 
o 
o 
~ 
0.0 4.3 10.0 
(a) 
1-100.0 d.o 
(b) 
X 
I 
100.0 0.0 
Figure 4.2 Characteristic functions for three different crisp sets. 
220.0 
(c) 
x 
450.0 
In most of the practical situations, it is necessary to work with more than one class. 
For example in a control problem, one may want to evaluate to which of the following 
classes, the veloci1y of an object belongs: approximately zero (S), small negative (St-.J), me-
dium negative (MN), big negative (BN), small positive (SP), medium positive (MP) or big 
positive (BP). Using ordinary sets, the classification shown in figure 4.3 may be proposed. 
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The boundaries are well defined. By measuring the velocity of the object, it falls in one 
of the classes, and that is the result of evaluation. For example, if velocity is 8.0 cm/sec., 
it is BP, if 0.2 cm/sec. , S, and if -4.0 cm/sec. ,MN. But a preliminary knowledge about 
control, tells us that this is not an appropriate way of evaluation, since the velocities of 
3.1 and 5.9 cm/sec. belong to MP, while the velocity of 6.1 cm/sec. which is very close to 
5.9 cm/sec. belongs to another class, BP. By using fuzzy sets, a better evaluation of the 
velocity can be provided. According to the fuzzy set theory, all the velocities are members 
of different classes, however their amount of membership is different. This amount of 
membership, is sometimes called the "grade" or "extent" or "degree of inclusion" of 
the variable to the set or class. Figure 4.4 shows a fuzzy classification of the same problem 
of the controlled velocity. As can be seen, continuous smooth functions are used to define 
the membership function for the classes. The velocity of 5.9 is very MP, a little bit BP, and 
obviously not negative. The velocity of 6.1 has the same situation, and is much similar to 
5.9 than 3.1 is. This provides a more realistic and helpful foundation for the control of 
velocity . 
x 
Velocity cm/sec. 
Figure 4.3 Ordinary or crisp boundaries. 
The following definitions, explain basics for fuzzy set operation rules. These defini-
tions are valid for crisp sets too. 
Empty Fuzzy Set A: A fuzzy set A is empty if and only if f-lA(X) = 0 , for all x in X. 
o 
o 
~ 
-7.0 
Figure 4.4 Fuzzy boundaries. 
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6.0 7.0 
Velocity cm/sec. 
Normal And Subnormal Fuzzy Sets: A fuzzy set is said to be normal if the maximum of its 
membership function is 1; either it is said to be subnormal. 
Equal Fuzzy Sets A and B: A and B, are said to be equal if and only if flA(X) = flB(x) 
for all x in X. 
Complement of Fuzzy Set A: is another fuzzy set A , with membership function 
fl;r(X) = 1 - flA(x) , for all x in X. 
Fuzzy Subsets: Fuzzy set A is a subset of the fuzzy set B, if and only if flA(X) ~ flB(X) , 
for all x in X. 
Union: Union of two fuzzy sets A and B, denoted by A U B ,is another fuzZ'j set C, 
where its membership function flC(X) is defined as: 
for all x in X . (4.1) 
For abbreviation purposes, the following notation will be used very often: 
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for all x in X . (4.2) 
where V means the maximum of the two quantities on both of its sides. As can be imag-
ined, the union of two fuzzy sets is the smallest fuzzy set that contains both of the fuzzy 
sets A and B . Figure 4.5 is an example of the union operation. 
o 
o 
'1"'""1 
Figure 4.5 Membership function for the union of two fuzzy sets. 
flA(X) 
flB(X) 
flA U B(x) 
Intersection: Intersection of two fuzzy sets A and B, denoted by A n B ,is another 
fuzzy set C, where its membership function fc(x) is defined as: 
for all x in X . (4.3) 
For abbreviation purposes, the following notation is used very often: 
for all x in X . (4.4) 
where 1\ means the minimum of the two quantities on both of its sides. As can be imag-
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ined, the intersection of two fuzzy sets is the smallest fuzzy set that is contained in both 
of the fuzzy sets A and B. Figure 4.6 is an example of the intersection operation. 
Figure 4.6 Membership function for intersection of two fuzzy sets. 
4.2 .. 1 Useful Notation 
JlA(X) 
JlB(X) 
JlA n B(x) 
x 
Consider an ordinary set X, which has a finite number of members, expressed 
as: 
x = {Xl, X2, " .... " Xn} . (4.5) 
Because each member can be considered as a subset of X, it is possible to imagine that X 
is a union of its members. So, by convention, X can be shown in the following form 
too: 
i=n 
X - L Xi = Xl + X2 + ... + Xn . 
i= I 
(4.6) 
This notation has been extended to fuzzy sets too. When a fuzzy set A is defined on the 
finite set X, then for every member X of X, there is a membership or grade of inclu-
sion JlA(X) ,defined for A. It is convention to show the fuzzy set A, in the following form: 
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i=n 
A - L f.lA(xD/Xi = f.lA(Xl)/Xl + f.lA(X2)/X2 + ... + f.lA(xn)/Xn . 
i= 1 
(4.7) 
Also, when X is not finite, summation will be changed to integral, and the result is: 
A = Ix fi-A(X)/X , (4.8) 
which is a notation only, and means union not integration. 
4.3 SOME PROPERTIES OF FUZZY SETS 
Some of the properties of fuzzy sets, regarding the above definitions are explained 
here: 
De Morgan's laws: For two fuzzy sets A and B, 
AUB=AnB (4.9) 
(4.10) 
Distrihutivity laws: For three fuzzy sets A, Band C, 
( 4.11) 
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( 4.12) 
These laws hold for crisp sets too, but the following "exclusion" and "contradiction" laws 
which are valid for crisp sets, are not true for fuzzy sets, in general: 
AUA=X not true for fuzzy sets ( 4.13) 
not true for fuzzy sets. (4.14) 
Commutativity laws: For two fuzzy sets A and B , 
AUB=BUA (4.15) 
AnB=BnA ( 4.16) 
Associativity Laws: For two fuzzy sets A and B , 
(AUB)UC =AU(BUC) ( 4.17) 
(A n B ) n C = A n ( B n C ). (4.18) 
Boundary conditions: For a fuzzy set A , 
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AUX=X ( 4.19) 
AnX=A (4.20) 
AU 0 = A ( 4.21) 
(4.22) 
4.4 ALGEBRAIC OPERATIONS WITH FUZZY SETS 
Some of the most important operations on fuzzy sets are the following ones: 
Algebraic product of two sets ~4 and B: is another fuzzy set, shown by .A.B ,which its mem-
bership function is defined as: 
(4.23) 
Since f-lA(x) and f-lB(x) are both less than 1.0 , their product is less than either of them. 
So, the following conclusions can be made: 
A. B C A (4.24) 
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A . B C B (4.25) 
A . B CAn B . (4.26) 
Note that for ordinary sets, the algebraic product and n are equivalent operations, 
since the membership function is either 0 or 1 . 
Algebraic sum of two sets A and B: is another fuzzy set, shown by A + B ,and has the 
following membership function: 
(4.27) 
As can be seen, De Morgan's laws apply to the algebraic product and algebraic sum. i.e.: 
A+B=A.B (4.28) 
A.B=A+B (4.29) 
Bounded sum of two sets A and B: is another fuzzy set, shown by A EB B ,and has the 
following membership function: 
(4.30) 
In his first important paper on the fuzzy sets, Zadeh has given other similar names to these 
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operations. He has used the name "algebraic sum" for the "bounded sum", and "dual 
of the algebraic product" for the "algebraic sum". 
Absolute difference of two sets A and B: is another fuzzy set, shown by IA-B I ,and has 
the following membership function: 
( 4.31) 
Bounded difference of two sets A and B: is another fuzzy set, shown by A e B ,and has 
the following membership function: 
IlA8B(X) = (IlA(X) - IlB(X) ) V 0 . (4.32) 
Convex combination of three sets A, B and A: In vector algebra, by convex combination 
of two vectors VI and V2 , using variable 0 < It < 1 ,we mean another vector V3 , 
which has the following relation to the two original vectors: 
(4.33) 
Bya similar definition for fuzzy sets, the convex combination of fuzzy sets A and B , using 
another fuzzy set A , is another fuzzy set, shown by (A, B: A) ,which has the following 
membership function: 
(4.34) 
The property of this fuzzy set is that, no matter what A is, the following conclusion is valid: 
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A nBC (A, B: A) C A U B . (4.35) 
Convex fuzzy set A: A fuzzy set A which has support X in the real numbers, is said to be 
convex, if and only if for any interval [a, b] ex, the following statement holds: 
'if x E [a,b] . 
Examples of convex and non-convex fuzzy sets are shown in figures 4.7-a,b. 
o 
o 
~ 
(a) 
Figure 4.7 Typical fuzzy sets (a) Convex, (b) Non-convex. 
(b) 
(4.36) 
Il - Complement of fuzzy set A: is another fuzzy set, shown by;P , and has the following 
membership function: 
JlA!(X) = ( 1 - JlA(X) )/( 1 + Il JlA(X) ) . (4.37) 
De Morgan's Law applies to the Il - Complement of A. i.e. 
( 4.38) 
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(AnBi- =kUlP. (4.39) 
l*ak and strong a - cuts for a fuzzy set A: They are not fuzzy sets, but ordinary sets, 
called Aa and Acr respectively, and have the following properties: 
Aa = {xl JlA(X) > a} ; and 0 :::; a < 1 . (4.40) 
Acr = {xl JlA(X) 2::: a} ; and 0 < a :::; 1 . (4.41) 
The characteristic function for these ordinary sets are to be shown by: XAa and XAa , 
as follows: 
= {I ; 
o ; 
x EAa 
(4.42) 
XA.(x) = {~ : (4.43) 
It is obvious that as a gets smaller, Aa and Acr get bigger. When the membership 
function is continuous, the difference between weak and strong a -cuts is not necessary 
to be considered.The following properties hold for a -cuts: 
(A U B)a = Aa U Ba 
(A n B)a = Aa n Ba . 
A typical a -cut is shown in figure 4.8 . 
o 
o 
~ 
A 
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Figure 4.8 A typical a -cut for fuzzy set A. 
(4.44) 
(4.45) 
x 
Resolution principle: This principle, is a direct consequence of the definition of a -cuts. 
It says that for each value of x , its grade of inclusion f-lAeX) is the maximum value of 
a ,for which the a -cut contains that x . In mathematical terms, 
JlA(X) = sup. [ a 1\ XAa ] ( 4.46) 
where "sup." is the abbreviation for supremum. A similar equation can be written for 
strong cut, but there is no difference between weak and strong cuts for practical purposes. 
Now, it is possible to define the whole fuzzy set A, based on its a -cuts. First, the fuzzy 
sets aAa are defined for different values of a . The membership functions for these fuzzy 
sets are defined as: 
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( 4.47) 
Since aAa are fuzzy sets, their membership functions are defined over the whole support 
set X. Now, the whole finite fuzzy set A, is the union of these aAa sets, i.e.: 
A - U aAa , ( 4.48) 
a E [0,1] 
or: 
a=l 
A - r a Aa· J 
a=O 
Figure 4.9, represents an example of aAa sets. Figure 4.10 shows how the whole fuzzy 
set A, is obtainable from aAa sets. 
JlA(x) XA/x) 
§~---~---~---f---j 
I I x I I 
I Aa I I Aa I 
g(_~a~~ __________ _ 
X JH I I x 
(a) (b) (c) 
Figure 4.9 (a) Fuzzy setA (b) A typicala -cut (c) The resulting a set. 
100 
a=l 
flA ~ f /laA,,(X)/X 
a=O 
x 
Figure 4.10 Fuzzy set A ,as a union of the a sets. 
4.5 FUZZY NUMBERS 
Fuzzy numbers are special forms of fuzzy sets. They are defined in the space of real 
numbers R, and have properties that are useful for application purposes. These proper-
ties define a more specific shape for their membership functions, as follows: 
A fuzzy number A, is a fuzzy set in R, such that: 
i) it is a normal fuzzy set, 
ii) it is a convex fuzzy set, 
iii) its a -cuts are closed intervals of R. 
iv) it has a bounded support. 
The most widely used membership functions for fuzzy numbers are: triangular, trape-
zoidal and convex membership functions, as shown in figure 4.11. All of these forms, are 
compatible with the definitions of fuzzy numbers. 
4.6 EXTENSION PRINCIPLE 
This principle plays an important role in fuzzy logic applications. It allows to ex-
tend the domain of definition of a mapping from X to Y, to a mapping from a fuzzy sub-
set A of X to Y. To be more specific, if there is a mapping from X to Y, by using a func-
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,uA(x) 
t--~--:-~ / \ 
(a) (b) (c) 
Figure 4.11 (a) Triangular fuzzy numbers (b) Trapezoidal fuzzy numbers 
(C) Convex fuzzy numbers. 
tion f , then: 
f : X~Y 
Now, if A is a fuzzy subset of X, 
i=n 
A = ~. flA(Xi)/Xi . 
i= 1 
Then according to the extension principle, 
i=n 
f(A) = ~ flA(xD/!(Xi) . 
i= 1 
(4.50) 
( 4.51) 
(4.52) 
In the case, where A is not finite, the summation should be changed into integral: 
f(A) = f( J flA(X)/X ) 
x 
= J flA(X)/f(X) . 
y 
(4.53) 
The summation and integration, have the meaning of union. So, if there is more than 
one x associated with the same y , then the membership function of that y is the maxi-
mum membership of those x's. 
Noticing figure 4.12, the concept of the extension principle for ordinary and fuzzy sub-
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sets becomes more clear. 
Inverse Image of A Fuzzy Set: The inverse image of a fuzzy set B, defined on Y, is another 
fuzzy set A on X. The membership of A is defined based on the membership of B, ac-
cording to the following relation: 
(4.54) 
Extension Principle For The N-ary Functions: Consider f, as a mapping from the n -di-
mensional Cartesian space Xl x X2 X . . . . . X Xn , to a universe Y ; 
Y = f ( Xl,X2, .•• •• ,Xn ) • (4.55) 
Assume fuzzy sets A l, A2,' . . , An , are defined on Xl , X2,. . . ,Xn ,and 
have membership functions JlA 1 , JlA2 ,' •• , JlAn' respectively. The result of operation 
of f on the Cartesian space of fuzzy sets can be shown by B ,where: 
B = f ( A I ,A2, ... .. ,An ) . (4.56) 
Then the extension principle can be used to find the membership function for B , accord-
ing to the following rule: 
JlB(Y) = Sup. mln. [ JlA1(XI) , ..... , JlAn(xn) ] 
Xl,x2,··· .xn 
Y=iV=1,x2,··· ,xn) 
( 4.57) 
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(a) 
(b) 
jfA) '" jf f /lA(X)/jfX) ) 
x 
'" f /lA(X)/jfX) . 
y 
(c) 
Figure 4.12 (a) Mapping from X to Y . (b) Mapping of an ordinary subset of Xto Y, 
is an ordinary subset of Y, too. (c) Mapping from a fuzzy subset ofX to Y is a fuzzy subset of Y,too. 
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4.7 FUZZY RELATIONS AND FUZZY REASONING 
In problems where more than one fuzzy variables are involved, fuzzy relations are 
proposed to be used in the construction of multi-variable fuzzy boundaries. In this sec-
tion, first the concept of fuzzy relation and then basic definitions which are used in the 
construction of fuzzy relations are explained. 
4.7.1 Definition Of Fuzzy Relations 
A fuzzy relation between two support sets X and Y, shown by R , is a fuzzy set 
in the two dimensional space of X x Y . Its membership function is also defined for each 
ordered pair (x, y ) , and is shown by JlR (x, Y ) . Using integral form, it is: 
R = f JlR(X,y) / (x,y) 
XxY 
o < JlR (x,y) < 1 . 
This concept can be generalized to an n -ary fuzzy relation between n sets, 
Xl, X2,' . . , Xn . In this case, 
( 4.58) 
(4.59) 
Composition of Fuzzy Relations: If two fuzzy relations R 1 and R2 are defined 
in X x Y and Y x Z respectively, then the composition of R 1 and R2 shown 
by RIO R2 gives the membership function for X x Z according to the following rule: 
RIO R2 oH> JlR10 R2 = V {JlR1 /\ JlR2} . 
y 
(4.60) 
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This is called "max-min composition". In fact, it is similar to the multiplication of two 
matrices, one with a dimension of X x Y , and the other with dimension of Y x Z , 
where the result is a matrix of dimension X x Z . The difference is that matrix multipli-
cation has been changed to fuzzy intersection /\ ,and matrix summation to fuzzy 
union V . 
Other forms of composition can be considered too. The "min- max composition" can 
be formed by interchanging V and /\ in the "max-min composition". Another very use-
ful form is called the "max-star composition", which is shown as follows: 
Rl . R2 ~ J-lR1" R2 = V {J-lR1 * J-lR2 } 
y 
where * can be any operation on fuzzy sets. 
(4.61) 
Generalizations to more complicated forms like R 1 0 (R2 0 R3) ,and" n -fold compo-
sitions" shown by R 0 R. . . 0 R have been made, too. 
4.7.2 Basic Definitions Used In The Construction Of Fuzzy Relations 
All of the operations for the one dimensional fuzzy sets are valid for fuzzy relations 
too. If R 1 and R2 are two fuzzy relations in X x Y , then the basic definitions are: 
complement set: 
(4.62) 
inclusion: 
(4.63) 
106 
union: 
(4.64) 
intersection: 
( 4.65) 
The following definitions are also used in fuzzy set theory. They are defined for a fuzzy 
relation Rl in X x Y : 
Identity relation I : 
/lJ(x,y) = { ~ x = y (4.66) 
x ;;e y 
Zero relation 0: 
JlO(X,y) = 0 . (4.67) 
Universe Relation E: 
JlE(X,y) = 1 \:f X,y E X x Y. (4.68) 
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4.8 FUZZY REASONING 
Fuzzy reasoning is the heart of every fuzzy intelligent system. For fuzzy reasoning 
about a phenomenon, some knowledge about the phenomenon should be collected. This 
knowledge should then be used in the construction of rules, in the form of "if-then" ex-
pressions. Now for a given "if" part and based on the available knowledge, conclusion 
should be made about the "then" part. 
To do a fuzzy reasoning, these steps should be followed: 
1. Collection of data about the process, and determination of different variables which 
are effective in the reasoning procedure. 
2. Construction of "if-then" expressions, which are called "premises". 
3. Quantification of meanings, by which, membership functions for variables are 
defined. 
4. Translation of the premises into fuzzy relations by choosing appropriate 
"implication rules". 
5. Conclusion making, based on the projection of the given "if" expressions on the fuzzy 
relations, by using "fuzzy inference rule". 
The first step, collection of data is very important for the construction of a fuzzy rea-
soning system. However it is not limited to fuzzy logics and is a common step in all the 
data based problems. Hence, in the following sections, the other steps which are directly 
related to the fuzzy logic are discussed briefly. 
4.8.1 Construction Of Premises 
The "if-then" expressions, are called premises. The simplest form of premises, 
which we call it the "first form of premises", is as follows 
if: x is A then: y is C. ( 4.69) 
where x and yare variables and A and C are fuzzy variables. Given this premise as 
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the available knowledge, and a questioner "if" statement, conclusion should be made. 
I.e.: 
what, if: x is A' (4.70) 
Conclusion : then: y is C'. 
So, the question is that of finding another fuzzy set, C'. In some of the problems, A 
and A' are the same. Hence, by common knowledge C and C' should be the same too, 
which is called "modus ponens". But there are other problems for which A and A' are 
not the same, although related. As an example, a modus ponens problem is: 
if: acceleration is large then: control force is small. 
what, if: acceleration is large 
A non-modus ponens problem, may be as follows: 
if: acceleration is large then: control force is small. 
what, if: acceleration is very large 
( 4.71) 
( 4.72) 
Another very common form of premises, which is used in control problems very often, 
and can be called the "second form of premises", is as follows: 
if : Xl is A and X2 is B then: y is C . 
what, if: Xl is A' and X2 is B' 
If A' and A, and B' and B are the same, it is called "modus ponens". 
(4.73) 
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A more complicated form of premises, which we call it the "third form of premises" 
IS as follows: 
if: Xl is Al and X2 is BI 
if: Xl is A2 and X2 is B2 
if: Xl is An and X2 is Bn 
what, if: Xl is A' and X2 is B' 
Conclusion : 
then: y is CI, else 
then: y is C 2, else 
then: y is Cn, 
then: y is C'. 
(4.74) 
For all the three forms, the fuzzy sets A', B' and C', and also all the fuzzy sets Ai , Bi 
and Ci belong to the support sets X, Y and Z , respectively. 
4.8.2 Quantification Of Meanings 
Selecting suitable membership functions is the next important step. Selection of 
wrong membership functions may result in divergence from good results. The best point 
to start is by using very simple common knowledge about the process and the variables, 
and then elaborating the membership functions gradually. 
4.8.3 Fuzzy Implication Rules 
There are a number of widely used rules for translating the fuzzy premises into 
fuzzy relations. These rules have similar but different forms for the three above forms of 
premises. The most widely used fuzzy implication rules are due to Zadeh (1974) and 
Mamdani (1974). These rules are given here for each of the aforementioned premises. 
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Fuzzy implication rule for the first form of premises: This translation is shown by A ~ B. 
Zadeh's rule: is shown here by Rz , and has the following property: 
Rz = A ~ C = f 1 1\ ( 1 - /-lA(X) + /-lc(y) )/(x,y) . 
XxY 
( 4.75) 
Mamdani's rule: is shown by Rm and has the following property: 
Rm = A ~ C = A x C = f /-lA(X) 1\ /-lc(Y)/(x,y) . 
XxY 
(4.76) 
Fuzzy implication rule for the second form of premises: This translation is shown by 
AnB~C 
Zadeh's rule: is shown here by Rz( A, B; C) ,and has the following property: 
RzC A, B; C) = A n B ~ C 
(4.77) 
Mamdani's rule: is shown by Rm( A, B; C) ,and has the following property: 
Rm (A,B;C) = A n B ~ C (4.78) 
= f /-lA(Xl) /\ /-lB(X2) 1\ /-lC(y)/(Xl,X2,Y) . 
X 1 xX2 xY 
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Fuzzy implication rule for the thirdform of premises: This translation is the union of n trans-
lations of the second form. First, each of the n given premises are translated into the sec-
ond forms, using either Zadeh's or Mamdani's proposed rules. This results in n fuzzy re-
lations, as follows: 
,l = 1,2, ... ,n . (4.79) 
Then, because the premises are connected by "else" terms, the union of these n fuzzy 
relations, provides the final implication rule. i.e.: 
R = (AI n BI ~ CI ) U ( A2 n B2 ~ C2 ) U (4.80) 
... ..... U (An n En ~ Cn ) . 
4.8.4 Fuzzy Inference Rules 
After the determination of fuzzy relation, conclusion can be made by using fuzzy 
inference method. Several rules of inference have been proposed, among which the 
max- * composition is the most studied one. The max- * composition, for the three 
above mentioned forms of premises is as follows: 
C' = A' * (A ~ C ) ( 4.81) 
- V { !lA'(X) * !lR(X,y)} 
x 
which is obtained for the first form of premises, 
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C' = (A' n B' ) * (A n B ~ C ) (4.82) 
which is obtained for the second form of premises, 
C' = (A' n B' ) * [ ( Al n BI ~ CI ) U (4.83) 
( A2 n B2 ~ C2 ) U .... (An n Bn ~ Cn ) ] 
which is used for the third form of premises. 
The * in the above equations can be any fuzzy algebraic operation, like 1\ ,for which 
it is called the "max-min composition rule of inference". If a dot product is used, it is 
called "max-product composition". 
The above premises can be generalized to more complicated forms, where more than 
two variables are considered in the same premise. The above forms are sufficient for our 
application purposes, 
As mentioned above, by common sense, the modus ponens should be satisfied for the 
above inference rules. When using the max-min compositional inference rule, the impli-
cation rule proposed by Zadeh does not satisfy modus ponens, while the implication rule 
proposed by Mamdani does. There are other rules of inference, like "max-bounded prod-
uct" and "max-drastic product", which can be applied to Zadeh's implication rule to sat-
isfy modus ponens. These composition rules are more complicated than the max-min. 
4.9 FUZZY LOGIC IN CONTROL 
One of the fields, to which the theory of fuzzy logic was first applied, is the control 
field. There are many factors and parameters involved in a complicated control problem. 
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In some of the control problems, the effect of these factors and parameters are almost 
known, but not clearly. The idea behind the fuzzy control is to use the available knowledge 
about the problem, to construct a number of fuzzy rules which can be used in the control 
of the plant. This knowledge can be obtained through different approaches like: 
1. An expert who controls the plant, expresses how to control it. Thus, the control rules 
should to be found based on his/her expressions. 
2. The expert, knows how to control, but can not explain this knowledge. In other words, 
the expert has acquired an implicit knowledge about the control of the process. In this 
case, one should observe and monitor the expert when he/she is controlling the process, 
and then extract the fuzzy control rules from these observations. 
3. Beginning to construct the rules, from the very small, but common knowledge, and find-
ing the required fuzzy rules of control, by trial and error. 
4. By providing and using a fuzzy model of the controlled process. 
5. Self-organization of the fuzzy controller . 
. After finding a set of suitable rules, a "fuzvj inference method" should be used to ex-
tract the control commands from the set of fuzzy rules. 
4.9 .. 1 Fuzzy Control Rules 
A fuzzy rule is a fuzzy premise. It is an "if-then" expression. The "if" clause is 
called "antecedent" and the "then" clause, the "consequent". In most of the control prob-
lems, a set of fuzzy rules should be found. They constitute the knowledge of the controller. 
For this study, using the third form of premises, the fuzzy rules are: 
if: Xl is A2 and X2 is B2 
if: Xl is An and X2 is Bn 
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then: y is C 1, else 
then: y is C2, else 
then: y is C n . 
( 4.84) 
where Xl and X2 are called the "input variables", y is called the "output variable", and 
the fuzzy sets Ai, Bi, and Ci are called the "fuzzy values". 
4.9 .. 2 Fuzzy Inference Method 
Subject to each ordered pairs of input variables ( Xl * , X2 *) ,the required out-
put y * , is to be determined, by using the available fuzzy control rules. To this end, many 
inference methods, have been proposed. The general algorithm is to: 
1. Use the implication rules, to construct the whole space of fuzzy relation R. 
2. Find C * (y) , the cross section of R , with ( Xl * , X2 * ) 
C*(y) = JlR(Xl *, X2*, y). (4.85) 
3. Find the required output y * . This can be done by taking the first moment of iner-
tia of C * (y) : 
y * = J c * (y) y dy / J C * (y) dy . (4.86) 
y y 
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This algorithm requires the construction of a table, to keep the information about a 
three dimensional function R = R(XI,X2,Y) which needs a lot of memory. For practical 
reasons, it is possible to compute the implication rules for the case where 
( Xl , X2 ) = ( Xl * , X2 *) and find C * (y) directly from: 
C * (y) = (Al(Xl *) n Bl(X2 *) ~ Cl(Y) ) U 
( A2(XI *) n B2(x2 *) ~ C2(Y) ) . (4.87) 
. . . . U ( An(Xl *) n Bn(X2 *) -?> Cn(y) ) 
which requires less memory. Thereafter, Y * can be computed from equation (4.86). 
4.9.3 A Simple Fuzzy Inference Method 
Simpler forms of fuzzy rules and inference methods are proposed for practical pur-
poses. A suitable form can be obtained by assuming that the output y in each of the con-
trol rules is a constant value instead of a variable one. Also, if two rules return the same 
alue for y , it is theoretically possible to assume that they are different by a very small 
value. By this technique, the "else" terms which bind the rules to each other will disap-
pear. The form of the control rules, will then be as follows: 
if: Xl is Al and X2 is BI 
if: Xl is A2 and X2 is B2 
if: X I is An and X2 is B n 
then: Y = Yl, 
then: Y = Y2, 
then: Y = Yn, 
(4.88) 
Now, for each of the rules, the membership can be obtained from the fuzzy relations: 
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, i = 1,2, .... , n . (4.89) 
It is obvious that according to the implication rules, each of these fuzzy relations return 
only one value for each ordered pair (Xl * , X2 *) . For example, using Mamdani's im-
plication rule, the result will be: 
, i = 1,2, .... , n . (4.90) 
And the result of inference will be: 
y * = i: f-lRi Yi / i: f-lRi . 
i=l i=l 
(4.91) 
This form of the fuzzy control, has been used in this thesis. 
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PART TWO 
ACTIVE CONTROL OF STRUCTURES 
BY USING 
NEURAL NETWORKS AND FUZZY LOGIC 
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CHAPTERS 
METHODOLOGY 
AND PROVISIONS FOR A NUMERICAL STUDY 
In the previous chapters, literature and foundations required for building new in-
telligent control methods were reviewed. Also the classical and modern control theories 
were reviewed. Because these methods are formulated mathematically, they were called 
the "formulated control methods", to distinguish them from the other methods which can 
be called the intelligent, smart or preferably the "learning control methods" which dem-
onstrate the use of adaptive learning systems. The category of learning control covers both 
the neural network and the fuzzy logic based control methods and their combinations too. 
In this chapter a method for using neural networks and fuzzy logic in structural control 
is proposed. Also the computer programs which have been developed for a series of nu-
merical and simulation studies are explained. The following chapters cover details about 
the method and results of its application to the control of a typical frame structure. 
Among the softwares which have been developed for the accomplishment of this 
study, there is a computer program for the simulation of a plane frame structure with ac-
tuators, called "FRAME_ACTUATOR_DYNAMICS", and also a computer program for 
the simulation of artificial supervised multi-layer feed-forward backpropagation neu-
ral networks, called "SUNN". Other computer programs can be considered as secondary. 
They have been developed to provide data for graphical purposes, arrangement of results, 
etc. 
5.1 BASIC IDEA OF STRUCTURAL CONTROL BY USING NEURAL NETWORKS 
The idea of using neural networks in control of structures arises from the fact that 
neural networks are capable of learning mapping and generalization problems. Multi-
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layer feed-forward neural networks which are the most widely used neural networks have 
been utilized in these series of studies. These neural networks enjoy the added benefit 
of being supported by a strong and well stablished convergence theorem, which proves 
that they can be trained to learn any mapping problem to within a desired accuracy (Hor-
nik 1991, Blum and Li 1991). So, these neural networks are considered as the universal 
approxima tors. 
The basic concept in using neural networks in structural control is to train a neural 
network to act as a controller to replace the control algorithm. This neural network is 
called the "neuro-controller" and the method is called the "neuro-control" method. A 
typical neuro-controller is shown in figure 5.1 in a closed-loop control scheme. In this 
example, the neuro-controller should control the structure by using one actuator only. 
Sensors measure the response of the structure at a number of selected degrees of freedom. 
The sensor readings and the actuator signal are provided as the input to the neuro-con-
troller. The input to the neuro-controller also includes the immediate past history of the 
response of the structure and the actuator signals. The output of the neuro-controller is 
the next value of the actuator signal which should be sent to the actuator to produce the 
required actuator force. Since there is only one actuator involved in these studies, the out-
put layer contains only one unit whose activation is the control signal to the actuator. 
It is obvious that appropriate neuro-controllers can be trained to control structures by 
several actuators. In such cases, the number of units in the output layer of the neuro-con-
troller is equal to the number of actuators. 
The training of feed-forward neural networks takes place in a supervised fashion. This 
means that the training data set consists of input/ output pairs. However, the output of the 
neuro-controller is the actuator signal and the correct value of this quantity is not known. 
Therefore, the direct training of the neuro-controller is not possible. A number of meth-
ods have been proposed for the training of the neuro-controllers in other control applica-
tions. These methods, \vhich can also be used in structural control problems, are listed 
below. 
1. The neuro-controller can learn the control function from another controller. This 
has some applications in robotics and autonomous vehicles, where the neuro-controller 
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Model of structure/actuator 
Sampling period = 0.02 sec 
Simulation LH = 0.001 sec 
t 
Base Motion 
Figure 5.1 The schematics of the neuro-controller in operation. 
learns the control task from a skilled operator. However, this is not a very attractive option 
in structural control problems. If a neuro-controller is trained with the aid of another con-
trol algorithm, then the neuro-controller can only do as well as the control algorithm and 
no better. The only application of this method in structural control problems is in the ini-
tial training of the neuro-controller which will be further trained with other methods. 
2. The second option is to use an inverse emulator as the neuro-controller. First an 
inverse emulator neural network is trained. The input to this neuro-controller is the re-
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sponse of the structure and the output is the actuator signal. The training cases are gener-
ated by actuating the structure and recording the sensor readings. When the trained in-
verse emulator is used as the controller, a part of its input is the desired response of the 
structure (reference input) while the output of the neural network is the actuator signal 
required to produce that result. This has similarities to the open loop control procedure. 
Some applications of this option can be found in Nikzad (1992) and Nikzad and Ghabous-
si (1991). 
3. The neuro-controller is trained with the direct aid of an emulator neural network. 
The emulator neural network provides a means of determining the rate of change of the 
actuator signal with respect to the response of the structure. This is used to determine the 
error at the output of the neuro-controller, which should be backpropagated to the con-
troller neural network. This method has been adopted in this study and it will subsequently 
be discussed in more detail. 
5.2 ADVANTAGES OF USING NEURAL NETWORK BASED CONTROL METHODS 
Three characteristics of a structural control method should be noticed for the 
assessment of its capabilities. These three characteristics are: its degree of adaptivity, its 
prediction capability and use of these predictions for controlling the structure, and its sim-
plicity. 
Adaptivity: A control method which is more adaptive to different control situations is gen- . 
erally more capable than the other methods. A successful control method is able to cope 
with nonlinearities, delays and imperfections in the controlled structure. The formulated 
control methods are based on the provision of a simple mathematical model of the con-
trolled structure, mostly a linear model. These methods, including different linear optimal 
control methods and the pole assignment method were briefly reviewed in chapter 2. 
Hence, a precise identification of the structure and also the control mechanism including 
all the possible nonlinearities and delays and imperfections are required when using these 
methods. Such identification may be very tedious and time consuming and may result in 
sophisticated mathematical models. Assumptions like linearity of the system may be suit-
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able and realistic for simple structural control problems, but are obviously not compatible 
with the majority of practical structural control problems. Efforts have been made to pro-
vide more adaptive control methods for structural control. Methods such as predictive 
optimal control or pulse control have been proposed and studied for simple problems. 
They have shown good performance however the range of their applicability to more com-
plicated problems is still a question which is under study. 
It is supposed that by using the learning capability of neural networks, it is possible 
to construct more adaptive structural controllers. The emulator neural network replaces 
the mathematical model of the structure. It can be trained to learn about all the nonlinear-
ities, time delays and imperfections implicitly. This knowledge of the emulator neural net-
work is then transferred to the neuro-controller implicitly, by the use of the proposed 
method. 
Prediction capability: A successful control method should be capable of using in the con-
struction of control signals some sort of predictions about the future response of the con-
trolled structure. Some of the formulated control methods use the mathematical model 
of the controlled structure for the sake of prediction. As mentioned in the last section, 
these models are generally not realistic for complicated structural control problem~. 
Hence the prediction capability of the formulated control methods is vulnerable to the 
modelling errors. Because the emulator neural network learns about the real behavior 
of the controlled structure, it can provide more reliable predictions. Thus, it is expected 
that a neural network based control method is able to provide and use better predictions 
and consequently perform a better control job. 
Simplicity: Simplicity plays an important role in the success of a control method. As men-
tioned before, emulator neural network replaces the mathematical model of the control 
system. This provides significant simplification when the structural behavior is compli-
cated and identification of the system is cumbersome. Also while the proposed method 
is generally applicable to all the structural control problems, there is not such degree of 
generality associated with any of the formulated control methods. This generality of the 
control method is a suitable measure of its simplicity. 
These features of the neuro-control method of structures are investigated in the fol-
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lowing chapters. 
5.2.1 Methodology Of Structural "Neuro-Control" 
In this section, the proposed method for the construction of an appropriate neuro-
controller for the control of structures is explained in more details. After the construction 
of the neuro-controller, it can be used in the control of the structure. However, it can 
frequently be trained for more improvements and also for adaptivity to the time depen-
dent changes in the parameters of structure, control mechanism, etc. The following steps 
should be accomplished for the preparation of an appropriate neuro-controller: 
First, training of an emulator neural network which is capable of predicting the future 
response of the structure from its immediate history of response and control signals. 
Second, using this emulator to alleviate the undesired deformations of the structure, ac-
cording to a suitable criteria, roughly. 
Third, Training a neural network to extract the general knowledge about controlling the 
structure form the training cases obtained in the second step. This neural network is called 
the "neuro-controller", as mentioned before. 
Fourth, using controller and emulator neural networks together to improve the control 
results and provide new training cases for the training of a new neuro-controller. 
Fifth, training a new neuro-controller (or retraining the old neuro-controller) to learn 
about the improved control action from the new training cases. 
Steps four and five can be omitted or repeated for many times, depending on the re-
quired control quality. 
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5.2.2 Neuro-Fuzzy Control Of Structures 
While the main controller is the neuro-controller, use of an additional fuzzy logic 
based controller can render help neuro-controller to overcome unexpected situations. 
This strategy has been studied in this research, and has been dramatically effective in im-
proving the control results. The resulting controller, comprised of a neuro-controller and 
a fuzzy controller is called a "neuro-fuzzy controller" in this study. Chapter 7 contains 
detailed explanations of this method and its application to the control of the frame struc-
ture. 
As can be seen in the following chapters, the proposed general control strategy re-
quires special attention in the selection of control criteria and also the determination of 
the required training time of the neural networks. Hence the neural network related is-
sues have been considered important in this study. Improvements on some of the neural 
network related issues, have been strongly effective in the enhancement of learning capa-
bilities of the emulator and controller neural networks. These issues have been qualita-
tively studied in this research. 
5.3 COMPUTER PROGRAM "FRAME_ACTUATOR_DYNAMICS" 
A computer program has been developed for the dynamic analysis of plane frame 
structures which should be controlled by an active tendon control mechanism, actuated 
by electro-hydraulic servo-valve actuators. These type of actuators are mechanical de-
vices, and they should be considered as parts of the dynamical system for a realistic simula-
tion of the whole controlled system. So, in the numerical simulation of the dynamic re-
sponse of the controlled structure, it was considered important to include the effects of 
the actuator dynamics, the sampling period and the inherent delays in the control loop. 
The dynamics of electro-hydraulic actuators are defined by two differential equations de-
scribing the dynamics of the valve and the ram. The input to these two differential equa-
tions is the control signals issued to the actuators. However dynamics of the actuators is 
coupled with dynamics of the structure. Therefore, it is necessary to solve the equations 
of motion of the structure and the equations of the dynamics of the actuators simulta-
neously. In addition to the external forces, the actuator signals should be considered as 
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input to these equations. The actuator signals are issued at regular time intervals, called 
the sampling period, which is related to the inherent time delay in the control loop. The 
signals issued to the actuators are in the form of step functions where step length is equal 
to the sampling period. For the purpose of this study, a computer program has been devel-
oped for the simulation of a frame structure, controlled by servo-valve actuators. This 
program has been called "FRAME_ACTUATOR_DYNAMICS". 
This program is a general frame dynamic analysis program and the beams and columns 
of the frame are treated as flexible members. So, the displacement vector at each point 
of the structure is comprised of a horizontal displacement, a vertical displacement and 
a rotation relative to the base of the structure which has been considered fixed. The time 
domain and s-domain block diagrams of the mechanical system, comprising of an actua-
tor and the structure are shown in figures 5.2a and 5.2b respectively. The parameters and 
variables in this figure are: 
Kl = amplifier gain (non-dimensional scalar) 
K2 = servo-valve gain (discharge rate/ voltage signal) 
K3 = transducer gain (voltage signal! force) 
G(s) = servo-valve transfer function. 
vet) = control signal (volts) in time domain. 
V(s) = control signal (volts) in s-domain. 
q(t) = discharge from servo-valve in time domain. 
Q(s) = discharge from servo-valve in s-domain. 
J(t) = force, applied by the actuator on the structure, in time domain. 
F(s) = force, applied by the actuator on the structure, in s-domain. 
5.3 .. 1 Dynamics Of The Actuator 
Electro-hydraulic servo-valve actuators have been selected for the force control 
purposes. An electrohydraulic servo-valve actuator has two parts, the servo-valve and the 
control signal 
vet) 
(a) 
control signal 
V(s) 
(b) 
amplifier 
amplifier 
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Figure 5.2 Block diagram of the structure-actuator system (a) Time domain (b) s-
domain. 
ram. In the following sections, these two parts win be studied in detail. More informations 
can be obtained form Walters (1967), Guillon (1969) and Pippenger (1984). 
Dynamics of the servo-valve: can be characterized by a first order linear ordinary differen-
tial equation: 
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vet) - al (j(t) + a2 q(t) t > to , (5.1) 
subjected to: 
q(t = to) = qo (5.2) 
and 
vet) - Vo t > to , (5.3) 
where al and a2 are two constant values representing properties of the servo-valve, 
and equation (5.3) states that the control signals are in the form of step functions. Solution 
of this equation results in: 
q(t) = (5.4) 
Since a first order differential equation governs the behavior of the servo-valve, the gain 
of the servo-valve should have the following form: 
1 
G(s) = 1 
S + r (5.5) 
where T is the time constant which is a characteristic of the servo-valve. It is easy to find 
the constants al and a2 in terms of gains of the system Kl and Kz and the time 
constant T of the servo-valve as follows. In digital control, the actuator signals are sent 
at regular time intervals during which the signal vet) is held constant. Taking Laplacian 
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of equation (5.4), and noticing that for the constant signal vet) = Va , 
V(s) = L[v(t) = vo] Va 
s (5.6) 
then: 
Q(s) _ VO/s (vo + ) ( 1 ) - - - - qo 
a2 a2 s + a2/a l 
= vO/s a2/a l qo 
a2 s + a2/al s + a2/al 
= V(s) a2/al qa 
a2 s + a2/al s + a2/al 
(5.7) 
Also from equation (5.5) and figure 5.2b, 
Q(s) = Kl K2 G(s) ( V(s) - K3 F(s) ) (5.8) 
1 
= Kl K2 V(s) 1 + ..... 
s+T" 
By comparison of equations (5.7) and (5.8), 
1 
al = 
Kl K2 (5.9) 
1 
a2 = 
Kl K2 r 
Dynamics of the ram: can be characterized by the first order linear differential equation: 
q(t) = A ir + ~ u(t) + f3~ u(t) (5.10) 
where: 
x,{t) = ram displacement (length) 
q(t) = discharge (volume/ time) 
u(t) = actuator force (force) 
A = area of ram ( area) 
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C = coefficient of leakage (lengthS / ( force. time)) 
V = volume of the chamber (volume) 
(3 = compressibility (pressure) 
Equation (5.10), relates the actuator force to the ram displacement and discharge of the 
servo-valve. Since the actuator is connected to the structure, the simulated ram displace-
ment should be kinematically compatible with the structure displacement vector, which 
results in the coupling of structure and actuator dynamics. This coupling can be expressed 
by the following equation: 
i,{t) = ruT i(t) (5.11) 
where r u is a constant vector representing kinematical relation and z(t) is the structural 
displacement vector. Thus equation (5.10) can be written as: 
. C V . 
q(t) = A rl z(t) + A u(t) + (3 A u(t) (5.12) 
5 .. 3 .. 2 Dynamics Of The Structure 
The structure dynamics can be simulated by: 
M :lex) + D z(t) + K z(t) = pet) + u(t) (5.13) 
where: 
M = mass matrix 
D = damping matrix 
K = stiffness matrix 
z(t) = displacement vector 
pet) = external loading vector 
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u(t) = control vector, applied by the actuators 
Equations of motion for the structure and the ram should be put together and solved 
by numerical methods simultaneously. 
5.3.3 The Coupled Equations Of Motion 
In this study, it has been possible to use the symmetrical characteristics of the mod-
el structure to reduce the problem to the control of a frame structure, controlled by one 
actuator only. Hence, this special case is explained here. The general formulation for the 
control of frame structures by many actuators is presented in the following sections, too. 
The case of one actuator: When one actuator is involved, the coupled equation of motion 
can be obtained by considering u(t) as an additional degree of freedom of the system. 
In this cases, dynamics of the structure is characterized by: 
M i(x) + D z(t) + K z(t) = pet) + u(t) lu (5.14) 
where lu is the location matrix. Hence the coupled equation is: 
[M 0J{i} [D 0J {z} [K -luJ {z} {p} o ° u + Ar~ d 11 + 0 k u - q (5.15) 
where: 
d =V/f3A 
k = CIA 
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The program "FRAME_ACTUATOR_DYNAMICS" can solve the above set of alge-
braic equations of motion by the Wilson's <3 integration method. 
The case ofmany actuators: In the case of many actuators, it is easier to define a kinematic 
vector and a location vector for each actuator. Then for m actuators, 
Xi,{t) = y:i u T z(t) i = 1,2 .... ,m (5.16) 
where y:i u T ,i = 1,2, ... , m are the kinematical relation vectors. The above equation de-
fines the relationship between ir the ram displacement of actuator number i and the 
displacement vector of the structure z(t) . The equation of motion of the structure is then: 
i=m 
M z(x) + D z(t) + K z(t) = pet) + L Ui(t) liu 
i= 1 (5.17) 
where Ii u , 1 = 1,2, ... , m are the location matrices. Thus, the equations of motion of the 
whole structure and actuators will be: 
[M o]{z} [D 0 ] {z} [K -lu] {z} {p} o 0 ti + R[ Du Ii + 0 Ku 0 = q (5.18) 
where o(t) , RTu , Du , Ku and q(t) are the actuator force vector, kinematics matrix, 
compressibility matrix, likage matrix and servo valve discharge vector, respectively and 
defined as: 
u(t) = [Ul(t) uz(t) .... Um(t) ]T (5.19) 
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Du -
kl 
k2 
k· Ci Ku = = l Ai 
km 
q(t) - [ ql(t) q2(t) .... qm(t) ]T 
where,for i = 1,2, ... ,m , 
uz{t) = actuator force number i (force) 
qi(t) = discharge of servo-valve number i (volume/time) 
Ai = area of the ram of actuator number i (area) 
Ci = coefficient of leakage of actuator number i ( lengthS / ( force . time) ) 
Vi = volume of the chamber of actuator number i ( volume) 
Pi = compressibility of actuator number i (pressure) . 
5.4 COMPUTER PROGRAM "SUNN" 
(5.20) 
(5.21) 
(5.22) 
(5.23) 
A computer program has been developed to simulate a multi-layer feed-forward 
backpropagation neural network. Because its training takes place in a supervised manner, 
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it is classified as a SUpervised Neural Network, abbreviated by "SUNN". Details of this 
type of neural networks have been explained in chapter 3. The quickprop learning algo-
rithm proposed by Fahlman (1988) which is an improved version of the backpropagation 
by generalized delta rule (Rumelhart and Mc Clelland 1986) has been utilized for updat-
ing the connection weights. Growing mechanism as explained in chapter 3 has been 
adopted to let the structure grow, for the sake of escaping from local minima and improve-
ment of convergence. 
Theoretically, there is no doubt in the capability of such neural networks in learning 
a required mapping and generalization problem. However practically, the speed of the 
neural network simulation program is the key to the success of the proposed control meth-
ods. So, in this study considerable effort has been devoted to the improvement of the 
learning algorithm and the convergence speed of the program. Although the computer 
program has been modified frequently and improved gradually to be faster and also ac-
quire more capabilities within its original framework, the prominent progress has been 
achieved after implementing the following items: 
1. A mechanism for the random selection of training cases: With this mechanism the training 
of the neural network is acheived in a batch mode (chapter 3). The training sub-batch 
increases gradually by the addition of a number of new training cases to the previous sub-
batch of training cases. The neural network should learn the training cases in the new sub-
batch. The training cases are selected randomly from the new sub-batch in each training 
cycle of the neural network. By using this mechanism a faster search in the space of con-
nection weights is possible. The probability of the neural network to reside in a local mini-
mum reduces and a faster convergence is achieved. 
2. A criteria for the evaluation of convergence behavior and the addition of new units: An expert 
block, comprising of a number of "if-then" statements have been developed and implem-
ented in the computer program. The basic idea behind this criteria is to assess the conver-
gence speed of the neural network in learning the training cases in the current training 
sub-batch. In this approach, the convergence speed is evaluated by counting the number 
of training cycles. If this number grows to a limit called the "permitted cycles", a number 
of new nodes are added to the neural network, introducing more connection weights to 
137 
it, increasing its capacity and releasing it from local minimum. The number of units to 
be added can be controlled by the user. Also a number, which is called the "basic per-
mitted cycles" should be introduced by the user as the lower limit for the permitted cycles. 
Permitted cycles, however, varies during the training of neural network in accordance with 
the following criteria. 
3. A criteria/or the determination of permitted cycles: An expert block consisting of "if-then 
statements" controls the "permitted cycles". Aim of utilizing this block is to let the neural 
network use its learning capability before the addition of new nodes, as much as possible. 
Since after the addition of new nodes the architecture of the neural network is modified, 
it may take more time (training cycles) for the neural network to reside into a new local 
minimum. Hence, the "permitted cycles" is increased through its multiplication by a num-
ber, greater than 1.0, which should be introduced by the user in the input file. Training 
proceeds and after the addition of new training cases to the sub-batch and increasing its 
size, the number of "permitted cycles" reduces to the basic permitted cycles gradually. 
By implementing this criteria, a better control has been achieved on the determination 
of situations where additional units were required. 
The three above mentioned improvements dramatically changed the status of the re-
search. The new version of the program has been tested for different problems, not only 
related to this research, but also in relation to other projects. Since the focus of this study 
is not on the preparation of information and reporting the results of the neural network 
related issues, a qualitative study and observation has been made. The following qualita-
tive conclusions can be mentioned here: 
1. The required training time has been reduced for all the test problems. For mapping 
problems of smaller number of training cases, this reduction has been more considerable. 
For problems, where an extraction of the general features of data was required, the effect 
of these improvements have been more obvious when the number of training cases has 
been increased. The results have shown a reduction in the training time by about 1/60 to 
1/100 of the previous training time. 
2. The final number of nodes in the architecture has been greatly reduced for all the prob-
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lems. This reduction in the number of nodes has resulted in an exponential reduction of 
the number of connection weights. In fact reduction in the number of nodes is the main 
source of reduction in training time. 
3. Testing of the trained networks has shown that the overall quality of the response of 
each of the neural networks has been improved, due to more generalization capability. 
These modifications had been introduced in the final stages of the research. So, as can 
be seen in the following chapters, more concise networks have been obtained after using 
the new version of the program for learning similar problems. 
Sigmoidal activation function has been chosen for the units of the neural networks, 
returning a value in the range of [-1 , + 1]. Generally, the emulator neural network has 
been required to be equipped with two hidden layers, while only one hidden layer has 
been considered for the controller neural network. 
5.5 THE MODEL STRUCTURE 
As explained in the previous sections, tendon control mechanism, powered byelec-
trohydraulic servo-valve actuators has been selected as the control mechanism. This 
mechanism has been studied by several authors and is the most noticed control mecha-
nism as explained in chapter 2. The structure under study has been selected to be the mod-
el of a three storey one bay steel frame structure, constructed by Soong, Reinhorn and 
Yang (1985), and has been proposed to be the standard structure for the purpose of struc-
tural control studies. This model is shown in figure 5.3 . They have provided enough infor-
mations about its properties. Also, they have identified it. Thus, it has been possible to 
simulate this structure and study it numerically. The frame structure is comprised of two 
similar plane frames which are connected together by horizontal elements. Two similar 
actuators are installed on the ground floor for its control. Because of symmetry, it is possi-
ble to simulate and study half of this system comprising of one of these plane frames con-
trolled by one actuator. This statement is only valid in the case of in-plane loading condi-
tions. For the cases of two dimensional and torsional loadings, the structure should be 
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Actuator Properties : 
A = area of ram = 5.06 cm2 
V = chamber volume = 151.80 cm3 
C = leakage coefficient = 0.10 cm5/(NT.sec.) 
f3 = compressibility = 2.1 MN /cm2/(NT.sec.) 
qmax = max. valve flow = 616 cm3/sec. 
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Figure 5.3 The structure selected for the purpose of studying the proposed intelli-
gent control [After Soong, Reinhorn and Yang (1985)]. 
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modelled as a three dimensional frame structure. 
Because the vertical components of the displacement and actuator forces do not play 
an important role in this problem, the kinematics matrix ru and the location ma-
trix lu are assumed to be the same, expressed as: 
lu = ru = [(- cos a) 0 O]T (5.24) 
for a shear model, where the direction of displacements and force of both the actuator 
and structure are considered to be positive if in the selected positive horizontal direction. 
Also, the assumption of neglecting the effect of vertical components of control forces is 
compatible with the shear model studied by Soong and his co-workers (1987). 
The structure is a low damping system. Thus, its control is sensitive to the abrupt 
changes in control forces. Abrupt changes in control forces may result in the excitation 
of the high frequency modes of the response of the structure, which results in the appear-
ance of large amplitude accelerations. These large amplitude accelerations are undesir-
able with regard to factors such as the comfort of residents and/or effects on any stored 
sensitive equipments. Such low damping model provides a good test structure, because 
it reveals the capabilities of the control method in the alleviation of not only the displace-
ments but the whole state and accelerations of the system. Also the intelligence of the 
controller to avoid situations that controller should control itself can be studied. Such situ-
ations are very undesirable but probable and can be called "controller as a source of noise 
itself". 
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CHAPTER 6 
NEURO-CONTROL OF STRUCTURES 
In this chapter, the results of the first phase of these series of studies will be pres-
ented. In chapter 5, the fundamentals of the proposed method were discussed. Because 
each chapter has been decided to be self content, first a general of the control problem 
will be explained and then details of the study will be presented. 
Based on the method which was proposed in chapter 5, an algorithm has been devel-
oped and tested in computer simulation of the active control of the three storey frame 
structure of figure 6.1. This structure was subjected to ground excitations. First, an emula-
tor neural network was trained to forecast the future response of the structure from its 
immediate past history of response and control signal. The trained emulator was then used 
in both predicting the future response and evaluating the sensitivities of the control signal 
with respect to those responses. At each time step of simulation, the control signal was 
adjusted to induce the required control forces in the actuators, based on a control criteri-
on which will be explained in the following sections. Then a controller neural network 
was trained to learn the relation between the immediate past history of response of the 
structure and control signal as the inputs, and the adjusted control signal as the output. 
Then the trained neuro-controller was utilized in controlling the same structure for differ-
ent dynamic loading conditions. Results of this initial study which will be presented in the 
following sections, indicate that the neural network based control algorithms have the 
promise of evolving into powerful adaptive controllers. 
6.1 OBJECTIVES 
the objective of this phase of research has been to prepare a neuro-controller that 
is able to reduce the relative displacement of the first floor, as much as possible. No credit 
has been given to the acceleration mitigation. In fact, in this phase of study, the problem 
of safety has been considered important, while the comfort of the residents has been left 
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Figure 6.1 The structure, actuator and tendons. 
Actuator Properties : 
A = area of ram = 5.06 cm2 
V = chamber volume = 151.80 cm3 
C = leakage coefficient = 0.10 cms /(NT.sec.) 
f3 = compressibility = 2.1 MN/cm2/(NT.sec.) 
r = time constant = 0.2 sec. 
q= = max. valve flow = 616 cm3/sec. 
u= = actuator capacity = 3200 NT 
k1 = 1.0 cm2 /NT. 
k2 = 0.15 cm3/sec. 
k3 = 200.0 
Tendons 
Angle a 
Actuators 
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unnoticed. This is not a good criteria for the control of residential structures, however 
it seems logical for the initial steps of algorithm development. A control algorithm, reduc-
ing the size of both displacements and accelerations will be studied in the second phase 
of studies (next chapter). 
Also, it has been assumed that the whole state of response can be available through 
sensor measurements. This is an idealistic assumption, which is hard to achieve in reality. 
It is necessary to develop an algorithm to work with a limited selected number of state 
measurements. These measurements constitute what is called the output vector in the for-
mulated control approaches. This problem will be addressed in the second phase of stu-
dies (next chapter) too. 
6.2 NUMERICAL SIMULATION 
Numerical simulation of the response of the controlled structure, was explained 
in chapter 5. It was considered important to include the effects of the actuator dynamics, 
the sampling period and the inherent delays in the control loop. 
The sampling period: The sampling period, which is the period of measurements of re-
sponse of the structure and the earthquake excitation and time interval for sending the 
command signals was chosen 0.02 seconds. The coupled equations of the structure/actua-
tor were numerically integrated using Wilson's-8 method. 
The integration time step: The integration time step, used in the numerical analysis was 
chosen to be 0.001 seconds which is a small fraction (one-twentieth) of the sampling 
period. This will allow for a realistic representation of the generation of the actuator 
forces during the sampling period as a result of the dynamics of the actuator and the inter-
action of the structure and the actuators. While the sampling period of the recorded earth-
quakes which were used in this study is 0.02 seconds, the intensity of earthquake, used 
in integration procedure was obtained by a linear interpolation in between sampling peri-
ods. 
The time delay: A time delay, due to the conversion of digital to analog of the control sig-
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nals and the computation time for the determination of control signals has been consid-
ered. This time delay has been assumed to be 0.02 seconds. 
6.3 CONTROL ALGORITHM 
The final design of the controlled system is shown in figure 6.2. This figure shows 
the controller neural network, performing the task of controlling the structure, through 
sending suitable signals to the actuators. The actuators follow the control signal and apply 
a control force to the first floor of the structure. To reach this final design, passing from 
several stages of design is necessary. This constitutes the control algorithm which will be 
explained in the following sections. 
The emulator neural network is shown in figure 6.3. As mentioned in chapter 5, the 
emulator neural network learns how to predict the response of the structure from the past 
history of response and actuator signal. The input to the emulator neural network is very 
similar to the input to the neuro-controller. It consists of the current values of the immedi-
ate past history of response and control signals plus the last control signal which has al-
ready been sent to the actuators. The output of the emulator neural network is the pre-
dicted response of the structure at the next time step. 
The method of training of the neuro-controller is schematically shown in figure 6.4. 
During the training of the neuro-controller the structure is subjected to external excita-
tion due to earthquake base motion, and also the control forces. On the basis of the sensor 
readings the neuro-controller issues a signal to the actuators. Before the neuro-control-
ler is fully trained, it can not control the motion of the structure satisfactorily. Therefore, 
the response of the structure will exceed the desired limits. The structural response ob-
tained by the sensors is taken into the box designated "the control criterion", where the 
magnitude by which the structural response exceeds the desired limits (the control error) 
is determined. Control error is the error at the output of the controner neural network. 
This error is then back-propagated through the emulator neural network to the neuro-
controller. Only the connection weights in the neuro-controner are modified in this pro-
cess. The training of the neuro-controller is continued until the control error, determined 
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Figure 6.2 Control by the neuro-controller. 
from the control criteria, becomes negligible. 
6.4 CONTROL CRITERIA 
Model of structure/actuator 
Sampling period = 0.02 sec 
Simulation ~t = 0.001 sec 
t 
Base Motion 
Control criteria define the objectives of the structural control. A realistic objective 
of the structural control is to reduce but not completely eliminate the motion of the struc-
ture under external loads. Eliminating the motion of the structure may be achievable in 
a theoretical environment where simplifying assumptions are made and where the actua-
tors respond instantaneously and there are no delays in the control loop. However, it is 
not considered practical to completely eliminate the structural motion. The main question 
in developing a control criterion is: which displacements to reduce and by how much? 
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Figure 6.3 Training of the emulator neural network. 
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It is not a good idea to control the current response; since if the response is sensed, 
it is too late to control it. It has been decided to choose to control the predicted displace-
ments determined from the emulator. It is also desirable to avoid strong control actions 
and prefer to gradually reduce the displacements. Rather than simply reducing the dis-
placements at the next time step the aim of the control criterion is to reduce an averaged 
displacement computed over the next several time steps. This leads to a much smoother 
response of the controlled structure. The emulator is used to predict the displacements 
in the next several time steps. In developing a method of computing an average of the 
future displacements, the following points should be considered. 
1. Emulator predictions will be less reliable with increasing the number of time steps 
into the future. This is due to the fact that current predictions of the emulator, which 
already contain some error, have to be used as input for predicting the displacements 
of the next time step, which, consequently, are subjected to more uncertainty. 
2. External excitations, such as the earthquake ground motions are not known for the 
next several time steps. 
To consider the effect of the prediction error, a function, called the "prediction validi-
ty" function has been introduced. This is a decaying function signifying the reduced reli-
ability of the predictions with the number of time steps into the future. 
fv(k) = prediction validity function 
k = 1, 2, ... , number of predictions 
(6.1) 
The magnitude of the predicted displacements at the future time steps should also be 
considered. More control effort should be directed toward the larger displacements. This 
is accomplished by introducing an "importance function", as follows 
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!i(Yk) = importance function 
Yk = predicted horizontal displacement of the first floor 
k = 1, 2, ... , number of predictions 
(6.2) 
The combined effect of both the prediction validity and the importance functions is 
applied through a weighting function defined as follows 
fw(k) - fv(k) j;{Yk) 
2:.fv(k) flYk) 
k 
(6.3) 
The average predicted first floor horizontal displacement, y which is controlled in 
the next steps is determined from the following equation. 
y = 2:. fw(k) Yk 
k 
(6.4) 
The prediction validity function, importance function, weighting function and the 
number of predictions depend on the characteristic of each control problem. The simplest 
forms of these functions is a uniform function which leads to the following equation 
fw(k) ____ 1 __ _ 
number of predictions 
(6.5) 
Using this function is equivalent to averaging the future predicted displacements over 
the next several time steps. All the future predictions are then considered to have the same 
validity and importance. This uniform weighting function has been used in this study. Stu-
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dying the effect of consideration of other prediction validity and importance functions on 
the results of this stage of control scheme has shown that a linear decaying function for 
the prediction validity function, and a uniform function for the importance function pro-
vides better results. However to avoid introducing special situations in control scheme, 
the very simple uniform function for the weighting function has been chosen. Hence, the 
control criteria has been to reduce the average predicted response below some specified 
limit, which is usually a small value for structural control problems. 
6.5 TRAINING OF THE EMULATOR NEURAL NETWORK 
Training of the emulator is a deliberate and challenging task. Adaptive architec-
ture determination and automatic node generation has played a prominent role in our 
training procedure. It should be mentioned that the "random selection mechanism" and 
the "convergence evaluation criteria" which were explained in chapter 5, have not yet 
been implemented in the computer program "SUNN" for this phase of studies. Figure 
6.3 shows the final architecture of the emulator neural network. The input layer has 15 
units, 3 of which represent the current value of the actuator signal and its values at the 
last two time steps. The remaining 12 units represent the relative displacements and rela-
tive accelerations of the three floors for the past two time steps. The output layer consists 
of 6 units which represent the relative displacements and relative accelerations for the 
next time step. During the training process, each hidden layer started with six units. As 
the training proceeded, more units were added to the hidden layers automatically, as 
needed. At the end of the training period each hidden layer had 12 units. 
The training cases have been obtained from the results of several analyses in which 
the structure/actuator system was subjected to external excitation and the actuator forces. 
The analysis was performed with a time step of 0.001 seconds. The training cases were 
formed with the data taken at the intervals of sampling period of 0.02 seconds. The emu-
lator neural network was trained with the results of three analyses in which the structure/ 
actuator system was subjected to the following excitations: 
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50 seconds of the EI Centro earthquake with 25% of the amplitude 
50 seconds of actuator forces generated by white noise signals 
50 seconds of the EI Centro earthquake with 25% of the amplitude + actuator forces 
generated by white noise signals 
The trained neural network has learned about the behavior of the structure/actuator 
system and is therefore capable of predicting the response of the structure. Figures 6.5 
and 6.6 show the prediction capability of the emulator neural network, when the structure 
has been subjected to 25% EI Centro and 25% Taft earthquakes respectively. Note that 
the emulator has been trained based on 25% EI Centro; however it has been able to do 
a good prediction job for the 25 % Taft earthquake. This shows that the emulator has been 
able to learn about the response of the structure, regardless of the source of the ground 
excitation. 
6.6 STRUCTURAL CONTROL USING THE EMULATOR NEURAL NETWORK 
The emulator neural network can be used, in an iterative mode, to control the mo-
tion of the structure. Although it can be considered a legitimate method of structural con-
trol, it has only been used to generate the necessary training cases for training of the neu-
ro-controller. In this control method the emulator plays the main role. Although it does 
not directly generate the control signal, it provides the new control signal by adjusting the 
previous control signal gradually, using the information about the history of control sig-
nals and the structure response. This is done in an iteration loop consisting of prediction, 
criteria checking and signal adjustment. In this iterative loop the emulator is not only used 
for prediction, but also for calculating the Jacobian (sensitivity) and inverse Jacobian of 
the predicted response with respect to a change in the proposed control force. A...s stated 
before, in this specific example, the criterion has been the reduction of the relative dis-
placement of the first floor with respect to the ground. 
The sensitivity of the control signal as a function of the structural response can be com-
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puted in two ways. One method is to directly compute the changes in the response of the 
structure due to the changes in the control signal. A second method is by utilizing the 
available information about the internal representation of the emulator network, and 
backpropagating a small error in the output nodes, while holding the weights unchanged. 
This second approach seems more precise. But since the system behaves nonlinearity in 
general, direct calculation provides more information about sensitivity of the prediction 
to signal or vice versa, for practical purposes. 
In this study the relationship between only one input unit (the signal to be sent) and 
one output unit (the predicted relative displacement of the first floor) of the emulator had 
to be considered. The direct calculation which could provide more numerical flexibilities 
has been utilized. With e as the proposed control signal which is assumed to remain un-
changed for the next several time steps of prediction, the sensitivity of e with respect to 
output Yk for each of the next k time steps has been calculated from the following 
equation. 
(6.6) 
Now the average predicted sensitivity s can be calculated with the same method that 
the average predicted displacement was calculated, by using the same weighting functions, 
as in equation (6.4). 
(6.7) 
The adjusted proposed control signal is then 
e - e-(s)(y) (6.8) 
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This new signal is fed to the emulator and new predictions for the next k time steps 
are made. Next the sensitivities are obtained and the averages of the displacements and 
sensitivities are calculated. Using these averages, a new signal correction is made and fed 
to the emulator. This loop is repeated until the control criterion is satisfied or the actuator 
is saturated. Figure 6.7 shows the displacements and total accelerations of the three floors 
for uncontrolled and controlled structure subjected to 25 % EI Centro earthquake. Figure 
6.8 represents the time history of the control forces and the total work done by the actua-
tors on the structure during the control procedure. 
6.7 TRAINING OF THE NEURO-CONTROLLER 
A three layer neural network has been proposed for the controller. The input layer 
consists of 14 units, representing two previous controller signals to the actuator and the 
relative displacements and accelerations of the three floors for the most recent two time 
steps. The output layer has only 1 unit which represents the signal to be sent to the actua-
tor. This controller is trained in a manner similar to the method shown in figure 6.4. How-
ever, the training cases were first generated by using the emulator neural network in an 
iterative control loop, as described earlier. The training cases generated with this method 
were then used to train the neuro-controller. Once again, the automatic node generation 
method has been used in the training of the neuro-controller. The hidden layer started 
with 6 units at the beginning of the training process and ended with 20 units at the termina-
tion of the training. 
6.8 RESULTS OF ANALYSIS 
The performance of the trained neuro-controller is illustrated through several nu-
merical simulations. In the first example, the structure shown in figure 6.1 was subjected 
to the EI Centro earthquake record with 25% amplitude. 
The results are shown in figures 6.9 through 6.11. From these figures it can be seen 
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that the controller has been reasonably successful in performing the control task it has 
been trained for, namely, reducing the relative displacement of the first floor. Figure 6.10 
shows the frequency response of the relative displacements and the accelerations. The 
neuro-controller has managed to considerably reduce the response of the structure in its 
first mode, while the response in the second and the third modes has increased somewhat, 
specially evident in the acceleration spectra. The accelerations in the second and the third 
modes have increased considerably_ It must also be noted that in our study, the neuro-
controller was not specifically trained to control the accelerations. Controlling the accel-
erations is a somewhat different control task than controlling the relative displacements. 
The question will be addressed in the next chapter. 
The strong criterion of zero relative displacement causes the controller to continue 
attempting to reduce the relative displacement of the first floor even after the effect of 
the external excitations have diminished. In effect, the controller is attempting to elimi-
nate its own effect on the structure. This is the reason for the almost steady state response, 
which can be observed after about 30 seconds. This effect can also be observed in the time 
history of control forces, shown in figure 6.11. These problems can be remedied by modi-
fying the training procedures and the control criterion. In modifying the training proce-
dures and the training data set, the neuro-controller can be trained to acquire the addi-
tional knowledge to avoid over-controlling the structure. 
The effect of the weakening of the control criterion is demonstrated in the next analy-
sis. The analysis described above was repeated with a weaker control criterion. Rather 
than requiring that the relative displacement of the first floor, shown by x , be reduced 
to zero, it was required to be reduced to a small value, Ix I < 0.05 em . The results are 
shown in figures 6.12 - 6.13. It is obvious from these figures that by slightly weakening 
the control criterion, the acceleration response of the controlled structure in the higher 
modes has been considerably improved. To study the importance of control criteria in 
more details, the control criteria has been weakened more, to Ix I < 0.10 em . As ex-
pected, more reduction in accelerations and the required control forces have been ob-
served. These are shown in figures 6.14-6.16. The required control work, done by both 
of the actuators on the structure is shown in figure 6.16 (bottom). 
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In the previous examples, the structure has been subjected to the El Centro earth-
quake record, which was the same earthquake record used in the training of the neuro-
controller. The performance of the neuro-controller, when the structure is being sub-
jected to a different earthquake is demonstrated in the next example. The structure has 
next been subjected to the Taft earthquake record of 50% amplitude, controlled with the 
neuro-controller which has been trained with the El Centro earthquake. The results are 
shown in figure 6.17. It can be seen that the neuro-controller is as effective in controlling 
the structure when it is subjected to the Taft earthquake record as it is in controlling the 
structure when it is subjected to the earthquake record which the neuro-controller was 
trained on. This demonstrates the fact that the neuro-controller learns to control the mo-
tion of the structure, regardless of the source of excitation. This is due to the generaliza-
tion capability of the neuro-controller. 
With the next example, the performance of the structure was explored when subjected 
to ground shaking with higher intensity than it was trained to control. Also the related 
issue of the effect of the actuator saturation was investigated here. In this example, A neu-
ro-controller which was trained with the El Centro earthquake record with 25 % ampli-
tude was used. This neuro-controller is then applied to the control of the structure which 
was subjected to the El Centro earthquake with 200% amplitude. Forces needed to con-
trol this structure are clearly beyond the capacity of the actuator used in this example. The 
results of the analyses are shown in figures 6.18 and 6.19. From these figures it appears 
that the neuro-controller has done its best to control the structure and has used the maxi-
mum capacity of the actuators when needed. 
6 .. 9 CONCLUDING REMARKS 
The new method of active control of structures using neural networks as proposed 
in chapter 5 has been numerically tested in this chapter. In the proposed control method, 
a neuro-controller replaces the control algorithm. The training of the neuro-controller 
is accomplished with the aid of an emulator neural network. The emulator neural network 
is trained to learn the mapping between the control signal and the response of the struc-
ture. The trained emulator then allows the calculation of the sensitivity of response of the 
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structure with respect to the control signal, which in turn, allows the development of the 
training cases for the neuro-controller. The neuro-controller learns to control the struc-
ture from these training cases. The control criterion plays an important role in preparing 
a suitable practical controller. This fact has been demonstrated through a series of exam-
ples. An essential point in performing the numerical simulations of the structural control, 
has been to include the effects of actuator dynamics and a realistic sampling period, repre-
senting the inherent time delay in the control loop. 
The results of this phase of study indicate that neural networks are potentially power-
ful tools in structural control problems. The learning capabilities of the neuro-controllers 
put them in the place of adaptive controllers. N euro-controllers are also good candidates 
for nonlinear control problems. The two areas of the control criterion and the training 
procedure, as the main steps in constructing neuro-controllers were identified. More im-
provements and more results are reported in the next chapter. 
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Figure 6.5 Test of emulator for 40 seconds. The structure has been subjected to 25 % 
El Centro earthquake. Capability of the emulator in predicting the relative displace-
ments and relative accelerations of the three floors for the next sampling period is 
compared to the results of analysis under this loading condition. 
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Figure 6.6 Test of emulator for 20 seconds. The structure has been subjected to 25% 
Taft earthquake. Capability of the emulator in predicting the relative displacements 
and relative accelerations of the three floors for the next sampling period is compared 
to the results of analysis under this loading condition. 
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Figure 6.7 Control by emulator. Objective has been to mitigate the relative displace-
ment of the first floor. Relative displacements and absolute accelerations of the three 
floors are shown for 20 seconds. The structure has been subjected to 25% El Centro 
earthquake and control forces. 
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Figure 6.8 Control by emulator. Objective has been to mitigate the relative displac-
ment of the first floor. Control force applied by each of the actuators and total work 
done by the actuators on the structure are shown for 20 seconds. The structure has 
been subjected to 25 % EI Centro earthquake and control forces. 
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Figure 6.9 Control by neuro-controller. Objective has been to reduce the relative dis-
placement of the first floor to 0.0 em . Relative displacements and absolute accelera-
tions of the three floors are shown for 50 seconds. The structure has been subjected to 
25 % EI Centro earthquake and control forces. 
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Figure 6.10 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to 0.0 cm . Fourier spectrum for the relative displace-
ments and absolute accelerations of the three floors are shown for 40 seconds. The 
structure has been subjected to 25% EI Centro earthquake and control forces. 
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Figure 6.11 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to 0.0 cm . Control force applied by each of the actua-
tors on the structure are shown for 50 seconds. The structure has been subjected to 
25 % EI Centro earthquake and control forces. 
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Figure 6.12 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.05 cm, + 0.05 cm ). Relative displacements 
and absolute accelerations of the three floors are shown for 40 seconds. The structure 
has been subjected to 25 % El Centro earthquake and control forces. 
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Figure 6.13 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.05 cm, + 0.05 cm ). Control force applied 
by each of the actuators on the structure is shown for 100 seconds. The structure has 
been subjected to 25% El Centro earthquake and control forces. 
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Figure 6.14 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.10 em, + 0.10 em ). Relative displacements 
and absolute accelerations of the three floors are shown for 50 seconds. The structure 
has been subjected to 25 % EI Centro earthquake and control forces. 
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Figure 6.15 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.10 em, + 0.10 em ). Fourier spectrum for 
the relative displacements and absolute accelerations of the three floors are shown for 
40 seconds. The structure has been subjected to 25% EI Centro earthquake and control 
forces. 
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Figure 6.16 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.10 cm, + 0.10 cm ). Control force applied 
by each of the actuators and total work done by the actuators on the structure are 
shown for 50 seconds. The structure has been subjected to 25 % El Centro earthquake 
and control forces. 
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Figure 6.17 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.05 cm, + 0.05 cm ). Relative displacements 
and absolute accelerations of the three floors are shown for 40 seconds. The structure 
has been subjected to 50% Taft earthquake and control forces. 
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Figure 6.18 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.05 cm, + 0.05 cm ). Relative displacements 
and accelerations of the three floors are shown for 40 seconds. The structure has been 
subjected to 200% El Centro earthquake and control forces. 
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Figure 6.19 Control by neuro-controller. Objective has been to reduce the relative 
displacement of the first floor to within ( -0.05 cm, + 0.05 cm ). Control force applied 
by each of the actuators on the structure are shown for 100 seconds. The structure has 
been subjected to 200% EI Centro earthquake and control forces. 
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CHAPTER 7 
NEURO-FUZZY CONTROL OF STRUCTURES 
In this chapter, the results of the second phase of these series of studies will be 
presented. In chapter 5, the fundamentals of the proposed method were discussed. In 
chapter 6 the results of a preliminary study on the application of neural networks in the 
control of frame structures was presented. In this chapter, a more detailed and an im-
proved version of the neural network based control algorithm of chapter 6, and then the 
application of fuzzy logic in the control of the same frame structure will be discussed. 
Because each chapter has been decided to be self content, at first the objectives and 
the general features of the control problem will be explained. Then details of the study 
will be presented. 
7.1 OBJECTIVES 
The structure under study is shown in figure 7.1 . This is the same structure studied 
in the previous chapter. It has been controlled for ground excitations. Despite the first 
phase of study where only the displacements of the floors had to be reduced, the accelera-
tions of the floor have been reduced too. Also the algorithm has been required to do a 
smooth control job, resulting in small forces and hence control economy. While in the 
last chapter, the output of the structure was permitted to be the whole state, in this phase, 
the objective has been to control the structure by a limited number of output measure-
ments. Hence the output has been considered to be the relative acceleration of the first 
floor only. 
7.2 NUMERICAL SIMULATION 
Numerical simulation of the response of the controlled structure was explained in 
chapters 5 and 6. As in the previous chapter, the sampling period which is the period of 
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Figure 7.1 The structure, actuator and tendons. 
Actuator Properties : 
A = area of ram = 5.06 cm2 
V = chamber volume = 151.80 cm3 
C = leakage coefficient = 0.10 cms /(NT.sec.) 
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r: = time constant = 0.2 sec. 
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measurements of response of the structure and the earthquake excitation and time inter-
val for sending the signal commands, has been chosen to be 0.02 seconds. The coupled 
equations of the structure/actuator has been numerically integrated using Wilson's e 
method. The time step used in the numerical analysis has been chosen to be 0.001 seconds. 
A time delay of 0.02 seconds has been considered in the control loop. 
7.3 CONTROL ALGORITHM 
Training of the neuro-controller has been accomplished by the same method as 
in the previous chapter. However, dramatic changes in the control criteria have been in-
troduced. There have been three major steps in developing our neuro-fuzzy controller: 
a preliminary control by using an emulator neural network, training of a neuro-controller, 
and improving the neuro-controller performance by utilizing a set of simple fuzzy rules. 
To accomplish these steps, an emulator neural network, has been trained to predict 
the relative acceleration of the first floor, based on an input comprised of the history of 
relative accelerations and signals which have been sent to the actuators. At each computa-
tional time step, the future relative velocities and displacements of the first floor have 
been guessed by using the predicted acceleration, . This has been accomplished by using 
the Wilson's e integration procedure. Also by utilizing the same neural network emula-
tor, the sensitivities of the future accelerations to the control signal have been predicted. 
Then by the use of these sensitivities, the control signal has been modified to reduce the 
future acceleration of the first floor and as a result, the future velocities and displacements 
of the first floor too. 
Based on the results obtained from this preliminary control, a set of training cases has 
been formed. This training set has been used in the training of the neuro-controller. Al-
though the prelilHinary control has not been cOHlpletely successful and sHlooth, the neu-
ro-controller has been able to extract just the necessary information for performing a 
good control job. 
Since the neuro-controller has been trained to control the structure in a very smooth 
way, it has not been trained to control the structure for very short time duration, unusual 
excitations. To solve this problem, a set of very simple fuzzy rules have been developed 
to improve on the neuro-controller job. The fuzzy rules of control have been so con-
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structed to require only the recently measured relative velocity and displacement of the 
first floor, for the determination of necessary changes in the control signals. Then, the 
signals proposed by the neuro-controller have been modified by this supplementary fuzzy 
controller, and sent to the actuators. 
The final control system is shown in figure 7.2, schematically. Also, this cycle of train-
ing of the controller neural network and application of fuzzy criteria to improve the con-
trol performance gradually, can be continued to obtain a desired controller neural net-
work. In the following sections, each of these steps will be explained in more details. 
Neuro - Controller 
ek 
Fuzzy - Controller 
Figure 7.2 Control by a neuro-fuzzy controller. 
Model of structure/actuator 
Sampling period = 0.02 sec 
Simulation At = 0.001 sec 
t 
Base Motion 
187 
7.4 PRELIMINARY CONTROL BY USING THE EMULATOR NEURAL NETWORK 
In this section the informations and results regarding the preliminary control by 
the use of the emulator neural network is presented. This step in the control algorithm 
is comprised of the training of a suitable emulator neural network, and then its utilization 
in a preliminary control of the structure. 
7.4.11raining Of The Emulator Neural Network 
The trained emulator has been a 4 layered neural network, comprised of an input 
layer with 8 units, two hidden layers each with 2 units, and an output layer with one unit, 
as shown in figure 7.3. 
The first input node represents the force that should be sent to the actuator. The next 
two units represent the two most recent forces that have been sent to the actuator. The 
fourth input unit represents the relative acceleration of the first floor that has already been 
measured, and the remaining four input units represent the last four relative accelerations 
of the first floor that have been measured before. 
The output unit is used for predicting the next relative acceleration of the first floor 
that should be measured in the next time step. In this study the emulator has been used 
to predict not only the next, but also the second next relative acceleration of the first floor. 
This has been done by feeding back the first predicted acceleration to the input layer, 
assuming that prediction has been correct. It is obvious that the prediction reliability re-
duces for the second future time step. 
The emulator has been trained with the train cases, obtained from the following load-
ings: 
50 seconds of EI Centro earthquake with 25% of the amplitude 
50 seconds of actuator forces generated by white noise 
50 seconds of EI Centro earthquake with 25% of amplitude + actuator forces generated 
by white noise. 
Random signal 
generator 
Xk-2 
Xk-3 
Xk-4 
Xk-5 
• 
• 
• 
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Model of structure/actuator 
Sampling period = 0.02 sec 
Simulation .6.t = 0.001 sec 
t 
Base Motion 
Backpropagation of 
errors during :raining 1 
£_ ................ -
Xk 
Emulator Neural Network 
Figure 7.3 Training of the emulator neural network. 
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After this off-line training of the emulator, it has been tested for several combinations 
of earthquake excitations and actuator forces, on-line. Results of a typical test is shown 
in figures 7.5 and 7.6 . The structure has been subjected to the Taft earthquake of 100% 
amplitude and a random force applied by the actuators simultaneously. 
7.4.2 Preliminary Control 
After training the emulator, it has been put in the control loop to be used in con-
trolling the response of the structure. At each sampling time step k ,the relative acceler-
ation of the first floor Xk has been measured. Also the last desired signal fk ,which has 
been sent to the actuator, has been assumed to remain unchanged for the future time 
steps. The input to the emulator has been formed, and based on this input, the predicted 
accelerations for the next two future time steps, XPk+ 1 and XPk+2 have been obtained. 
Also the approximate derivatives of the desired force with respect to the predicted accel-
erations, Sl and S2 (the sensitivities) have been obtained by increasing the desired 
force by a small amount, and then calculating the derivatives directly. 
At this stage, the control criteria has been selected to be the reduction of the observed 
relative displacement Xk by 50%, which was required to be obtained during two sampling 
periods. Study has shown that selection of control criterion which required the reduction 
of Xk up to about 80% provided suitable control results. However larger control forces 
were needed and more high frequency accelerations were observed in the response of the 
controlled structure. It has been tried to modify Xk+2 by assuming that Xk+ 1 is not con-
trollable. By the utilization of an integration method, and the known values for the present 
state of the structure, xk ,Xk and Xk and also XPk+ 1 which has been obtained from emu-
lator prediction, the second required future acceleration Xk + 2 has been calculated. The 
Wilson's () integration method has been used for this purpose. Wilson's () integration 
method assumes the following relationships between the displacement, velocity and ac-
celeration of the structure for each two successive integration times: 
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(7.1) 
(7.2) 
(7.3) 
where Cl to C9 are integration constants and l1uk should be obtained from the govern-
ing equations of motion, which requires the knowledge about the external excitations too. 
But before the control forces are determined, it is not possible to find l1uk . However 
in our algorithm the equations of motion have been used to solve an inverse problem. 
First, it has been assumed that the first predicted acceleration iPk + 1 has been accurate 
enough to assume 
(7.4) 
Then by using equations (7.3), (7.1) and (7.2), !:iuk+ 1 , Xk+ 1 and Xk+ 1 have been calcu-
lated respectively. By the control criteria, the following requirement should be satisfied: 
Xk+2 :5 0.50 Xk (7.5) 
By changing k to k + 1 in equations (7.1), (7.2) and (7.3), and using equation (7.5) and 
the predicted values of acceleration, velocity and displacement of the previous 
step, !:iuk+2 has been obtained from equation (7.1). Then the required accelera-
tion Xk+2 has been calculated from equation (7.3). This is the acceleration that should 
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have been observed instead of X.Pk + 2 • The required change in the control force requested 
from to the actuators for the modification of X.Pk + 2 to Xk+2 ,has been calculated from: 
(7.6) 
This force has then been added to the previous desired force to provide the new de-
sired force. 
To avoid the undesired sudden changes in the desired force, which result in large accel-
erations, a limit for I L\.fl has been defined. After the determination of the new desired 
force, the procedure for the prediction of accelerations and sensitivities has been re-
sumed, and a new L\.f has been determined. This L\.f has been added to the new desired 
force, and so on, until the displacement has fallen into a small acceptable region, or the 
number of this prediction and force correction cycles has reached a predefined limit. In 
our simulation, the absolute value of L\.f has been limited to 15.0 newtons, and 10 num-
ber of corrections have been permitted. Results of this preliminary control, the proposed 
forces and the work done by the actuators are shown in figures 7.7 and 7.8 . 
At this stage, enough informations have been collected to form the train cases for the 
training of the controller neural network. Figures 7.7 and 7.8, show that while the control 
forces are much less than those obtained in the previous chapter, they are not smooth yet, 
and still produce high frequency response in the structure. Also the preliminary control 
by the emulator neural network can not dissipate the energy, induced by the external exci-
tation. 
7.S CONTROL BY USING THE NEURO--CONTROLLER 
In this section, the training procedure of the neuro-controller, a simple "turn on-
off" fuzzy criteria and results of control by using neuro-controller are presented. 
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7.5.1 Training Of The Neuro-Controller 
The controller neural network should be able to do a good controlling job for al-
most all the expected earthquakes. So, it should be trained to learn the general features 
of a successful control and avoid learning special features of a certain earthquake. Such 
a controller will have a small architecture. In this phase of study, same as the first phase 
(chapter 6), a three layer neural network has been chosen. As shown in figure 7.2, the in-
put layer has been equipped with 7 input units. The inputs have been exactly the same 
as those of the emulator, except that the first unit in the emulator which represents the 
desired control signal to be issued, has been omitted. The only hidden layer has been 
equipped with 2 units. One output unit has been considered for the output layer, which 
represents the proposed signal which should be sent to the actuators. This unit contains 
the same information as the first input unit of the emulator, and represents the desired 
proposed control signal, sent to each of the actuators. 
After the off-line training of the controller neural network, it has been put into work. 
Training of the neuro-controller is schematically shown in figure 7.4 . 
7.5.2 Tum On-Off Fuzzy Criteria 
A "turn on-off" fuzzy criteria has been implemented in the control path. The duty 
of this simple operator is to turn off the controller whenever the external excitation falls 
below a predefined threshold, and turn it on when it resumes. This turn on-off operator 
can play an important role in the control of very low damping structures. In such systems, 
the noise in the actuators due to sources of delay and nonlinearity may result in actuator 
induced vibrations even when there is no external excitations. Hence, the controller 
should control such noises too. To avoid this undesirable situation, use of a turn on-off 
operator is recommended. This puts the system in the category of closed-open loop con-
trol systems. Implementation of a turn on-off operator can be beneficial from two points 
of view. First, elimination of the above mentioned actuator induced noises, and second 
providing a supplementary control to the controller behavior. In this study, by opening 
a window on the last 10 measurements of the ground accelerations, a weighting factor ~ 
has been calculated for each sampling period. The value of this weighting fac-
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Figure 7.4 Schematics of the training of the neuro-controller. 
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tor 0.0 ~ ~ ~ 1.0 has then been multiplied by the control signal to provide the re-
quired control signal. As the external excitation dies, ~ tends to zero, which results in 
the actuators to be turned off gradually. When the excitation dies completely and actuator 
forces reside to zero, ~ is automatically set to 1.0 to be ready for a new earthquake. As 
mentioned before, this operator does not have a significant effect on the main control 
procedure. It can be eliminated for the real structures which have some sort of internal 
damping. It may also be possible to train the neuro-controller or another separate turn 
on-off neural network to learn about the response of the structure when it is subjected 
to small noise introduced by the actuators, and let these kinds of noises die out gradually. 
However training of the neuro-controller to learn this task too, may impair the general-
ization capability and its quality of control. 
7.5.3 Results Of Control By Using The Neuro-Controller 
The neuro-controller has been utilized in the control of the structure both with 
and without the "turn on-off" fuzzy criteria. The results of its control action, and its pro-
posed forces are shown in figures 7.9-7.15. Figures 7.9-7.11 show the control results with-
out the turn on-off fuzzy criteria. Figures 7.12-7.15 show the response of the controlled 
structure with the turn on-off fuzzy criteria. As can be seen in figure 7.15(top), 
~ = 1.0 when control is required. So, the turn on-off operator does not have a signifi-
cant effect on the main control procedure. However, a comparison between figures 7.9 
and 7.12, and also figures 7.11(top) and 7. 15(bottom) shows that the turn on-off operator 
is able to control the undesirable actuator induced noise. Figure 7.14(bottom) shows the 
time history of the total work done by the actuators on the structure. N euro-controller 
has been able to issue very suitable signals, resulting in a smooth and monotonic absorp-
tion of energy. Comparison of this figure to figure 7.8(bottom) reveals the advantages of 
using a neuro-controller which is trained to learn the general features of the control task, 
from the informations obtained through the preliminary control by the emulator. 
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7.6 CONTROL BY USING BOTH NEURO-CONTROLLER AND FUZZY CON-
TROLLER 
In this section the construction of fuzzy controller for the sake of improvement 
on the neuro-controller performance is explained. 
7.6.1 Fuzzy Controller 
The peaks like those at the beginning and at the fifth seconds in figure 7.13, are 
due to sudden shocks from the earthquakes, here the EI Centro earthquake. These peaks 
are hard to control. Such peaks can be reduced by selecting a suitable fuzzy criteria to 
improve on the neuro-controller job. The neuro-controller reduces the response to a 
high degree and provides a suitable environment for a fuzzy controller to act as a second-
ary controller. The fuzzy controller should correct the consequences of weakness of the 
neuro-controller in the past, that have resulted in these undesirable responses. This can 
be done by proposing a small correction force that should be added to the force proposed 
by the neuro-controller. 
Our fuzzy criteria could have been very complicated, to the level of an expert control-
ler. But a good controller should be very simple. Hence, in our study, aim has been to 
use the fuzzy logic as a very simple tool, and avoiding the need to spend a lot of time on 
the preparation of a fuzzy controller. 
The input for our fuzzy criteria has been based on the already known actual relative 
velocity and displacement of the first floor only, and not on the predictions of the neural 
network emulator. As shown in figure 7.16, the relative velocity and displacement of the 
first floor have been divided to seven overlapping fuzzy sets. These fuzzy sets have been 
called: 
B· J 
,1 = 1,2, ... ,7 
,j = 1,2, ... ,7 
(7.7) 
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and the membership function for each of these fuzzy sets has been chosen to be a trapezoi-
dal. Then, for each value of relative displacement x ,the membership to the fuzzy set 
Ai is f-lAi and for the relative velocity x ,the membership to the fuzzy set Bj is f-lBj • 
These fuzzy sets have divided the whole state space of displacement-velocity into 49 over-
lapping partitions. To each of these partitions i,j , a certain force: 
,i,j = 1,2, ... ,7 (7.8) 
has been attributed. 
The control rules have been constituted in the following form: 
if : displacement is Ai and velocity is Bj then: force is I1nJ (7.9) 
i,j = 1,2, ... , 7 . 
Then the compatibility membership OJij , for each partition i,j has been calculated 
from Mamdani's implication rule: 
i,j = 1,2, ... , 7 (7.10) 
and the total correction force 11ft has been calculated from: 
,i,j = 1,2, .. , 7 . (7.11) 
Finally, the desired force fd ,which should have been sent to the actuator has been calcu-
lated from: 
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(7.12) 
The proposed correction forces for each fuzzy partitioning are represented in Table 7.1. 
Table 7.1 Correction force ~.j for each of the fuzzy subspaces of Figure 7.20 . 
J 
1 2 3 4 5 6 7 
1 400.0 300.0 200.0 200.0 200.0 200.0 200.0 
2 300.0 200.0 100.0 0.0 0.0 0.0 0.0 
3 200.0 200.0 0.0 0.0 0.0 0.0 0.0 
1 4 100.0 60.0 0.0 0.0 0.0 -60.0 -100.0 
5 0.0 0.0 0.0 0.0 0.0 -200.0 -200.0 
6 0.0 0.0 0.0 0.0 -100.0 -200.0 -300.0 
7 -200.0 -200.0 -200.0 -200.0 -200.0 -300.0 -400.0 
7.6.2 Results Of Control By Using The Neuro-Fuzzy Controller 
Results obtained for this last stage of developments in the control strategy are 
shown in figures 7.17-7.27. As can be seen in figure 7.17, the peaks in displacements which 
have been observed in figure 7.13 are reduced by about 30%, while accelerations have 
been increased. Also, figure 7.18 shows larger forces compared to the forces of figure 
7.14. This is because such peaks come after sudden changes in the pattern of ground shak-
ings and the controller should respond to them very fast, which results in greater control 
forces. Response of the three floors and their Fourier spectrum are shown in figures 
7.19-7.21. They show considerable improvements both in the displacement and accelera-
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tion mitigation, compared to the results obtained for the first phase of studies, as pres-
ented in chapter 6. 
In other figures, performance of the control algorithm, for the control of other earth-
quakes of different amplitudes and patterns, are shown. Figures 7.22-7.23 are related to 
the control of structure under Taft earthquake of 50% amplitude. Figures 7.24-7.25 are 
related to the control of structure under a severe earthquake of 200% El Centro ampli-
tude. This severe earthquake needs stronger actuators. However, the controller has tried 
to use the capacity of the available actuators as much as possible, in accordance with its 
knowledge. It should be noticed that the controller has been trained based on 25% El 
Centro earthquake records. However, the improved algorithm, has performed successful-
ly during all of these tests. It has been able to reduce the amplitude of the displacements, 
velocities and accelerations of all the floors, for all the cases. Also, the control perform-
ance has been much more economical and smoother than what had been observed in the 
first phase of the study (chapter 6), for the same earthquakes. 
As mentioned before, this structure is a very low damping structure and requires a very 
smooth control. The structure is very sensitive to the introduction of any excitation. To 
study the effect of increase in damping of the structure on its response, damping factors 
have been increased by 500%. Even in this situation, the structure is still a low damping 
structure. However much better control performance can be observed. Results are shown 
in figures 7.26-7.27. 
Table 7.2 contains concise informations about the results of control by using the neu-
ro-controller and neuro-fuzzy controller, obtained in this phase of study. As can be seen, 
neuro-fuzzy controller has reduced the maximum displacement which is important for 
safety reasons, to the expense of increasing the maximum accelerations, and maximum 
control forces. As a result, the total absorbed energy has been reduced too. Noticing the 
fact that the increase in accelerations has been observed just for a short time, and that 
reduction of displacement is vital for safety reasons, the overall performance of the neu-
ro-fuzzy controller shows improvement compared to the neuro-controller. 
Table 7.3 contains results from the neuro-fuzzy control of the structure subjected to 
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Table 7.2 Comparison of results for uncontrolled, neuro-controlled and neuro-fuzzy 
controlled structure, subjected to 25% EI Centro earthquake .. 
neuro neuro - fuzzy 
uncont. cont. cont. 
max. relative displacement Xmax. (cm.) 0.95 0.43 0.31 
(Xmax.)cont. / (Xmax.)uncont. - 0.45 0.33 
max. relative velocity Xmax. (cm / sec.) 11.98 5.38 5.99 
(imax.>cont. / (Xmax.)uncont. - 0.45 0.50 
max. absolute acceleration Xmax.(cm/sec2) 260 124 193 
(imax.>cont. / (imax.)uncont. - 0.48 0.74 
max. control force (Nt.) - 855 1083 
control energy (Nt. cm.) - 6391 5583 
different earthquakes. Controller has been able to reduce the response of the structure 
for all the cases, considerably. The most interesting result is that of the energy absorbed 
from the structure. As can be seen, for 200% EI Centro earthquake, the neuro-controller 
has put a great deal of effort to absorb energy from the structure, although the neuro-con-
troller has been trained based on an earthquake 8 times weaker (25 % El Centro). 
The above results show the generalization capability of the neuro-fuzzy controller in 
controlling the structure, no matter what the pattern of the excitation has been. 
7.7 CONCLUDING REMARKS 
The new proposed method of neuro-fuzzy control of structures has been very 
successful in controlling a typical frame structure. It is clear now that it is possible to use 
the neural networks, as simple trainable adaptive systems to learn the complicated task 
of controlling a structure, no matter how many sources of uncertainty and nonlinearity 
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Table 7.3 Comparison of results for uncontrolled and neuro-fuzzy controlled struc-
ture, subjected to different earthquakes. 
25% El Centro 50% Taft 200% El Centro 
uncont. cant. uncont. cant. uncont. cant. 
max. relative displacement Xmax. (cm.) 0.95 0.31 1.34 0.47 7.64 4.97 
(Xmax.)coru. / (Xmax.)uncoru. - 0.33 - 0.35 - 0.65 
max. relative velocity Xmax. (cm / sec.) 11.98 5.99 17.75 8.82 95.81 61.97 
(Xma.x.)coru. / (imax.)uncoru. - 0.50 - 0.49 - 0.65 
max. absolute acceleration Xmax. (cm / sec2) 260 193 288 210 2083 1421 
(ima.x.)coru. / (Xmax.)uncoru. - 0.74 - 0.73 - 0.68 
max. control force (Nt.) - 1083 - 1442 - 1878 
control energy (Nt. cm.) - 5583 - 7184 - 309020 
are available in the system. Emphasizing on this capability of the neuro-controllers, fuzzy 
control idea Has been utilized as a simple corrective controller. The idea has not been to 
use the fuzzy logic in a high level, but to prepare a very simple fuzzy controller, based on 
the very elementary concepts and knowledge about the structural behavior. This fuzzy 
controller has been a secondary controller, installed to cooperate with the neuro-control-
ler to provide better control results. Simplicity and flexibility, is another fascinating fea-
ture of the neuro-fuzzy control method. 
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floors are shown for 20 seconds. The structure has been subjected to 25% EI Centro 
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Figure 7.21 Control by neuro-fuzzy controller. Fourier spectrum of the relative dis-
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floors are shown for 20 seconds. The structure has been subjected to 50% Taft earth-
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Figure 7.23 Control by neuro-fuzzy controller. Control force applied by each of the 
actuators and total work done by actuators on the structure are shown for 20 seconds. 
The structure has been subjected to 50% Taft earthquake and control forces. 
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Figure 7.24 Control by neuro-fuzzy controller. Relative displacements of the three 
floors are shown for 20 seconds. The structure has been subjected to 200% El Centro 
earthquake and control forces. 
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Figure 7.25 Control by neuro-fuzzy controller. Control forces applied by the tendons 
and work done by the actuators on the structure are shown for 20 seconds. The struc-
ture has been subjected to 200% EI Centro earthquake and control forces. 
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Figure 7.27 Control by neuro-fuzzy controller. Damping of the structure has been in-
creased by a factor of 5. It is still a low damping structure. Control force applied by 
each of the actuators on the structure is shown for 50 seconds. The structure has been 
subjected to 25% EI Centro earthquake and control forces. 
229 
CHAPTER 8 
COMPARISON TO FORMULATED CONTROL METHODS, 
THE PREDICTIVE OPTIMAL CONTROL METHOD 
The new method of "neuro-fuzzy control" of structures was proposed in the pre-
vious chapters. In chapter 7 the capabilities of this new method was shown through its 
application to the control of a three storey frame structure. The results have been practi-
cally successful. However this study can not be considered completed without an asses-
sment of the performance of the proposed method in comparison to the "formulated" 
control methods. In this chapter, the results of application of the "predictive optimal con-
trol method" , which is one of the most flexible and powerful of the formulated control 
methods is presented in controlling the same structure of the previous chapters. Also to 
provide suitable results for the sake of comparison, the structure has been subjected to 
the same ground excitations. The results are then compared to those obtained through 
the application of the proposed neuro-fuzzy control method, demonstrated in chapter 7. 
It is shown that, the results of the application of the neuro-fuzzy control method are essen-
tially better than those of the predictive optimal control. 
8.1 THE PREDICTIVE OPTIMAL CONTROL METHOD 
The predictive optimal control method has been proposed for practical digital con-
trol of structures by Martin-Sanches, Rodellar and their co-workers (1987, 1989). It has 
been used in both numerical and experimental studies of the frame structures. This meth-
od is a descendent of the optimal control methods, and can be considered as a more gener-
al form of those methods. The advantage of this method over the other formulated control 
methods is its flexibility to control the structure when there are inherent delays and non-
linearities in the controlled system. Rodellar and his co-workers (1989) have tested the 
capabilities of this control method in controlling the structure of figure 8.1, which is the 
same model structure of this study. However they have braced the two top floors of the 
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Figure 8.1 The structure, actuator and tendons. 
Actuator Properties : 
A = area of ram = 5.06 cm2 
V = chamber volume = 151.80 cm3 
C = leakage coefficient = 0.10 cm5/(NT.sec.) 
f3 = compressibility = 2.1 MN/cm2/(NT.sec.) 
r: = time constant = 0.2 sec. 
qrnax = max. valve flow = 616 cm3/sec. 
Urnax = actuator capacity = 3200 NT 
k1 = 1.0 cm21.NT. 
k2 = 0.15 cm3/sec. 
k3 = 200.0 
Tendons 
Angle a 
_____ Actuators 
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structure. So the structure has been reduced to a one degree of freedom structure. They 
have studied the behavior of the structure under the effect of ground excitations. The 
structure has been shaken by White noise and 25% El Centro earthquake, and controlled 
by a tendon control mechanism, similar to the control mechanism, used in this study. Sam-
pling period has been selected to be 0.01 seconds and a time delay of two sampling periods 
has been introduced to the system. The results have been encouraging. 
In this study the same method has been used in the control of the same structure stu-
died by Rodellar and his co-workers. However, the unbraced structure has been con-
trolled to provide results for the comparison to the results of the neuro-fuzzy control 
method of chapter 7. It is obvious that this case requires more controlling capability than 
for the unbraced structure. 
8.2 METHODOLOGY 
The general idea behind the optimal control methods was explained in chapter 2. 
In these methods, aim is to construct a control strategy such that a compromise between 
the cost of control and the quality of the controlled response can be achieved. To this end, 
a performance index which is a scalar and contains both the information about the control 
cost and control response is introduced. Then by minimization of this performance index, 
the control rules are obtained. As explained in chapter 2, application of this method re-
quires the solution of a set of Riccati equations. Since the optimization should take place 
over the whole control time domain, the Riccati differential equations are solved back-
wards with respect to time. 
8.2 .. 1 Construction Of The Optimal Control Rules 
The following three steps should be accomplished to obtain the optimal control 
rules: 
1. Identification of the control system, including the structure, all the control devices like 
actuators and sensors, and also all the sources of delay and nonlinearity in the control sys-
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tern. Because the control rules are sensitive to the identification results, this step should 
be done precisely. 
2. Providing a suitable mathematical model of the controlled system, based on the results of 
the identification step. This model is then used in the simulation of the controlled system. 
Hence, the model should be able to represent all the aspects of the controlled system, 
including all the delays and nonlinearities. In general the model is reduced to a linear 
model. 
3. Obtaining the control rules, which includes introduction of the performance index and 
then its minimization. 
The above three steps are common among all the optimal control methods. However 
the third step can be handled much easier and more practical in the predictive optimal 
control method. This is due to the fact that the predictive control is a discrete time control 
method. 
In predictive optimal control method, after providing a suitable mathematical model 
for the control system, it is used in predicting the future response of the structure. In fact, 
the emulator neural network which was used in the neuro-fuzzy control method replaces 
this mathematical model, as explained in the previous chapters. However the emulator 
neural network was trained to learn the overall system behavior, to become a better sub-
stitute for the mathematical model which can not generally represent the real characteris-
tics of the system. 
8.2.2 Prediction Strategy 
By Assuming a linear model for the control system, the governing equations of mo-
tion of the system are as explained in chapter 2: 
x(t) = A x(t) + Bu net) + Bf f(t) (8.1) 
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where x(t) , u(t) and f(t) represent the state, control forces and external excitations 
in the state space. For an n degrees of freedom system, which is controlled by r u control 
forces, and subjected to rf number of external excitation, A represents 
the 2n x 2n characteristic matrix of the structure, Bu the 2n x ru control force loca-
tion matrix and Bf the 2n x rf external excitation location matrix. 
The solution to the aforementioned differential equation is 
t 
x(t) - <I>(t) x(to) + f <I>(t -.) [ Bu u(t) + Bf f(t) 1 d. (8.2) 
to 
where: 
~(t) = ~(t-to) (8.3) 
Hence, in the discrete time approach, where the sampling period is & , the response 
of the structure x(t + &) at each time step t + & can be obtained from the knowledge 
of the response x(t) at the previous time step t and the control and external forces 
which have been applied to the structure during the past increment of time M . It is com-
mon to assume that the control force remains constant during the increment of time, and 
then the following equation is obtained: 
t 
x(t + ill) = A x(t) + fj u(t) + f <I>(t -.) Bf f(t) d. (8.4) 
to 
where A and iJ are constant matrices, defined by: 
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A - eA~t (8.5) 
13 = A-I (A -1 ) Bu (8.6) 
and 1 represents the 2n x 2n identity matrix. 
Equations (8.5) and (8.6) are used in the prediction of response of the structure for 
future time steps, knowing the present response and control forces which will act on the 
structure. However the nature of external excitations is not completely known. So, the 
external excitations should not playa role in the construction of the control rules. In this 
case, it is assumed that the sampling period is small and the response is substantially gov-
erned by the present state and the control forces. So, the response of the structure at time 
step t + itll is proposed to be approximated by: 
j=i-I 
x(t + iM) = Ai x(t) + 2: Ai-j-I 13 u(t + jM) 
j=O (8.7) 
In the case that the control forces are held constant during the control procedure in 
the time interval [ t , t + iM ), equation (8.7) reduces to the simple following form: 
x(t + iM) = Ti x(t) + Si u(t) (8.8) 
where Ti and Si are constant matrices, calculated according to the following equa-
tions: 
(8.9) 
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Si = (I + A + A2 + ... + Ai-I) (8.10) 
It is obvious that as i increases, the reliability of the prediction reduces. 
8.2.3 Performance Index 
The performance index proposed for the predictive optimal control has the same 
form as the performance index of the original optimal control (chapter 2). However it is 
not in the form of an integral over the whole control process. Instead, it is defined for each 
time step, based on the predictions of the response at that time step. Assuming prediction· 
of response has been used for the next k time steps, the performance index is defined 
as follows: 
J = x(k)T Q x(k) + u(O)T R u(O) (8.11) 
where Q and R are weighting matrices and it has been assumed that the control force 
is held constant for the whole prediction horizon. Also the control criteria has been the 
reduction of x(k) to zero. 
8 .. 2.4 Derivation Of The Predictive Optimal Control Rules 
Control rules are obtained by taking derivatives of the performance index J with 
respect to the control force. By taking derivative of equation (8.11) with respect to u(O) 
and equating it to 0, 
iJJ 
au(O) = ~~~i Q x(k) + R uT(O) = 0 . (8.12) 
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By utilizing equations (8.7), (8.8), (8.9) and (8.10), control force can be calculated from 
the following equation: 
u(O) = - (R + Cl tl C2 x(O) (8.13) 
where Cl , C2 and C3 are constant matrices which are calculated from: 
(8.14) 
(8.15) 
Equation (8.13) represents a linear feedback control. The constants Cl and C2 are 
independent of the system response and depend on the characteristics of the system, the 
weighting matrices and the sampling period. 
8.2.5 Time Delay Compensation 
When a time delay is identified in the system, it should be considered in the con-
struction of control rules. Assume there is a time delay of d sampling periods in the con-
trol system. In this case it is desired to reduce xed + k) to zero. To this end one should 
first determine xed) from equation (8.7), by letting i = d 
" j=d ". A 
xed) = Ad x(O) + L AJ-l B u(- j) 
j= 1 (8.16) 
where u( - j) are the known control forces which have been applied before. Then this pre-
dicted value of x(d) can be used in equation (8.13) in lieu of x(O) to provide a new form 
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of the control rule: 
u(O) = Gl xeD) + G2 (8.17) 
where the proportionality gain matrix Gl and the constant gain matrix G2 should be 
calculated from: 
(8.18) 
(8.19) 
It should be mentioned that in the above formulation, the whole state of the system 
has been used for the construction of the control rules. However in practical situations, 
only a number of output measurements are available. It is assumed that it is possible to 
construct the whole state vector from the output measurements. In the following sections, 
equation (8.17) will be used as the predictive optimal control rule. 
8.3 APPLICATION EXAMPLE 
The structure under study is as shown in figure 8.1. It is a three storey one bay steel 
frame model, studied in the previous chapters too, and should be controlled by two actua-
tors of limited capacity. Knowing the material properties and the profiles used in the con-
struction of this model, the eigenvalues and eigenvectors of the characteristic matrix of 
the structure have been numerically identified. The structure has been considered as a 
three degrees of freedom shear model, where one degree of freedom has been attributed 
to each of the floors. The structure is a very low damping system, and so its response is 
very sensitive to any source of excitation. As mentioned in the previous chapters, such a 
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structure can provide us with suitable informations about the capabilities of the control-
ler, since the controller should be able to introduce only the required forces to the struc-
ture and avoid applying forces that should be controlled by itself later on. In other words, 
the controller itself, should not be a source of excitation to the structure. The mass, stif-
fness, eigenvalues and modal matrices, and the modal frequency vector of the three de-
grees of freedom shear model structure are shown in table 8.1. Also the eigenvalues and 
eigenvectors of the matrix A in equation (8.1) have been calculated from the knowledge 
of the eigenvalues and eigenvectors of the structure. These matrices are shown in table 
8.2 . They have been used in the calculation of the matrix A and its higher powers from 
the following equations: 
A = U eCMt) VT (8.20) 
(8.21) 
where A, U and V are the matrices of eigenvalues, right eigenvectors and left eigenvec-
tors of the matrix A respectively. A and its higher powers are used in equations (8.4), 
(8.5) and calculation of gain matrices Gl and G2. 
8.3.1 Numerical Simulation 
The same computer program used in the simulation of control problem of the pre-
vious chapters has been used here. In this computer program the equations of motion of 
the structure and actuators are considered coupled. This accounts for the nonlinearities 
arising from the actuator response to the control signals, its stiffness and damping effects 
too. However elongation of the tendons are considered negligible compared to the struc-
tural deformations. The Wilson's-8 integration method has been used for the dynamic 
analysis of the structure/actuator system. The integration time interval has been selected 
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Table 8.1 Parameters of the shear building model of the structure of figure 8.1 . 
mass matrix M ( Nt - sec2 / cm ) 9.82 0 0 
0 9.82 0 
0 0 9.82 
stiffness matrix K ( Nt/cm ) 40654 - 28758 0 
- 28758 57516 -28758 
0 - 28758 28758 
eigenvalue matrix ( rad2/ sec2 ) 321.0281 0 0 
0 3582.7859 0 
0 0 9022.1860 
eigenvectors matrix ( cm ) 0.4543 0.7532 0.4756 
0.5924 0.1433 - 0.7928 
0.6654 - 0.6419 0.3811 
modal frequencies ( Hz ) [ 2.85 9.53 15.12 ] 
to be 0.001 seconds. However the sampling period for the measurements and control up-
date has been chosen to be 0.020 seconds. Also for the study of the effect of presence of 
time delay in the control system, a delay of 0.020 seconds has been considered due to digi-
tal/analogue conversion of the control signal. The structure has been subjected to the EI 
Centro earthquake with 25 % amplitude. One delay has been simulated and one delay has 
been considered for the calculation of control gains. 
240 
Table 8.2 Parameters of the shear building model of the structure of figure 8.1 . 
o I 
matrix A 
eigenvalue matrix of A 
17.9173i 
59.8564i 
94.9852i 
-17.9173i 
- 59.8564i 
-94.9852i 
right eigenvectors of A 
- 0.0 1268i - 0.00629i -0.00250i 0.01268i 0.00629i 0.00250i 
- 0.01653i - 0.00 120i 0.00417i 0.01653i 0.00120i - 0.00417i 
- 0.01857i 0.00536i - 0.00201i 0.01857i - 0.00536i 0.0020 Ii 
0.22717 0.37661 0.23782 0.22717 0.37661 0.23782 
0.29620 0.07165 - 0.39640 0.29620 0.07165 - 0.39640 
0.33266 - 0.32098 0.19055 0.33266 - 0.32098 0.19055 
left eigenvectors of A 
8. 14056i 45.08532i 45. 17789i - 8. 14056i - 45.08532i - 45. 17789i 
10.61406i 8. 57704i -75.30460i -10.61406i - 8.57704i 75.30460i 
11.92060i - 38.42570i 36. 19892i -11.92060i 38.42570i - 36. 19892i 
0.45434 0.75322 0.47563 0.45434 0.75322 0.47563 
0.59239 0.14329 - 0.79280 0.59239 0.14329 - 0.79280 
0.66531 - 0.64196 0.38110 0.66531 -0.64196 0.38110 
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8.3.2 Calculation Of The Gain Matrices 
The two actuators have the same characteristics and behavior. So only one control 
signal should be issued to both of the actuators simultaneously. In this case, the control 
force reduces to a scalar u(t) . Also the gain matrices Gl and G2reduce to vector quanti-
ties. To calculate the gain matrices, the weighting matrix Q has been chosen to be diago-
nal: 
Q - diag. [1.0 1.0 1.0 0.0 0.0 0.0] (8.22) 
and the matrix R which reduces to a scalar quantity r , has been given different values 
and the effect of changing r on the control performance has been studied. Also to achieve 
the best control on the displacements, the prediction has been made for the next time 
step right after time delay. 
8.4 RESULTS 
Table 8.3 shows the summary of the results, obtained in this phase of the study. 
Maximum displacement, velocity, and acceleration of the first floor of the structure, 
x , x and x controlled by the predictive optimal controller, and the corresponding max-
imum control force and also the work done by the actuators in 20 seconds are shown for 
different values of r . Also the results which have been obtained through the application 
of the neuro-fuzzy controller in chapter 7, and the uncontrolled response are reported. 
Increasing r , means increasing the cost of control. Hence as r increases, the control 
force reduces and the response of the controlled structure increases. Figure 8.2 is a graphi-
cal representation of the results, reported in table 8.3. 
For the case of r = 1 x 10-9 ,the actuators become saturated which violates the op-
timality of the control method. To avoid saturation, the capacity of actuators has been in-
creased slightly. The response of the structure is reduced considerably, however the con-
trol forces are large and the controller introduces energy to the structure. 
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Table 8.3 Effect of different cost weights r on the predictive optimal control results, and 
comparison to the results of neuro-fuzzy controlled and uncontrolled structure. 
r Ix I max. Ii I max. I "1 rei. x max. 1"1 abs. X max. I Force I max. Work 
em em/sec em/see2 em/see2 Nt Nt.em 
1 X 10-9 0.17 4.15 162 196 3990 + 1841 
3 X 10-9 0.36 6.18 134 145 2135 -1574 
5 X 10-9 0.44 6.24 146 179 1409 -1653 
7 X 10-9 0.40 6.84 153 161 908 -1516 
10 X 10-9 0.45 7.06 165 166 735 -1250 
neuro - fuzzy 0.31 5.99 192 193 1083 -5583 
uncontrolled 0.95 I 11.981 228 260 
For the case of r = 3 X 10-9 ,the best results are obtained. Control forces are still 
large, but the actuators are not saturated. Figures 8.3 to 8.5 represent the time history 
of response of the first floor, Fourier transform of the response of the three floors, control 
forces and work done by the actuators on the structure. These results seem similar to those 
obtained by the use of the neuro-fuzzy controller. However, except the accelerations, the 
maximum of relative displacements, velocities and control forces are greater, and the ac-
tuators have been able to absorb much less energy from the structure, compared to the 
neuro-fuzzy controller. 
The results for greater values of r are not comparable to the neuro-fuzzy control, 
where greater response can be observed. As expected, control forces have been reduced 
with increase in r , and hence the accelerations have been reduced too. 
For a better comparison of the predictive and neuro-fuzzy control methods, several 
important points should be mentioned here: 
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- While the whole response of the structure has been fed back and used in the calculation 
of the above predictive optimal control forces, the feedback to the neuro-fuzzy controller 
has only been the relative acceleration of the first floor. 
- The structure has been simulated as a linear system. The only source of nonlinearity has 
been the actuator dynamics, which has not been considerable. Also only one identified 
time delay has been considered in the control loop. However such assumptions and simple 
mathematical modelling result in an idealistic simulation of the control system. In real 
situations, identification can not be done precisely. There may be more sources of delay 
and nonlinearity in the system. Also the structures are distributed parameter systems 
which can generally not be simulated as simple shear buildings. Even if the structures are 
identified precisely and simulated accurately, it is hard to find a suitable control rule for 
them; Meanwhile, in the neuro-fuzzy control approach, no assumptions and limitations 
have been imposed on the neuro-fuzzy controller with regard to the complexity of control 
system. 
8.5 CONCLUDING REMARKS 
In this chapter, the application of the predictive optimal control method in the con-
trol of a three storey frame structure was studied. There are similarities between the pre-
dictive optimal control method and the proposed neuro-fuzzy control method. Both of 
these methods emphasize on the need for the construction of a controller, which works 
based on some sort of predictions about the future of the response. Prediction of the re-
sponse is formulated in the predictive control approach and is based on the current state 
of the system only. No information about the external excitation is used in the construction 
of the control rule. However in the proposed neuro-fuzzy control approach, the emulator 
neural network learns to predict the future response of the structure, with regard to the 
history of response and control signals. This latter method of prediction is more precise 
because some kind of implicit knowledge about the external excitations is considered in 
the predictions. Through the comparison of results, it was shown that the overall perform-
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ance of the neuro-fuzzy controller has been better than the predictive optimal controller. 
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CHAPTER 9 
SUMMARY AND FINAL CONCLUSIONS 
In the previous chapters, a new method for the active control of structures was pro-
posed. This method is based on the use of neural networks and fuzzy logic. The main pur-
pose of proposing this method is to use the high degree of adaptivity and learning capabili-
ties of neural networks, and also the capabilities of the fuzzy logic as a supplementary tool, 
for the construction of more powerful adaptive controllers. In this method, a neural net-
work learns to control the structure, based on a set of data which is collected about the 
control procedure. This neural network is called the "neuro- controller". A set of simple 
fuzzy rules is then developed as the supplementary fuzzy controller to improve on the per-
formance of the neuro-controller. The resulting controller is then called the "neuro-
fuzzy controller". 
Because the neuro-controller learns from a set of rough data the general task of con-
trolling the structure, this method can be classified as a "data based" or an "intelligent" 
or preferably a "learning" control method. Also to be more specific, this method was re-
ferred to as the "neuro-control method" or the "neuro-fuzzy control method" in this text, 
depending on the use of neural networks only or both the neural networks and fuzzy log-
ic. This method was used in the simulated digital tendon control of a typical three storey 
one bay steel frame structure. Several earthquake loadings were applied to the structure 
and the structure was controlled by both the neuro-control and the neuro-fuzzy control 
methods. All the results of the study were satisfactory. 
In the last one or two decades several control algorithms have been proposed. They 
have more or less been successful in their application to the control of simple structures. 
The common characteristic of all of these algorithms is that they need a sound mathemati-
cal modelling to characterize the controlled system. To this end, the parameters of the 
controlled system should be identified. These algorithms can be called the "conventional 
control methods" or preferably the "formulated control methods" to emphasis on this 
fact that they are based on mathematical formulations and be distinguished from the 
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learning control methods. 
9.1 METHODOLOGY OF NEURO-FUZZY CONTROL OF STRUCTURES 
The objective of this method is the training of a neural network to learn to control 
the structure. This neural network is called the "neuro-controller". Then, a fuzzy control-
ler is developed to cooperate with the neuro-controller and improve on its performance. 
The controller, comprised of the neuro-controller and the fuzzy controller is called the 
"neuro-fuzzy controller". 
9 .. 1.1 Neuro-Controller 
Construction of the neuro-controller is accomplished in three major steps. These 
steps are the training of an emulator neural network, a preliminary control by the use of 
the emulator neural network and the training of the neuro-controller. 
Emulator neural network Emulator neural network learns about the behavior of the struc-
ture. It is then used in the prediction of response of the structure and also computation 
of sensitivity of the future response vector with respect to the vector of control signal. To 
this end, a set of train cases is provided by the application of random excitations similar 
to the real external excitations and also randomly generated actuator forces to the struc-
ture. Response of the structure and actuator forces are recorded. Then train cases are con-
structed from these records. The input layer of the emulator neural network is comprised 
of nodes, representing the immediate history of response and the control forces, in addi-
tion to the control signals to be sent to the actuators. Sensitivity of the response with re-
spect to changes in the control signals can then be calculated easily either by backpropaga-
tion method or by a direct change in the control signal and measurement of the change 
in the outputs of the emulator. 
Preliminary control The emulator is then used in the control of the structure. At this step 
the appropriate control signal which should be sent to the actuators are not known yet. 
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Hence the control signals which have been sent to the actuators are assumed to be suit-
able for the next time steps too. Sensitivities of the response to the signals are then calcu-
lated, and by the use of these sensitivities the control signals are modified so that the pre-
dicted response satisfies the control criteria. The control criteria should be defined 
according to the specifications or other requirements. 
Training of the neuro--controller The results of the preliminary control are not generally 
of good quality. However the overall control is acceptable. A neuro-controller is then 
trained to learn to control the structure from the data collected during the preliminary 
control. In fact the whole knowledge involved in the preliminary control strategy, includ-
ing the emulator, the control criteria and the required control forces are concisely trans-
ferred to the neuro-controller through its training. N euro-controller extracts the general 
knowledge of control task from the training cases to performs a smooth control job. Neu-
ro-controller can then be put to work alone. 
9.~.2 Fuzzy Controller 
Although the neuro-controller performs a smooth control job, there are excep-
tional situations that sharp changes in the control signals are required to mitigate the re-
sponse of the structure induced by unexpected excitations. Such situations for example 
occur at the onset of a strong earthquake. Hence, a simple fuzzy controller which acts on 
the proposed control signal of the neuro-controller and improves on it, renders help in 
the mitigation of such excitations. The fuzzy controller is proposed to be simple and gen-
eral enough to work under different types of excitations. 
9.1.3 Neuro-Fuzzy Controller 
The neuro-controller and fuzzy controller are installed in series. The control sig-
nal vector which is issued by the neuro-controller is then modified and improved by the 
fuzzy controller. 
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9.2 ADVANTAGES OF USING THE NEURO-FUZZY CONTROL METHOD 
To judge about the capabilities of a control method, three characteristics of that 
method should be put into scrutiny. These characteristics are the degree of adaptivity, the 
prediction capability and use of the predictions, and the simplicity of that method. These 
three aspects are explained in more details in the following paragraphs. Thanks to the high 
learning capability of neural networks and also the flexibility obtained by using fuzzy log-
ic, the proposed neuro-fuzzy learning control method is much better than the other con-
trol methods in all of the above three aspects. 
Adaptivity By adaptivity here, the capability of the control method in coping with the 
sources of nonlinearity and delays and also imperfections in the controlled system is 
meant. Nonlinearities may arise from the nonlinear material, the actuator dynamics or 
change in the properties of the controlled structure due to control forces. Delays may exist 
in the controlled system because of the digital to analogue conversion of the control signal 
and the computation time. Imperfections in the real models or structures may result in 
some nonlinearities in the controlled system too. Most of the control algorithms are de-
veloped for the linear systems. The assumption of linearity is generally not valid. Some 
of these methods are modified to cope with the above mentioned nonlinearities. So far, 
the "predictive optimal control method" has been the most adaptive control method 
among the formulated control methods. It has been tested by some authors in the control 
of numerical models. Also in this study, it was used in the control of the standard three 
storey frame structure for the sake of comparison of the results. However all of these 
methods need a detailed reliable identification of the controlled system including struc-
ture, actuators, tendons and other subsystems of the control system. This is practically 
cumbersome and problematic for the real world applications, where a structure with many 
degrees of freedom should be controlled by several actuators with different characteris-
tics. Neural networks are theoretically universal approximators. They can be trained to 
learn the characteristics of the controlled system including all the nonlinearities, delays 
and imperfections from a set of relevant data. Theoretically, an emulator neural network 
can be trained to learn predict the future response of a structure, based on the knowledge 
of the previous response and excitations to the structure. To this end, the input layer of 
the neural network should contain the information about the history of response and exci-
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tation. The output should then represent the future response of the structure. By the provi-
sion of enough data and training of a neural network on that data, a sort of implicit identi-
fication is accomplished. Details of using this capability of neural networks in the 
neuro-fuzzy control method was explained in the previous chapters. 
Prediction capability A good controller should be able to predict the future response of 
the structure and issue an appropriate control signal to satisfy control objectives for some 
future time steps. This capability is specially important in the presence of time delays. The 
formulated control methods have limitations in prediction or use of predictions in the con-
struction of control signals. It is hard for the proposed formulated control methods to con-
sider the effect of external excitations in the construction of control rules. The neural net-
work based control method, uses the history of response to predict the future response 
of the structure. Since the previous response contains some informations about the exter-
nal excitations implicitly, the prediction contains an implicit extrapolation of the previous 
external excitations too. The prediction reliability deteriorates for more futuristic predic-
tions. However it is obvious that prediction can be better done in the new proposed meth-
od than its formulated counterparts. 
Simplicity Providing a suitable mathematical model to characterize the control system 
is not easy. Even if such model is provided, it seems hard to prepare a suitable set of con-
trol rules based on this model. The neural network based method provides us with a very 
simple scheme, where a neural ner..vork learns about the rules of control \vithout the need 
for any explicit formulation of the control problem. The proposed control method seems 
applicable to any type of structure. This generality of the control method may be consid-
ered as its basic characteristic of simplicity. 
With regard to the above mentioned facts, it is possible to say that the neuro-control-
ler can at least learn to perform as well as the other control methods. In fact a neural net-
work may be trained based on the data obtained from a control, performed by another 
controller and replace it. However such a strategy is far inferior than what has been pro-
posed in this study. 
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9.3 APPLICABILI1Y OF THE NEURO-FUZZY CONTROL METHOD 
Many issues should be addressed in this relation. These issues include but not lim-
ited to the following questions: 
How to provide datafor the training of the emulator neural network? The answer to this ques-
tion is two fold. Firstly it should be said that the need for providing data about the re-
sponse of the structure for the sake of identification is common among all the other con-
trol methods too. Secondly this is a regular system identification problem. 
To identify the system, it is required to provide enough data about the response of the 
structure under appropriately selected external excitations. This rough data may be used 
in the training of the neural networks too. Another option is to identify the controlled 
system and provide a mathematical model to characterize the controlled system based on 
the rough data. This model can then be used in the analysis of the system. The results of 
this analysis is then used in the training of the emulator neural network. It should be men-
tioned that just the provision of a suitable mathematical model does not mean that it is 
possible to construct a suitable formulated controller. The mathematical model may be 
complicated for that purpose. However the results of analysis can be used as data in the 
neuro-control method. Hence the neuro-controller shares with the other control meth-
ods the same problem of the need for a set of data about the response of the structure. 
However to use this data in the training of the neuro-fuzzy controller it is generally not 
necessary to identify the parameters of the system from this data. The question of how 
to provide data for system identification has been a challenging question for decades in 
the field of structural mechanics and there is a vast literature on this subject (Hart and 
Yao 1977, Liu and Yao 1978). 
How fast can the neural network learn the data? Although this question is not directly related 
to the control method, it is practically important. A part of this study has been to develop 
a faster training algorithm for the multi-layer feed-forward neural networks. For the 
initial stages of the study, a computer program has been developed to simulate a multi-
layer feed-forward neural network. Fahlman's quickprop algorithm has been selected for 
the training of the neural network. Also an architecture growing mechanism has been im-
plemented in the computer program. Although the performance of the neural network 
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was acceptable at this stage, its learning speed was low. A training algorithm has been 
developed to increase the learning speed of the neural network considerably. The train-
ing algorithm is based on two main fundamentals: random selection of training data from 
the batch of data, and addition of new nodes based on the evaluation of convergence 
speed. Whenever a new node is added, more training cycles are permitted and as the size 
of batch increases, the number of permitted training cycles gradually reduces to a certain 
limit and the probability of the addition of new nodes increases. These features have been 
explained in chapters 4 and 5 of this thesis in more details. This new training strategy has 
been greatly effective in increasing the learning speed of the neural network. A compre-
hensive study about the speed of convergence by testing several problems both in structur-
al control and other subjects has shown that the speed of convergence has been increased 
by a factor of 60 to 100, and the size of the architecture has been significantly decreased. 
In fact part of increase in the convergence speed comes from the reduction in the size of 
the neural network. 
In this study, the construction of neuro-fuzzy controller was accomplished through an 
off-line training of the neural networks. For the time being and with the available neural 
networks, this is a better strategy than the on-line training method. Once the required 
data is collected, the neural networks can be trained to learn the data. There is less limita-
tion on the training time when using off-line training, compared to the on-line training 
of the neural networks. 
How can the controller adapt itself to the modifications in the controlled system? These modifi-
cations include items like changes in the mass or the stiffness of the structure which take 
place during tiule. The controller can be trained when it is operating. There is always exci-
tations to the structure and data can be collected from the response of the structure when 
subjected to these excitations. The controller can be trained by this data to learn about 
the modifications in the structural parameters. This can be done according to the pro-
posed general training scheme of the previous chapters. The only difference is that instead 
of training the controller from no controlling knowledge it should be updated to improve 
its available knowledge. 
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9.4 NUMERICAL STUDY OF THE METHOD 
A neuro-controller has been trained to control a three storey one bay frame struc-
ture, subjected to different earthquakes. Only one output measurement, the relative ac-
celeration of the first floor has been used as the output measurement of the structure. In 
this method, first an emulator neural network was trained based on the data collected 
from the analysis of the structure subjected to EI Centro earthquake with 25 % amplitude 
or white noise as the ground excitations, in addition to white noise as the control signal. 
A preliminary control was performed by the use of the emulator to reduce the response 
of the structure. The neuro-controller was trained based on the data collected from the 
preliminary control. A fuzzy controller was developed to correct the control signals issued 
by the neuro-controller based on the previous velocity and displacement of the first floor. 
The velocity and displacement of the first floor have been calculated from simple integra-
tion of the acceleration. 
The neuro-fuzzy controller was then tested for EI Centro earthquake of 25% ampli-
tude, Taft earthquake of 50% amplitude and also EI Centro earthquake of 200% ampli-
tude. The results for all of these cases have been significantly successful. The power of 
the controller in understanding the severity of the situation and its selection of suitable 
control signals is obvious. The previous chapters include detailed discussion of results. 
Another controller was then developed by the use of the predictive optimal control 
method. To prepare this controller, all the state of response of the structure was consid-
ered as the output. The controller was used in the control of the same structure, when 
subjected to the same earthquakes. Comparison showed that the results of control by the 
neuro-fuzzy controller is generally of better quality. 
9.5 PLANS FOR THE FUTURE RESEARCHES 
In this numerical study, enough documents was provided for the demonstration 
of the performance of the proposed neuro-fuzzy control method. It is proposed to begin 
an experimental study on the active control of the standard three story frame by the use 
of the proposed neuro-fuzzy control method. Such study may bring into focus the practi-
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cal issues that should be answered for the application of this method in the control of real 
structures. Also the immediate numerical studies may include: 
- Application of this method in the control of tall buildings by the same tendon control 
mechanism, when many actuators are involved. 
- Control of framed structures for other types of dynamic loadings such as wind loadings. 
- Use of other control mechanisms such as active mass dampers and appendages to re-
place the tendon control mechanism in the aforementioned control problems. 
- Control of other types of structures such as bridges, towers and floating structures. 
- Use of more complicated control criteria such as optimality and tracking criteria. 
- Control of structures with material nonlinearity. 
9.6 PANORAMA 
In this study, it was demonstrated that the neuro-fuzzy control method shows more 
capabilities than the other methods. This was shown through several numerical studies 
and comparison between the neuro-fuzzy and the predictive optimal control methods, 
as discussed in chapters 7 and 8. Although such comparative studies are useful for the sake 
of collecting knowledge about different features of different methods, the author believes 
that all of the proposed control methods may be useful in the control of structures. For 
the simple structures where a linear mathematical model can be provided, it is wise to 
use a simple control method. Also if a structure satisfies all the assumptions which are 
required for the application of a specific control method, there is no reason to ignore that 
control method. For complicated structures however, the use of a more adaptive control 
method is recommended, where use of the neuro-fuzzy control method is expected to be 
considerably beneficial. 
The recent approach to the active control of structures is to combine the use of passive 
and active control mechanisms. These kind of hybrid systems have been studied in some 
simple problems recently. Some of these studies are reported in Ang and Villaverde 
(1993). More studies of this kind is expected to be done in the n~ar future. 
Application of active structural control methods, including the neuro-fuzzy control 
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method to the real structures doesn't seem possible in near future. Some elementary 
applications of active mass dampers have been investigated by Japanese designers. They 
have installed these mechanisms on the top floor of the high rise buildings to mitigate the 
wind induced response of the structures (Nagase et aI1993). Meanwhile it is too early to 
see a real application of the active control methods in structural control. To attract more 
attention of the designers, justify and demonstrate the advantages of using the active con-
trol methods and mechanisms in the control of civil structures, more experimental studies 
should be carried out. It is expected that same as the other advancements in technology, 
the first application of the active control methods appear in the control of special struc-
tures, like towers, structures that contain machineries and floating structures, etc. 
Also it is expected that the benefits of using neuro-fuzzy control method become more 
and more clear through its application to the control of complicated structures. 
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