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Abstract
In this paper, we present explicit toric construction of moduli space of quasi maps
from P1 with two marked points to P1 × P1, which was first proposed by Jinzenji and
prove that it is a compact orbifold. We also determine its Chow ring and compute its
Poincare´ polynomial for some lower degree cases.
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1 Introduction
1.1 The Moduli Space of Quasi Maps from P1 with Two Marked
Points to P1 × P1 and Its Compactification
Mirror symmetry conjecture is based upon existence of a pair of two Calabi–Yau varieties
(X,X◦) such that equivalence between A–model of X (which depends on Ka¨hler structure
of X) and B–model of X◦ (which depends on complex structure of X◦) holds (see [3]). In
the case of classical mirror symmetry, it follows that A–model correlation function of X
and B–model correlation function of X◦ coincide (in case of compact Calabi-Yau 3-folds,
these correlation functions are called Yukawa coupling). As the work [2] by Candelas, de
la Ossa, Green, and Parkes suggests, generating functions of Gromov–Witten invariants of
the Calabi-Yau 3-fold X (A–model Yukawa coupling) can be computed by using of B–model
Yukawa coupling ofX◦ obtained from analysis of Picard-Fuchs differential equation for period
integral of the holomorphic 3-form of X◦. More precisely, the B-model Yukawa coupling of
X◦ is translated into the A-model Yukawa coupling of X via “the mirror map”, which is
the coordinate transformation between the deformation parameter of Ka¨hler structure of
X and the one of complex structure of X◦, obtained from solutions of the Picard-Fuchs
equation. Then a question naturally arises. “Can we interpret information of the solution
of the Picard-Fuchs equation coming from the B–model of X◦ from the point of view of the
A–model of X?” The correlation functions of the A–model, Gromov-Witten invariantsm of
X , are defined as intersection numbers of moduli space M 0,3(V,d) of stable maps of multi
degree d from genus 0 stable curve with three marked points to a toric variety V , which is an
ambient space of X . At first sight, this moduli space seems to be far from the informations
supplied by the B–model. But as the analysis of Gauged Linear Sigma model by Morrison
and Plesser [9] tells us, another way of compactification of moduli space of holomorphic maps
from P1 to V , i.e., so called toric compactification, is expected to supply information of the
B–model.
Following this expectation, Jinzenji conjectured existence of the moduli space M˜p0,2(V,d),
which is a moduli space of quasimaps from P1 with two marked points to a toric variety V
of multi degree d, compactified by quasimaps from nodal genus 0 curves [7]. The word
“quasi” means that the map has several points on the nodal genus 0 curve whose images are
undefined. He also conjectured that generating function of intersection numbers constructed
as analogue of Gromov-Witten invariants of X reproduce the B–model information of X◦
including the mirror map, and confirmed the conjecture in several examples. From these
results, it is expected that M˜p0,2(V,d) is defined as a toric variety. In [7], Jinzenji explicitly
constructed homogeneous coordinates and weight matrix of C× actions on these coordinates
in the cases that V = PN−1,P1×P1. But concrete toric constructions were not given even for
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these examples. Later, Saito constructed the toric data of M˜p0,2(P
N−1, d) [10] and Jinzenji
and Saito gave explicit toric construction of M˜p0,2(P(3, 1, 1, 1), d) [8]. On the other hand,
explicit toric construction of M˜p0,2(P
1 × P1,d) has not been given.
In this paper, we construct an explicit toric data of the moduli space M˜p0,2(P
1×P1,d) and
prove that the fan used in the construction is complete and simplicial, i.e., M˜p0,2(P
1×P1,d)
is a compact orbifold.
First, we introduce the definition of M˜p0,2(P
1× P1,d), where d= (d1, d2) (d1 ≥ d2 > 0),
which was first proposed in [7].
Definition 1
M˜p0,2(P
1 × P1, (d1, d2))
:= {(a0, . . . ,ad1 , b0, . . . , bd2, u˜0,u1, . . . ,ud1−1, u˜d1) ∈ C
(d1+3)(d2+3)−6
∣∣
a0, . . . ,ad1 , b0, . . . , bd2 ∈ C
2, u˜0, u˜d1 ∈ C
d2 ,u1, . . . ,ud1−1 ∈ C
d2+1,
a0,ad1 , b0, bd2 6= 0,
(ai, u(i,0) · · · · · u(i,d2)) 6= 0 (1 ≤ i ≤ d1 − 1),
(bj, u(0,j) · · · · · u(d1,j)) 6= 0 (1 ≤ j ≤ d2 − 1),
(u(i1,i2), u(j1,j2)) 6= (0, 0)
if 0 ≤ i1 < j1 ≤ d1 and 0 ≤ j2 < i2 ≤ d2
}/(C×)(d1+1)(d2+1)+1, (1)
where ai = (a
1
i , a
2
i ) (i = 0, . . . , d1), bj = (b
1
j , b
2
j ) (j = 0, . . . , d2), u˜0 = (u(0,1), u(0,2), · · · , u(0,d2)),
ui = (u(i,0), u(i,1), · · · , u(i,d2)) (i = 1, 2, · · · , d1 − 1), u˜d1 = (u(d1,0), u(d1,1), · · · , u(d1,d2−1)).
Let us write (x1, x2, . . . , x(d1+3)(d2+3)−6) = (a0, . . . ,ad1 , b0, . . . , bd2 , u˜0,u1, . . . ,ud1−1, u˜d1). Then
torus actions are given by,
(x1, . . . , x(d1+3)(d2+3)−6)
→
(d1+1)(d2+1)+1∏
j=1
λ
w(j,1)
j x1, . . . ,
(d1+1)(d2+1)+1∏
j=1
λ
w(j,(d1+3)(d2+3)−6)
j x(d1+3)(d2+3)−6
 , (2)
where the ((d1+ 1)(d2+ 1) + 1)× ((d1+ 3)(d2+ 3)− 6) matrix W(d1,d2) = (w(i,j)) is a weight
matrix which will be given in Subsection 2.1.
Ouitline of this paper. In Subsection 1.2, we review basic definitions and well-known
facts of toric geometry. In Section 2, we explicitly construct toric data of the moduli space
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M˜p0,2(P
1 × P1,d). In Subsection 2.1, we first construct 1–dimensional cones (precisely,
generators of 1–dimensional cones) of M˜p0,2(P
1 × P1,d) from its weight matrix given in [7]
and fundamental exact sequence used in toric geometry. In Subsection 2.2, we introduce the
idea of pseudo-fan and construct the fan of M˜p0,2(P
1×P1,d). Then, we reduce the problem
to prove that the fan is complete and simplicial, to solving a certain system of linear min–
value equations. In Subsection 2.3, we show that the definition of M˜p0,2(P
1×P1,d) given in
Definition 1 follows from the standard quotient construction obtained from the fan given in
the previous subsections. In section 2.4, we actually solve the system of min–value equations
introduced in Subsection 2.2 and completes the proof of the theorem that M˜p0,2(P
1×P1,d)
is a compact orbifold. In Section 3, we compute Chow ring of M˜p0,2(P
1 × P1,d) and its
Poincare´ polynomial in some lower degree cases.
1.2 Basic Definitions and Facts in Toric Geometry
In this subsection, we review standard definitions and basic facts in toric geometry which
we will use in this paper. For more details, see [4] or [6]. Let M be a free Abelian group
of rank n (i.e., M ≃ Zn) and N := HomZ(M,Z)(≃ Zn) be its dual. We denote M ⊗ R
and N ⊗ R by MR and NR, respsctively. Similarly, we denote that MQ := M ⊗ Q and
NQ := N ⊗Q. Then we have a natural pairing:
〈•, •〉 :M ×N −→ Z. (3)
Definition 2 Let σ be a subset of NR.
(i) σ is a rational polyhedral cone if there exists v1, . . . , vl ∈ N such that
σ = 〈v1, . . . , vl〉≥0 := {λ1v1 + · · ·+ λlvl
∣∣ λ1, . . . , λl ≥ 0}. (4)
(ii) σ is a strongly convex cone if it is a rational polyhedral cone and satisfies
σ ∩ (−σ) = {0}. (5)
(iii) Dimension of a cone σ is defined by
dim σ := dimR span(σ), (6)
where span(σ) is minimal R–linear subspace including σ.
(iv) Dual cone of a cone σ is defined by
σˇ := {m ∈MR
∣∣ 〈m, v〉 ≥ 0 for any v ∈ σ}. (7)
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(v) A subset τ of a cone σ is called a face of σ if there exists m ∈M ∩ σˇ such that
τ = {v ∈ σ
∣∣ 〈m, v〉 = 0}. (8)
Note that a cone σ := 〈v1, . . . , vl〉≥0 generated by R–linearly independent vectors v1, . . . , vl
is strongly convex.
Then we introduce basic characteristics of cones without proof.
Lemma 1
(i) A face of a cone is also a cone.
(ii) Let σ be a cone and τ be its face. Then every face of τ is a face of σ.
(iii) If σ is a cone, then σˇ ∩M is finitely generated semigroup (Gordan’s lemma).
(iv) If ρ is a cone with dim ρ = 1, then there exists the unique generator vρ of the semigroup
ρ ∩N . We identify the 1–dimensional cone ρ with its generator vρ.
Lemma 2 Let {v1, . . . , vl} be a subset of N and S be a subset of {v1, . . . , vl}. If v1, . . . , vl
are linearly independent as vectors of NR, then 〈S〉≥0 is a face of σ := 〈v1, . . . , vl〉≥0.
Proof. Since σ is a face of σ and a face of a face is a face, we can assume that S =
{v1, . . . , vl−1}. It is clear that v1, . . . , vl are linearly independent as vectors in NQ. We define
V1 := {m ∈MQ
∣∣ 〈m, v1〉 = · · · = 〈m, vl−1〉 = 0},
V2 := {m ∈MQ
∣∣ 〈m, v1〉 = · · · = 〈m, vl〉 = 0}.
Then dimQV1 = n− (l−1) and dimQV2 = n− l. Thus V1 ) V2 and we can take m0 ∈ V1 \V2.
By multiplying m0 by some integer if necessary, m0 can be made into an element of M that
satisfies 〈m0, vl〉 > 0. This means that
〈S〉≥0 = {v ∈ σ
∣∣ 〈m0, v〉 = 0},
and therefore 〈S〉≥0 is a face of σ. 
Definition 3 A set Σ which consists of strongly convex cones is called a fan if
(i) Σ is a finite set.
(ii) for any σ ∈ Σ, every face of σ is also cone of Σ.
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(iii) for any σ, τ ∈ Σ, σ ∩ τ is a face of σ and τ .
Moreover, the set |Σ| denotes
⋃
σ∈Σ σ and we define the set
Σ(k) := {σ ∈ Σ
∣∣ dim σ = k}. (9)
Especially, we also denote by Σ(1) a set of generators of 1-dimensional cones in Σ.
A fan Σ defines a toric variety X(Σ) which is obtained by gluing affine toric varieties
Xσ := Spec(C[M ∩ σˇ]) (σ ∈ Σ). Then X{0} = Spec(C[M ]) is an algebraic torus TN :=
N ⊗ C× ≃ (C×)n.
At this stage, we introduce a fundamental theorem in toric geometry which we use in
this paper. First, we give the geometrical properties of X(Σ) using cones of Σ:
Theorem 1 Let Σ be a fan.
(i) X(Σ) is simplicial (i.e., an orbifold) if and only if Σ is simplicial (i.e., the generators
of σ are linearly independent as vectors of NR for any σ ∈ Σ).
(ii) X(Σ) is complete (i.e., compact) if and only if Σ is complete (i.e., |Σ| = NR).
If the generators of 1–dimentional cones of Σ span NR, then the following sequence of
Z–modules is exact:
0 //M
ϕ
// ZΣ(1)
ψ
// An−1(X(Σ)) // 0 , (10)
where ϕ(m) := (〈m, vρ〉)ρ, and ψ((aρ)ρ) is the divisor class of
∑
ρ aρDρ (in general, 1–
dimensional cone ρ of Σ corresponds to TN–invariant divisor Dρ on X(Σ)).
As is well known in the case of complex projective space, we can obtain the quotient
construction (i.e., representation using homogeneous coordinates) of toric variety X(Σ) when
the fan Σ is complete and simplicial (see [5]). We briefly explain outline of this construction.
First, we define a closed subspace of CΣ(1) by,
Z(Σ) :=
{
(xρ)ρ∈Σ(1) ∈ C
Σ(1)
∣∣∣∣∣ ∏
ρ6⊂σ
xρ = 0 for all σ ∈ Σ
}
(11)
and an abelian group that acts on CΣ(1) by,
G := HomZ(An−1(X(Σ)),C
×), (12)
where An−1(X(Σ)) is Chow group of X(Σ) given in (10). The group action is given by,
G× CΣ(1) ∋ (g, (xρ)ρ) 7−→ (g([Dρ])xρ)ρ ∈ C
Σ(1). (13)
Then we can state the following theorem from [5]:
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Theorem 2 Let Σ be a fan that the generators of 1–dimentional cones of Σ span NR. Then
X(Σ) is geometrical quotient of CΣ(1) − Z(Σ) by G if and only if Σ is simplicial.
In order to describe the closed set Z(Σ) in a simpler manner, we introduce primitive
collection. In the following, we assume that Σ is simplicial.
Definition 4 ([1]) Let Σ be a simplicial fan. A subset S of Σ(1) is a primitive collection
of Σ if
(i) S does not generate a cone in Σ.
(ii) every proper subset of S generate a cone in Σ.
Moreover, we denote set of primitive collections of Σ by PC(Σ).
If Σ is simplicial, Z(Σ) can be expressed in the following form by using the primitive
collections:
Lemma 3 ([1]) If Σ is simplicial, then
Z(Σ) =
⋃
S∈PC(Σ)
{(xρ) ∈ C
Σ(1)
∣∣ xρ = 0 for any ρ ∈ S}. (14)
Chow Ring and Cohomology Ring of Toric Varieties. Let Σ be an n–dimensional fan. In
order to compute Chow Ring ofX(Σ), we define two ideals of polynomial ring Q[xρ|ρ ∈ Σ(1)].
The first ideal which we denote by I(Σ), is defined as an ideal generated by homogeneous
polynomials
∑
ρ∈Σ(1)〈m, vρ〉 · xρ (m ∈ M). By taking m as canonical basis ei (i = 1, · · · , n)
of M , this ideal is equal to  ∑
ρ∈Σ(1)
viρxρ
∣∣∣∣∣i = 1, . . . , n
 , (15)
where vρ =
t(v1ρ, . . . , vnρ). The second ideal, called Stanley–Reisner ideal, is defined by,
SR(Σ) :=
∏
vρ∈S
xρ
∣∣∣∣∣S ∈ PC(Σ)
 . (16)
Then the Chow ring, (roughly speaking, cohomology ring) , and Betti numbers of complete
simplicial toric variety X(Σ) can be computed as follows [3, 4]:
Theorem 3 Let Σ be complete simplicial fan. Then
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(i)
A∗Q(X(Σ)) ≃ H
∗(X(Σ),Q) ≃ Q[xρ|ρ ∈ Σ(1)]/(I(Σ) + SR(Σ)). (17)
(ii)
b2k(X(Σ)) =
n∑
i=k
(−1)i−k
(
i
k
)
|Σ(n− i)| (for all k), (18)
where b2k(X(Σ)) := dimH
2k(X(Σ),Q) is Betti number of X(Σ).
(iii)
b2k+1(X(Σ)) = 0 (for all k). (19)
(iv)
b2k(X(Σ)) = b2n−2k(X(Σ)) (for all k). (20)
Using this theorem, we can also compute Poincare´ Polynomial P (t) :=
∑2n
i=0 b2it
i of
complete simplicial toric variety by counting the number of cones in its fan.
Acknowledgment. The author would like to thank Prof. M. Jinzenji for suggesting the
problem treated in this paper, his big support and many useful discussions.
2 Toric Construction of M˜p0,2(P
1 × P1, (d1, d2))
2.1 Weight and Vertex Matrix
In order to define weight and vertex matrices of M˜p0,2(P
1 × P1, (d1, d2)), we label rows
and columns of these matrices by using the following column and row vectors:
column vectors used for labeling row vectors of matrices :
z = t(z0, z1, . . . , zd1),
w = t(w0, w1, . . . , wd2),
fi =
t(f(i,1), f(i,2), . . . , f(i,d2)) (i = 1, 2, . . . , d1),
Gd1 =
t(g
(d1)
1 , g
(d1)
2 , . . . , g
(d1)
d1−1
),
Gd2 =
t(g
(d2)
1 , g
(d2)
2 , . . . , g
(d2)
d2−1
),
G = t(g),
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row vectors used for labeling column vectors of matrices :
ai = (ai0, a
i
1, . . . , a
i
d1
) (i = 1, 2),
bi = (bi0, b
i
1, . . . , b
i
d2
) (i = 1, 2),
u˜0 = (u(0,1), u(0,2), · · · , u(0,d2)),
ui = (u(i,0), u(i,1), . . . , u(i,d2)) (i = 1, 2, . . . , d1 − 1),
u˜d1 = (u(d1,0), u(d1,1), . . . , u(d1,d2−1)).
We introduce the following two sets which are used in subsection 2.2:
Row(d1, d2) := {z0, . . . , zd1 , w0, . . . , wd2 , f(1,1), . . . , f(d1,d2)},
and
Col(d1, d2) := {a0, . . . ad1 , b0, . . . , bd2 , u(0,1), . . . u(0,d2), u(1,0), . . . , u(1,d2), . . . , u(d1,0), . . . , u(d1,d2−1)},
where ai := (a
1
i , a
2
i ), bj := (b
1
j , b
2
j) (i = 0, . . . , d1, j = 0, . . . , d2). We denote the canonical Z–
bases ei, ed1+1+j , and ed1+d2+2+(i−1)d2+j of Z
(d1+1)(d2+1)+1 by ezi , ewj , and ef(i,j) , respsctively.
Moreover, we put n := 2d1 + 2d2 + 1 and r := |Σ(d1,d2)(1)| = (d1 + 3)(d2 + 3) − 6. Then
r−n = (d1+1)(d2+1)+1. With this set up, we define the (r−n)×r weight matrixW(d1,d2)
(d1 ≥ d2 > 0) by,
W(d1,d2) = (w(i,j))
:=

a1 a2 b1 b2 u˜0 u1 u2 · · · ud1−2 ud1−1 u˜d1
z Id1+1 Id1+1 O O U0 K1 K2 · · · Kd1−2 Kd1−1 Ud1
w O O Id2+1 Id2+1 L0 O O · · · O O Ld1
f1 O O O O J˜d Ju O · · · O O O
f2 O O O O O Jd Ju · · · O O O
...
...
...
...
...
...
...
...
. . .
...
...
...
fd1−1 O O O O O O O · · · Jd Ju O
fd1 O O O O O O O · · · O Jd J˜u

, (21)
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where O is zero matrix and IN (N ∈ N) is identity matrix of size N , and other matrices are
defined as follows:
U0 :=

0
−1
0 0
...
0
 , (22)
Ud1 :=

0
...
0 0
−1
0
 , (23)
Ki :=

0 0

...
...
0 0
−1 0
1 0 1 < zi
0 −1
0 0
...
...
0 0
(i = 1, . . . , d1 − 1), (24)
L0 :=

−1 0
1 −1 0 0
1 −1 0
. . .
...
0 1 −1 0
1 −1
0 0 0 . . . 0 0 0

, (25)
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Ld1 :=

0 0 0 . . . 0 0 0
−1 1
0 −1 1 0
...
. . .
0 −1 1
0 0 −1 1
0 −1

, (26)
J˜d :=

1
−1 1 0
−1 1
. . .
0 1
−1 1

, (27)
J˜u :=

1 −1
1 −1 0
1
. . .
0 1 −1
1

, (28)
Jd :=

−1 1
−1 1 0
−1
. . .
0 1
−1 1

, (29)
J˜u :=

1 −1
1 −1 0
1
. . .
0 −1
1 −1

. (30)
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In some lower degree cases, this weight matrix was presented in [7] by using degree diagram,
but we give here explicit definition of general W(d1,d2) by generalizing the construction in [7].
In order to define the fan of M˜p0,2(P
1 × P1, (d1, d2)), we first introduce the matrix
that gives generators of 1–dimensional cones of the fan. In this paper, we call this ma-
trix vertex matrix. For example, the fan of 2–dimensional projective space P2 consists
of {0}, 〈v1〉≥0, 〈v2〉≥0, 〈v3〉≥0, 〈v1, v2〉≥0, 〈v1, v3〉≥0, and 〈v2, v3〉≥0, where v1 :=
t(1, 0), v2 :=
t(0, 1), v3 :=
t(−1,−1). Hence the vertex matrix of P2 is given by,
(v1, v2, v3) =
(
1 0 −1
0 1 −1
)
. (31)
Then we define the n× r vertex matrix V(d1,d2) of M˜p0,2(P
1 × P1, (d1, d2)) as follows:
V(d1,d2) = (v1, . . . , vr)
:=

a1 a2 b1 b2 u˜0 u1 u2 · · · ud1−2 ud1−1 u˜d1
z Id1+1 −Id1+1 O O O O O · · · O O O
w O O Id2+1 −Id2+1 O O O · · · O O O
Gd1 O A˜d1 O O O e˜1 e˜2 · · · e˜d1−2 e˜d1−1 O
G O Ga O Gb −1
d2 e1 e1 · · · e1 e1 e
−
1
Gd2 O O O A˜d2 I
R
d2
ILRd2 I
LR
d2
· · · ILRd2 I
LR
d2
ILd2
,
(32)
where e1 and e
−
1 are first canonical bases of Z
d2+1 and Zd2 , respectivery, and
A˜N :=

1 −2 1
1 −2 1 0
1 −2 1
0 . . .
1 −2 1
 ∈M(N − 1, N + 1;Z), (33)
Ga := (1,−1, 0, . . . , 0), (34)
Gb := (−1, 1, 0, . . . , 0), (35)
− 1d2 := (−1,−1, . . . ,−1), (36)
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e˜i :=

0 0 . . . 0

...
...
...
0 0 . . . 0
1 1 . . . 1 < g
(d1)
i
0 0 . . . 0
...
...
...
0 0 . . . 0
(i = 1, . . . , d1), (37)
IRd2 :=

1 0
1 0 0
. . .
...
0 1 0
1 0
 , (38)
ILRd2 :=

0 1 0
0 1 0 0
...
. . .
...
0 0 1 0
0 1 0
 , (39)
ILd2 :=

0 1
0 1 0
...
. . .
0 0 1
0 1
 . (40)
Example 1
W(1,1) =

1 0 1 0 0 0 0 0 0 −1
0 1 0 1 0 0 0 0 −1 0
0 0 0 0 1 0 1 0 −1 0
0 0 0 0 0 1 0 1 0 −1
0 0 0 0 0 0 0 0 1 1
 (41)
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V(1,1) =

1 0 −1 0 0 0 0 0 0 0
0 1 0 −1 0 0 0 0 0 0
0 0 0 0 1 0 −1 0 0 0
0 0 0 0 0 1 0 −1 0 0
0 0 1 −1 0 0 −1 1 −1 1
 (42)
The following lemmas are easily confirmed by using the definitions ofW(d1,d2) and V(d1,d2).
Lemma 4 The sequence
0 // Zn
tV(d1,d2)
// Zr
W(d1,d2)
// Zr−n // 0 (43)
is exact.
Lemma 5
(i)
d2∑
j=0
wu(i,j) = −ezi−1 + 2ezi − ezi+1 (i = 1, . . . , d1 − 1), (44)
(ii)
d1∑
i=0
wu(i,j) = −ewj−1 + 2ewj − ewj+1 (j = 1, . . . , d2 − 1), (45)
(iii) (
i−1∑
p=0
d2∑
q=j+1
wu(p,q)
)
f(s,t)
=
(
ef(i,j+1)
)
f(s,t)
(s = 1, . . . , d1, t = 1 . . . , d2), (46)
(iv) (
d1∑
p=i+1
j−1∑
q=0
wu(p,q)
)
f(s,t)
=
(
ef(i+1,j)
)
f(s,t)
(s = 1, . . . , d1, t = 1 . . . , d2), (47)
where wu(i,j) is the u(i,j)–columun vector of W(d1,d2) and (x)f(s,t) is the f(s,t)–component of a
vector
x = (xz0 , . . . , xzd1 , xw0 . . . , xwd2 , xf(1,1,) , . . . , xf(1,d2), . . . , xf(d1,1), . . . , xf(d1,d2)). (48)
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2.2 Pseudo-Fan and Construction of Fan
We denote the ρ-th column vector of V(d1,d2) by vρ and a collection of column vectors of
V(d1,d2) by Ver(d1,d2). In this subsection, we construct a fan that leads us to the definition of
M˜p0,2(P
1 × P1, (d1, d2)) given in Definition 1. Let us illustrate our strategy of construction
by taking the (d1, d2) = (1, 1) case as an example. In this case, M˜p0,2(P
1× P1, (1, 1)) can be
written as,
{(a0,a1, b0, b1, u(0,1), u(1,0)) ∈ C
10
∣∣a0,ad1, b0, bd2 6= 0, (u(0,1), u(1,0)) 6= (0, 0)}/(C×)5
= (C10 − ({a0 = 0} ∪ {a1 = 0} ∪ {b0 = 0} ∪ {b1 = 0} ∪ {(u(0,1), u(1,0)) = (0, 0)}))/(C
×)5.
(49)
Therefore, by Theorem 2, we should define a fan Σ(1,1) of M˜p0,2(P
1 × P1, (1, 1)) so that the
following equality holds:
Z(Σ(1,1)) = {a0 = 0} ∪ {a1 = 0} ∪ {b0 = 0} ∪ {b1 = 0} ∪ {(u(0,1), u(1,0)) = (0, 0)}. (50)
With Lemma 3 in mind, we construct Σ(1,1) as a collection of cones generated by subsets
of Ver(1,1) such that every member of the subsets does not contain {va10 , va20}, {va11 , va21},
{vb10 , vb20}, {vb11 , vb21}, and {vu(0,1) , vu(1,0)} (see Lemma 6 below).
In order to define the fan in general case, we interpret the fan from the point of view of
primitive collections:
Definition 5 Let V be a finite subset of NR ≃ Rd and P1, . . . , Pl be non-empty subsets of
V . Moreover, we put Π := {P1, . . . , Pl} and
Σ = Σ(V,Π) := {〈S〉≥0
∣∣ S ⊂ V , and P1, . . . , Pl are not contained in S }. (51)
In this paper, we call a triplet (Σ, V,Π) d–dimensional pseudo-fan if
(i)
P1 ∪ · · · ∪ Pl = V. (52)
(ii) Any Pi is not contained in another element of Π.
The following condition (MVC) gives a sufficient condition for a pseudo fan to be a
complete and simplical fan.
Definition 6 Let (Σ, V,Π) be a d–dimensional pseudo-fan. Then we say that (Σ, V,Π)
satisfies Min–Value Condition (MVC) if for any β ∈ Rd, there exists the unique α = (αi) ∈
Rr (r := |V |) such that
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(i)
β =
r∑
i=1
αivi, (53)
where V = {v1, . . . , vr}.
(ii)
min{αi | vi ∈ P} = 0 (for any P ∈ Π). (54)
Lemma 6 Let (Σ, V,Π) be a d–dimensional pseudo-fan satisfying (MVC). Then Σ is a
d–dimentional complete and simplicial fan with PC(Σ) = Π.
Proof. Let σ := 〈u1, . . . , ul〉≥0 (u1, . . . , ul ∈ V ) be any member of Σ. If u1, . . . , ul are linearly
dependent over R, there exists α1, . . . , αl ∈ R such that α1u1+ · · ·+αlul = 0, (α1, . . . , αl) 6=
(0, . . . , 0), and we can assume that α1, . . . , αp ≥ 0, αp+1, . . . , αl < 0 (1 ≤ p ≤ l). Then there
exists v ∈ V \{u1, . . . , ul} such that v ∈ P for each P ∈ Π since every P ∈ Π is not contained
in {u1, . . . , ul} (see (51)), and therefore both representations
α1u1+ · · ·+αpup+
∑
v∈V \{u1,...,up}
0 ·v = (−αp+1)up+1+ · · ·+(−αl)ul+
∑
v∈V \{up+1,...,ul}
0 ·v (55)
satisfy (i),(ii) of (MVC). This follows that (α1, . . . , αl) = (0, . . . , 0) by uniqueness of α, which
contradicts our assumption. Thus, u1, . . . , ul are linearly independent. Hence Σ is simplicial.
In particular, every cone in Σ is strongly convex.
Let β be any member of NR ≃ Rd. Then we can uniquely write as β =
∑l
i=1 αivi
(V = {v1, . . . , vr}) and min{αi | vi ∈ P} = 0 for any P ∈ Π. We set S
+ := {i | αi > 0} and
S0 := {i | αi = 0}. It is clear that S
+ ∩ S0 = ∅, and from the condition (i) in Definition 5,
S+ ∪ S0 = V . Since we can take vi ∈ P such that i ∈ S
0 for each P ∈ Π, all members of
Π are not contained in the set S := {vi | i ∈ S
+}. This means that 〈S〉≥0 ∈ Σ, and then
β =
∑
i∈S+ αivi ∈ 〈S〉≥0. Thus |Σ| = NR.
Next, let σ := 〈S〉≥0, τ := 〈T 〉≥0 (S, T ⊂ V ) be any members of Σ, and we put S ∩ T =
{u1, . . . , ul}, S\T = {w1, . . . , wp}, and T \S = {w
′
1, . . . , w
′
q}. It is clear that 〈S∩T 〉≥0 ⊂ σ∩τ .
Conversely, if u ∈ σ ∩ τ , we can write
u =
l∑
i=1
αiui +
p∑
j=1
γjwj +
∑
v∈S
0 · v =
l∑
i=1
α′iui +
q∑
k=1
γ′kw
′
k +
∑
v∈T
0 · v (56)
for some αi, α
′
i, γj, γ
′
k ≥ 0. Since these representations satisfy (i),(ii) of (MVC) as above,
αi = α
′
i and γj, γ
′
k = 0 by uniqueness. This means that σ ∩ τ = 〈S ∩ T 〉≥0 and Σ satisfies
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(iii) of Definition 3 by Lemma 2. The conditions (i), (ii) of Definition 3 are obvious by (51)
and Lemma 2, respectively (as for (ii) of Definition 3, if P ∈ Π is not contained in S, every
subset of S does not contain P ). Therefore, Σ is a complete and simplicial fan.
Finally, we prove PC(Σ) = Π. By (51), every member P of Π does not generate a cone
in Σ, but by (ii) in Definition 5 every proper subset of P generates a cone in Σ. Therefore,
Π is a subset of PC(Σ). Conversely, let S be in PC(Σ). Suppose that any member of Π
is not contained in S. Then 〈S〉≥0 ∈ Σ by (51), which contradicts that S is a primitive
collection of Σ. Hence there is a set P ∈ Π such that P ⊂ S. If P ( S, then 〈P 〉≥0 ∈ Σ
since S is primitive (see Definition 4). However P is primitive since we have already shown
Π ⊂ PC(Σ). Thus S must be equal to P i.e., S ∈ Π. 
Here, we define the pseudo-fan corresponding to moduli space M˜p0,2(P
1×P1, (d1, d2)) as
follows:
Definition 7 Let ν, ν1, ν2 be members of Col(d1, d2). Then we define
Pν :=

{va10 , va20} (ν = a0)
{va1
d1
, va2
d1
} (ν = ad1)
{vb10 , vb20} (ν = b0)
{vb1
d2
, vb2
d2
} (ν = bd2)
∅ (otherwise),
(57)
Q(ν1,ν2) :=

{va1
i
, va2
i
, vu(i,j)} ((ν1, ν2) = (ai, u(i,j)) (i = 1 . . . , d1 − 1, j = 0 . . . , d2))
{vb1j , vb2j , vu(i,j)} ((ν1, ν2) = (bj , u(i,j)) (j = 1 . . . , d2 − 1, i = 0 . . . , d1))
{vu(i,j) , vu(k,l)} ((ν1, ν2) = (u(i,j), u(k,l)) (0 ≤ i < k ≤ d1, 0 ≤ l < j ≤ d2))
∅ (otherwise),
(58)
and set
Π(d1,d2) :=
(
{Pν|ν ∈ Col(d1, d2)} ∪ {Q(ν1,ν2)|ν1, ν2 ∈ Col(d1, d2)}
)
\ {∅}, (59)
Σ(d1,d2) := Σ(Ver(d1,d2),Π(d1,d2)). (60)
Then the triplet (Σ(d1,d2),Ver(d1,d2),Π(d1,d2)) is clearly a pseudo-fan. By using Lemma 6,
one of our main results in this paper can be stated as follows:
Theorem 4 (Σ(d1,d2),Ver(d1,d2),Π(d1,d2)) satisfies (MVC).
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Instead of proving this theorem, we show the following lemma which is simpler than
above theorem:
Lemma 7 (Σ(d1,d2),Ver(d1,d2),Π(d1,d2)) satisfies the following condition (AMVC) (Alternative
Min–Value Condition):
(AMVC) For any y = (yρ)ρ∈Ver(d1,d2) ∈ R
r, there exists the unique x = (xµ)µ∈Row(d1,d2) ∈
Rr−n such that
min
−yρ + ∑
µ∈Row(d1,d2)
w(µ,ρ)xµ
∣∣∣∣∣ ρ ∈ P
 = 0 (for any P ∈ Π(d1,d2)). (61)
Proof of this lemma is technical and complicated, and we will give the proof in Subsection
2.4. Assuming this lemma, we show Theorem 4 in the following. From Lemma 4, the map
V(d1,d2) : Z
r → Zn is surjective and V(d1,d2)
tW(d1,d2) =
t(W(d1,d2)
tV(d1,d2)) = O. Then for any
β ∈ Rn and x = (xµ) ∈ Rr−n, there exists y = (yρ) ∈ Rr such that
β = V(d1,d2)(−y +
tW(d1,d2)x)
=
∑
ρ∈Ver(d1,d2)
−yρ + ∑
µ∈Row(d1,d2)
w(µ,ρ)xµ
 vρ. (62)
Hence, we should put
αρ = −yρ +
∑
µ∈Row(d1,d2)
w(µ,ρ)xµ, (63)
and by the condition (AMVC), we can take x which satisfies
min{αρ | ρ ∈ P} = min
−yρ + ∑
µ∈Row(d1,d2)
w(µ,ρ)xµ
∣∣∣∣∣ ρ ∈ P
 = 0 (64)
for any P ∈ Π(d1,d2). For the proof of uniqueness of α in (MVC), we assume that β ∈ R
n
can be written as
β =
∑
ρ
αρvρ =
∑
ρ
γρvρ (65)
such that
min{αρ | ρ ∈ P} = min{γρ | ρ ∈ P} = 0 (for any P ∈ Π(d1,d2)) (66)
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for some α = (αρ), γ = (γρ) ∈ Rr. By acting HomZ(•,R) to (43), we obtain the following
exact sequence:
0 // Rr−n
tW(d1,d2)
// Rr
V(d1,d2)
// Rn // 0 . (67)
From the equality V(d1,d2)(α− γ) =
∑
ρ(αρ − γρ)vρ = 0 and the above sequence, there exists
x = (xµ) ∈ Rr−n such that α− γ = tW(d1,d2)x, i.e.,
αρ = −(−γρ) +
∑
µ
w(µ,ρ)xµ (for any ρ ∈ Ver(d1,d2)). (68)
Then min{−(−γρ) +
∑
µw(µ,ρ)xµ | ρ ∈ P} = min{αρ | ρ ∈ P} = 0. On the other hand,
min{−(−γρ) +
∑
µ w(µ,ρ) · 0 | ρ ∈ P} = min{γρ | ρ ∈ P} = 0. Hence x = 0 by uniqueness of
x in (AMVC) and therefore α = γ.
Example 2 The weight matrix W(1,1) is
W(1,1) = (v1, . . . , v10) =

1 0 1 0 0 0 0 0 0 −1
0 1 0 1 0 0 0 0 −1 0
0 0 0 0 1 0 1 0 −1 0
0 0 0 0 0 1 0 1 0 −1
0 0 0 0 0 0 0 0 1 1
 (69)
and the set Π(1,1) is
Π(1,1) = {{v1, v3}, {v2, v4}, {v5, v7}, {v6, v8}, {v9, v10}}. (70)
Thus, the system (61) is 
min{z1, z3} = 0
min{z2, z4} = 0
min{z5, z7} = 0
min{z6, z8} = 0
min{z9, z10} = 0,
(71)
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where 
z1
z2
z3
z4
z5
z6
z7
z8
z9
z10

:=

−y1 + x1
−y2 + x2
−y3 + x1
−y4 + x2
−y5 + x3
−y6 + x4
−y7 + x3
−y8 + x4
−y9 − x2 − x3 + x5
−y10 − x1 − x4 + x5

. (72)
This system can be solved easily;
x1 = max{y1, y3}
x2 = max{y2, y4}
x3 = max{y5, y7}
x4 = max{y6, y8}
x5 = max{y9 +max{y2, y4}+max{y5, y7}, y10 +max{y1, y3}+max{y6, y8}},
(73)
and therefore Σ(1,1) is a complete simplicial fan with PC(Σ(1,1)) = Π(1,1).
2.3 Quotient Construction
In this subsection, we give the quotient construction of X(d1,d2) := X(Σ(d1,d2)). The exact
sequence (10) in case of Σ = Σ(d1,d2)
0 //M
ϕ
// ZΣ(d1,d2)(1)
ψ
// An−1(X(d1,d2)) // 0 (74)
gives us the way of calculation of Chow group An−1(X(d1,d2)).
Lemma 8
An−1(X(d1,d2)) ≃ Z
r−n. (75)
In particular, the group G = HomZ(An−1(X(d1,d2)),C
×) is isomorphic to (C×)r−n.
Proof. Using the exact sequence (74),
An−1(X(d1,d2)) ≃ Z
Σ(d1,d2)(1)
/
Kerψ
= ZΣ(d1,d2)(1)
/
Imϕ
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≃ Zr
/〈
(〈ei, vj〉)j=1...,r
∣∣∣i = 1, . . . , n〉
≃
r⊕
j=1
Zxj
/〈
r∑
j=1
〈ei, vj〉xj
∣∣∣∣i = 1, . . . , n
〉
(76)
(x1, . . . , xr are formal symbols) and in this group,
r∑
j=1
〈ei, vj〉xj = 0 (i = 1, . . . , n)⇐⇒ V(d1,d2)

x1
x2
...
xr
 = O. (77)
From this fact and definition of V(d1,d2), we can easily see that An−1(X(d1,d2)) is generated
by r − n elements. 
Let us denote the TN–invariant divisor that corresponds to vj ∈ Ver(d1,d2) by Dj.
Lemma 9 We can choose Z–bases E1, . . . , Er−n of An−1(X(d1,d2)) such that
[Dj ] =
r−n∑
i=1
w(i,j)Ei (j = 1, . . . , r). (78)
Proof. By Lemma 4, there exists β1, . . . , βr−n ∈ Zr such that W(d1,d2)βi = e
(r−n)
i (i =
1, . . . , r − n), where e
(l)
i is a i–th canonical base of Z
l. We set Ei := ψ(βi) (ψ is the map in
exact sequence (74)). Then
W(d1,d2)e
(r)
j =
r−n∑
i=1
w(i,j)e
(r−n)
i
=
r−n∑
i=1
w(i,j)W(d1,d2)βi
=W(d1,d2)
(
r−n∑
i=1
w(i,j)βi
)
,
(79)
and by Lemma 4 and (74), e
(r)
i −
∑r−n
i=1 w(i,j)βi ∈ KerW(d1,d2) = Kerψ. Thus
[Dj ] = ψ(e
(r)
j )
21
= ψ
(
r−n∑
i=1
w(i,j)βi
)
=
r−n∑
i=1
w(i,j)ψ(βi)
=
r−n∑
i=1
w(i,j)Ei. (80)
In order to complete the proof, we must check that E1, . . . , Er−n are Z–bases of An−1(X(d1,d2)).
It is clear that E1, . . . , Er−n generate An−1(X(d1,d2)) by Lemma 4 and (80). If
∑r−n
i=1 ciEi =
0 (ci ∈ Z), we have,
ψ
(
r−n∑
i=1
ciβi
)
=
r−n∑
i=1
ciEi = 0.
Since KerW(d1,d2) = Kerψ, we also have,
r−n∑
i=1
cie
(r−n)
i = W(d1,d2)
(
r−n∑
i=1
ciβi
)
= 0.
Then we can conclude c1 = · · · = cr−n = 0. 
In our situation, G acts on Cr as follows (see (13) in Subsection 1.2):
G× Cr ∋ (g, (xj)j) 7−→ (g([Dj])xj)j ∈ C
r. (81)
From Lemma 9, we obtain,
g([Dj]) = g
(
r−n∑
i=1
w(i,j)Ei
)
=
r−n∏
i=1
g(Ei)
w(i,j), (82)
and since G is identified with (C×)r−n by the correspondence: g ←→ (λ1, . . . , λr−n) =
(g(E1), . . . , g(Er−n)), we reach the following theorem by using Lemma 3 and Theorem 2:
Theorem 5
X(d1,d2) = (C
Σ(d1,d2)(1) − Z(Σ(d1,d2)))/G = M˜p0,2(P
1 × P1, (d1, d2)).
Combining the above theorem with Theorem 1, we obtain the main result of this paper.
Theorem 6 The moduli space M˜p0,2(P
1 × P1, (d1, d2)) is a complete and simplicial toric
variety. Especially, it is compact orbifold.
22
2.4 Proof of Lemma 7
We denote the set ({0, . . . , d1} × {0, . . . , d2}) \ {(0, 0), (d1, d2)} by I and define
J+(i,j) := {(k, l) ∈ {0, . . . , d1} × {0, . . . , d2}
∣∣ 0 ≤ i < k ≤ d1, 0 ≤ l < j ≤ d2}, (83)
J−(i,j) := {(k, l) ∈ {0, . . . , d1} × {0, . . . , d2}
∣∣ 0 ≤ k < i ≤ d1, 0 ≤ j < l ≤ d2}, (84)
and
J(i,j) := J
+
(i,j) ∪ J
−
(i,j) (85)
for (i, j) ∈ I.
Before solving the system (61), we show the following simple lemma.
Lemma 10 Let a, b1, . . . , bm be real numbers. Then min{a, bi} = 0 for all i = 1, . . . , m if
and only if min{a, b1 + · · ·+ bm} = 0 and b1, . . . , bm ≥ 0.
Proof. If a = 0, this lemma is obvious. Hence we assume that a 6= 0. If min{a, bi} = 0
for all i = 1, . . . , m, then a > 0 and b1, . . . , bm = 0 i.e., b1 + · · · + bm = 0. Conversely, if
min{a, b1 + · · · + bm} = 0 and b1, . . . , bm ≥ 0, then a > 0 and b1 + · · · + bm = 0. Since
b1, . . . , bm ≥ 0, b1 . . . , bm must be equal to 0. 
Now, we solve the system (61) using this lemma and Lemma 5. In case of Pa0 , Pad1 , Pb0, Pbd2 ,
the crresponding min–value equation are
min{−ya10 + xz0 ,−ya20 + xz0} = 0 (Pa0)
min{−ya1
d1
+ xzd1 ,−ya2d1
+ xzd1} = 0 (Pad1 )
min{−yb10 + xw0,−yb20 + xw0} = 0 (Pb0)
min{−yb1
d2
+ xwd2 ,−yb2d2
+ xwd2} = 0 (Pbd2 ),
(86)
and these are easily solved as follows:
xz0 = max{ya10 , ya20}
xzd1 = max{ya1d1
, ya2
d1
}
xw0 = max{yb10 , yb20}
xwd2 = max{yb1d2
, yb2
d2
}.
(87)
For each i = 1, . . . , d1−1, equations corresponding to Q(ai,u(i,j)) (j = 0, . . . , d2) are combined
into, {
min{−yai + xzi ,−y(i,0) − · · · − y(i,d2) − xzi−1 + 2xzi − xzi+1} = 0,
−y(i,j) +
∑
µ∈Row(d1,d2)
w(µ,u(i,j))xµ ≥ 0 (j = 0, . . . , d2),
(88)
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by using (44) in Lemma 5, Lemma 10, and the equalities min{a, b, c} = min{min{a, b}, c},
min{−a+x,−b+x} = x−max{a, b}. Note here that we use the abbreviation: y(i,j) := yu(i,j),
yai := max{ya1i , ya2i }. Since the inequalities in the second line of (88) appear later again (see
(90) and the second line of (93) and (94)), we only need to consider the following system
which consists of the min–value equations presented in the first lines of (88).
min{−ya1 + xz1 ,−y(1,0) − · · · − y(1,d2) − xz0 + 2xz1 − xz2} = 0
min{−ya2 + xz2 ,−y(2,0) − · · · − y(2,d2) − xz1 + 2xz2 − xz3} = 0
· · ·
min{−yad1−1 + xzd1−1 ,−y(d1−1,0) − · · · − y(d1−1,d2) − xzd1−2 + 2xzd1−1 − xzd1} = 0,
(89)
(xz0 := max{ya10, ya20}, xzd1 := max{ya1d1
, ya2
d1
}). It is already shown by Saito [10] that this
system has unique solution of xz0 , . . . , xzd1 for fixed y’s. Similarly, we can also find unique
xw1 , . . . , xwd2−1 solutions from the system corresponding to Q(bj ,u(i,j)) (j = 1, . . . , d2 − 1, i =
0, . . . , d1). At this stage, we denote these solutions by x
′
zi
, x′wj and define,
y′(i,j) := y(i,j) −
d1∑
p=0
w(zp,u(i,j))x
′
zp
−
d2∑
q=0
w(wq,u(i,j))x
′
wq
((i, j) ∈ I). (90)
The second line of (88) tells us that
d2∑
j=0
y′(i,j) ≤ 0 (i = 1, . . . , d1). (91)
The inequalities corresponding to Q(bj ,u(i,j)) (j = 1, . . . , d2 − 1, i = 0, . . . , d1) also gives,
d1∑
i=0
y′(i,j) ≤ 0 (j = 1, . . . , d2). (92)
Next, we find the solution x(i,j) := xf(i,j) . Let (i, j) be fixed member of I. From (47)
in Lemma 5 and Lemma 10, equations corresponding to Q(u(i,j),u(k,l)) ((k, l) ∈ J
+
(i,j)) are
combined into,{
min
{
−y′(i,j) +
∑d1
p=1
∑d2
q=1w(f(p,q),u(i,j))x(p,q),−
∑d1
p=i+1
∑j−1
q=0 y
′
(p,q) + x(i+1,j)
}
= 0,
−y′(k,l) +
∑d1
p=1
∑d2
q=1w(f(p,q),u(k,l))x(p,q) ≥ 0 (for all (k, l) ∈ J
+
(i,j)),
(93)
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and the ones corresponding to Q(u(i,j) ,u(k,l)) ((k, l) ∈ J
−
(i,j)) are combined into,{
min
{
−y′(i,j) +
∑d1
p=1
∑d2
q=1w(f(p,q),u(i,j))x(p,q),−
∑i−1
p=0
∑d1
q=j+1 y
′
(p,q) + x(i,j+1)
}
= 0,
−y′(k,l) +
∑d1
p=1
∑d2
q=1w(f(p,q),u(k,l))x(p,q) ≥ 0 (for all (k, l) ∈ J
−
(i,j)),
(94)
where we put x(s,t) := 0 ((s, t) /∈ {1, . . . , d1} × {1, . . . , d2}) and y
′
(p,q) := 0 ((p, q) /∈ I). Since
w(f(p,q),u(s,t)) =

−1 ((p, q) = (s, t), (s+ 1, t+ 1))
1 ((p, q) = (s+ 1, t), (s, t+ 1))
0 (otherwise)
(95)
for p = 1, . . . , d1,q = 1 . . . , d2 and (s, t) ∈ I, (93) and (94) are further combined into,
min{−y′(i,j) − x(i,j) + x(i+1,j) + x(i,j+1) − x(i+1,j+1),
−∆
(d1,j−1)
(i+1,0) −∆
(i−1,d2)
(0,j+1) + x(i+1,j) + x(i,j+1)} = 0,
−y′(k,l) − x(k,l) + x(k+1,l) + x(k,l+1) − x(k+1,l+1) ≥ 0 (for all (k, l) ∈ J(i,j)),
(96)
where we introduce the following notation:
∆
(s,t)
(p,q) :=
{∑s
k=p
∑t
l=q y
′
(p,q) (p ≤ s, q ≤ t)
0 (otherwise).
(97)
Since the l.h.s. of the inequalities in the second line of (93) or (94) corresponding to
Q(u(i,j),u(k,l)) also appear in the min–value equations in the first line of (93) or (94) corre-
sponding to another Q(u(i,j),u(k,l)), we can omit the second lines of (93) and (94). Therefore,
the following system of min–value equations is equivalent to equations corresponding to
Q(u(i,j),u(k,l)) ((k, l) ∈ J(i,j)) in (61):
min{−y′(i,j) − x(i,j) + x(i+1,j) + x(i,j+1) − x(i+1,j+1),
−∆
(d1,j−1)
(i+1,0) −∆
(i−1,d2)
(0,j+1) + x(i+1,j) + x(i,j+1)} = 0 ((i, j) ∈ I). (98)
The above system is further rewritten as follows:
x(i+1,j) + x(i,j+1) = max{y
′
(i,j) + x(i,j) + x(i+1,j+1),∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) } ((i, j) ∈ I). (99)
Lemma 11 The unique solution of (99) is given by,
x(i,j) = max{∆
(d1,j−1)
(i,0) ,∆
(i−1,d2)
(0,j) } ((i, j) ∈ I). (100)
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Proof. First we check that (100) satisfies the equation (99). Since max{a, b}+max{c, d} =
max{a+ c, a+ d, b+ c, b+ d}, we obtain,
x(i+1,j) + x(i,j+1) = max{∆
(d1,j−1)
(i+1,0) ,∆
(i,d2)
(0,j) }+max{∆
(d1,j)
(i,0) ,∆
(i−1,d2)
(0,j+1) }
= max{∆
(d1,j−1)
(i+1,0) +∆
(d1,j)
(i,0) ,∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) ,
∆
(i,d2)
(0,j) +∆
(d1,j)
(i,0) ,∆
(i,d2)
(0,j) +∆
(i−1,d2)
(0,j+1) }. (101)
At this stage, note that
∆
(i,d2)
(0,j) +∆
(d1,j)
(i,0) = ∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) +
d2∑
j=0
y′(i,j) +
d1∑
i=0
y′(i,j)
≤ ∆(d1,j−1)(i+1,0) +∆
(i−1,d2)
(0,j+1) , (102)
holds by (91) and (92). Therefore, we have,
x(i+1,j) + x(i,j+1) = max{∆
(d1,j−1)
(i+1,0) +∆
(d1,j)
(i,0) ,∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) ,∆
(i,d2)
(0,j) +∆
(i−1,d2)
(0,j+1) }. (103)
On the other hand, the r.h.s. of (99) is rewritten as follows.
max{y′(i,j) + x(i,j) + x(i+1,j+1),∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) }
= max
{
y′(i,j) +max{∆
(d1,j−1)
(i,0) ,∆
(i−1,d2)
(0,j) }+max{∆
(d1,j)
(i+1,0),∆
(i,d2)
(0,j+1)},
∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1)
}
= max
{
y′(i,j) +max{∆
(d1,j−1)
(i,0) +∆
(d1,j)
(i+1,0),∆
(d1,j−1)
(i,0) +∆
(i,d2)
(0,j+1),
∆
(i−1,d2)
(0,j) +∆
(d1,j)
(i+1,0),∆
(i−1,d2)
(0,j) +∆
(i,d2)
(0,j+1)},∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1)
}
= max
{
y′(i,j) +∆
(d1,j−1)
(i,0) +∆
(d1,j)
(i+1,0), y
′
(i,j) +∆
(d1,j−1)
(i,0) +∆
(i,d2)
(0,j+1),
y′(i,j) +∆
(i−1,d2)
(0,j) +∆
(d1,j)
(i+1,0), y
′
(i,j) +∆
(i−1,d2)
(0,j) +∆
(i,d2)
(0,j+1),∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1)
}
= max
{
∆
(d1,j)
(i,0) +∆
(d1,j−1)
(i+1,0) ,∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1) +
d2∑
j=0
y′(i,j),
∆
(i−1,d2)
(0,j+1) +∆
(d1,j−1)
(i+1,0) +
d1∑
i=0
y′(i,j),∆
(i,d2)
(0,j) +∆
(i−1,d2)
(0,j+1) ,∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1)
}
= max
{
∆
(d1,j)
(i,0) +∆
(d1,j−1)
(i+1,0) ,∆
(i,d2)
(0,j) +∆
(i−1,d2)
(0,j+1) ,∆
(d1,j−1)
(i+1,0) +∆
(i−1,d2)
(0,j+1)
}
. (104)
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Hence x(i,j) = max{∆
(d1,j−1)
(i,0) ,∆
(i−1,d2)
(0,j) } satisfy the system (99). Uniqueness of the solution
is obvious because x(1,d2) is uniquely determined by the equation in (i, j) = (0, d2):
x(1,d2) = max{y
′
(0,d2)
,∆
(d1,d2−1)
(1,0) } (105)
and the remaining x(i,j)’s are inductively determined by other equations in (99). 
In this way, we have constructed unique solution of (61) for arbitrary y = (yρ)ρ∈Ver(d1,d2) ∈
Rr and have completed the proof of Lemma 7.
3 Chow Ring and Poincare´ Polynomial of M˜p0,2(P
1 ×
P1, (d1, d2))
In this section, we compute Chow ring and Poincare´ polynomial of M˜p0,2(P
1×P1, (d1, d2))
using Theorem 3. For the sake of simplicity, we use the order of elements of Ver(d1,d2)(1)
presented in (32), i.e., we denote the i-th column vector of V(d1,d2) by vi.
Theorem 7
A∗Q(X(d1,d2)) ≃ H
∗(X(d1,d2),Q)
≃ Q[h1, . . . , hr−n]
/〈∏
vj∈S
(w(1,j)h1 + · · ·+ w(r−n,j)hr−n)
∣∣∣∣S ∈ Π(d1,d2)
〉
. (106)
Proof. First we prove that Q[x1, . . . , xr]/I(Σ(d1,d2)) ≃ Q[h1, . . . , hr−n] with identification
xi =
r−n∑
k=1
w(k,i)hk. (107)
for i = 1, . . . , r. We define aQ-algebra homomorphism θ fromQ[x1, . . . , xr] toQ[h1, . . . , hr−n]
by xi 7−→
∑r−n
k=1 w(k,i)hk. Since V(d1,d2)
tW(d1,d2) = O, θ induces a Q-algebra homomorphism θ
from quotient ring Q[x1, . . . , xr]/I(Σ(d1,d2)) to Q[h1, . . . , hr−n]. By using the exact sequence
(67), we can obtain the following exact sequence,
0 // Qr−n
tW(d1,d2)
// Qr
V(d1,d2)
// Qn // 0. (108)
Obviously, this sequence splits (i.e., Qr ≃ Qr−n ⊕ Qn). Then we can take two matrices
A = (aki) ∈ M(r − n, r;Q), B = (bij) ∈ M(r, n;Q) such that tW(d1,d2)A + BV(d1,d2) = Ir,
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AtW(d1,d2) = Ir−n, and V(d1,d2)B = In. Using the matrix A, we can define a Q-algebra
homomorphism τ from Q[h1, . . . , hr−n] to Q[x1, . . . , xr]/I(Σ(d1,d2)) by hk 7−→ [
∑r
i=1 akixi].
Then
τ ◦ θ([xi]) =
r−n∑
k=1
w(k,i)
r∑
l=1
akl[xl]
=
r∑
l=1
(tW(d1,d2)A)il[xl]
=
r∑
l=1
(Ir − BV(d1,d2))il[xl]
= [xi]−
n∑
j=1
bij
[
r∑
l=1
vjlxl
]
= [xi] (by the definition of I(Σ)), (109)
where (C)ij is (i, j)–component of matrix C. We can also show θ ◦ τ(hk) = hk by using the
relation AtW(d1,d2) = Ir−n. Hence θ is an isomorphism. Then the identification (107) and
the definition of Stanley–Reisner ideal directly lead us to (106). 
Example 3 ((d1, d2) = (1, 1))
A∗Q(X(1,1)) ≃ Q[h1, . . . , h5]/〈h
2
1, h
2
2, h
2
3, h
2
4, (−h2 − h3 + h5)(−h1 − h4 + h5)〉
Example 4 ((d1, d2) = (2, 1))
A∗Q(X(2,1)) ≃Q[h1, . . . , h7]/〈h
2
1, h
2
3, h
2
4, h
2
5, h
2
2(−h1 + h2 + h6 − h7), h
2
2(h2 − h3 − h6 + h7),
(−h2 − h4 + h6)(−h1 + h2 + h6 − h7), (−h2 − h4 + h6)(h2 − h3 − h6 + h7),
(h2 − h3 − h6 + h7)(−h2 − h5 + h7)〉
Next, we compute Poincare´ Polynomial of M˜p0,2(P
1 × P1, (d1, d2)) in case of (d1, d2) =
(1, 1), (2, 1) by using Theorem 3. At first sight, it seems that we have to count the number
|Σ(d1,d2)(k)| for k = 0, . . . , n. But actually, thanks to the facts (iii) and (iv) in Theorem 3,
we only have to count the numbers |Σ(d1,d2)(0)|, . . . , |Σ(d1,d2)((n− 1)/2)| = |Σ(d1,d2)(d1+ d2)|.
Moreover, |Σ(d1,d2)(k)| equals to the number:∣∣{S ∣∣ S ⊂ Ver(d1,d2), |S| = k, and all P ∈ Π(d1,d2) are not contained in S}∣∣. (110)
by definition of Σ(d1,d2) (see (51)).
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(i) ((d1, d2) = (1, 1)) Since |Σ(1,1)(0)| = 1, |Σ(1,1)(1)| = 10, |Σ(1,1)(2)| = 40, Betti numbers
are computed using Theorem 3 as follows:
b0(X(1,1)) = b10(X(1,1)) = |Σ(1,1)(0)| = 1,
b2(X(1,1)) = b8(X(1,1)) = |Σ(1,1)(1)| − 5|Σ(1,1)(0)| = 5,
b4(X(1,1)) = b6(X(1,1)) = |Σ(1,1)(2)| − 4|Σ(1,1)(1)|+ 10|Σ(1,1)(0)| = 10,
b1(X(1,1)) = b3(X(1,1)) = b5(X(1,1)) = b7(X(1,1)) = b9(X(1,1)) = 0. (111)
Therefore, Poincare´ polynomial of X(1,1) is given by,
P(1,1)(t) = 1 + 5t
2 + 10t4 + 10t6 + 5t8 + t10 = (1 + t2)5. (112)
(ii) ((d1, d2) = (2, 1)) Since |Σ(2,1)(0)| = 1, |Σ(2,1)(1)| = 14, |Σ(2,1)(2)| = 84, |Σ(2,1)(3)| =
280, Betti numbers are computed as follows:
b0(X(2,1)) = b14(X(2,1)) = |Σ(2,1)(0)| = 1,
b2(X(2,1)) = b12(X(2,1)) = |Σ(2,1)(1)| − 7|Σ(2,1)(0)| = 7,
b4(X(2,1)) = b10(X(2,1)) = |Σ(2,1)(2)| − 6|Σ(2,1)(1)|+ 21|Σ(2,1)(0)| = 21,
b6(X(2,1)) = b8(X(2,1)) = |Σ(2,1)(3)| − 5|Σ(2,1)(2)|+ 15|Σ(2,1)(1)| − 35|Σ(2,1)(0)| = 35,
b1(X(2,1)) = b3(X(2,1)) = · · · = b11(X(2,1)) = b13(X(2,1)) = 0. (113)
Therefore, Poincare´ polynomial of X(2,1) is
P(2,1)(t) = 1 + 7t
2 + 21t4 + 35t6 + 35t8 + 21t10 + 7t12 + t14 = (1 + t2)7. (114)
From these results, we are tempted to expect that P(d1,1)(t) = (1+ t
2)2d1+3, but it is not true.
Since |Σ(d1,1)(0)| = 1, |Σ(d1,1)(1)| = 4d1 + 6, |Σ(d1,1)(2)| = (15d
2
1 + 43d1 + 22)/2, . . . , some of
Betti numbers of X(d1,1) are given by,
b0(X(d1,1)) = b4d1+6(X(d1,1)) = 1,
b2(X(d1,1)) = b4d1+4(X(d1,1)) = 2d1 + 3,
b4(X(d1,1)) = b4d1+2(X(d1,1)) =
3d21 + 13d1 + 4
2
,
. . . (115)
Therefore, Poincare´ polynomial of X(d1,1) takes the form:
P(d1,1)(t) =1 + (2d1 + 3)t
2 +
3d21 + 13d1 + 4
2
t4
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+ · · ·+
3d21 + 13d1 + 4
2
t4d1+2 + (2d1 + 3)t
4d1+4 + t4d1+6. (116)
However, it is not equal to,
(1 + t2)2d1+3 =1 + (2d1 + 3)t
2 + (d1 + 1)(2d2 + 3)t
4
+ · · ·+ (d1 + 1)(2d2 + 3)t
4d1+2 + (2d1 + 3)t
4d1+4 + t4d1+6. (117)
As we can see from the above, Poincare´ polynomial in general (d1, 1) case might be more
complicated.
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