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Abstract. We extend the self-energy functional theory (SFT) to the case of
interacting lattice bosons in the presence of symmetry breaking and quenched
disorder. The self-energy functional we derive depends only on the self-energies
of the disorder-averaged propagators, allowing for the construction of general non-
perturbative approximations. Using a simple single-site reference system with only
three variational parameters, we are able to reproduce numerically exact quantum
Monte Carlo (QMC) results on local observables of the Bose-Hubbard model with
box disorder with high accuracy. At strong interactions, the phase boundaries are
reproduced qualitatively but shifted with respect to the ones observed with QMC
due to the extremely low condensate fraction in the superfluid phase. Deep in the
strongly-disordered weakly-interacting regime, the simple reference system employed
is insufficient and no stationary solutions can be found within its restricted variational
subspace. By systematically analyzing thermodynamical observables and the spectral
function, we find that the strongly-interacting Bose glass is characterized by different
regimes, depending on which local occupations are activated as a function of the
disorder strength. We find that the particles delocalize into isolated superfluid lakes
over a strongly localized background around maximally-occupied sites whenever these
sites are particularly rare. Our results indicate that the transition from the Bose
glass to the superfluid phase around unit filling at strong interactions is driven by the
percolation of superfluid lakes which form around doubly occupied sites.
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1. Introduction
Ever since the seminal work by Giamarchi and Schulz [1, 2] in one dimension and
the extension to any dimension by Fisher et al. [3], the intricate interplay of disorder
and interactions in bosonic lattice systems has been an active field of research. The
advent of cold atom experiments in optical lattices [4, 5], where disorder can be realized
e.g. through the overlap of optical potentials with incommensurate wavelengths [6, 7]
or speckle-laser patterns [8, 9, 10], has further invigorated the interest in this class
of systems. More recently, the field has moved to research frontiers such as many-
body-localization [11] thanks to advances in monitoring real-time dynamics and state
preparation.
The theoretical understanding of disordered and interacting lattice bosons has been
primarily driven by numerical simulations. Exact diagonalization (ED) [12] can only be
applied to relatively small finite system sizes, while the extension of the density matrix
renormalization group (DMRG) [13, 14, 15, 16] to disorder [17] is restricted to low-
dimensional systems. In higher dimensions the state of the art method is path integral
quantum Monte Carlo (QMC) with worm updates [18, 19, 20, 21]. This algorithm
provides numerically exact results for large but finite-sized bosonic lattice systems,
while the disorder can be accounted for by averaging over many disorder realizations
[21]. However, dynamical quantities such as the single-particle spectral function can
only be determined by performing analytic continuation of imaginary-time propagators
with stochastic noise [22, 23]. The continuation is an inherently ill-posed problem,
and cannot resolve sharp resonances. While the methods mentioned above excel with
a high numerical accuracy, they rely on finite system sizes, which can represent a
problem when rare disorder-driven fluctuations play an important role, which can only
be captured once one approaches the thermodynamical limit. The available methods
in the thermodynamical limit rely on approximations. The mean-field decoupling
approximation [3] can be applied to disordered systems using an arithmetically averaged
condensate. However, this overestimates the phase coherence and the extent of the
superfluid phases, as locally condensed bosons are mistaken for a global condensate [24].
In fact, in mean-field methods with position-space resolution the geometric percolation
of condensed regions appears to be a more accurate quantity to evaluate the global
superfluid response [25]. A more accurate mean-field approach is the stochastic mean-
field theory [26, 27], where the condensate order parameter is treated as a disorder-
dependent quantity. However, mean-field methods are self-consistent only in terms of
the condensate (i.e. the one-point propagator). This severely hampers the ability to
describe uncondensed phases, which are simply approximated by the zero hopping limit
(i.e. the atomic limit).
A non-perturbative method which includes also a self-consistency in terms of the
two-point propagator is the dynamical mean-field theory (DMFT), originally formulated
for fermions [28, 29] and later generalized to bosons [30, 31, 32, 33, 34, 35]. For fermions
the formalism has been extended to disordered systems [36, 37, 38, 39] by averaging the
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systems propagators over all disorder configurations. While an arithmetic averaging in
this framework works well for weak disorder, it misses the essential physics in non-self-
averaging phases. In such phases, like the Anderson-localized regime [40, 37], observables
show broad tails in their disorder-distribution. An interesting idea for incorporating non-
self-averaging effects is the typical medium theory [36, 37, 38, 39], where the arithmetic
average is replaced by a geometrical mean. However, it is not clear what the range of
validity is for this approach. We would like to point out that the works above employing
disorder and DMFT all study fermionic systems. As of today we are not aware of any
works applying DMFT to disordered bosonic systems.
A more general theoretical framework for constructing non-perturbative approxi-
mations for interacting many-body systems is the self-energy functional theory (SFT)
[41, 42, 43, 44, 45, 46, 47, 48], from which DMFT can be derived as a certain constriction
of the variational space. The formalism was first developed for fermions [41, 42, 43, 44]
and later extended to bosonic systems [45, 46, 47, 48]. Our recent derivation [48] based
on the bosonic Baym-Kadanoff functional [49, 50] correctly includes U(1)-symmetry-
breaking, and simplifies to bosonic DMFT [30, 31, 32, 33, 34, 35] in a particular limit.
Within SFT, non-perturbative approximations are readily constructed by restricting the
self-energy domain of the original lattice system to the self-energies of a simpler exactly
solvable reference system. This reduces the full complexity of the original problem to
a search for stationary solutions in terms of the variational free propagators of the ref-
erence system. The generalization of SFT to systems with disorder has been developed
for fermions in Ref. [51] and applied in a variational cluster approximation to bosons in
the absence of U(1)-symmetry-breaking in Ref. [52].
The aim of this paper is to extend the bosonic SFT formalism of Ref. [48] to
disordered lattice bosons including the possibility of U(1)-symmetry-breaking. As
argued for fermions in Ref. [51], the geometrical mean used in the context of DMFT
[36, 37, 38, 39] is hard to reconcile with the variational SFT framework. We therefore
derive an arithmetically averaged formalism, where, through the introduction of an
appropriate TˆPV functional, the functional depends only on the self-energies of the
arithmetically averaged propagators. Just as the version for clean systems [48],
we find that SFT incorporates a disorder-averaged generalization of bosonic DMFT
[30, 31, 32, 33, 34, 35] in a certain limit. The resulting functional is, however, more
general than DMFT by being amenable to a more general variational space.
The prototypical model for interacting disordered bosonic lattice systems is the
Bose-Hubbard model (BHm) in the presence of local disorder (for a review, see Ref.
[53]). In addition to the Mott insulating and superfluid phases of the clean system,
the groundstate phase diagram exhibits a new phase: the Bose glass [1, 2, 3]. This is
an insulating but gapless and compressible phase, which always intervenes between
the Mott insulator and the superfluid phase at finite disorder [54, 55, 21]. While
certain single-particle states can show a high (but not macroscopic) occupation, the
disorder does not allow for global phase coherence as observed in the superfluid. The
statistical fluctuations of the local potential, on the other hand, locally exceed the gaps
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of adding/removing a particle [21], creating gapless regions which induce a non-vanishing
density of states at zero energy [3]. In the groundstate phase diagram of the disordered
BHm on a cubic lattice the superfluid phase extends to surprisingly large values of the
interaction U and the disorder strength D. For low/intermediate interactions and high
disorder it can be argued that this is related to the percolation between localized states
[21]. At stronger interaction and lower disorder, the phase diagram is characterized
by the so-called “superfluid finger” which extends to much larger interactions than the
critical value of the clean system and is characterized by an extremely low condensate
fraction. The critical temperature at which the condensate vanishes is thus extremely
low, making it very hard to access this regime in experiments [21].
We apply SFT to the BHm with local box disorder on the cubic lattice using
the simplest imaginable reference system, comprising a single bosonic mode. This
restriction to the minimal reference system produces a self-energy approximation with
three variational degrees of freedom, which we will denote by SFA3. In the clean BHm
the SFA3 approach has been shown to be in quantitative agreement with numerically
exact QMC results [48]. In this work we investigate the disordered BHm in the vicinity
of the superfluid finger, where the condensate density is extremely fragile, leading to
a substantial shift in the phase boundaries even if the numerical error is very low.
Nonetheless, we observe excellent agreement of the thermodynamic quantities computed
with SFT and the QMC reference results.
Since the SFA3 reference system can be solved exactly, we can also evaluate
the lattice spectral function and thereby obtain spectroscopic information not readily
available from QMC. By systematically analyzing the local excitations of the SFA3
spectral functions, we find that the strongly-interacting Bose glass is characterized by
different regimes, depending on which local occupations n are activated as a function
of the disorder strength D. While local observables are described well by the atomic
limit, we find that the particles delocalize into isolated superfluid lakes over the strongly-
localized background around highly-occupied sites whenever these sites are particularly
rare. In particular, our results indicate that the transition from the strongly interacting
Bose glass to the superfluid phase close to unit filling is driven by the percolation of
superfluid lakes which form around doubly occupied sites. As D is further increased and
the number of highly-occupied sites increases accordingly, the particles are localized
by the increasing particle-number fluctuations and interaction energy, explaining the
reentrant behavior of the superfluid finger at larger D.
We also present results deeper in the superfluid phase (i.e. at weaker interactions),
showing excellent agreement with QMC for thermodynamical quantities at low disorder.
When the disorder dominates both over the bandwidth and the interaction, the restricted
variational subspace of our SFA3 reference system is however insufficient, as we no-longer
can stabilize a stationary solution. Whether this can be remedied by a more general
reference system construction is an open question.
This paper is organized as follows. In Sec. 2 we derive the self-energy functional
theory for disordered lattice bosons: starting from the free-energy functional (Sec. 2.1),
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we generalize the bosonic Baym-Kadanoff functional to the case of disorder (Sec. 2.2),
perform a Legendre transform to the self-energy effective action (Sec. 2.3), average
the effective action over all disorder configurations (Sec. 2.4), and finally arrive at the
disorder-averaged self-energy functional (Sec. 2.5). In Sec. 3 we introduce the disordered
BHm, discuss the SFA3 reference system used in the SFT calculations (Sec. 3.1) and
derive analytic results in the atomic limit (Sec. 3.2). The numerical results are presented
in Sec. 4, where we investigate the strongly-interacting Bose glass (Sec. 4.1), the strongly-
interacting superfluid phase transition (Sec. 4.2), and the superfluid phase (Sec. 4.3).
Finally, Sec. 5 is devoted to the conclusion.
2. Self-energy functional theory for disordered lattice bosons
In this section we derive the self-energy functional theory for disordered lattice bosons.
In analogy to the formalism for clean systems derived in Ref. [48], we do so by a series
of Legendre transformations starting from the free-energy functional and introduce a
simpler exactly solvable reference system sharing the same local interaction and disorder
distribution. As was done in a previous work on fermions [51], we average over all
possible disorder configurations, arriving at a functional which only depends on the
self-energies of the arithmetically averaged propagators of the system.
Note that, in order to keep track of the various additional dependencies arising
through the disorder, we introduce a slightly more complex notation than in our work
on disorder-free bosons in Ref. [48], by denoting the explicit dependencies on system
parameters as subscripts. Further, we will denote Nambu objects (i.e. matrices or
vectors) as bold letters (e.g. O), scalars as simple letters (e.g. O), and functionals with
a hat (e.g. Oˆ). Finally, for notational simplicity, we denote the one-point self-energy
(formerly Σ1/2 in Ref. [48]) as S.
2.1. Free-energy functional
Consider a lattice system of bosons in the presence of quadratic disorder, with creation
(annihilation) operator b†i (bi ) on site i. Using the Nambu operators b
†
α ≡ b†iν ≡ (b†i , bi )ν
with commutator [bα,b†β] = (1⊗ σz)αβ , where α is a superindex spanning both the site
index i and the Nambu index ν, the Hamiltonian Hˆ of the system can be written as
Hˆ = F†αb
α +
1
2
b†αt
α
βb
β +
1
2
b†αη
α
βb
β + Vˆ , (1)
where repeated indices are summed over, F is an explicit symmetry-breaking field,
tαβ = t
iη
jν = tij ⊗ 1ην is the hopping, the quadratic disorder ηαβ = ηiηjν = ηij ⊗ 1ην has the
probability distribution P (η), and the general three and four-body interaction Vˆ can
be expressed as Vˆ ≡ V (3)αβγbαbβbγ + V (4)αβγδbαbβbγbδ. To keep the notation compact we
will henceforth suppress the lattice-Nambu superindices.
At finite temperature T ≡ β−1 the free energy functional of the interacting system
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is given by
ΩˆV [F,G
−1
0 ] = − ln(Tr[e−SV[F,G
−1
0 ]])/β , (2)
where the subscript ’V ’ means that in addition to F and G−10 the functional also depends
on the interaction vertex Vˆ , and SV is the imaginary-time action
SV [F,G−10 ] ≡
∫ β
0
dτ F†b(τ) +
∫ β
0
dτ Vˆ [b(τ)]
− 1
2
∫ ∫ β
0
dτdτ ′ b†(τ)G−10 (τ, τ
′)b(τ ′) . (3)
The free energy functional ΩˆV [F,G
−1
0 ] is equal to the free energy ΩFtηV of the lattice
system in Eq. (1) with fix disorder configuration η, when evaluated at the symmetry
breaking field F and the free single-particle propagator Gtη0, i.e.
ΩˆV [F,G
−1
tη0] = ΩFtηV , (4)
where the non-interacting (Vˆ = 0) single-particle propagator of Eq. (1) is given by
G−1tη0(τ, τ
′) = δ(τ − τ ′)(−[1⊗ σz]∂τ ′ − t− η) , (5)
and the subscript means that it depends on the hopping t and the disorder configuration
η only. By taking functional derivatives of the free energy functional ΩˆV with respect
to F and G−10 we obtain the two functionals
φˆV [F,G
−1
0 ] ≡ β
δΩˆV [F,G
−1
0 ]
δF†
, (6)
GˆV [F,G−10 ] ≡ 2β
δΩˆV [F,G
−1
0 ]
δG−10
+ (φˆV φˆ
†
V )[F,G
−1
0 ], (7)
that reproduce the physical one- and two-point propagators (i.e. the condensate ΦFtηV
and the connected Green’s function GFtηV ) of the disordered interacting system in Eq.
(1) when evaluated at F and G−1tη0, i.e.
φˆV [F,G
−1
tη0] = ΦFtηV = 〈b〉 ,
GˆV [F,G−1tη0] = GFtηV = −〈b(τ)b†(0)〉+ 〈b〉〈b†〉 . (8)
2.2. Baym-Kadanoff functional
When exchanging the functional dependence of the free energy functional ΩˆV in Eq. (2),
from F and G−10 to Φ and G by means of a Legendre transformation, one obtains the
bosonic Baym-Kadanoff functional [49, 50, 48]
Γˆ
(BK)
FtηV [Φ,G] = F
†Φ− 1
2
Φ†G−1tη0Φ +
1
2
Tr[G−1tη0G]
+
1
2
Tr ln[−G−1] + Φˆ(LW)V [Φ,G] . (9)
Here, the entire complexity of the many-body system is contained in the Luttinger-Ward
functional Φˆ
(LW)
V [Φ,G] which contains all two-particle irreducible diagrams [56, 57]. For
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a more detailed discussion of the Luttinger-Ward functional in the context of SFT, see
Ref. [48].
At the physical interacting one and two-point propagators, the Baym-Kadanoff
functional Γˆ
(BK)
FtηV is stationary
∂ΦΓˆ
(BK)
FtηV [ΦFtηV ,GFtηV ] = 0 , ∂GΓˆ
(BK)
FtηV [ΦFtηV ,GFtηV ] = 0 , (10)
and equal to the free energy
Γˆ
(BK)
FtηV [ΦFtηV ,GFtηV ] = ΩFtηV . (11)
The explicit functional derivatives take the form
δΓˆ
(BK)
FtηV
δΦ†
= F−G−10 Φ +
δΦˆ
(LW)
V
δΦ†
, 2
δΓˆ
(BK)
FtηV
δG
= G−10 −G−1 + 2
δΦˆ
(LW)
V
δG
.(12)
By identifying the variations of the Luttinger-Ward functional Φˆ
(LW)
V as the one and
two-point self-energies [49, 50, 48]
S = −δΦ†Φˆ(LW)V , Σ = −2δGΦˆ(LW)V , (13)
and applying the stationarity conditions [Eq. (10)] we find that the interacting
propagators fulfill the two Dyson equations
G−10 Φ = F− S , G−1 = G−10 −Σ . (14)
Consider now the result of substituting F and G−10 using Eq. (14) in the functionals
φˆV and GˆV [Eqs. (6) and (7)]. This gives the highly non-linear coupled equations
φˆV [(G
−1 + Σ)Φ + S,G−1 + Σ] = Φ , (15)
GˆV [(G−1 + Σ)Φ + S,G−1 + Σ] = G . (16)
For given self-energies S and Σ the concomitant solution of Eqs. (15) and (16) implicitly
defines the functionals
ΦˆV [S,Σ] = Φ , GˆV [S,Σ] = G, (17)
depending solely on the self-energies S and Σ and the interaction Vˆ , producing the
physical interacting propagators when evaluated at the physical self-energies, i.e.
ΦˆV [SFtηV ,ΣFtηV ] = ΦFtηV , GˆV [SFtηV ,ΣFtηV ] = GFtηV . (18)
2.3. Bosonic self-energy effective action
By means of a further Legendre transform the Baym-Kadanoff functional Γˆ
(BK)
FtηV with
functional dependence on Φ and G can be transformed into the self-energy effective
action
Γˆ
(SE)
FtηV [S,Σ] =
1
2
(F−S)†Gtη0(F−S)+1
2
Tr ln[−(G−1tη0−Σ)]+FˆV[S,Σ], (19)
depending on the self-energies S and Σ, where the universal functional FˆV [S,Σ] is
the Legendre transform of the universal Luttinger-Ward functional Φˆ
(LW)
V [Φ,G], with
variations (see Ref. [48] for details)
δS†FˆV = Φ , δΣFˆV = G. (20)
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The variations of the self-energy effective action give
δΓˆ
(SE)
FtηV
δS†
= −Gtη0(F− S) + Φ ,
δΓˆ
(SE)
FtηV
δΣ
= − [G−1tη0 −Σ]−1 + G , (21)
whence Γˆ
(SE)
FtηV is stationary at the physical self-energies
δS†Γˆ
(SE)
FtηV [SFtηV ,ΣFtηV ] = 0 , δΣΓˆ
(SE)
FtηV [SFtηV ,ΣFtηV ] = 0 . (22)
and equal to the free energy
Γˆ
(SE)
FtηV [SFtηV ,ΣFtηV ] = ΩFtηV . (23)
2.4. Disorder-averaged self-energy effective action
While we up till now have treated a system with a single disorder realization η, we
are interested in describing the averaged ensemble of systems with disorder probability
distribution P (η) and its ensemble averaged free-energy
ΩFtPV ≡ 〈ΩFtηV 〉P ≡
∫
dηP (η)ΩFtηV . (24)
In terms of the self-energy functional Eq. (19) the averaged free energy can be expressed
as
ΩFtPV =
〈
Γˆ
(SE)
FtηV [SFtηV ,ΣFtηV ]
〉
P
. (25)
using Eq. (23). However, a direct application of the avaraged self-energy functional does
not lend itself to the construction of approximations using disorder averaged propagators
and self-energies.
To describe the combined effect of disorder and interaction we seek to construct
an extended disorder-averaged functional parametrized by the disorder-averaged
propagators
Φ¯ ≡
〈
Φˆη
〉
P
, G¯ ≡
〈
Gˆη − ΦˆηΦˆ†η
〉
P
+ Φ¯Φ¯
†
, (26)
using the short-hand notation Gˆη ≡ GˆV [Sη,Ση] and Φˆη ≡ ΦˆV [Sη,Ση], where Sη
and Ση denote the self-energies for the disorder configuration η, see Eq. (18). The
corresponding average self-energies S¯ and Σ¯ are defined through the Dyson equations
S¯ = F−G−1t00Φ¯ , Σ¯ = G−1t00 − G¯−1 , (27)
where Gt00 is the free propagator for the disorder-free system Gt00 ≡ Gtη0|η=0. By
insertion of the averaged Dyson equations [Eq. (27)] in the definitions of the averaged
propagators Φ¯ and G¯ [Eq. (26)] we obtain the relations
Φ¯ =
〈
A−1η Bη
〉
P
, (28)
G¯− Φ¯Φ¯† =
〈
[Aη −Ση]−1 −
[
A−1η Bη
] [
A−1η Bη
]† 〉
P
. (29)
where
Aη = G¯
−1 + Σ¯− η , Bη = S¯− Sη + [G¯−1 + Σ¯]Φ¯. (30)
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The concomitant solution of Eq. (28) and (29) implicitly defines the two universal
functionals
ˆ¯Φ[S¯, Σ¯, {Sη,Ση}] = Φ¯ , ˆ¯G[S¯, Σ¯, {Sη,Ση}] = G¯ . (31)
Using the universal averaged propagator functionals we define the extended averaged
self-energy effective action
Γˆ
(SE)
FtPV [S¯, Σ¯, {Sη,Ση}] =
1
2
(F− S¯)†Gt00(F− S¯) + 1
2
Tr ln[−(G−1t00 − Σ¯)]
+ TˆPV [S¯, Σ¯, {Sη,Ση}] +
〈
FˆV [Sη,Ση]
〉
P
, (32)
where TˆPV is a universal functional of the averaged self-energies
TˆPV
[
S¯, Σ¯, {Sη,Ση}
] ≡ −1
2
ˆ¯Φ
†
(
ˆ¯G
−1
+ Σ¯
)
ˆ¯Φ− 1
2
〈
Φˆ
†
η
(
ˆ¯G
−1
+ Σ¯− η
)
Φˆη
〉
P
+
〈[
S¯† − S†η + ˆ¯Φ
†
(
ˆ¯G
−1
+ Σ¯
)]
Φˆη
〉
P
+
1
2
〈
Tr ln
[
−
(
ˆ¯G
−1
+ Σ¯− η −Ση
)]〉
P
−1
2
Tr ln
[
− ˆ¯G−1
]
. (33)
Here, we have extended the variational space from the fixed-disorder self-energies
[{Sη,Ση}] to both the fixed-disorder and average self-energies [S¯, Σ¯, {Sη,Ση}].
However, when evaluated at the physical self-energies, Γˆ
(SE)
FtPV takes the value of the
disorder average of the self-energy functional 〈Γˆ(SE)FtηV 〉P , see Appendix A, and is thus
equal to the disorder averaged free energy ΩFtPV by Eq. (25).
The variations of TˆPV are derived in Appendix A and give, δS¯† TˆPV = ˆ¯Φ and
2δΣ¯TˆPV = ˆ¯G, showing that TˆPV is the analogue of the FˆV functional for the averaged
self-energies, as by Eq. (20), δS†ηFˆV = Φˆη and 2δΣηFˆV = Gˆη. The functional derivatives
with respect to the self-energies at fixed disorder configuration η yield
δS†η TˆPV = −P (η)Φˆη + (δS†ηΦˆ
†
η)P (η)Qη , (34)
2δΣη TˆPV = −P (η)Gˆη + 2(δΣηΦˆ
†
η)P (η)Qη , (35)
where Qη is defined in Appendix A and vanishes at the physical self-energies.
The variations of the averaged self-energy effective action Γˆ
(SE)
FtPV [Eq. (32)] therefore
give
δS¯†Γˆ
(SE)
FtPV = −Gt00(F− S¯) + ˆ¯Φ, (36)
2δΣ¯Γˆ
(SE)
FtPV = −[G−1t00 − Σ¯]−1 + ˆ¯G, (37)
δS†η Γˆ
(SE)
FtPV = −P (η)Φˆη + δS†η〈FˆV [Sη,Ση]〉P + (δS†ηΦˆ
†
η)P (η)Qη, (38)
2δΣη Γˆ
(SE)
FtPV = −P (η)Gˆη + 2δΣη〈FˆV [Sη,Ση]〉P + 2(δΣηΦˆ
†
η)P (η)Qη, . (39)
Hence, at the physical self-energies
S¯, Σ¯, {Sη,Ση} = S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV } , (40)
the averaged self-energy effective action Γˆ
(SE)
FtPV is stationary
δS†η Γˆ
(SE)
FtPV = δΣη Γˆ
(SE)
FtPV = δS¯†Γˆ
(SE)
FtPV = δΣ¯Γˆ
(SE)
FtPV = 0, (41)
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and equal to the average free energy
Γˆ
(SE)
FtPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }] = ΩFtPV . (42)
The crucial part of the disorder-averaged self-energy effective action is that the
functionals TˆPV and FˆV are universal, in the sense that they do not depend on the
non-interacting propagator Gt00 or the symmetry-breaking field F (see Appendix B for
the explicit derivatives of TˆPV and Ref. [48] for the universality of FˆV ), but only on
the interaction V , the disorder probability distribution P (η), the disorder-dependent
self-energies {Sη,Ση}, and the average self-energies S¯ and Σ¯. In the following we will
make use of this property in order to derive consistent approximations of Γˆ
(SE)
FtPV .
2.5. Disorder-averaged self-energy functional theory
A versatile approach to non-perturbative approximations of the self-energy effective
action Γˆ
(SE)
FtηV is the self-energy functional theory (SFT) pioneered by Potthoff [41, 42,
43, 44] for fermionic systems and later extended to bosonic systems [45, 47, 48]. The
formalism for systems with disorder has been developed for fermions in Ref. [51] and
applied in a variational cluster approximation (VCA) to bosons without symmetry
breaking in Ref. [52]. Here, we generalize the bosonic case to also include U(1)-
symmetry-breaking and general reference systems.
We consider the general interacting bosonic system with quadratic disorder of
Eq. (1), and introduce a second reference system with the same interaction Vˆ and
disorder P (η) but with some arbitrary linear symmetry breaking field F′, arbitrary free
propagator
G−1∆η0(τ, τ
′) = δ(τ − τ ′)(−[1⊗ σz]∂τ ′ − η)−∆(τ, τ ′) , (43)
and self-energy effective action Γˆ
(SE)
F′∆PV . Here, the free propagator G∆η0 is parametrized
by replacing the hopping t by a completely general matrix ∆(τ, τ ′) ‡ .
Now, since the self-energy effective actions of both systems contain the same
universal functionals FˆPV and TˆPV we can evaluate Γˆ(SE)FtPV in terms of Γˆ(SE)F′∆PV as
Γˆ
(SE)
FtPV [S¯, Σ¯, {Sη,Ση}] = Γˆ(SE)F′∆PV [S¯, Σ¯, {Sη,Ση}] +
1
2
Tr ln
[
G−1t00 − Σ¯
]
− 1
2
Tr ln
[
G−1∆00 − Σ¯
]
+
1
2
(F− S¯)†Gt00(F− S¯)
− 1
2
(F′ − S¯)†G∆00(F′ − S¯). (44)
The stationary condition in Eq. (41) now translates into
δΓˆ
(SE)
FtPV
δS¯†
= G∆00(F
′ − S¯)−Gt00(F− S¯) = 0 , (45)
2
δΓˆ
(SE)
FtPV
δΣ¯
= [G−1∆00 − Σ¯]−1 − [G−1t00 − Σ¯]−1 = 0 . (46)
‡ In e.g. the context of dynamical mean-field theory ∆(τ−τ ′) would represent a retarded hybridization
of an impurity with a non-interacting bath, while in the case of e.g. an instantaneous ∆(τ, τ ′) =
t′δ(τ − τ ′) where t′ is diagonal in Nambu space, it can be considered to be a hopping amplitude.
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If by an appropriate choice of ∆ and F′ the reference system can be made simple
enough to be exactly solvable, one can go one step further and evaluate the original
systems functional Γˆ
(SE)
FtPV at the physical self-energies of the reference system, i.e. at
S¯F′∆ ≡ S¯F′∆PV , Σ¯F′∆ ≡ Σ¯F′∆PV , and {SF′∆ηV ,ΣF′∆ηV }. This produces the self-
energy functional theory (SFT) approximation for the system and the SFT functional
Γˆ
(SFT)
FtPV [S¯F′∆, Σ¯F′∆] = ΩF′∆PV +
1
2
Tr ln
[
G−1t00 − Σ¯F′∆
]− 1
2
Tr ln
[
G−1∆00 − Σ¯F′∆
]
+
1
2
(F− S¯F′∆)†Gt00(F− S¯F′∆)− 1
2
(F′ − S¯F′∆)†G∆00(F′ − S¯F′∆) , (47)
where we have used that Γˆ
(SE)
F′∆PV [S¯F′∆, Σ¯F′∆, {SF′∆ηV ,ΣF′∆ηV }] = ΩF′∆PV , and
Γˆ
(SFT)
FtPV [S¯F′∆, Σ¯F′∆] ≡ Γˆ(SE)FtPV [S¯F′∆, Σ¯F′∆, {SF′∆ηV ,ΣF′∆ηV }] , (48)
is the self-energy effective action of the original system Γˆ
(SE)
FtPV restricted to the
domain of physical self-energies of the reference system. Note that by replacing
Γˆ
(SE)
F′∆PV [S¯F′∆, Σ¯F′∆, {SF′∆ηV ,ΣF′∆ηV }] with the scalar ΩF′∆PV , we eliminate all explicit
dependencies on the fixed-disorder self-energies {SF′∆ηV ,ΣF′∆ηV }, such that the
disorder-averaged self-energy effective action now only depends on the average self-
energies S¯F′∆ and Σ¯F′∆.
The domain of Γˆ
(SFT)
FtPV is therefore defined by the average physical self-energies of the
reference system (S¯F′∆ and Σ¯F′∆) and parametrized by ∆ and F
′. By generalizing the
variational principle of Eq. (41) to the restricted domain we obtain a thermodynamically
optimal approximation when the self-energy variations are zero on the domain, i.e. we
seek ∆ and F′ such that
δΓˆ
(SFT)
FtPV
δS¯†F′∆
=
δΓˆ
(SFT)
FtPV
δΣ¯F′∆
= 0, (49)
which by
δΓˆ
(SFT)
FtPV
δS¯†F′∆
=
δΓˆ
(SFT)
FtPV
δF′
[
δS¯†F′∆
δF′
]−1
+
δΓˆ
(SFT)
FtPV
δ∆
[
δS¯†F′∆
δ∆
]−1
, (50)
δΓˆ
(SFT)
FtPV
δΣ¯F′∆
=
δΓˆ
(SFT)
FtPV
δF′
[
δΣ¯F′∆
δF′
]−1
+
δΓˆ
(SFT)
FtPV
δ∆
[
δΣ¯F′∆
δ∆
]−1
, (51)
can be fulfilled if
δΓˆ
(SFT)
FtPV
δF′
=
δΓˆ
(SFT)
FtPV
δ∆
= 0. (52)
By the SFT approximation, the entire complexity of the original lattice system has
therefore been reduced to finding stationary solutions of the functional in Eq. (47) in
terms of the variational parameters F′ and ∆.
Note that by restricting ∆ to be local, but keeping its full imaginary-time
dependence, SFT reduces to a disorder-averaged version of bosonic dynamical mean-
field theory [30, 31, 32, 33, 34], see Appendix C.
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3. Disordered Bose-Hubbard model
As a simple application of the formalism derived in Sec. 2 we study the disordered
Bose-Hubbard model (BHm) on the cubic lattice with uncorrelated box disorder. The
Hamiltonian has the form
H = −J
∑
〈i,j〉
b†ibj +
U
2
∑
i
b†ib
†
ibibi +
∑
i
(ηi−µ) nˆi, (53)
where b
(†)
i creates (annihilates) a boson at site i, nˆi = b
†
ibi is the occupation number
operator, 〈i, j〉 denotes summation over nearest neighbors, J is the hopping amplitude,
U the on-site interaction, and µ the chemical potential. The local disorder potentials ηi
are uncorrelated and are assumed to have a flat probability distribution
P (η) =
∏
i
p(ηi) , p(η) =
{
1/(2D) , if |η| ≤ D
0 , else
(54)
where D is the disorder strength. Thus, the free propagator [Eq. (5)] is given by
G−1tη0(τ, τ
′) = δ(τ − τ ′) (−[1⊗ σz]∂τ ′ + [(Jδ〈i,j〉 + [µ− ηi]δij)⊗ 1]) , (55)
where δ〈ij〉 is non-zero only for nearest neighbors 〈i, j〉.
In addition to the superfluid and Mott insulating phase of the clean (i.e. non-
disordered) model, the groundstate phase diagram of the disordered BHm exhibits
the Bose glass phase. It is an insulating compressible phase that always intervenes
between the superfluid and the Mott insulator at finite disorder (D > 0) [21]. The
phase is composed of local regions, including both strongly localized atomic levels, and
isolated superfluid lakes which locally close the many-body gap. Since these superfluid
lakes are spatially separated, global phase coherence is not reached, yielding a zero
superfluid response. Hence, while the compressibility of the Bose glass is finite, the global
condensate order parameter is zero as is the many-body gap. In our SFT formalism we
therefore distinguish the Bose glass and the superfluid phase by the disorder-averaged
condensate Φ¯. In the mean-field approach of Ref. [25] a different criterion was used,
analyzing the spatial percolation of superfluid regions (i.e. isolated regions with non-zero
quasi-condensates), allowing for a zero global superfluid response even though Φ¯ 6= 0.
As in this work we will treat only disorder-averaged translational-invariant quantities,
such a real-space percolation of the condensate is not analyzed directly.
3.1. Minimal reference system
In this first application of SFT with symmetry breaking to the disordered BHm, we will
make use of the simplest possible reference system, comprising a single bosonic mode
per site. In this case the reference system Hamiltonian in the thermodynamic limit
reads
H ′η [F
′,∆] =
∑
i
H˜ ′i,ηi [F
′,∆] , (56)
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where the sum runs over an infinite number of independent single-site Hamiltonians
H˜ ′i,ηi =
U
2
b†ib
†
ibibi + (ηi−µ) nˆi + b†iF′ + b†i
∆
2
bi . (57)
The reference system is parametrized by three real translationally-invariant parameters
F ′, ∆00, and ∆01, where F′ = (F ′, F ′) and ∆(τ − τ ′) = δ(τ − τ ′)∆ is instantaneous in
imaginary time and site-local as
∆(τ − τ ′) = δ(τ − τ ′)[δij ⊗ (∆001 + ∆01σx)] . (58)
This minimal reference system yields a non-perturbative self-energy functional
approximation that we denote by SFA3. It has previously been shown to yield
quantitatively correct results for the clean BHm, comparing with numerically exact
QMC results [48].
In the case of uncorrelated disorder considered here, the disorder-averaging of
observables [Eq. (24)] gives translationally invariant results, see Appendix D. The
disorder-averaged free energy of the SFA3 reference system is therefore given by
ΩF′∆PU = N〈Ωi,F′∆ηiU〉p (59)
where N is the number of lattice sites, Ωi,F′∆ηiU is the free energy of a single site in
the reference system, and 〈f(η)〉p ≡
∫
dη p(η)f(η). Analogously, the propagators are
obtained as
G¯F′∆PU(τ−τ ′) = δij⊗〈Gii,F′∆ηiU(τ−τ ′)〉p , Φ¯F′∆PU = 〈Φi,F′∆ηiU〉p .(60)
Hence, to evaluate the disorder-averaged quantities of the reference system it suffices
to solve the single-site Hamiltonian of Eq. (57) for all possible values of ηi and then
average the result over the probability distribution p(η). The corresponding average
self-energies S¯F′∆PU and Σ¯F′∆PU of the reference system are then obtained from Eq.
(27).
Physical solutions of the lattice system can be found by searching for stationary
values of the SFT functional in Eq. (47) fulfilling Eq. (52) using a standard root solver to
find the point with zero gradient. This procedure is identical to the algorithm detailed
in Ref. [48]. Once a stationary solution is found, lattice quantities can be computed
using the corresponding self-energies at stationarity as detailed in Appendix E.
3.2. Atomic limit
As in this work we mainly analyze the behavior of the disordered BHm at large
interactions U/J  1, we want to compare to the analytic atomic limit of having
decoupled sites, i.e. J = 0. In this section we analyze the properties of the infinite
system in this limit.
3.2.1. Local occupations We start by analyzing the local occupations as a function of
disorder in the atomic limit. For J = 0, we can have a local occupation ni = 〈nˆi〉 at zero
temperature if the local potential ηi takes values ηmin(ni) < ηi < ηmax(ni). In order to
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derive this, we turn to the local energy of the decoupled site i with occupation number
ni and local potential ηi, i.e.
ESS(ni, ηi) =
U
2
ni (ni − 1) + (ηi − µ)ni, (61)
The groundstate will have local occupation larger than ni − 1 if ESS(ni, ηi) < ESS(ni −
1, ηi), i.e. if
ηi < ηmax(ni) =
{
µ− U(ni − 1) if ni > 0,
∞ if ni = 0, (62)
where we used that the local occupation ni is bounded from below by zero, and therefore
ηmin(0) = ∞. Additionally, in order to have a local occupation of ni we need to fulfill
the condition ESS(ni, ηi) < ESS(ni + 1, ηi), resulting in
ηi > ηmin(ni) = µ− Uni. (63)
As the minimum possible value of ηi is −D [see Eq. (54)], this implies that the
maximal possible local occupation nmax is given by
nmax =
⌊
D + µ
U
+ 1
⌋
. (64)
Furthermore, as the maximum value of ηi is D and the local occupation is bounded from
below by ni = 0, we have a minimal possible local occupation of
nmin = Max
{⌈
µ−D
U
⌉
, 0
}
. (65)
We can use the information above to derive the probability of sites with occupation
n in the infinite system. We denote this quantity by rn, defined as the number of sites
with local occupation n divided by the total number of sites, which can be computed
by
rn =
{
0 if n < nmin or n > nmax,
1
2D
(Min {D, ηmax(n)} −Max {−D, ηmin(n)}) else. (66)
We can use the probabilities rn in order to derive expressions for the total density n and
the interaction energy Eint, given by
n =
∞∑
m=0
rmm, Eint =
U
2
∞∑
m=0
rm
(
m2 −m) . (67)
Note that, while the values of rn depend on the disorder distribution P (η), the
values of D where they become non-zero [and therefore the maximal and minimal
possible occupations for a given disorder strength in Eqs. (64) and (65)] depend only on
the maximal and minimal values of the local potential ±D (and the global parameters
µ and U). These are therefore universal, in the sense that they do not depend on
the disorder distribution P (η) as long as it is uncorrelated and bounded [i.e. with
p (|ηi| > D) = 0].
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3.2.2. Local excitations On a single-site level, the process (ni → ni + 1) on site i leads
to the energy difference
∆E [ni → ni + 1] = Uni − µ+ ηi. (68)
As discussed in Sec. 3.2.1, in the groundstate we can have a local occupation of ni only
if ηmin(ni) ≤ ηi ≤ ηmax(ni), see Eqs. (62) and (63). If we average over all sites i, we
therefore find, that the local processes (nl → nl+1), with local groundstate occupations
nl, span over the energy range given by
Max {0, Unl − µ−D} ≤ ∆E [nl → nl + 1] ≤
{
D − µ if nl = 0,
Min {U,Unl − µ+D} else. (69)
We can further derive the energy difference for the opposite process in the same way,
yielding
Max {0, µ−D − Unl} ≤ ∆E [nl + 1→ nl] ≤ Min {U, µ+D − Unl} . (70)
The disorder-averaged local spectral function is defined as
Aloc(ω) = − 1
Npi
∑
i
Im
[
G¯ii(ω)
]
. (71)
At zero temperature we have
Gii,η(ω) =
∑
n6=GS

∣∣∣〈n ∣∣∣b†i ∣∣∣GS〉∣∣∣2
EGS − En + ω+ +
∣∣∣〈n ∣∣∣bi ∣∣∣GS〉∣∣∣2
EGS − En − ω+
 , (72)
where GS is the groundstate, the sum runs over all other eigenstates, En is the energy of
eigenstate n, and ω+ = ω+ i with a small broadening parameter . Disorder-averaging
over an infinite number of configurations therefore yields a translational invariant local
Green’s function
G¯ii(ω) =
∫ D
−D
dηp(η)
(
n˜(η) + 1
ω+ −∆E [n˜(η)→ n˜(η) + 1]
+
n˜(η)
∆E [n˜(η)− 1→ n˜(η)]− ω+
)
, (73)
where
n˜ (ηmin(n) < η < ηmax(n)) = n. (74)
Using Eqs. (69) and (70) we therefore find that the resonances of the spectral
function for the processes (n → n + 1) are bounded by Eq. (69), while the processes
(n + 1→ n) are bounded by Eq. (70). Therefore, the effect of the disorder strength D
on the spectral function in the atomic limit – which in the absence of disorder consists
of sharp delta peaks – is to broaden the peaks to a width which is proportional to D.
A consequence of this is that, apart from the process (0 → 1), all local resonances are
bounded by −U ≤ ω ≤ U . Further, it can easily be shown that for D ≥ mU/2, with
integer m, we have ωmax(n→ n+ 1) > ωmin(n+m→ n+m+ 1), leading to an overlap
of the processes (n→ n+1) and (n+m→ n+m+1) (and equivalently for the reversed
particle-removal processes).
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Figure 1. Groundstate phase diagram of the disordered BHm with box disorder at
fixed density n = 1. The SFA3 results on the superfluid to Bose glass transition are
shown in red, while the QMC results (black squares) are taken from Ref. [21]. The
blue dashed line indicates the point where doubly occupied sites are activated in the
atomic limit.
4. Results
We analyze the BHm with box disorder using SFT with an SFA3 reference system, see
Sec. 3.1. The calculations are compared to disorder-averaged path integral quantum
Monte Carlo (QMC) [20, 58, 21] simulations on a finite cubic lattice of 83 sites. In
the strongly-interacting case we further compare to analytic results in the atomic limit
(i.e. the limit of zero hopping J = 0), detailed in Sec. 3.2. The resulting groundstate
phase diagram computed with SFA3 at large interactions for fixed density n = 1 is
shown in Fig. 1 together with the QMC results of Ref. [21]. The groundstate phases
exhibited by the system are the superfluid, the Mott insulator, and the Bose glass. For
the ordered BHm (η = 0), the SFA3 approximation showed remarkable agreement with
exact QMC results [48]. The phase diagram in Fig. 1 shows that this remains true also
for weak disorder D/J . 30, where the SFA3 superfluid to Bose glass transition line
shows excellent agreement with the QMC result.
For stronger disorder the situation changes, in particular in the so-called superfluid
finger, i.e., the narrow region of the superfluid phase extending to large values of the
relative interaction strength U/J . In the finger, the condensate density ρc =
1
2
Φ¯†Φ¯ is
extremely low, and therefore very hard to resolve experimentally [21]. Small deviations
from numerically exact results in the SFA3 calculations therefore lead to a notable shift
in the phase boundaries and an overestimation of the extent of the superfluid finger, as
seen in Fig. 1. At even larger disorder when leaving the superfluid finger, the discrepancy
between SFA3 and QMC results is reduced. The Mott insulator to Bose glass transition
at fixed density n = 1 is very hard to resolve numerically (unlike the transition at fixed
chemical potential discussed later), as the finite compressibility in the Bose glass close
to the phase boundary is exponentially small [21]. Instead, in Fig. 1 we show analytic
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results on the phase boundary from Ref. [21].
Note that, while it is always possible to find a Bose glass stationary solution
at strong disorder in mean-field approaches (by setting the condensate to zero),
arithmetically averaged mean-field always finds a groundstate with a finite condensate
order parameter and lower free energy [24, 25]. In the context of SFT, the mean-field
approximation can be understood as neglecting the kinetic contributions of uncondensed
bosons in the self-energy functional [48]. By including these contributions in our SFA3
calculations, we are able to change the energy balance with respect to the mean-field
approach, yielding a phase transition to the uncondensed Bose glass.
4.1. Strongly-interacting Bose glass phase
Using the local occupation probabilities rn of Sec. 3.2.1, it is possible to distinguish
different regimes of the Bose glass in the atomic limit: the qualitative behavior of the
Bose glass will change every time the disorder strength is large enough to activate a
given local occupation n (i.e. if the probability of finding a site with local occupation n,
rn, becomes non-zero as a function of D). Coming from the Mott-insulating groundstate
at density n = 1 (where rn6=1 = 0) and increasing the disorder strength D, as we enter
the Bose glass one of the probabilities r0 and r2 becomes non-zero, as either empty
or doubly-occupied sites are activated by the disorder depending on the value of the
chemical potential. When the disorder is increased further, also higher occupancies are
activated and other probabilities rn become non-zero every time we enter a new regime
of the strongly-interacting Bose glass.
While the atomic limit shows sharp transitions between the different regimes (see
the values of rn in Fig. 2d), for finite hopping J , the kinetic fluctuations turn the
transitions into crossovers. However, as we will discuss in this section, in the case of
strong interactions the qualitative behavior of local observables changes drastically also
in our numerical results whenever a new regime is entered. For the sweep in disorder
strength of Fig. 2 the results for local quantities such as the density (Fig. 2a) and the
interaction energy (Fig. 2c) show perfect agreement between the analytic results in the
atomic limit and both SFA3 and QMC results, except right at the transition/crossover
between the different regimes. In fact, the kinetic energy (Fig. 2b) – which is the
dominating additional contribution of the finite hopping in SFA3 and QMC, as compared
to the atomic limit – is orders of magnitude smaller than the interaction energy at large
disorder. In the following we will discuss these different strongly-interacting regimes in
more detail, analyzing the qualitative behavior of the observables in Fig. 2 and extracting
additional information from the corresponding local spectral functions Aloc(ω) shown in
Fig. 3.
We start at D = 0, i.e., in the non-disordered Mott insulator. As every site has the
same local occupation ni = 1, the local spectral function (Fig. 3b) is characterized by
the two Hubbard bands corresponding to the transitions (1→ 0) at negative frequencies
and (1 → 2) at positive frequencies. While in the atomic limit these resonances would
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Figure 2. Observables of the disordered BHm as a function of disorder strength
D/J for U/J = 140, µ/U = 0.4 and T/J = 0.1. (a) Density n computed with SFA3
(red), QMC (black squares), and in the atomic limit (J = 0, blue dashed). (b) Kinetic
energy per site Ekin/J computed with SFA3 (red), and QMC (black squares). (c)
Interaction energy per site Eint/J computed with SFA3 (red), QMC (black squares),
and in the atomic limit (J = 0, blue dashed). (d) Probabilities of having sites with local
occupation 0 (r0, blue dashed), 1 (r1, black), 2 (r2, red dashed), and 3 (r3, green), as
computed in the atomic limit. The vertical dashed lines show the transitions between
the different regimes in the atomic limit, while the grey area is where the non-local
Green’s function of SFA3 develops a pole, indicating the presence of isolated quasi-
condensates.
correspond to delta-peaks, at finite hopping the shape of the spectral function depends
on the non-interacting dispersion and its bandwidth W = 2zJ , where z = 6 is the
coordination number of the lattice. In particular, the unit filling Mott insulator lower
and upper Hubbard bands have the bandwidths W and 2W respectively, see Ref. [59]
for a derivation. For weak disorder D < W the qualitative behavior remains the same.
However, the Hubbard bands are broadened by the finite disorder strength D and the
spectral weight at the center of the bands is reduced, see Fig. 3b.
The situation changes when D > W (see Fig. 3c), where the spectral function is
more similar to the one predicted by the atomic limit: as discussed in Sec. 3.2.2, the
width of the Hubbard bands now is fully determined by the disorder strength D, and the
dispersive features of the spectral function are lost. As we are still in the Mott phase,
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the spectral function shows a finite gap, defined as the minimal distance between the
Hubbard bands and ω = 0. As the disorder strength D is increased, so does the kinetic
energy (see Fig. 2b), due to increasing kinetic fluctuations, while the gap of the spectral
function decreases (see Fig. 3a).
At D ≈ µ (D/J ≈ 56) the gap goes to zero, and we enter the Bose glass phase. The
disorder activates empty sites (i.e. r0 > 0, see Fig. 2d), and as a consequence the density
drops (Fig. 2a), while the kinetic energy decreases (Fig. 2b). The lower Hubbard band
now extends to ω = 0, and we find a finite spectral weight at small positive frequencies
corresponding to the local excitation (0→ 1) of the unoccupied sites (Fig. 3d). In order
to study trends in the spectral weight at zero frequency ω = 0, we introduce the spectral
weight measure
ρ0 ≡ 1
2
(|Aloc(ω = δ)|+ |Aloc(ω = −δ)|) , (75)
where δ = 0.002U . As shown in Fig. 3a, in this first regime of the Bose glass, the
spectral weight ρ0 for finite hopping is very close to the atomic limit result. In fact,
the spectral function (Fig. 3d) only differs from the atomic limit result at the edges of
the upper Hubbard band, corresponding to the excitation (1 → 2), indicating a strong
localization around empty sites with large values of ηi.
The situation changes abruptly for D & U − µ (D/J & 84). As doubly occupied
sites are activated by the disorder (see Fig. 2d), the density increases (Fig. 2a), and so
does the kinetic energy (Fig. 2b), indicating an increase of non-local kinetic processes.
The additional doublons lead to a substantial increase in interaction energy (Fig. 2c),
which dominates over the kinetic energy. One would therefore naively expect a better
agreement between the spectral functions computed with SFA3 and in the atomic limit.
This is however not the case for the spectral weight around zero frequency ρ0 which
increases abruptly at D/J ≈ 84, see Fig. 3a, deviating markedly from the atomic limit
prediction. The appearance of doubly-occupied sites in the atomic limit drives additional
excitations (2 → 1) and (2 → 3) in the spectral function (Fig. 3e), which overlap
with other excitations, leading to additional “bands” composed of multiple resonating
excitations, see e.g. (1→ 0, 2→ 1) at low negative frequencies in Fig. 3e.
It is at the edges of these new “bands” that the spectral function is strongly peaked
showing a considerable difference with respect to the atomic-limit spectral function,
indicating delocalization of quasi-particles and quasi-holes in the vicinity of the rare
sites with occupation n > 1 (i.e. occupation 2 in the atomic limit). However, in the Bose
glass discussed here, there is no global superfluid response, as the sites contributing to
these peaks are rare. Instead the physics is described by the notion of isolated superfluid
lakes [21] around rare sites with particularly low local potential.
In this regime (denoted by the grey area in Fig. 2), the non-local Green’s function of
SFA3 develops a simple pole at zero Matsubara frequency, which can be integrated out
when computing local quantities such as the local Green’s function, see Appendix F for
details. Whence, the self-energy functional and local observables can still be evaluated
in this regime. In a homogeneous system, such a pole would indicate an instability
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Figure 3. Properties of the local spectral function of the disordered BHm as a
function of disorder strength D/J for U/J = 140, µ/U = 0.4 and T/J = 0.1. (a) Mott
gap [black dotted, renormalized as ∆E/(10U) for plotting purposes], and spectral
weight around ω = 0, ρ0 [see Eq. (75)] computed with SFA3 (red) and in the atomic
limit (blue dashed). (b) Local spectral function for D/J = 0 (black), D/J = 4 (red),
and D/J = 8 (blue). (c-f) Local spectral functions computed with SFA3 (red) and in
the atomic limit (black dashed) for D/J = 40 (c), D/J = 60 (d), D/J = 90 (e), and
D/J = 130 (f). The involved transitions from local occupation x to local occupation
y are denoted as (x→ y).
towards spontaneous U(1)-symmetry-breaking and the particles would condense. Here,
however, it is only the rare sites with n > 1 that contribute to the pole, not allowing
for a global condensate. The pole therefore implies the presence of isolated quasi-
condensates on the lattice, which can have different U(1) phases and therefore do not
allow for global phase-coherence (i.e. a finite superfluid response). These highly non-
local processes in the vicinity of a superfluid phase transition cannot be expected to
be fully captured by the self-energies of a local reference system with translationally
invariant variational parameters, leading to a deviation in the SFA3 kinetic energy with
respect to the numerically exact QMC data in Fig. 2b. This was also the case in close
proximity to phase transitions in SFT [48] and BDMFT [33, 34] calculations in the clean
BHm.
For even stronger disorder, the situation changes when the number of doubly
occupied sites in the atomic limit (proportional to r2 in Fig. 2d) increases further: the
background containing more and more strongly interacting doublons (see the increase
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Figure 4. Strongly-interacting superfluid to Bose glass phase transition at D/J =
100, µ/U = 0.25 and T/J = 0.1. (a) Density n and condensate-density ρc (inset,
rescaled by 104) as a function of U/J computed with SFA3 (red), QMC (black squares)
and in the atomic limit (blue dashed). (b) Spectral weight around ω = 0, ρ0 [see Eq.
(75)], as a function of U/J computed with SFA3 (red) and in the atomic limit (blue
dashed). The vertical dashed line indicates the phase transition between the superfluid
and the Bose glass phase in SFA3.
of interaction energy in Fig. 2c) makes it harder for particles to delocalize. This can be
observed in the kinetic energy of Fig. 2b, which decreases again as the particles localize.
The same behavior can also be seen in the spectral function of Fig. 3f, where the bands
involving highly occupied sites increase in width, but are much closer to the atomic limit
results. The zero frequency spectral weight ρ0 decreases accordingly, as shown in Fig.
3a.
When the disorder is strong enough to activate triplon occupancies, the behaviour
changes once more. The kinetic energy (Fig. 2b) increases as the particles delocalize
around the rare triply occupied sites, and so does the interaction energy (Fig. 2c). The
number of doubly occupied sites on the other hand decreases and r2 = r1 (see Fig. 2d).
This behavior arises naturally from the probabilities rn of Sec. 3.2.1: once D > ηmax(n)
and D > −ηmin(n), the probability of finding a site with local occupation n > 0 is given
by the particle-number-independent value rn = U/2D (as in this case r1 and r2).
In summary, our results show that at fixed interaction U/J (and chemical potential
µ/U) the strongly interacting Bose glass as a function ofD is described by the subsequent
activation of local occupations n. As these occupations accumulate, the interaction
energy increases, driving the phase towards the atomic limit. This is however not the
case whenever a particular higher occupation number is very rare (i.e. if 0 < rn  1
for some local occupation n > 0): in this case the particles tend to delocalize and form
superfluid lakes [21] around these rare highly occupied sites.
4.2. Strongly-interacting phase transition
The regime where the Bose glass exhibits superfluid lakes around doubly occupied sites
surrounds the superfluid finger at large interactions in the phase diagram of Fig. 1.
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In fact, the lower edge of the superfluid finger strongly correlates with the line where
doubly-occupied sites are activated in the atomic limit (see blue dashed line in Fig. 1).
The strongly-interacting phase transition at fixed chemical potential is illustrated in
Fig. 4, where we show the superfluid to Bose glass phase transition as a function of U/J
at fixed chemical potential µ/U = 0.25 and disorder strength D/J = 100.
With decreasing interaction U/J , these superfluid lakes percolate and resonances
between the low-energy excitations (0 → 1) and (1 → 2) on neighboring sites (and
between the corresponding particle-removal processes, see e.g. Fig. 3e) favour the
spontaneous breaking of U(1)-symmetry through a homogeneous condensate. The
particles therefore eventually condense, driving the transition to the superfluid phase.
As the sites contributing to the resonating low-energy excitations remain relatively rare,
the condensate fraction and the correction of the density with respect to the atomic limit
close to the phase transition are extremely low (with a condensate density on the order
of 10−4, see inset of Fig. 4a).
At density n ≈ 1 and larger disorder strength, the increase of highly occupied sites is
compensated by a proliferation of empty sites (see e.g. Fig. 2d). Thus, the probability of
having neighboring sites with resonating low-energy excitations decreases, making the
spontaneous breaking of U(1)-symmetry less likely. The increased interaction energy
and particle number fluctuations therefore suppress the superfluid phase, explaining the
reentrant behavior of the superfluid finger at larger disorder (see Fig. 1).
4.3. Superfluid phase
We now turn to lower interactions, i.e., deeper into the superfluid phase away from
the superfluid finger. If U/J is lower than the critical value of the clean system, the
condensate density is much larger than in the superfluid finger, and the uncondensed
background is no longer well described by the atomic limit.
In Fig. 5 we show a sweep of the thermodynamical observables as a function of
D/J deep in the superfluid phase at U/J = 20 and µ/U = 0.35. At low disorder
SFA3 shows excellent agreement with QMC, as the condensate density increases and
the density decreases as a function of disorder (Fig. 5a). As a consequence of the larger
condensate fraction, the magnitude of the kinetic energy increases as well (Fig. 5b).
The interaction energy increases throughout the entire parameter range 0 ≤ D/J ≤ 25,
indicating increasing spatial particle number fluctuations (Fig. 5c).
When the disorder becomes comparable to the single-particle bandwidth W = 2zJ ,
these fluctuations reverse the trend of the condensate density which starts to decrease as
a function of D/J . It is at this point that also the kinetic energy starts to decrease and
the non-local connected Green’s function develops a pole at zero Matsubara frequency
(see Appendix F). As in the Bose glass (see Sec. 4.1), the pole indicates the appearance
of additional isolated quasi-condensates in the system: this is most likely related to the
disorder inducing rare regions, explaining the decrease in condensate density and kinetic
energy, and leading to a glassy behavior in the superfluid.
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Figure 5. (a-c) Observables of the disordered BHm in the superfluid phase for
U/J = 20, µ/U = 0.35 and T/J = 0.1, computed with SFA3 (red) and QMC
(black squares). (a) Density n and condensate density ρc (inset) as a function of
disorder strength D/J . (b) Kinetic energy per site Ekin/J as a function of disorder
strength D/J . (c) Interaction energy per site Eint/J as a function of disorder strength
D/J . The grey area indicates the region where the non-local Green’s function of SFA3
develops a pole. (d) Variational parameters of the SFA3 calculation, F ′ (black), ∆00
(blue) and ∆01 (red), as a function of disorder strength D/J . The solid lines indicate
the stationary solution corresponding to panels (a-c), while the dashed line shows a
metastable solution.
Eventually, deeper in the glassy regime of the superfluid where the disorder
dominates over both the interaction and the single-particle bandwidth, our SFA3
approach of having translationally-invariant variational parameters on the reference
system becomes too simple to fully capture the groundstate behavior. In fact, the
SFA3 results start to deviate from the QMC results, see Fig. 5a. As shown in Fig. 5d,
eventually at D/J ≈ 2W the variational parameters of the stationary SFA3 solution join
with a metastable solution with higher free energy through a saddle-node bifurcation
[60], vanishing for larger disorder.
A possibility to get around this problem, may be the introduction of a spatially
modulated symmetry-breaking field on the reference system, as was also done in
stochastic mean-field theory [26, 27]. In SFT, this would however involve the inversion
of a non-translationally-invariant connected Green’s function, limiting us to very small
system sizes, while we here want to analyze the thermodynamic limit.
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5. Conclusion
In this work, we generalized the bosonic self-energy functional theory (SFT) to include
quenched disorder. The derived formalism is a general framework for constructing
non-perturbative approximations of disordered interacting bosonic lattice systems
incorporating spontaneous U(1)-symmetry-breaking. We showed that the resulting SFT
functional depends only on the self-energies of the disorder-averaged interacting one- and
two-point propagator, the condensate and connected Green’s function, respectively. The
lattice self-energies can then be parametrized by the self-energies of a simpler exactly
solvable reference system having the same interaction and disorder distribution as the
original system. The resulting formalism is a general non-perturbative approach that
contains disorder-averaged bosonic dynamical mean-field theory as a certain limit.
We applied SFT in combination with a simple SFA3 reference system, consisting
of a single bosonic mode with only three variational parameters, to the Bose-Hubbard
model with local box disorder. The SFA3 results were compared to numerically exact
path integral quantum Monte Carlo (QMC) results and analytic calculations in the
atomic limit.
Our results in the strongly-interacting regime close to unit filling, showing excellent
agreement with QMC, indicate that the Bose glass phase is characterized by different
regimes as a function of the disorder strength D. With increasing D, sites with local
occupations n 6= 1 appear as predicted by the atomic limit, leading to crossovers between
different regimes whenever a new local occupation n is activated by the disorder. While
QMC has to resort to analytic continuation in order to compute dynamical quantities,
through SFT we were able to compute spectral functions within SFA3 directly.
By systematically analyzing the local spectral function we observed that the
bosons delocalize into superfluid lakes around highly occupied sites whenever these
are particularly rare. In particular, we found that the transition from the strongly-
interacting Bose glass to the strongly-interacting superfluid phase (which extends to
values of the interaction which are much larger than in the clean system) is driven by
the percolation of superfluid lakes which form around doubly occupied sites, leading
to a small condensate fraction over a strongly localized background. As D is further
increased and the density of doublons increases accordingly, the particles are localized by
the strongly interacting background, explaining the reentrant behavior of the superfluid
phase.
Due to the extremely low condensate fraction in the strongly-interacting superfluid,
even though the numerical error is small, the phase boundaries observed with SFA3 are
shifted with respect to the QMC results. Deeper in the superfluid phase (i.e. at lower
interactions), our SFT results show excellent agreement with the QMC data as long as
the disorder is smaller or comparable to the non-interacting bandwidth. In the strongly-
disordered weakly-interacting regime, however, the restricted variational subspace of the
SFA3 reference system employed in this work is no-longer capable to find a stationary
solution.
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As opposed to QMC, SFT does not suffer from a general sign problem in the
presence of e.g. gauge fields [61, 62, 63], or other complex Hamiltonian terms such as
spin-orbit coupling [64, 65, 66]. The formalism derived in this work therefore represents
a promising tool for future studies of such complex systems in the presence of disorder.
In particular, an extension to real-time dynamics, as has been done for disorder-free
fermionic systems [67, 68], seems a promising route to study the elusive physics of
many-body-localized systems and is left for future work.
Acknowledgments
The authors would like to thank E. Altman, D. A. Huse, M. Knap, and T. Pfeffer for
fruitful discussions and valuable input. DH and LP are supported by FP7/ERC Starting
Grant No. 306897 and FP7/Marie-Curie Grant No. 321918, HS is supported by the
Swiss National Science Foundation through NCCR MARVEL.
Appendix A. Derivation of the disorder averaged self-energy functional
In order to construct approximations using the disorder averaged propagators we now
seek a functional that is equal to the disorder average of the self energy functional〈
Γˆ
(SE)
FtηV [Sη,Ση]
〉
P
but that is defined in the extended space of both averaged and explicit
self-energies S¯, Σ¯, {Sη,Ση} and stationary at the physical solution in all self energies.
An ansatz that fulfills equality at the physical self-energies is Eq. (32). Repeated
application of the Dyson equations [Eqs. (27) and (14)] in Eq. (33) at the physical
self-energies gives
TˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }] = −1
2
(F− S¯FtPV )†Gt00(F− S¯FtPV )
−1
2
Tr ln[−(G−1t00 − Σ¯FtPV)] +
1
2
〈
(F− S¯FtηV)†Gtη0(F− S¯FtηV)
〉
P
+
1
2
〈
Tr ln[−(G−1tη0 − Σ¯FtηV)]
〉
P
, (A.1)
and therefore
Γˆ
(SE)
FtPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }] =
〈
Γˆ
(SE)
FtηV [SFtηV ,ΣFtηV ]
〉
P
, (A.2)
whence the disorder averaged self-energy functional gives the physical disorder averaged
free energy at stationarity. To show stationarity of Γˆ
(SE)
FtPV we consider the variations of
the universal functional TˆPV
δS¯† TˆPV = 〈Φˆη〉P + (δS¯† ˆ¯Φ
†
)[ ˆ¯G
−1
+ Σ¯]
[
〈Φˆη〉P − ˆ¯Φ
]
(A.3)
+ (δS¯†
ˆ¯G
−1
)
[
−1
2
ˆ¯Φ ˆ¯Φ
† − 1
2
〈ΦˆηΦˆ†η〉P + 〈Φˆη〉P ˆ¯Φ
†
+
1
2
〈Gˆη〉P − 1
2
ˆ¯G
]
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δΣ¯TˆPV = −
1
2
ˆ¯Φ ˆ¯Φ
† − 1
2
〈ΦˆηΦˆ†η〉P + 〈Φˆη〉P ˆ¯Φ
†
+
1
2
〈Gˆη〉P
+ (δΣ¯
ˆ¯Φ
†
)[ ˆ¯G
−1
+ Σ¯]
[
〈Φˆη〉P − ˆ¯Φ
]
(A.4)
+ (δΣ¯
ˆ¯G
−1
)
[
−1
2
ˆ¯Φ ˆ¯Φ
† − 1
2
〈ΦˆηΦˆ†η〉P + 〈Φˆη〉P ˆ¯Φ
†
+
1
2
〈Gˆη〉P − 1
2
ˆ¯G
]
δS†η TˆPV = − P (η)Φˆη + (δS†η ˆ¯Φ
†
)[ ˆ¯G
−1
+ Σ¯]
[
〈Φˆη〉P − ˆ¯Φ
]
(A.5)
+ (δS†η
ˆ¯G
−1
)
[
−1
2
ˆ¯Φ ˆ¯Φ
† − 1
2
〈ΦˆηΦˆ†η〉P + 〈Φˆη〉P ˆ¯Φ
†
+
1
2
〈Gˆη〉P − 1
2
ˆ¯G
]
+ (δS†ηΦˆ
†
η)P (η)
[
S¯ + [ ˆ¯G
−1
+ Σ¯] ˆ¯Φ− Sη − [ ˆ¯G
−1
+ Σ¯− η]Φˆη
]
δΣη TˆPV = −
1
2
P (η)Gˆη + (δΣη
ˆ¯Φ
†
)[ ˆ¯G
−1
+ Σ¯]
[
〈Φˆη〉P − ˆ¯Φ
]
(A.6)
+ (δΣη
ˆ¯G
−1
)
[
−1
2
ˆ¯Φ ˆ¯Φ
† − 1
2
〈ΦˆηΦˆ†η〉P + 〈Φˆη〉P ˆ¯Φ
†
+
1
2
〈Gˆη〉P − 1
2
ˆ¯G
]
+ (δΣηΦˆ
†
η)P (η)
[
S¯ + [ ˆ¯G
−1
+ Σ¯] ˆ¯Φ− Sη − [ ˆ¯G
−1
+ Σ¯− η]Φˆη
]
Using the definitions of the averaged propagators [Eq. (31)] this reduces to
δS¯† TˆPV = ˆ¯Φ , δS†η TˆPV = −P (η)Φˆη + (δS†ηΦˆ
†
η)P (η)Qη (A.7)
δΣ¯TˆPV = ˆ¯G , δΣη TˆPV = −
1
2
P (η)Gˆη + (δΣηΦˆ
†
η)P (η)Qη , (A.8)
where
Qη ≡ S¯ + [ ˆ¯G
−1
+ Σ¯] ˆ¯Φ− Sη − [ ˆ¯G
−1
+ Σ¯− η]Φˆη . (A.9)
The term Qη corresponds to Qη = F−F = 0 when the one point Dyson equations [Eqs.
(27) and (14)] are fulfilled. Hence, the δΦˆ
†
η variations in Eqs. (A.7) and (A.8) vanish
at stationarity (i.e. at the physical self-energies).
Appendix B. Canceling functional derivatives of TˆPV
At stationarity the expression of the TˆPV functional in Eq. (A.1) contains expressions
in terms of Gtη0 and F, so one might wonder if there is no implicit dependence on the
free propagators of the system. In order to check that this is not the case, we rewrite
Eq. (A.1) in terms of Gt00 and F as
TˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }] = 1
2
〈
Tr ln
[− (G−1t00 − η −ΣFtηV)]〉P
−1
2
Tr ln
[− (G−1t00 − Σ¯FtPV)]− 12(F− S¯FtPV)†Gt00(F− S¯FtPV)
+
1
2
〈
(F− SFtηV )†
[
G−1t00 − η
]−1
(F− SFtηV )
〉
P
. (B.1)
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The variation in G−1t00 yields
δTˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }]
δG−1t00
=
1
2
〈
Tr
[
G−1tη0 −ΣFtηV
]−1〉
P
−1
2
Tr
[
G−1t00 − Σ¯FtPV
]−1 − 1
2
〈
(F− SFtηV)†
[
Gtη0
]2
(F− SFtηV)
〉
P
+
1
2
(F− S¯FtPV )† [Gt00]2 (F− S¯FtPV ), (B.2)
which by the short-hand notations introduced in Eqs. (31), and (31) can be rewritten
as
δTˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }]
δG−1t00
=
1
2
Tr 〈Gη〉P −
1
2
〈
Φ†ηΦη
〉
P
− 1
2
TrG¯ +
1
2
Φ¯
†
Φ¯ = 0, (B.3)
where we have used that the trace and the arithmetic average commute, i.e.
1
2
〈TrGη〉P = 12Tr 〈Gη〉P. Note that – as opposed to the arithmetical average – the
geometrical average used in the context of fermionic DMFT [36, 37, 38, 39] would not
commute with the trace operator Tr in Eq. (B.3) and therefore break the universality
of the functional TˆPV . As pointed out in Ref. [51] for fermions, the geometrical average
introduced in DMFT, therefore appears to be incompatible with SFT.
The variation of TˆPV in F yields
δTˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }]
δF†
= Gt00(F−S¯FtPV )−
〈
Gtη0(F− SFtηV )
〉
P
, (B.4)
which using Eq. (31) can be rewritten as
δTˆPV [S¯FtPV , Σ¯FtPV , {SFtηV ,ΣFtηV }]
δF†
= Φ¯− 〈Φη〉P = 0. (B.5)
TˆPV is therefore completely independent of both F and G−1t00 also at stationarity.
Appendix C. Disorder-averaged bosonic dynamical mean-field theory limit
Disordered-averaged SFT for bosons has disorder-averaged bosonic dynamical mean-
field theory (BDMFT) as a certain limit. In its simplest form, disorder-averaged
BDMFT is restricted to site-local disorder η and site-local interaction Vˆ .
In this case, disorder-averaged BDMFT is obtained from SFT by restricting the
reference systems free propagator to be site-local, i.e.
∆iνjν′(τ, τ
′) = δij[∆i]νν′(τ, τ
′) , (C.1)
where i, j are the site-, and ν, ν ′ the Nambu indices. The imaginary time retardation in
∆(τ, τ ′), however, remains completely general.
The reference systems local bare propagator G∆η0 and interaction give rise to a
purely local self-energy
[ΣF′∆ηV ]ij = δij [ΣF′∆ηV ]ii ,
[
Σ¯F′∆PV
]
ij
= δij
[
Σ¯F′∆PV
]
ii
, (C.2)
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and the self-energy variations of Γˆ
(SFT)
FtPV [Eqs. (45) and (46)] reduce to the disorder-
averaged BDMFT self-consistency conditions
G∆00(F
′−S¯F′∆)−Gt00(F−S¯F′∆) = Gt00
[
(G−1t00 −G−1∆00)Φ¯F′∆ + F′ − F
]
= 0 , (C.3)
[(G−1∆00)ii − Σ¯F′∆]−1 − [G−1t00 − Σ¯F′∆]−1ii = 0 , (C.4)
which can be fulfilled exactly by the retarded ∆(τ, τ ′), and can be simplified to
G¯ii = G¯F′∆PV , Φ¯ = Φ¯F′∆PV , (C.5)
where Φ¯ and G¯ii are the disorder-averaged condensate and local connected Green’s
function of the lattice, while Φ¯F′∆PV and G¯F′∆PV are the disorder-averaged condensate
and connected Green’s function of the reference system. This is therefore the standard
BDMFT self-consistency condition of clean systems [33, 34], where the propagators of
the clean system have been replaced by their disorder-averaged counterparts, which for
the case of uncorrelated disorder discussed in Appendix D are translationally invariant.
Appendix D. Uncorrelated disorder: translational invariance of the
arithmetic average
In the following we will specialize the formalism derived in Sec. 2 by assuming that
the disorder is distributed according to an uncorrelated and translationally invariant
probability distribution, i.e.
P (η) =
∏
ij
pi−j(ηij) , (D.1)
where the product goes over all site-indices i, j, and the distribution pi−j depends only
on the relative distance between the sites i and j. As we will see this enables us
to simplify the reference system considerably due to the translational invariance of
disorder-averaged observables.
The interacting propagators at a given disorder configuration η can be computed
directly by
GF′∆ηV (τ −τ ′) = −〈T b(τ)b†(τ ′)〉η + 〈b〉η〈b†〉η , ΦF′∆ηV = 〈b〉η , (D.2)
where T is the time-ordering operator and 〈. . .〉η means taking the expectation value
with respect to the reference system with disorder configuration η.
Using Eq. (D.2) further enables the computation of the fixed-disorder self-energies
through Eq. (14). The propagators GF′∆ηV , ΦF′∆ηV , and the corresponding self-energies
ΣF′∆ηV , SF′∆ηV , are not translationally invariant and can therefore be very hard to
handle numerically.
If we now assume that we average over an infinite number of disorder configurations,
the reference system’s propagators will be translationally invariant, since due to the
translational invariance of the uncorrelated disorder probability distribution of Eq. (D.1)
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all values ηij will occur with the same weights for each pair of sites (i, j) with the same
distance i− j, i.e.
G¯F′∆PV (xi, xj, τ − τ ′) = G¯F′∆PV (xi − xj, τ − τ ′) , (D.3)
with a translationally invariant condensate
Φ¯F′∆PV (xi) = Φ¯F′∆PV (xj) , (D.4)
According to Eq. (14) this implies that also the average self-energies will be
translationally invariant with
Σ¯F′∆(iωn, k) = G
−1
∆00(iωn, k)− G¯−1F′∆PV (iωn, k) , (D.5)
and
S¯F′∆(xi) = F
′(xi)−G−1∆00(iω0, k = 0)Φ¯F′∆PV (xi) = S¯F′∆(xj) , (D.6)
Finally, ΩF′∆PV = 〈ΩF′∆ηV 〉P can be computed directly from averaging over the fixed-
disorder systems.
As no fixed-disorder quantities are needed in order to evaluate the functional in
Eq. (47), the evaluation of the self-energy functional has now the same complexity
as the disorder-free case of Ref. [48], where the self-energies and propagators were
translationally invariant by definition. The only difference lies in the treatment of the
reference system, which has to be averaged over all disorder configurations η.
Appendix E. Lattice observables
Once a stationary solution fulfilling Eq. (52) has been found, the corresponding lattice
observables can be computed using the self-energies
Ση ≈ ΣF′∆ηV , Sη ≈ SF′∆ηV , Σ¯ ≈ Σ¯F′∆, S¯ ≈ S¯F′∆. (E.1)
In particular, the disorder-averaged propagators G¯ and Φ¯ can be computed using the
self-energies Σ¯ and S¯ and the free propagator Gt00 in the Dyson equations of Eq. (14).
The fix-disorder propagators Gη and Φη, on the other hand, can be computed using
Ση and Sη and the free propagator Gtη0 in Eq. (14). As the latter are not translational
invariant, however, they can only be computed on a finite sized lattice, as Eq. (14)
requires the inversion of a matrix in position space. It is therefore preferable to use the
translationally invariant averaged propagators G¯ and Φ¯ in the thermodynamic limit.
As the arithmetic averaging is a linear operation, disorder-averaged observables of
the lattice system which can be expressed as linear terms of one- and two-point quantities
without any disorder-dependent prefactors, can be directly evaluated from the average
propagators Φ¯ and G¯. This is trivially the case for the disorder-averaged condensate
through Eq. (31), while for the particle density we have
n =
1
2βL
〈
Tr[−Gη] + Φ†ηΦη
〉
P
=
1
2βL
(
Tr[−〈Gη〉P] + 〈Φ†ηΦη〉P
)
=
1
2βL
(
Tr[−G¯] + Φ¯†Φ¯
)
, (E.2)
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where we have used Eq. (31) in the last step and the same definition of the trace operator
Tr as in Ref. [48]. The same is true for the kinetic energy
Ekin =
1
2βL
〈
Tr
[
t
(
Gη −Φ†ηΦη
)]〉
P
=
1
2βL
Tr
[
t
(
G¯− Φ¯†Φ¯
)]
. (E.3)
The interaction energy, on the other hand, cannot be directly evaluated from the
averaged propagators as [48]
Eint =
1
L
U
2
∑
i
〈〈n2i − ni〉η〉P = − 14βL 〈Tr[ΣηGη]〉P 6= − 14βLTr[Σ¯G¯], (E.4)
However, as the SFT functional is equal to the free-energy at stationarity, we have
direct access to the disorder-averaged free energy of the lattice ΩFtPV , from which we
can compute the interaction energy by the numerical derivative
Eint =
U
L
∂ΩFtPV
∂U
. (E.5)
Appendix F. Poles in the connected Green’s function
The arithmetically averaged connected Green’s function of the lattice, G¯, depends
on momentum k only through the non-interacting dispersion k and can thus be
parametrized in the single-particle energy  as G¯(iωn, ) = G¯(iωn,  = k). In terms
of a local disorder-averaged self-energy Σ¯ (such as the one used in the SFA3 reference
system) it can be written as
G¯(iωn, ) =
[
σziωn + (µ− ) 1− Σ¯(iωn)
]−1
. (F.1)
The inversion in Eq. (F.1) results in simple poles of G¯ whenever det
[
G¯−1(iωn, )
]
= 0,
i.e., when
 = µ− Re [Σ¯00(iωn)]± A [Σ¯, iωn] ≡ p±(iωn) , (F.2)
where A
[
Σ¯, iωn
]
=
√∣∣Σ¯01(iωn)∣∣2 − ω2n − Im [Σ¯00(iωn)]2 and Σ¯νν′ are the Nambu-
components of the 2 × 2 local self-energy. In other words, the lattice Green’s function
G¯ develops a pole if for some iωn
min
k
k ≤ p±(iωn) ≤ max
k
k , (F.3)
while the determinant of G¯ can be expressed as
det
[
G¯−1(, iωn)
]
= (− p+(iωn)) (− p−(iωn)) . (F.4)
In the absence of U(1) symmetry-breaking Σ¯01(iωn) = 0, and G¯ can only have a
simple pole at iω0 = 0, since 
p
+(iω0) = 
p
−(iω0) and A
[
Σ¯, iωn 6= 0
]
is always imaginary.
In the superfluid phase, where
∣∣Σ¯01(iωn)∣∣ > 0, the poles p± of G¯ can be located at any
Matsubara frequency.
However, the superfluid SFT groundstates we observe only develop simple poles
at zero frequency (in specific parameter ranges). This happens in the superfluid phase
for strong disorder D & W and in the Bose glass phase close to the superfluid phase
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boundary, see the grey regions in Figs. 2 and 5. In the clean system, such a pole signals
an instability towards U(1)-symmetry breaking and arises only in the metastable Mott
insulator phase. In the case studied here, which is no-longer homogeneous, as discussed
in Sec. 4, the pole is related to the appearance of isolated quasi-condensates on the
lattice.
Remarkably, although the poles make non-local quantities such as, e.g., nk =
−∑n TrG¯(iωn, k)/2β diverge at certain values of k, the pole can be treated semi-
analytically in the computation of local quantities, as we will show in the following.
The central quantity where the lattice Green’s function enters in the SFT functional
of Eq. (47) is the trace-log term Tr ln
[−G¯−1], which – as shown in Ref. [48] – is only
defined up to a regularization factor C∞ and can be evaluated as
1
2
Tr ln
[−G¯−1]− C∞ = ln[det√−G¯−1
det
√−R−1
]
, (F.5)
where R is the regularization function
R(iωn) =
{
−iσz/ωn, n 6= 0,
−β1, n = 0. (F.6)
By Tr ln
[−G¯−1] = Tr ln [−G¯−4] /4, we therefore can evaluate the trace-log term as
1
2
Tr ln
[−G¯−1]−C∞ = 1
4
∑
n
∫
dD() ln
[
Q(iωn) det
[
G¯−1(, iωn)
]2]
, (F.7)
where D() is the single-particle density of states, and Q(iωn) is the reguarlization
function
Q(iωn) =
{
ω4n, n 6= 0,
β−4, n = 0.
(F.8)
In order to evaluate the integral in Eq. (F.7) numerically, the dispersion is
discretized on the energy grid  = m. Using the linear interpolation
D˜m() =
D(m+1)−D(m)
m+1 − m +D(m) , (F.9)
of the density of states, and inserting the explicit expression for the determinant from
Eq. (F.4) gives∫
dD() ln
[
Q(iωn) det
[
G¯−1(, iωn)
]2] ≈∑
m
∫ m+1
m
d Im(, iωn) , (F.10)
where the integrand is given by
Im(, iωn) ≡ D˜m() ln
[
Q(iωn) (− p+(iωn))2 (− p−(iωn))2
]
. (F.11)
If the interval [m, m+1] does not contain the poles 
p
±(iωn), the mth summand of
Eq. (F.10) can be straight-forwardly integrated analytically. Also in the presence of a
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pole, m < 
p < m+1, this term is integrable, and can be computed analytically by
dividing up the interval into two pieces as∫ m+1
m
d Im =
∫ p
m
d Im +
∫ m+1
p
d Im . (F.12)
Also in the presence of poles (i.e. quasi-condensates) in the connected Green’s function,
the SFT functional therefore remains well-defined.
A central local observable that is directly computed from G¯ is the density per site
n, given by Eq. (E.2) and thereby by the sum
n = − 1
β
∑
n
∫
dD()G¯00(iωn, ) ≈ − 1
β
∑
n,m
∫ m+1
m
d D˜m()G¯00(iωn, ) , (F.13)
where in the last step we have used Eq. (F.9). Using Eq. (F.4) the Green’s function
component G¯00 can be expressed as
G¯00(iωn, ) =
iωn − + µ− Σ¯00(iωn)
(− p+(iωn)) (− p−(iωn))
. (F.14)
Again, if [m, m+1] does not contain 
p
±(iωn), the mth summand of Eq. (F.13) can
be integrated analytically. If a pole p is present, the expression (F.13) is an integral
over a simple pole, which however can be integrated analytically using the limit∫ m+1
m
d D˜m()G¯00(, iωn) = lim
γ→0
(∫ m+1
p+γ
+
∫ p−γ
m
)
dD˜m()G¯00(, iωn) , (F.15)
which ensures that the two divergent parts of the integrals cancel each other out, giving
a finite result.
The same procedure can also be applied when computing the kinetic energy, which
by Eq. (E.3) is given by
Ekin = − 1
β
∑
n
∫
dD()G¯00(iωn, ) . (F.16)
References
[1] Giamarchi T and Schulz H J 1987 EPL (Europhysics Letters) 3 1287 URL http://stacks.iop.
org/0295-5075/3/i=12/a=007
[2] Giamarchi T and Schulz H J 1988 Phys. Rev. B 37(1) 325–340 URL https://link.aps.org/
doi/10.1103/PhysRevB.37.325
[3] Fisher M P A, Weichman P B, Grinstein G and Fisher D S 1989 Phys. Rev. B 40 546
[4] Morsch O and Oberthaler M 2006 Rev. Mod. Phys. 78 179
[5] Bloch I, Dalibard J and Zwerger W 2008 Rev. Mod. Phys. 80 885–964
[6] Fallani L, Lye J E, Guarrera V, Fort C and Inguscio M 2007 Phys. Rev. Lett. 95 130404
[7] Roati G, D’Errico C, Fallani L, Fattori M, Fort C, Zaccanti M, Modugno G, Modugno M and
Inguscio M 2008 Nature 453 895–898
[8] Chen Y P, Hitchcock J, Dries D, Junker M, Welford C and Hulet R G 2008 Phys. Rev. A 77
033632
[9] Lye J E, Fallani L, Modugno M, Wiersma D S, Fort C and Inguscio M 2005 Phys. Rev. Lett. 95
070401
[10] Pasienski M, McKay D, White M and DeMarco B 2010 Nat. Phys. 6 677
Self-energy functional theory with symmetry breaking for disordered lattice bosons 33
[11] Nandkishore R and Huse D A 2015 Annual Review of Condensed Matter Physics 6 15–38
[12] Runge K J 1992 Phys. Rev. B 45 13136
[13] Ku¨hner T D and Monien H 1998 Phys. Rev. B 58
[14] Rapsch S, Schollwo¨ck U, von Delft J and Zwerger W 1999 Europhys. Lett. 46
[15] Kollath C, Schollwo¨ck U, von Delft J and Zwerger W 2004 Phys. Rev. A 69
[16] Kollath C, La¨uchli A M and Altman E 2007 Phys. Rev. Lett. 98 180601
[17] Rapscha S, Schollwoeck U and Zwerger W 1999 Eur. Phys. Lett. 46 559
[18] Prokof’ev N, Svistunov B and Tupitsyn I 1998 J. Exp. Theor. Phys. 87 310
[19] Trotzky S, Pollet L, Gerbier F, Schnorrberger U, Bloch I, Prokof’ev N, Svistunov B and Troyer M
2010 Nat. Phys. 6 998–1004
[20] Pollet L 2012 Rep. Prog. Phys. 75 094501
[21] Gurarie V, Pollet L, Prokof’ev N, Svistunov B and Troyer M 2009 Phys. Rev. B 80 214519
[22] Jarrell M and Gubernatis J E 1996 Physics Reports 269
[23] Pippan P, Evertz H G and Hohenadler M 2009 Phys. Rev. A 80 033612
[24] Krutitsky K V, Pelster A and Graham R 2006 New J. Phys. 8
[25] Niederle A and Rieger H 2013 New J. Phys. 15 075029
[26] Bissbort U and Hofstetter W 2009 Eur. Phys. Lett. 50007
[27] Bissbort U, Thomale R and Hofstetter W 2010 Phys. Rev. A 81 063643
[28] Metzner W and Vollhardt D 1989 Phys. Rev. Lett. 62 324
[29] Georges A, Kotliar G, Krauth W and Rozenberg M J 1996 Rev. Mod. Phys. 68 13
[30] Byczuk K and Vollhardt D 2008 Phys. Rev. B 77 235106
[31] Hu W J and Tong N H 2009 Phys. Rev. B 80 245110
[32] Hubener A, Snoek M and Hofstetter W 2009 Phys. Rev. B 80 245109
[33] Anders P, Gull E, Pollet L, Troyer M and Werner P 2011 New J. Phys. 13 075013
[34] Anders P, Gull E, Pollet L, Troyer M and Werner P 2010 Phys. Rev. Lett. 105 096402
[35] Panas J, Kauch A, Kunes J, Vollhardt D and Byczuk K 2015 Phys. Rev. B 92 045102
[36] Dobrosavljevic´ V and Kotliar G 1997 Phys. Rev. Lett. 78 3943
[37] Dobrosavljevic´ V, Pastor A A and Nikolic´ B K 2003 Europhys. Lett. 62 76
[38] Byczuk K, Hofstetter W and Vollhardt D 2005 Phys. Rev. Lett. 94 056404
[39] Byczuk K 2005 Phys. Rev. B 71 205105
[40] Anderson P W 1958 Phys. Rev. 109 1492
[41] Potthoff M 2003 The European Physical Journal B - Condensed Matter and Complex Systems 32
429
[42] Potthoff M 2003 The European Physical Journal B - Condensed Matter and Complex Systems 36
335
[43] Potthoff M 2006 Cond. Mat. Phys 9 557
[44] Potthoff M 2012 Strongly Correlated Systems (Springer Series Solid State Physics vol 171) (Berlin,
Heidelberg: Springer)
[45] Koller W and Dupuis N 2006 Journal of Physics: Condensed Matter 18 9525
[46] Knap M, Arrigoni E and von der Linden W 2010 Phys. Rev. B 81 024301
[47] Arrigoni E, Knap M and von der Linden W 2011 Phys. Rev. B 84 014535
[48] Hu¨gel D, Werner P, Pollet L and Strand H U R 2016 Phys. Rev. B 94 195119
[49] Dominicis C D and Martin P C 1964 Journal of Mathematical Physics 5 14
[50] Dominicis C D and Martin P C 1964 Journal of Mathematical Physics 5 31
[51] Potthoff M and Balzer M 2007 Phys. Rev. B 75 125112
[52] Knap M, Arrigoni E and von der Linden W 2010 Phys. Rev. A 82 053628
[53] Pollet L 2013 Comptes Rendus Physique 14 712 – 724 ISSN 1631-0705 disordered
systems / Systmes dsordonns URL http://www.sciencedirect.com/science/article/pii/
S1631070513001333
[54] Svistunov B V 1996 Phys. Rev. B 54(22) 16131–16134 URL https://link.aps.org/doi/10.
1103/PhysRevB.54.16131
Self-energy functional theory with symmetry breaking for disordered lattice bosons 34
[55] Pollet L, Prokof’ev N, Svistunov B V and Troyer M 2009 Phys. Rev. Lett. 103 140402
[56] Luttinger J M and Ward J C 1960 Phys. Rev. 118
[57] Kleinert H 1982 Fortschritte der Physik 30 187
[58] Capogrosso-Sansone B, Prokof’ev N and Svistunov B 2007 Phys. Rev. B 75 134302
[59] Strand H U R, Eckstein M and Werner P 2015 Phys. Rev. A 92 063602
[60] Crawford J D 1991 Rev. Mod. Phys. 63 991
[61] Struck J, O¨lschla¨ger C, Weinberg M, Hauke P, Simonet J, Eckardt A, Lewenstein M, Sengstock K
and Windpassinger P 2012 Phys. Rev. Lett. 108 225304
[62] Greschner S, Sun G, Poletti D and Santos L 2014 Phys. Rev. Lett. 113 215303
[63] Goldman N and Dalibard J 2014 Phys. Rev. X 4 031027
[64] Lin Y J, Jime´nez-Garc´ıa K and Spielman I B 2011 Nature 471 83
[65] Struck J, Simonet J and Sengstock K 2014 Phys. Rev. A 90 031601
[66] Jime´nez-Garc´ıa K, LeBlanc L J, Williams R A, Beeler M C, Qu C, Gong M, Zhang C and Spielman
I B 2015 Phys. Rev. Lett. 114 125301
[67] Hofmann F, Eckstein M, Arrigoni E and Potthoff M 2013 Phys. Rev. B 88 165124
[68] Hofmann F, Eckstein M and Potthoff M 2016 J. Phys.: Conf. Ser. 696 012002
