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a b s t r a c t
In this paper, it is investigated how to sequence jobs with fuzzy processing times and
predict their due dates on a single machine such that the total weighted possibilistic mean
value of the weighted earliness–tardiness costs is minimized. First, an optimal polynomial
time algorithm is put forward for the scheduling problem when there are no precedence
constraints among jobs. Moreover, it is shown that if general precedence constraints are
involved, the problem is NP-hard. Then, four reduction rules are proposed to simplify
the constraints without changing the optimal schedule. Based on these rules, an optimal
polynomial time algorithm is proposed when the precedence constraint is a tree or a
collection of trees. Finally, a numerical experiment is given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
With the current emphasis on the just in time (JIT) production philosophy, it is crucial to meet the target due dates
in order to reduce the inventory costs of modern enterprises and satisfy the demands of the customers [1,2]. An early job
completion results in inventory carrying costs, such as storage and insurance costs. On the other hand, a tardy job completion
results in penalties, such as loss of customer goodwill and damaged reputation [3]. Hence, meeting due dates has always
been one of the most important objectives in scheduling and supply chain management [4–13] and due date assignment
scheduling problems have attracted many scholars. Pioneering research in this area was done by Seidmann et al. [14] and
Panwalkar et al. [15] in the 1980s. Seidmann et al. studied a distinct due date assignment scheduling problem with the
objective to assign a due date for each job and find an optimal schedule of all jobs such that the total penalties areminimized.
An optimal procedure was proposed to assign due dates and sequence all jobs. Panwalkar et al. investigated a common due
date assignment problemwith the objective to assign a common due date to all jobs and schedule the jobs such that the total
penalties reach theminimal value. An optimal polynomial bound scheduling algorithmwas proposed. Since then numerous
extensions and special cases with deterministic parameters have been studied, as reflected in many of the 130 references
mentioned in the survey paper of Gordon et al. [16].
Due to the uncertainty inherent in production scheduling, mainly uncertainty in processing times, many scholars
applied conventional concepts of randomness and probability distributions to study the due date assignment scheduling
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problem [17–19,9,20,21,10,22,23]. For example, Cheng [19] considered a job sequencing and distinct due date assignment
problem with random processing times on a single machine. The objective is to find the optimal combination of due dates
and job sequence that jointly minimizes the expected value of the total cost of assigning long due dates and missing the
due dates. A polynomial bound algorithm was given to assign due dates and find the optimal job sequence. Soroush [22]
studied the scheduling problem of simultaneous due-date determination and sequencing of a set of the jobs on a single
machine where processing times are random variables and job earliness and tardiness costs are distinct. The objective is
to determine the optimal sequence and the optimal due dates that jointly minimize the expected total earliness–tardiness
cost. Two efficient heuristics with time complexity O(n log n)were proposed. Xia et al. [23] investigated job sequencing and
distinct due date assignment for a single machine shop with random processing times. The customer service level is taken
into consideration in [20,21] for the due date assignment problem in a stochastic environment. An asymptotically optimal
due date setting procedure with optimal customer service level and O(n log n) time complexity to minimize expected total
earliness–tardiness costs was given in [21].
In real world production scheduling problems, probability distributions for some parameters cannot be obtained with
complete confidence in some cases in which there is no evidence recorded in the past, or there is lack of evidence available,
or simply the evidence does not exist. In order to make full use of the imprecise data or incomplete information available,
some scholars use fuzzy sets to treat different sources of uncertainty, particularly when intuition and judgement play an
important role [24,25]. There have been some successful applications of using fuzzy sets to model various manufacturing
parameters, such as fuzzy customer demand [26], fuzzy due dates and fuzzy processing times [27–36], fuzzy job precedence
relations [37,38] and so on. For a recent survey on fuzzy scheduling, the readers are referred to Dubois et al. [39].
In addition to some uncertainty inherent in practical production scheduling problems, there are usually precedence
constraints among jobs [40–42]. From the practical aspects in considering integrated processes as single machine
systems [43,44], it is important to predict clearly the due date of the integrated processes with precedence constraints
among processes and uncertain completion times for the manufacturers. For this case, a scheduling model with uncertain
processing times and precedence constraints was proposed in [45], in which both jobs’ earliness and tardiness costs are
incorporated into scheduling decisions.
Note that, in a fuzzy scheduling model such as [45], they did not take the significance of γ -cut sets of fuzzy parameters
into consideration. Indeed, the information expressed by different cut sets of a fuzzy variable may be different [46]. Hence,
it is worth investigating how to make better decisions by making full use of the information expressed by fuzzy variables in
the fuzzy scheduling model. In this direction, this paper investigates due date assignment problems with fuzzy processing
times and precedence constraints among jobs on a single machine. First, we construct scheduling model in which we use
the weighting functions to describe the importance of different γ -cut sets of fuzzy variables. The object is to determine
an optimal schedule and respective due dates to minimize the total weighted possibilistic mean value of the weighted
earliness–tardiness costs. Then, we drive an optimal polynomial time algorithm for the considered problem when there
are no precedence constraints among jobs. Also, we show that if general precedence constraints are involved, the problem
is NP-hard. Then, four reduction rules are put forward to simplify the constraints without changing the optimal schedule.
Moreover, an optimal polynomial time algorithm is proposed when the precedence constraint is a tree or a collection of
trees. Finally, a numerical experiment shows that our method is effective.
2. Preliminary
In this section, some basic notions of the fuzzy sets theory used in this paper are introduced, which are explained in detail
in [47,48,46,49].
A fuzzy number A˜ is a fuzzy set of the real line R with a normal, fuzzy convex and continuous membership function of
bounded support [47,48]. The family of fuzzy numbers of the real line R is denoted by F (R). A γ -level set of a fuzzy number
A˜ is defined as A˜γ = {t ∈ R|A˜(t) ≥ γ }.
In practical applications, some parameters of the models are represented by the triangle fuzzy numbers due to their
advantages, such as the simplification in computing and ranking. A triangular fuzzy number A˜, denoted by (a, α, β) with
center a, left-width α > 0 and right-width β > 0, is defined by the membership function
µA˜(x) =

0, x < a− α;
1+ (x− a)/α, a− α ≤ x < a;
1− (x− a)/β, a ≤ x ≤ a+ β;
0, x > a+ β.
When α = β , the fuzzy number A˜ = (a, α, β) is called a symmetric triangular fuzzy number and is denoted by A˜ = (a, α)
in short.
Definition 2.1 ([46]). A function f : [0, 1] → R is said to be a weighting function if f is non-negative, monotone increasing
and satisfies the following normalization condition∫ 1
0
f (γ )dγ = 1.
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Definition 2.2 ([46]). The f -weighted possibilistic mean (or expected) value of the fuzzy number A˜ with γ -cut set A˜γ =
[a1(γ ), a2(γ )], denoted by M¯f (A˜), is defined as
M¯f (A˜) =
∫ 1
0
(a1(γ )+ a2(γ ))
2
f (γ )dγ ,
where f (γ ) is a weighting function.
Definition 2.3 ([46]). The f -weighted possibilistic variance of fuzzy number A˜with γ -cut set A˜γ = [a1(γ ), a2(γ )], denoted
by Varf (A˜), is defined by
Varf (A˜) =
∫ 1
0

a2(γ )− a1(γ )
2
2
f (γ )dγ ,
where f (γ ) is a weighting function.
Let A˜, B˜ ∈ F (R). The γ -cut sets of A˜ and B˜ are denoted by A˜γ = [a1(γ ), a2(γ )] and B˜γ = [b1(γ ), b2(γ )], respectively.
We introduce briefly some arithmetic of fuzzy numbers [49] as follows:
A˜+ B˜ =

γ∈[0,1]
γ [a1(γ )+ b1(γ ), a2(γ )+ b2(γ )];
A˜− B˜ =

γ∈[0,1]
γ [a1(γ )− b2(γ ), a2(γ )− b1(γ )];
λA˜ =

γ∈[0,1]
γ [λa1(γ ), λa2(γ )] for λ ⩾ 0

λA˜ =

γ∈[0,1]
γ [λa2(γ ), λa1(γ )] for λ < 0

;
max{A˜, B˜} =

γ∈[0,1]
γ [a1(γ ) ∨ b1(γ ), a2(γ ) ∨ b2(γ )].
From [46] we also have
M¯f (A˜+ B˜) = M¯f (A˜)+ M¯f (B˜)
M¯f (λA˜) = λM¯f (A˜).
An important kind of weighting function was introduced in [46], that is, f (γ ) = (n+ 1)γ n (n > 0). Also, for this kind of
weighting function, the f -weighted possibilistic mean value and variance for the triangle fuzzy number A˜ = (a, α, β) are
M¯f (A˜) = a+ (β−α)/(2(n+ 2)) and Varf (A˜) = (α+β)2/(2(n+ 2)(n+ 3)), respectively. Moreover, it is easy to verify that
M¯f (A˜) = a and Varf (A˜) = (2α2)/((n+ 2)(n+ 3)) for a symmetric triangular fuzzy number A˜ = (a, α).
3. Problem definition
Our scheduling problem is formally stated as follows: a set of n non-preemptive jobsJ = {J1, J2, . . . , Jn}with precedence
constraints are available for processing at time zero and are to be processed on a single machine in which idle machine
times are not allowed. The processing time of job Ji is the symmetrical triangular fuzzy number p˜i = (ai, αi). For a
feasible schedule π , the deterministic due date of Ji (i = 1, 2, . . . , n), which is a decision variable, is denoted by di; fuzzy
numbers C˜i, E˜i = max{di − C˜i, 0} and T˜i = max{C˜i − di, 0} denote the completion time, the earliness and the tardiness
of Ji (i = 1, 2, . . . , n), respectively; the positive unitary earliness penalty and the positive unitary tardiness penalty of
Ji (i = 1, 2, . . . , n) are denoted as ei and ti, respectively. The job Ji (i = 1, 2, . . . , n) has a weight and weighting function,
denoted bywi and fi, wherewi > 0 is a positive integer and fi(γ ) = (ni + 1)(γ )ni (ni > 0). For each job Ji (i = 1, 2, . . . , n),
the weighting function fi(γ ) describes the importance of different γ -level sets of E˜i and T˜i. Our goal is to determine the set of
due dates d⃗ = (d1, d2, . . . , dn) and job sequence under precedence constraints such that the sumof the f -weight possibilistic
mean value of the weighted earliness–tardiness costs
∑n
i=1 M¯fi(wi(eiE˜i+ tiT˜i)) is minimized. The objective function (of both
the job sequence and the due dates) is as follow:
fcost(π, d⃗) =
n−
i=1
M¯fi(wi(eiE˜i + tiT˜i)) =
n−
i=1
wiM¯fi(eiE˜i)+
n−
i=1
wiM¯fi(tiT˜i)
=
n−
i=1
wiei
∫ 1
0
fi(γ )
(E i1(γ )+ E i2(γ ))
2
dγ +
n−
i=1
witi
∫ 1
0
fi(γ )
(T i1(γ )+ T i2(γ ))
2
dγ
=
n−
i=1
wiei
∫ 1
0
(ni + 1)γ ni (E
i
1(γ )+ E i2(γ ))
2
dγ +
n−
i=1
witi
∫ 1
0
(ni + 1)γ ni (T
i
1(γ )+ T i2(γ ))
2
dγ
where [E i1(γ ), E i2(γ )] and [T i1(γ ), T i2(γ )] denote the γ -cut sets of E˜i and T˜i, respectively.
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Extending the standard scheduling notations [50] we denote this problem as 1|prec, p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)).
Especially, when there are no precedence constraints among jobs, the problem is denoted as 1|p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)).
Obviously, the schedule model in [45] is a special case of our model considered in this paper.
The precedence constraint among jobs in our scheduling model is represented by a directed acyclic graph G, where each
vertex represents a job and job Ji precedes job Jj, denoted by Ji → Jj, if there is a directed arc from Ji to Jj. If each job has atmost
one successor, the constraints are referred to as an intree. If each job has atmost one predecessor, the constraints are referred
to as an outtree [51]. The set of predecessors (successors) of job Ji is denoted as P(Ji) = {Jj|Jj → Ji}(S(Ji) = {Jj|Ji → Jj}).
Similarly, we use P(I)(S(I)) to denote predecessors (successors) of subset I ⊆ J. Two jobs Ji, Jj are said to be unrelated
if Ji ≠ Jj, Ji ∉ P(Jj) and Jj ∉ P(Ji), written Ji ∼ Jj. The definition can also be extended to subsets of J as follows: I ∼ L
if I ∩ L = φ, I ∩ P(L) = φ and L ∩ P(I) = φ. If Ji → Jj and there is no job Jk such that Ji → Jk, Jk → Jj, then Ji
immediately precedes Jj, and Jj immediately succeeds Ji. P¯(Ji)(S¯(Ji)) denotes the set of immediate predecessors (successors)
of Ji.
4. Problem 1|p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i))
In this section, we discuss how to solve the scheduling problem 1|p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)).
Definition 4.1. Let the completion time, the due date, and the weighting function of a job be C˜, d, and f (γ ). Due date d∗
is f -optimal with respect to the completion time C˜ if the f -weighted possibilistic mean value of the earliness–tardiness
penalties
M¯f (emax{d− C˜, 0} + t max{C˜ − d, 0})
reaches the minimal value when d = d∗.
Lemma 4.1. Let the completion time, the vector of positive unitary earliness and tardiness penalties, and weighting function of a
job be C˜ = (a, α), (e, t) and f (γ ) = (m+ 1)γ m (m > 0), then the f -optimal due date with respect to the completion time C˜ is
as follows:
d∗ =

a+ α

m+1

2t
t + e − 1

, t ≤ e;
a+ α

1− m+1

2e
t + e

, t > e.
(1)
Proof. We first do the linear transformation of variable d, that is, let
d = M¯f (C˜)+ k

(m+ 2)(m+ 3)Varf (C˜)/2 = a+ kα.
Then, we have
M¯f (emax{d− C˜, 0} + t max{C˜ − d, 0}) = M¯f (emax{(a+ kα − C˜), 0} + t max{(C˜ − (a+ kα)), 0}).
We also have
M¯f (emax{(a+ kα − C˜), 0} + t max{(C˜ − (a+ kα)), 0})
= eM¯f (max{0, a+ kα − C˜})+ tM¯f (max{0, C˜ − (a+ kα)})
=

−αtk, k < −1;
t
[∫ k+1
0
(m+ 1)
2
γ m[(1− k)α − αγ ]dγ −
∫ 1
1+k
kα(m+ 1)γ mdγ
]
+ e  1+k0 m+12 γ m[(1+ k)α − γα]dγ , −1 ≤ k ≤ 0;
t
∫ 1−k
0
[(1− k)α − αγ ]m+ 1
2
γ mdγ + e
∫ 1
1−k
kα(m+ 1)γ mdγ
+  1−k0 [(1+ k)α − αγ ] (m+1)2 γ mdγ

, 0 < k ≤ 1;
ekα, k > 1,
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=

(−αt)k, k < −1;
α

t
[
(1+ k)m+2
2(m+ 2) − k
]
+ e (1+ k)
m+2
2(m+ 2)

, −1 ≤ k ≤ 0;
α

t
(1− k)m+2
2(m+ 2) + e
[
k+ (1− k)
m+2
2(m+ 2)
]
, 0 < k ≤ 1;
αek, k > 1,
= αhf (e, t, k), (2)
where
hf (e, t, k) =

−tk, k < −1;
t
[
(1+ k)m+2
2(m+ 2) − k
]
+ e (1+ k)
m+2
2(m+ 2) , −1 ≤ k ≤ 0;
t
(1− k)m+2
2(m+ 2) + e
[
k+ (1− k)
m+2
2(m+ 2)
]
, 0 < k ≤ 1;
ek, k > 1.
It is easy to verify that the function M¯f (emax{(a + kα − C˜), 0} + t max{(C˜ − (a + kα)), 0}) is continuous in k on the set
of real numbers, monotone decreasing on (−∞,−1) and monotone increasing on (1,+∞). Hence, M¯f (emax{(a + kα −
C˜), 0} + t max{(C˜ − (a+ kα)), 0}) reaches the minimal value when
k =

m+1

2t
t + e − 1, t ≤ e;
1− m+1

2e
t + e , t > e.
Therefore, we get the f -optimal due date as follows:
d∗ =

a+ α

m+1

2t
t + e − 1

, t ≤ e;
a+ α

1− m+1

2e
t + e

, t > e. 
Known from the proof of the Lemma 4.1, k = (d−M¯f (C˜))√
(m+2)(m+3)Varf (C˜)/2
= d−a
α
has good properties for obtaining the minimal
value of the function M¯f (emax{d − C˜, 0} + t max{C˜ − d, 0}). Analogous to the definition of the customer service level in
an uncertainty environment [45,21], we use the f -weighted possibilistic mean value and f -weighted possibilistic variance
of fuzzy numbers to define it in a fuzzy environment as follows:
Definition 4.2. Let the completion time, due date of the job J andweighting function be C˜ = (a, α), d and f (γ ) = (m+1)γ m.
Varf (C˜) denotes the f -weighted possibilistic variance of C˜ , then
k = (d− M¯f (C˜))
(m+ 2)(m+ 3)Varf (C˜)/2
= d− a
α
is called the f -customer service level of the due date dwith respect to the completion time C˜ . If M¯f (emax{(a+kα− C˜), 0}+
t max{(C˜ − (a + kα)), 0}) reaches the minimal value when k = k∗, then k∗ is called the f -optimal customer service level
with respect to the completion time C˜ .
Remark 4.1. For C˜ = (a, α), it is easy to verify that when d∗ is the f -optimal due date with respect to completion time C˜ ,
k∗ , (d−M¯f (C˜))√
(m+2)(m+3)Varf (C˜)/2
is the f -optimal customer service level with respect to C˜ . On the other hand, if k∗ is the f -optimal
customer service level with respect to the completion time C˜ , then d∗ , M¯f (C˜) + k∗

(m+ 2)(m+ 3)Varf (C˜)/2 is the
f -optimal due date with respect to C˜ .
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For a feasible schedule π , the fi-customer service level of job Ji with the weighting function fi(γ ) = (ni + 1)γ ni ,
which is a decision variable, is denoted by ki. Let k⃗ = (k1, k2, . . . , kn). Known by Definition 4.1, di = M¯fi(C˜i) +
ki

(ni + 2)(ni + 3)Varfi(C˜)/2 (i = 1, . . . , n). It follows that
fcost(π, d⃗) =
n−
i=1
M¯fi(wi(ei max{(di − C˜i), 0} + ti max{(C˜i − di), 0}))
=
n−
i=1
wiM¯fi(ei max{(M¯fi(C˜i)+ ki

(ni + 2)(ni + 3)Varfi(C˜)/2− C˜i), 0}
+ ti max{(C˜i − (M¯fi(C˜i)+ ki

(ni + 2)(ni + 3)Varfi(C˜)/2)), 0}) , gcost(π, k⃗).
Our goal is also to sequence the jobs and determine the f -customer service levels k⃗ = (k1, k2, . . . , kn) to minimize the
function gcost(π, k⃗).
We define the f -unitary comprehensive penalty of a jobwith positive unitary penalty vector (e, t) andweighting function
f (γ ) under a f -customer service level k by the function hf (e, t, k) as follows:
Definition 4.3. Let the positive unitary penalty vector, f -customer service level and weighting function of a job be (e, t), k
and f (γ ) = (m+ 1)γ m (m > 0). Then,
Hf (e, t, k) , hf (e, t, k) =

−tk, k < −1;
t
[
(1+ k)m+2
2(m+ 2) − k
]
+ e (1+ k)
m+2
2(m+ 2) , −1 ≤ k ≤ 0;
t
(1− k)m+2
2(m+ 2) + e
[
k+ (1− k)
m+2
2(m+ 2)
]
, 0 < k ≤ 1;
ek, k > 1;
(3)
is called the f -unitary comprehensive penalty of the job under the given f -customer service level k. For convenience,
Hf (e, t, k) can be briefly written as Hf sometimes.
For a feasible schedule π of jobs set {J1, J2, . . . , Jn}with weighting functions {f1, f2, . . . , fn}, without lost of generality, let
π = (J1, J2, . . . , Jn). Then the completion time of Ji (i = 1, . . . , n) is C˜i =
∑i
j=1 aj,
∑i
j=1 αj

. Known by Definition 4.1,
the due date of Ji under the given fi-customer service level ki is di = ∑ij=1 aj + ki∑ij=1 αj (i = 1, 2, . . . , n). Let
d⃗ = {d1, d2, . . . , dn} and k⃗ = {k1, k2, . . . , kn}, then we have
fcost(π, d⃗) = gcost(π, k⃗ )
=
n−
i=1
M¯fi

wi

ei max

i−
j=1
aj + ki
i−
j=1
αj − C˜i

, 0

+ ti max

C˜i −

i−
j=1
aj + ki
i−
j=1
αj

, 0

=
n−
i=1
wi

M¯fi

ei max

i−
j=1
aj + ki
i−
j=1
αj − C˜i

, 0

+ ti max

C˜i −

i−
j=1
aj + ki
i−
j=1
αj

, 0

=
n−
i=1

wiHfi
i−
j=1
αj

, (4)
where Hfi is the fi-unitary comprehensive penalty of Ji under the given fi-customer service level ki (i = 1, 2, . . . , n).
Lemma 4.2. Let π = {Ji1 , Ji2 , . . . , Jin}with due dates d⃗ = (di1 , di2 , . . . , din) and f -customer service levels k⃗ = (ki1 , ki2 , . . . , kin)
be an optimal schedule of the jobs set {J1, J2, . . . , Jn} with the weighting functions {f1, f2, . . . , fn}, where fi(γ ) = (ni + 1)γ ni (ni
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> 0, i = 1, 2, . . . , n). Let
k∗ij =

nij+1

2tij
tij + eij
− 1, tij ≤ eij;
1− nij+1

2eij
tij + eij
tij > eij .
Then, for j = 1, . . . , n,
kij = k∗ij =

nij+1

2tij
tij + eij
− 1, tij ≤ eij;
1− nij+1

2eij
tij + eij
, tij > eij .
Proof. Suppose there exists j0 such that kij0 ≠ k∗ij0 . Without loss of generality, let j0 = 1. According to (4) and Lemma 4.1,
we have
gcost(π, k⃗ ) =
n−
l=1

wilHfil (eil , til , kil)
l−
j=1
αij

> wi1Hfi1 (ei1 , ti1 , k
∗
i1)αi1 +
n−
l=2

wilHfil (eil , til , k
∗
il)
l−
j=1
αij

= gcost(π, k⃗∗),
where k⃗∗ = (k∗i1 , k∗i2 , . . . , k∗in). A contradiction appears since π is optimal. 
Remark 4.2. The f -optimal customer service level of Ji in any optimal schedule is only determined by (ei, ti) and fi.
We use the k⃗∗ = {k∗1, k∗2, . . . , k∗n} to stand for the f -optimal customer service levels for an optimal schedule π of the jobs
set {J1, J2, . . . , Jn}with the weighting function fi = (ni + 1)γ ni (ni > 0, i = 1, . . . , n). Known by Lemma 4.2,
k∗i =

ni+1

2ti
ti + ei − 1, ti ≤ ei;
1− ni+1

2ei
ti + ei , ti > ei,
(i = 1, 2, . . . , n). (5)
Based on Lemma 4.2, we can design an optimal polynomial time algorithm for the problem 1|p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)) as
follows.
Algorithm 4.1. Step 1. Compute the fi-optimal customer service level ki according to (5) (i = 1, . . . , n). Then, compute the
fi-unitary comprehensive penalty Hfi under ki by (3) (i = 1, . . . , n).
Step 2. Schedule the jobs according to a nonincreasing order of (wiHfi)/αi. Then, compute d⃗ = (d1, d2, . . . , dn) by
di = M¯fi(C˜i)+ ki

(ni + 2)(ni + 3)Varfi(C˜i)/2.
Step 3. Return π, d⃗ = (d1, d2, . . . , dn) and k⃗ = (k1, k2, . . . , kn).
Theorem 4.1. Algorithm 4.1 is an optimal polynomial algorithm for the problem 1|p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)) with time
complexity O(n log n).
Proof. It is easy to verify that the time complexity of Algorithm 4.1 is O(n log n). Suppose there exists an optimal schedule
π with f -customer service levels k⃗ = (k1, k2, . . . , kn)which is not obtained by Algorithm 4.1. Known by Lemma 4.2, k⃗ = k⃗∗.
So, there are at least two adjacent jobs Jj and Jk (Jj before Jk in π) such that (wjHfj/αj) < (wkHfk/αk). We can get the schedule
π ′ by interchanging Jj and Jk without changing any other jobs, then we have
gcost(π, k⃗)− gcost(π ′, k⃗∗) = αjαk

wkHfk
αk
− wjHfj
αj

> 0.
Thus, a contradiction appears. 
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5. Problem 1|prec, p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i))
In this section, we investigate the problem 1|prec, p˜|∑ni=1 M¯fi(wi(eiE˜i+ tiT˜i)). Obviously, the problem 1|prec, p˜|∑ni=1 M¯fi
(wi(eiE˜i+tiT˜i)) is NP-hard since the NP-hard scheduling problemwith precedence constraints among jobs in [45] is a special
case of our problem considered in this section. So, in what follows, we will mainly focus on how to construct some rules to
simplify our problem.
5.1. Four reduction rules
In what follows, the four reduction rules are put forward to simplify the precedence constraints without changing the
optimal schedule based on [52,53].
Definition 5.1.1. A subset I of the feasible schedule π is called a subsequence in π if the jobs of I are continuously processed
in π .
Lemma 5.1.1. Let π be an optimal schedule with subsequence I immediately followed by subsequence L. w⃗ = (w1, w2,
. . . , wn) and H⃗f = (Hf1 ,Hf2 , . . . ,Hfn) are the weight vector and f -unitary comprehensive penalty vector under f -optimal
customer service levels k⃗∗. The processing time of Ji is (ai, αi) (i = 1, 2, . . . , n). If I ∼ L, then∑
i∈I
wiHfi∑
i∈I
αi
≥
∑
l∈L
wlHfl∑
l∈L
αl
;
If I ∼ L and∑
i∈I
wiHfi∑
i∈I
αi
=
∑
l∈J
wlHfl∑
l∈L
αl
,
then the schedule π ′ obtained by interchanging I and L and with customer service level k⃗∗ is also optimal.
Proof. π ′, obtained by interchanging I and L in π , is also feasible schedule since I ∼ L. It follows that gcost(π ′, k⃗∗) ≥
gcost(π, k⃗∗) under the f -optimal customer service levels k⃗∗ since π is an optimal schedule. Moreover, we have
0 ≤ gcost(π ′, k⃗∗)− gcost(π, k⃗∗)
=
−
i∈I
wiHfi
−
l∈L
αl

−
−
i∈I
αi
−
l∈L
wlHfl

=
−
l∈L
αl
−
i∈I
αi

∑
i∈I
wiHfi∑
i∈I
αi
−
∑
l∈L
wlHfl∑
l∈L
αl
 . (6)
Hence,∑
i∈I
wiHi∑
i∈I
αi
≥
∑
l∈L
wlHl∑
l∈L
αl
.
Known from (6), gcost(π ′, k⃗∗)− gcost(π, k⃗∗) = 0 if I ∼ L and
∑
i∈I wiHi∑
i∈I αi
=
∑
l∈L wlHl∑
l∈L αl
. Hence, π ′ is also optimal. 
Definition 5.1.2. The processing time, the weight and the weighting function of Jj are (aj, αj), wj and fj = (nj + 1)γ nj (j =
1, 2, . . . , n). Let rj = wjHfj/αj under the fj-customer service level kj (j = 1, 2, . . . , n). Jj is locally weighted maximal under
f -customer service levels k⃗ = {k1, k2, . . . , kn} if
rj = max{rk|Jk ∈ S(P¯(Jj)) ∪ P¯(Jj), Jk ∉ S(Jj)}.
Theorem 5.1.1. If Jj is locally weighted maximal under the f -optimal customer service levels k⃗∗, then there exists an optimal
schedule with the subsequence I = {Ji, Jj} for some Ji ∈ P¯(Jj).
Proof. Let π be an optimal schedule and Jl be the job immediately preceding Jj in π .
Case a. If Jl ∈ P¯(Jj), the conclusion is obvious.
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Case b. If Jl ∉ P¯(Jj), then
(1) Jl ∈ S(P¯(Jj)).
It is easy to know that Jl ∉ S(Jj) since Jl precedes Jj in π . On the other hand Jj ∉ S(Jl) since there exists Jm ∈ P¯(Jj) such
that Jl ∈ S(Jm) due to Jl ∈ S(P¯(Jj)). It follows that Jl ∼ Jj. Moreover, according to Lemma 5.1.1, rl ≥ rj under the f -optimal
service levels because π is optimal and Jl precedes Jj in π . Known from Jj being locally weighted maximal under the
f -optimal customer service levels, we have rj ≥ rl under the f -optimal service levels. It follows that rj = rl under the
f -optimal service levels. According to Lemma 5.1.1, π ′ obtained by interchanging Jl and Jj is also an optimal schedule.
(2) Jl ∉ S(P¯(Jj)).
Suppose K be themaximal subsequence immediately preceding Jj inπ such that K ∩[S(P¯(Jj))∪ P¯(Jj)] = ∅. It is easy to get
K ≠ ∅ and {Jj} ∼ K . Let rK =
∑
i∈K wiHfi

/
∑
i∈K αi

, whereHfi (i = 1, . . . , n) is the fi-unitary comprehensive penalty
under the fi-optimal customer service level k∗i . Let Jm immediately precede K in π , then we have Jm ∈ S(P¯(Jj)) ∪ P¯(Jj).
It follows that Jm ∼ K . Since π is optimal, we have rm ≥ rK ≥ rj under the f -optimal service levels. Because Jj is locally
weightedmaximal under the f -optimal customer service level, we get rj = rK under the f -optimal service levels. Known
by Lemma 5.1.1, π ′ obtained by interchanging {Jj} and K is optimal.
Known from (1), (2), an optimal schedule satisfying the condition of the theorem must be obtained eventually after a
finite number of interchanges. 
Known by Theorem 5.1.1, for P¯(Jj) = {Ji}, there exists an optimal schedule π such that {Ji, Jj} is a subsequence for the
locally weighted maximal job Jj under the f -optimal customer service level. Then, we can think of Ji and Jj as a job with
processing time (ai + aj, αi + αj), weight wi + wj and f -unitary comprehensive penalty wiHfi+wjHfjwi+wj under the f -optimal
customer service level. Although this transformation changes the value of the objective function, it does not change the
optimal schedule. This transformation is summarized as the following reduction rule:
Rule 1. If Jj is locally weighted maximal under f -optimal customer service levels and P¯(Jj) = {Ji}, then we think of Jj and Ji
as a job with processing time (ai + aj, αi + αj), weight wi + wj and f -unitary comprehensive penalty wiHfi+wjHfjwi+wj under the
f -optimal customer service level.
Moreover, for the case |P¯(Jj)| > 1, we do not know which job in P¯(Jj) immediately precedes Jj in an optimal schedule
for the locally weighted maximal job Jj under f -optimal customer service levels. However, under the assumption that all
immediate predecessors of Jj have the same set of successors, there must be an optimal schedule in which Jj precedes all
other successors of P¯(Jj). We summarize this transformation as the following reduction rule:
Rule 2. If Jj is locally weighted maximal under f -optimal customer service levels, |P¯(Jj)| > 1, and S(Ji) = S(P¯(Jj)) for all
Ji ∈ P¯(Jj), then let Jj precede S(Ji)− {Jj}.
Due to the natural symmetry of the singlemachine scheduling problem,we can schedule the jobs from last to first. Similar
to the discussion above, we reach following conclusions.
Definition 5.1.3. The processing time, weight and weighting function of Jj are (aj, αj), wj and fj = (nj + 1)γ nj (j =
1, 2, . . . , n). Let rj = wjHfj/αj under the fj-customer service levels kj (j = 1, 2, . . . , n). Jj is locally weighted minimal under
the f -customer service levels k⃗ = {k1, k2, . . . , kn} if
rj = min{rk|Jk ∈ P(S¯(Jj)) ∪ S¯(Jj), Jk ∉ P(Jj)}.
Theorem 5.1.2. If Jj is locally weighted minimal under the f -optimal customer service levels k⃗∗, then there exists an optimal
schedule with the subsequence I = {Jj, Ji} for some Ji ∈ S¯(Jj).
Proof. This proof is similar to that of Theorem 5.1.1. 
We can obtain two more reduction rules analogous to Rules 1 and 2.
Rule 3. If Jj is locally weighted minimal under the f -optimal customer service levels k⃗∗ and S¯(Jj) = Ji, then we consider Jj
and Ji as a job with the processing time (ai + aj, αi + αj), weight wi + wj, and f -unitary comprehensive penalty wiHfi+wjHfjwi+wj
under the f -optimal customer service level.
Rule 4. If Jj is locally weighted minimal under the f -optimal customer service levels, |S¯(Jj)| > 1, and P(Ji) = P(S¯(Jj)) for
some Ji ∈ S¯(Jj), then Jj succeeds P(Ji)− {Jj} immediately.
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Fig. 1. The precedence constraint for Example 5.1.
Fig. 2. The precedence constraint for Example 5.2.
The following examples show how the above reduction rules work.
Example 5.1. Let the jobs set be {J1, . . . , J7} and p˜i = (1, 1) (i = 1, . . . , 7). The unitary penalty vectors of the jobs are
(10, 15), (9, 21), (10, 13), (6, 8), (3, 4), (8, 9), and (11, 12), respectively. The weight vector is w⃗ = (w1, w2, . . . , w6, w7) =
(10, 12, 11, 10, 1, 15, 9). The weighting functions are f1(γ ) = 3γ 2, f2(γ ) = 7γ 6, f3(γ ) = 4γ 3, f4(γ ) = 6γ 5, f5(γ ) =
2γ , f6(γ ) = 5γ 4 and f7(γ ) = 2γ . The precedence constraint is shown in Fig. 1, where J0 denotes the dummy initial node
with w0 = 1 and Hf0 = −∞ under f -optimal customer service level; J8 denotes the dummy terminal node with w8 = 1
and Hf8 = +∞ under f -optimal customer service level. First, for each job, compute the f -unitary comprehensive penalty
under f -optimal customer service levels:
H⃗f = (Hf0 , . . . ,Hf8) = (−∞, 3.0376, 1.6792, 2.2747, 0.9876, 1.1484, 1.4137, 3.8279,+∞).
By applying Rule 1 at J7, J7 is condensed into the dummy initial node J0 and H⃗f becomes the following:
H⃗f = (Hf0 ,Hf1 , . . . ,Hf6 ,Hf8) = (−∞, 3.0376, 1.6792, 2.2747, 0.9876, 1.1484, 1.4137,+∞).
Then apply Rule 1 at J1 and J6, and apply Rule 3 at J5. As a result of these transformations, J1 is condensed into the dummy
initial node J0; J5 is condensed into the dummy terminal node J8; J6 is condensed into J4; then the r4 for J4 becomes
r4 = (w4Hf4+w6Hf6 )2 = 15.5407. Next, apply Rule 1 at J3, so J3 is condensed into {J0, J7, J1}. Finally, Rule 1 is applied
at J2 and the optimal schedule is obtained as J7 → J1 → J3 → J2 → J4 → J6 → J5; the f -optimal customer
service levels are (k⃗∗1, k⃗
∗
2, . . . , k⃗
∗
7) = (0.0717, 0.0704, 0.0343, 0.0254, 0.0742, 0.0121, 0.0220); the f -optimal due dates
are (d∗1, d
∗
2, . . . , d
∗
7) = (2.1434, 4.2816, 3.1029, 5.1270, 7.5194, 6.0726, 1.0220).
Example 5.2. Let the jobs set be {J1, . . . , J6} and p˜i = (1, 1) (i = 1, . . . , 6). The unitary penalty vectors are (9, 12), (8, 10),
(5, 6), (4, 8), (13, 14) and (12, 15), respectively. The weight vector is w⃗ = (7, 8, 4, 2, 11, 10). The weighting functions are
f1(γ ) = 3γ 2, f2(γ ) = 6γ 5, f3(γ ) = 7γ 6, f4(γ ) = 2γ and f5(γ ) = 4γ 3, f6(γ ) = 5γ 4. The dummy initial (terminal) node
is J0(J7) with w0 = 1 (w7 = 1) and Hf0 = −∞ (Hf7 = +∞) under f -optimal costumer service levels. The precedence
constraint is described as Fig. 2.
First, compute the f -unitary comprehensive penalty under f -optimal customer service levels for each job. We get
H⃗f = (−∞, 2.5881, 1.2762, 0.6842, 1.8227, 2.6977, 2.2328,+∞).
Then apply Rule 2 at J6, we obtain new precedence constraint shown in Fig. 3. Next, apply Rule 3 at J3 and Rule 1 at J5 in Fig. 3.
Then J5 is condensed into J1 and the rate r1 = (w1Hf1+w5Hf5 )2 > r2. So, we can get an optimal schedule J1− J5− J2− J3− J6− J4.
The f -optimal service levels and f -optimal due dates are k⃗ = (0.0501, 0.0194, 0.0135, 0.1835, 0.0094, 0.0233) and
(d∗1, d
∗
2, . . . , d
∗
6) = (1.0501, 3.0582, 4.0540, 7.1010, 2.0188, 5.1165).
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Fig. 3. The new precedence constraint obtained by applying Rule 2 for Example 5.2.
Fig. 4. The precedence constraint for Example 5.3.
5.2. The optimal polynomial time algorithm for 1|outtree, p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i))
The reduction Rule 1 is so effective for handling the problem with outtree constraints that we can solve the problem
1|outtree, p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)) in polynomial time.
For convenience, it is helpful to think of condensing the jobs in terms of the set union operator. We assume that the sets
correspond to the chains of jobs from the original precedence constraints G which have been condensed into a single job.
Let A− B = {x|x ∈ A and x ∉ B}.
Let the dummy initial node be J0 with w0 = 1 and Hf0 = −∞ under optimal customer service levels. Bi = {Ji} (i =
0, 1, . . . , n), and B = {B0, B1, B2, . . . , Bn}.
Algorithm 5.2.1. Step 0. Compute the fi-optimal customer service level ki according to (5) (i = 1, . . . , n). Then, compute
the fi-unitary comprehensive penalty Hfi under ki by (3) (i = 1, . . . , n).
Step 1. If B− {B0} = ∅, go to Step 4. Otherwise, find Bi ∈ B such that
wiHfi
αi
= max

wjHfj
αj
 Bj ∈ B .
Step 2. Find Bj such that the immediate predecessor of the first job in Bi is in Bj.
Step 3. Let Bj = Bj ∪ Bi, wjHfj = wjHfj + wiHfi and αj = αi + αj. Delete Bi from B and go to Step 1.
Step 4. Return B0 and k⃗ = (k1, k2, . . . , kn).
Theorem 5.2.1. Algorithm 5.2.1 is an optimal polynomial time algorithm for 1|outtree, p˜|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)).
Proof. The algorithm above is obtained by repeatedly applying Rule 1. Since reduction Rule 1 does not change the optimal
schedule, the schedule obtained from Algorithm 5.2.1 is optimal. The total time spent at Step 0 is O(n). It is easy to know
that the times spent on Steps 1 and 2 are O(n log n). The time spent at Step 4 is O(n log n). So we have Algorithm 5.2.1 is at
most O(n2 log n). 
Remark 5.2.1. Any collection of outtrees can be converted to an outtree by adding a dummy initial node. So, Algorithm 5.2.1
is effective when the precedence constraint is a collection of outtrees. Due to the symmetry of intree and outtree, intree can
be changed into outtree by reversing the directed arc. So we can get the optimal schedule under intree by reversing the
schedule obtained by applying the above algorithm under the corresponding outtree.
Example 5.3. Let the jobs set be {J1, . . . , J7} with processing times (1, 1), (1, 3), (1, 3), (1, 1), (1, 4), (1, 2) and (1, 2),
respectively. Let the penalty vectors be (8, 10), (7, 9), (6, 11), (8, 10), (3, 5), (11, 14) and (10, 13), respectively. J0 is an
dummy initial node with w0 = 1 and Hf0 = −∞ under the f -optimal customer service level. The weight vector is
(w1, w2, . . . , w6, w7) = (4, 5, 2, 7, 1, 3, 6). The weighting functions are f1(γ ) = 6γ 5, f2(γ ) = 5γ 4, f3(γ ) = 9γ 8,
f4(γ ) = 3γ 2, f5(γ ) = 2γ , f6(γ ) = 7γ 6 and f7(γ ) = 4γ 3.) The constraint is shown in Fig. 4.
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Fig. 5. The earliness–tardiness penalty of each job in samples 1–6.
Apply Rule 1 at B4, then B2 = {J2, J4}. Next, apply Rule 1 at B7, then B2 = {J2, J4, J7}. Next, apply Rule 1 at B2, then
B0 = {J0, J2, J4, J7}. Next, apply Rule 1 at B1, then B0 = {J0, J2, J4, J7, J1}. Next, apply Rule 1 at B6, then B0 = {J0, J2, J4, J7, J1, J6}.
Next, apply Rule 1 at B3, then B0 = {J0, J2, J4, J7, J1, J6, J3}. Finally, apply Rule 1 at B5, then we can get the optimal schedule
B0 = {J0, J2, J4, J7, J1, J6, J3, J5}. The f -optimal customer service levels and f -optimal due dates are as follows:
(k∗1, k
∗
2, . . . , k
∗
n) = (0.0194, 0.0264, 0.0380, 0.0385, 0.1340, 0.0181, 0.0343);
(d∗1, d
∗
2, . . . , d
∗
7) = (4.1358, 1.0792, 6.4560, 2.1540, 9.1440, 5.1629, 3.2058).
6. Experiment
In [45,21], two methods are proposed to predict the due dates for jobs with uncertainty processing times. Next, we will
compare our method with these two methods. Without special statement, the method in [21], the method [45] and our
method are briefly written as method 1, method 2 and method 3 in the following.
In order to examine the three methods, these methods are tested on the same data coming from Example 1 [21]: the
processing time of the job is assumed to be a random variable, denoted by N(µ, σ 2), which has normal distribution with
meanvalueµ = 10 and standarddeviationσ = 3. In [45], the symmetrical triangular fuzzynumber (10, 8.5) is used tomodel
the processing time for this job for the reason that the processing time of the job is almost in the interval [1, 19] according
to the 3σ principle. The optimal due dates given by the methods in [45,21] are 10+3×1.282 and 10+ (1− (1/√5))×8.5,
respectively. We also use the fuzzy number (10, 8.5) to model the processing time for this job. Besides, let the weighting
function be f (γ ) = 2.15(1+ γ )1.15. By the method in this paper, the optimal due date is 14.4792 for this job.
Next, we also use the 6 samples in [45] which come from the normal distribution of N(10, 32). The earliness–tardiness
penalties of the jobs in each of the six samples are shown in Fig. 5; the mean value of the earliness and tardiness penalties of
the jobs in each of the six samples for the considered three methods are shown in Fig. 6; the total penalties of each sample
for the three methods are shown in Fig. 7.
The results above show that, for the same data used in [45,21], our method in this paper is better than the two methods
proposed in [45,21].
7. Conclusion
In this paper, the problem 1|p˜, prec|∑ni=1 M¯fi(wi(eiE˜i+ tiT˜i))was investigated. An optimal polynomial time algorithm for
1|p˜|∑ni=1 M¯fi(wi(eiE˜i+ tiT˜i))was given. Four reduction rules under optimal customer service levels for the NP-hard problem
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Fig. 6. The mean value of the earliness and tardiness penalties of the jobs in each of the six samples for the three methods.
Fig. 7. The total penalties of each sample.
1|p˜, prec|∑ni=1 M¯fi(wi(eiE˜i+ tiT˜i))were proposed to simplify the constraints without changing the optimal schedule. Based
on these, it was shown that 1|p˜, trees|∑ni=1 M¯fi(wi(eiE˜i + tiT˜i)) can be solved in polynomial time.
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