In this paper, we study the problem of designing objective functions for machine learning problems defined on finite sets. In contrast to traditional objective functions defined for machine learning problems operating on finite dimensional vectors, the new objective functions we propose are operating on finite sets and are invariant to permutations. Such problems are widespread, ranging from estimation of population statistics , via anomaly detection in piezometer data of embankment dams (Jung et al., 2015) , to cosmology (Ntampaka et al., 2016; Ravanbakhsh et al., 2016a) . Our main theorem characterizes the permutation invariant objective functions and provides a family of functions to which any permutation invariant objective function must belong. This family of functions has a special structure which enables us to design a deep network architecture that can operate on sets and which can be deployed on a variety of scenarios including both unsupervised and supervised learning tasks. We demonstrate the applicability of our method on population statistic estimation, point cloud classification, set expansion, and image tagging.
Introduction
Classification and regression are among the most fundamental supervised learning problems. The most frequently used learning algorithms, however, can only deal with fixed, finite-dimensional representations, and researchers only recently started to investigate the case when the inputs or outputs are permutation invariant sets rather than finite dimensional vectors (Oliva et al., 2013; Szabo et al., 2016; Muandet et al., 2013; . Supervised learning examples include tasks like estimation of population statistics , where applications range from giga-scale cosmology (Ntampaka et al., 2016; Ravanbakhsh et al., 2016a) to nano-scale quantum chemistry (Faber et al., 2016) .
Similarly, most unsupervised learning methods can only 1 Amazon Web Services 2 Carnegie Mellon University, Pittsburgh PA. Correspondence to: Manzil Zaheer <manzil@cmu.edu>.
Work done while at Carnegie Mellon University. Figure 1 . Illustration of Deepsets using image tagging task. Given a query image, predicted tags can be irrelevant (red) due to visual imperfections. For instance, the model confuses the stop sign to a fire hydrant. However, conditioned on a set of relevant tags, Deepsets recovers more appropriate tags (green).
operate on finite dimensional vectors, but there are many important cases when we want the learning algorithm to be invariant to permutation of the elements of the input.
One such unsupervised learning problem is the set expansion (audience expansion), where given a set of objects that are similar to each other (e.g. set of words {lion, tiger, leopard}) our goal is to find new objects from a large pool of candidates such that the selected new objects are similar to the query set (e.g. find words like jaguar or cheetah among all English words). This is a standard problem in similarity search and metric learning, and a typical application is to find new image tags given a small set of possible tags. Likewise, in field of computational advertisement, given a set of high-value customers, the goal would be to find similar people. This is an important problem in many scientific applications, e.g. given a small set of interesting celestial objects, astrophysicists might want to find similar ones in large sky surveys. and sufficient (Sec. 2) . ii) We extend this architecture to allow for conditioning on arbitrary objects, and iii) based on this architecture we develop a deep network that can operate on sets with possibly different sizes (Sec. 3). We show that a simple parameter-sharing scheme enables a general treatment of sets within supervised and semi-supervised settings. iv) We demonstrate the applicability of our framework algorithm through various problems (Sec. 4).
Permutation Invariant Objective Functions
2.1. Problem Definition.
First we formally define our problem and review some relevant background information. Our goal is to create a permutation invariant objective function S() and assign a score S(X) to a set X = {x 1 , ..., x m }. For example, this score can indicate coherence of the set or can be an estimate of some population statistic among others. Under unsupervised setting, we are given N examples of X 1 , ..., X N each representing one valid coherent set, i.e. the i-th input X i = {X i,1 , ..., X i,mi } consists of m i elements. The task would be to assign high scores to valid sets and low scores to improbable sets. Such score can be used for set expansion tasks, such as image tagging or audience expansion in field of computational advertisement.
In the supervised learning setting, we would also have access to labels y 1 , ..., y N and the task would be to classify/regress with variable number of predictors while being permutation invariant w.r.t predictors. Examples might include entropy estimation or a sum of a variable number of MNIST digits.
In the next section we begin with exploring properties of a function that operates on sets as input and relate these properties to existing work.
Structure
A function f transforms its domain X into its range Y. Usually, the input domain is a vector space R d and the output response range is either a discrete space, e.g. {0, 1} in case of classification, or a continuous space R in case of regression. Now, if the input is a set X = {x 1 , . . . , x m }, then we would like the response of the function not to depend on the ordering of the elements in the set. In other words, Property 1 A function f acting on sets must be permutation invariant to the order of objects in the set, i.e. f ({x 1 , ..., x m }) = f ({x σ(1) , ..., x σ(m) })
for any permutation σ.
The next theorem characterizes the structure of permutation invariant functions.
Theorem 2 (Universality) A function S(X) operating on a set X can be a valid scoring function, i.e. it is permutation invariant to the elements in X, if and only if it can be decomposed in the form ρ x∈X φ(x) , for suitable transformations φ and ρ.
Proof sketch. Permutation invariance follows from the fact that sets have no particular order, hence any function on a set must not exploit any particular order either. The sufficiency follows by observing that the function ρ x∈X φ(x) satisfies the permutation invariance condition.
To prove necessity, i.e. that all functions can be represented in this manner, note that polynomials are universal approximators. Hence it suffices if we prove the result for polynomials. In this case the Chevalley-Shephard-Todd (CST) theorem (Bourbaki, 1990 , chap. V, theorem 4), or more precisely, its special case, the Fundamental Theorem of Symmetric Functions states that symmetric polynomials are given by a polynomial of homogeneous symmetric monomials. The latter are given by the sum over monomial terms, which is all that we need since it implies that all symmetric polynomials can be written in the form required by the theorem.
Specialization to Neural Network Layer
Now we consider how can we apply Theorem 2 to a deep network layer. Our goal is to design neural network layers that are invariant to permutations of elements in the input x. Consider the standard neural network layer
where Θ is the weight vector and σ : R → R is a nonlinearity such as sigmoid function. The following lemma states the necessary and sufficient conditions for permutationequivariance in this type of function.
Lemma 3 The function f Θ : R N → R N as defined in (2) is permutation invariant if and only if all the off-diagonal elements of Θ are tied together and all the diagonal elements are equal as well. That is,
This function is simply a non-linearity applied to a weighted combination of i) its input Ix and; ii) the sum of input values (11 T )x. Since summation does not depend on the permutation, the layer is permutation-equivariant. Therefore we can manipulate the operations and parameters in this layer, for example to get another variation
where the maxpooling operation over elements of the set (similarly to summation) is commutative. In practice using this variation performs better in some applications. This may be due to the fact that for λ = γ, the input to the non-linearity is max-normalized.
Other Related Results and Special Cases de Finetti theorem:
A related concept is that of an exchangeable model in Bayesian statistics, It is backed by deFinetti's theorem which states that:
To see that this fits into our result, let us consider exponential families with conjugate priors for illustration purpose, where we have
Now if we marginalize out θ, we get a form which looks exactly like the one in Theorem 2, i.e.
Representer theorem and kernel machines: Support distribution machines use the following prediction function (Muandet et al., 2012; Poczos et al., 2012) :
where p i , p are distributions and α i , b ∈ R. In practice the p i , p distributions are never given to us explicitly, usually only i.i.d. sample sets are available from these distributions, and therefore we need to estimate kernel K(p, q) using these samples. A popular approach is to useK(p, q) =
, where k is another kernel operating on the samples {x i } N i=1 ∼ p and {y j } M j=1 ∼ q. Now (7) can be seen fitting into above defined structure.
Spectral methods: A consequence of the polynomial decomposition is that spectral methods (Anandkumar et al., 2012) can be viewed as a special case of the mapping ρ • φ(X): in that case one can compute polynomials, usually only up to a relatively low degree (such as k = 3), to perform inference about statistical properties of the distribution. The statistics are exchangeable in the data, hence they could be represented by the above map.
Deep Sets

Architecture
The structure of permutation invariant functions which we got in Theorem 2 hints to an alternative strategy for inferring Figure 2 . Architecture of deep sets sets of objects -deep sets. Replacing φ and ρ by universal approximators leaves matters unchanged, since, in particular, φ and ρ can be used to approximate arbitrary polynomials. Then, it remains to learn these approximators. This yields in the following model:
• Each input x is transformed (possibly by several layers) into some representation φ(x).
• The representations are added up and their output is the processed using the ρ network very much in the same manner as in any deep network (e.g. fully connected layers, nonlinearities, etc.).
• Optionally: If we have additional meta-information z, then the above mentioned networks could be conditioned to obtain the conditioning mapping φ(x|z).
In other words, the key to deep sets is to add up all representations and then apply nonlinear transformations. The overall model structure is illustrated in Fig. 2 .
This architecture has a number of desirable properties in terms of universality and correctness. We assume in the following that the networks we choose are, in principle, universal approximators. That is, we assume that they can represent any functional mapping. This is a well established property (see e.g. (Micchelli, 1986) for details in the case of radial basis function networks).
What remains is to state the derivatives with regard to this novel type of layer. Assume parametrizations w ρ and w φ for ρ and φ respectively. Then we have
This result reinforces the common knowledge of parameter tying in deep networks when ordering is irrelevant. Our result backs this practice with theory and strengthens it by proving that it is the only way to do it.
Application: Set Regression Scalar Response
Learning real valued functionals of distributions (e.g. entropy, mutual information) is of great importance in statistics and machine learning. For certain functionals, however, this is very difficult, especially if our only information about the density is based on a few i.i.d. samples. This is a regression task on sample sets with scalar response. Using the DeepSets neural network defined above, we can estimate the unknown function f : X → R directly in a supervised fashion, where X is the space of set inputs.
Application: Set Expansion
In the set expansion task, we are given a set of objects that are similar to each other and our goal is to find new objects from a large pool of candidates such that the selected new objects are similar to the query set. To achieve this one needs to reason out the concept connecting the given set and then retrieve words based on their relevance to the inferred concept. It is an important task due to wide range of potential applications including personalized information retrieval, computational advertisement, tagging large amounts of unlabeled or weakly labeled datasets, etc.
If we go back to de Finetti's theorem in Sec. 2.4, where we consider the marginal probability of a set of observations, the marginal probability allows for very simple metric for scoring additional elements to be added to X. In other words, this allows one to perform set expansion simply via the following score
Note that s(x|X) is the pointwise mutual information between x and X. Moreover, due to exchangeability, it follows that regardless of the order of elements we have
In other words, we have a set function log p(X|α) with a modular term-dependent correction. When inferring sets, our goal is to find set completions {x n+1 , . . . x m } for an initial set of query terms {x 1 , . . . , x n }, such that the aggregate set is coherent. This is the key idea of the Bayesian Set algorithm (Ghahramani & Heller, 2005b) .
Using DeepSets, we can solve this problem in more generality as we can drop the assumption of data belonging to certain exponential family. In the simplest case, we could learn the DeepSets network by trying to maximize the discriminative score s(x|X) such that the terms to be added obtain a large value.
While this improves discriminative performance, it does not necessarily take the relative similarity of objects into account. In particular, it does not guarantee large margin ranking performance such that the score s(x ij |X i \ {x ij }) is much larger than s(x|X i \ {x ij }) for any x ∈ X i . Instead, we take recourse to large-margin classification with structured loss functions (Taskar et al., 2004) to obtain the relative loss objective
In other words, we want to ensure that s(x|X) ≥ s(x |X) + ∆(x, x ) whenever x should be added and x should not be added to X.
Conditioning
Often machine learning problems do not exist in isolation. For example, task like tag completion from a given set of tags is usually related to an object z, for example an image, that needs to be tagged. Such meta-data are usually abundant, e.g. author information in case of text, contextual data such as the user click history, or extra information collected with LiDAR point cloud.
Conditioning graphical models with such meta-data is often complicated, e.g. ensuring that the conditional representation φ(x|z) is contained inside the correct marginal polytope is not always trivial. For instance, for the Beta-Binomial model we need to ensure that the counts are always nonnegative, regardless of z. Fortunately, DeepSets does not suffer from such complications and the fusion of multiple sources of data can be done in a relatively straightforward manner. Any of the existing methods in deep learning, including feature concatenation by averaging, or by max-pooling, can be employed as shown in Fig. 2 . Incorporating these meta-data often leads to significantly improved performance as we will show in our experiments (Sec. 4.2.2).
Experiments
We now present an empirical study for our permutation invariant DeepSets model. First, we show experiments for supervised regression and classification setting in Sec. 4.1. Next, we consider semi-supervised tasks of set expansion (Sec. 4.2) and set anomaly detection (Sec. 4.3).
Set Input Scalar Response
POPULATION STATISTIC ESTIMATION
In the first set experiment, we learn the entropy and mutual information of Gaussian distributions, without providing any information about Gaussianity to DeepSets. The Gaussian distributions are generated as follows:
• Rotation: We randomly chose a 2 × 2 covariance matrix Σ, and then generated N sample sets from
Our goal was to learn the entropy of the marginal distribution of first dimension.
• Correlation: We randomly chose a d×d covariance matrix learn the joint entropy and mutual information.
We learn this using an L 2 loss with a DeepSet architecture having 3 fully connected layers with ReLU activation for both transformations φ and ρ. We compare against Support Distribution Machines (SDM) using a RBF kernel (Poczos et al., 2012) . The results are shown in Fig. 3 . SDM has lower error for small number of examples and DeepDets requires more data to reach similar accuracy. But for high dimensional problems deep sets easily scales to large number of examples and produces much lower estimation error.
SUM OF DIGITS
Next, we compare to what happens if our set data is treated as a sequence. We consider the task of finding sum of a given set of digits. We consider two variants of this experiment: Text We randomly sample a subset of maximum N = 10 digits from this dataset to build 100,000 sets of training images, where the set-label is the sum of digits in that set. We test against sums of N digits, for N starting from 5 all the way up to 100 over another 100,000 examples. Image MNIST8m dataset (Loosli et al., 2007) contains 8 million instances of 2828 grey-scale stamps of digits in {0, ..., 9}. We randomly sample a subset of N images from this dataset to build 100,000 sets of training and 100,000 sets of test images, where the set-label is the sum of digits in that set (i.e., individual labels per image is unavailable). We test against sums of N digits, for N starting from 5 all the way up to 50.
We compare against recurrent neural networks -LSTM and GRU. All models are defined to have similar number of layers and parameters. The output of all models is a scalar, predicting the sum of N digits. Training is done on tasks of length 10 at most, while at test time we use examples of length upto 100. The accuracy, i.e. exact equality after rounding, is shown in Fig. 4 . DeepSets generalize much better. Note for image case, the best classification error for single digit is around p = 0.01 for MNIST8m, so in a collection of N of images at least one image will be misclassified is 1 − (1 − p) N , which is 40% for N = 50. This matches closely with observed value in Fig. 4(b) .
IMPROVED RED-SHIFT ESTIMATION USING CLUSTERING INFORMATION
An important regression problem in cosmology is to estimate the red-shift of galaxies, corresponding to their age as well as their distance from us (Binney & Merrifield, 1998) based on photometric observations. One way to estimate the red-shift from photometric observations is using a regression model (Connolly et al., 1995) on the galaxy clusters. The prediction for each galaxy does not change by permuting the members of the galaxy cluster. Therefore, we can treat each galaxy cluster as a "set" and use DeepSet to estimate the individual galaxy red-shifts. 
83.3%
DeepSsets 5000 × 3 point-cloud 90 ± .3% Table 2 . Classification accuracy and the (size of) representation used by different methods on the ModelNet40 dataset.
redMaPPer galaxy cluster catalog (Rozo & Rykoff, 2014) that contains photometric readings for 26,111 red galaxy clusters. Each galaxy-cluster in this catalog has between ∼ 20 − 300 galaxies -i.e. x ∈ R N (c)×17 , where N (c) is the cluster-size. The catalog also provides accurate spectroscopic red-shift estimates for a subset of these galaxies.
We randomly split the data into 90% training and 10% test clusters, and minimize the squared loss of the prediction for available spectroscopic red-shifts. As it is customary in cosmology literature, we report the average scatter |zspec−z| 1+zspec , where z spec is the accurate spectroscopic measurement and z is a photometric estimate in table 1.
Method
Average scatter MLP 0.026 redMaPPer 0.025 DeepSets 0.023 Table 1 . Red shift experiment. Lower scatter is better.
POINT CLOUD CLASSIFICATION
A low-dimensional point-cloud is a set of low-dimensional vectors. This type of data is frequently encountered in various applications from robotics and vision to cosmology. In these applications, point-cloud data is often converted to voxel or mesh representation at a preprocessing step (e.g. Maturana & Scherer, 2015; Ravanbakhsh et al., 2016b; Lin et al., 2004) . Since the output of many range sensors, such as LiDAR, is in the form of point-cloud, direct application of deep learning methods to point-cloud is highly desirable. Moreover, when working with point-clouds rather than voxelized 3D objects, it is easy to apply transformations such as rotation and translation as differentiable layers at low cost.
As point-cloud data is just a set of points, we can use DeepSets to classify point-cloud representation of a subset of ShapeNet objects (Chang et al., 2015) , called ModelNet40 (Wu et al., 2015) . This subset consists of 3D representation of 9,843 training and 2,468 test instances belonging to 40 classes of objects. We produce point-clouds with 100, 1000 and 5000 particles each (x, y, z-coordinates) from the mesh representation of objects using the point-cloudlibrary's sampling routine (Rusu & Cousins, 2011) . Each set is normalized by the initial layer of the deep network to have zero mean (along individual axes) and unit (global) variance. Table 2 compares our method against the competition. 1 Note that we achieve our best accuracy using 5000 × 3 dimensional representation of each object, which is much smaller than most other methods. All other techniques use either voxelization or multiple view of the 3D object for classification.
Set Expansion
TEXT CONCEPT SET RETRIEVAL
We consider the task of text concept set retrieval, where the objective is to retrieve words belonging to a 'concept' or 'cluster', given few words from that particular concept. For example, given the set of words {tiger, lion, cheetah}, we would need to retrieve other related words like jaguar, puma, etc, which belong to the same concept of big cats. This task of concept set retrieval can be seen as a set completion task conditioned on the latent semantic concept, and therefore our DeepSets form a desirable approach.
Dataset We construct a large dataset containing sets of N T = 50 related words by extracting topics from latent Dirichlet allocation (Pritchard et al., 2000; Blei et al., 2003) , taken out-of-the-box 2 . To compare across scales, we consider three values of k = {1k, 3k, 5k} giving us three datasets LDA-1k, LDA-3k, and LDA-5k, with corresponding vocabulary sizes of 17k, 38k, and 61k.
Methods We learn this using a margin loss with a DeepSet architecture having 3 fully connected layers with ReLU activation for both transformations φ and ρ. Details of the architecture and training are in Appendix B. We compare to several baselines: (a) Random picks a word from the vocabulary uniformly at random. (b) Bayes Set (Ghahramani & Heller, 2005b) , and (c) w2v-Near that computes the nearest neighbors in the word2vec (Mikolov et al., 2013) space. Note that both Bayes Set and w2v NN are strong baselines. The former runs Bayesian inference using Beta-Binomial conjugate pair, while the latter uses the powerful 300 dimensional word2vec trained on the billion word Google-1 The error-bar on our results is due to variations depending on the choice of particles during test time and it is estimated over three trials.
2 github.com/dmlc/experimental-lda News corpus 3 . (d) NN-max uses a similar architecture as our DeepSet model with an important difference. It uses max pooling to compute the set feature, as opposed to DeepSets which uses sum pooling. (e) NN-max-con uses max pooling on set elements but concatenates this pooled representation with that of query for a final set feature. (f) NN-sum-con is similar to NN-max-con but uses sum pooling followed by concatenation with query representation. Evaluation To quantitatively evaluate, we consider the standard retrieval metrics -recall@K, median rank and mean reciprocal rank. To elaborate, recall@K measures the number of true labels that were recovered in the top K retrieved words. We use three values of K = {10, 100, 1k}. The other two metrics, as the names suggest, are the median and mean of reciprocals of the true label ranks, respectively. Each dataset is split into TRAIN (80%), VAL (10%) and TEST (10%). We learn models using TRAIN and evaluate on TEST, while VAL is used for hyperparameter selection and early stopping.
Results and Observations Tab. 3 contains the results for the text concept set retrieval on LDA-1k, LDA-3k, and LDA5k datasets. We summarize our findings below: (a) Our DeepSets model outperforms all other approaches on LDA3k and LDA-5k by any metric, highlighting the significance of permutation invariance property. For instance, DeepSets is better than the w2v-Near baseline by 1.5% in Recall@10 on LDA-5k. (b) On LDA-1k, neural network based models do not perform well when compared to w2v-Near. We hypothesize that this is due to small size of the dataset insufficient to train a high capacity neural network, while w2v-Near has been trained on a billion word corpus.Nevertheless, our approach comes the closest to w2v-Near amongst other approaches, and is only 0.5% lower by Recall@10. our setup, we learn to predict tags by conditioning DeepSets on the image. Specifically, we train by learning to predict a partial set of tags from the image and remaining tags. At test time, we the test image is used to predict relevant tags. Datasets We report results on the following three datasets -ESPGame, IAPRTC-12.5 and our in-house dataset, COCOTag. Due to lack of space, we refer the reader to Appendix C, for more details about datasets. Methods The setup for DeepSets to tag images is similar to that described in Sec. 4.2.1. The only difference being the conditioning on the image features, which is concatenated with the set feature obtained from pooling individual element representations. Baselines We perform comparisons against several baselines, previously reported in . Specifically, we have Least Sq., a ridge regression model, MBRM (Feng Figure 5 . Each row shows a set, constructed from CelebA dataset, such that all set members except for an outlier, share at least two attributes (on the right). The outlier is identified with a red frame. The model is trained by observing examples of sets and their anomalous members, without access to the attributes. The probability assigned to each member by the outlier detection network is visualized using a red bar at the bottom of each image. The probabilities in each row sum to one.
et al., 2004), JEC (Makadia et al., 2008) and FastTag . Note that these methods do not use deep features for images, which could lead to an unfair comparison.
As there is no publicly available code for MBRM and JEC, we cannot get performances of these models with Resnet extracted features. However, we report results with deep features for FastTag and Least Sq., using code made available by the authors 4 .
Evaluation For ESPgame and IAPRTC-12.5, we follow the evaluation metrics as in (Guillaumin et al., 2009 ) -precision (P), recall (R), F1 score (F1) and number of tags with non-zero recall (N+). Note that these metrics are evaluate for each tag and the mean is reported. We refer to (Guillaumin et al., 2009 ) for further details. For COCO-Tag, however, we use recall@K for three values of K = {10, 100, 1000}, along with median rank and mean reciprocal rank (see evaluation in Sec. 4.2.1 for metric details).
Results and Observations Tab. 4 contains the results of image tagging on ESPgame and IAPRTC-12.5, and Tab. 5 on COCO-Tag. Here are the key observations from Tab. 4: (a) The performance of our DeepSets model is comparable to the best approaches on all metrics but precision. (b) Our recall beats the best approach by 2% in ESPgame. On further investigation, we found that the DeepSets model retrieves more relevant tags, which are not present in list of ground truth tags due to a limited 5 tag annotation. Thus, this takes a toll on precision while gaining on recall, yet yielding improvement in F1. On the larger and richer COCOTag, we see that the DeepSets approach outperforms other methods comprehensively, as expected. We show qualitative examples in Appendix C.
Set Anomaly Detection
The objective here is to find the anomalous face in each set, simply by observing examples and without any access to the attribute values. CelebA dataset (Liu et al., 2015) Our deep neural network consists of 9 2D-convolution and max-pooling layers followed by 3 permutation-equivariant layers and finally a softmax layer that assigns a probability value to each set member (Note that one could identify arbitrary number of outliers using a sigmoid activation at the output.) Our trained model successfully finds the anomalous face in 75% of test sets. Visually inspecting these instances suggests that the task is non-trivial even for humans; see Fig. 5 .
As a baseline, we repeat the same experiment by using a set-pooling layer after convolution layers, and replacing the permutation-equivariant layers with fully connected layers, with the same number of hidden units/output-channels, where the final layer is a 16-way softmax. The resulting network shares the convolution filters for all instances within all sets, however the input to the softmax is not equivariant to the permutation of input images. Permutation equivariance seems to be crucial here as the baseline model achieves a training and test accuracy of ∼ 6.3%; the same as random selection.
Detailed experimental setup and results for each of the experiment is provided in the Appendix.
Summary
In this paper we developed DeepSets model based on the powerful permutation invariance property along with theory to support its performance. We demonstrated the generalization ability of DeepSets across several domains by extensive experiments, and showed both qualitative and quantitative results. 
A. Bayes Set
Bayesian sets consider the problem of estimating the likelihood of subsets X of a ground set X . In general this is achieved by an exchangeable model motivated by deFinetti's theorem concerning exchangeable distributions via
This allows one to perform set expansion, simply via the score
In other words, we have a set function log p(X|α) with a modular term-dependent correction. When inferring sets it is our goal to find set completions {x n+1 , . . . x m } for an initial set of query terms {x 1 , . . . , x n } such that the aggregate set is well coherent. This is the key idea of the Bayesian Set algorithm.
A.1. Exponential Family
In exponential families, the above approach assumes a particularly nice form whenever we have conjugate priors. Here we have
The mapping φ : x → F is usually referred as sufficient statistic of x which maps x into a feature space F. Moreover, g(θ) is the log-partition (or cumulant-generating) function. Finally, p(θ|α) denotes the onjugate distribution which is in itself a member of the exponential family. It has the normalization h(α) = dθ exp ( θ, α µ − α m g(θ)). The advantage of this is that s(x|X) and S(X) can be computed in closed form (Ghahramani & Heller, 2005a ) via
For convenience we defined the sufficient statistic of a set to be the sum over its constituents, i.e. φ(X) = i φ(x i ). It allows for very simple computation and maximization over additional elements to be added to X, since φ(X) can be precomputed.
A.2. Beta-Binomial Model
The model is particularly simple when dealing with the Binomial distribution and its conjugate Beta prior, since the ratio of Gamma functions allows for simple expressions. In particular, we have
With some slight abuse of notation we let α = (β + , β − ) and m 0 = β + + β − . Setting φ(1) = (1, 0) and φ(0) = (0, 1) allows us to obtain φ(X) = (m + , m − ), i.e. φ(X) contains the counts of occurrences of x i = 1 and x i = 0 respectively. This leads to the following score functions
This is the model used by (Ghahramani & Heller, 2005a) when estimating Bayesian Sets for objects. In particular, they assume that for any given object x the vector φ(x) ∈ {0; 1} d is a d-dimensional binary vector, where each coordinate is drawn independently from some Beta-Binomial model. The advantage of the approach is that it can be computed very efficiently while only maintaining minimal statistics of X.
In a nutshell, the algorithmic operations performed in the Beta-Binomial model are as follows:
In other words, we sum over statistics of the candidates x i , add a bias term β, perform a coordinate-wise nonlinear transform over the aggregate statistic (in our case a logarithm), and finally we aggregate over the so-obtained scores, weighing each contribution equally. s(X) is expressed analogously.
A.3. Gauss Inverse Wishart Model
Before abstracting away the probabilistic properties of the model, it is worth paying some attention to the case where we assume that x i ∼ N (µ, Σ) and (µ, Σ) ∼ NIW(µ 0 , λ, Ψ, ν), for a suitable set of conjugate parameters. While the details are (arguably) tedious, the overall structure of the model is instructive.
First note that the sufficient statistic of the data x ∈ R d is now given by φ(x) = (x, xx ). Secondly, note that the conjugate log-partition function h amounts to computing determinants of terms involving i x i x i and moreover, nonlinear combinations of the latter with i x i .
The algorithmic operations performed in the Gauss Inverse Wishart model are as follows:
Here σ is a nontrivial convex function acting on a (matrix, vector) pair and φ(x) is no longer a trivial map but performs a nonlinear dimension altering transformation on x. We will use this general template to fashion the Deep Sets algorithm.
B. Text Concept Set Retrieval
We consider the task of text concept set retrieval, where the objective is to retrieve words belonging to a 'concept' or 'cluster', given few words from that particular concept. For example, given the set of words {tiger, lion, cheetah}, we would need to retrieve other related words like jaguar, puma, etc, which belong to the same concept of big cats. The model implicitly needs to reason out the concept connecting the given set and then retrieve words based on their relevance to the inferred concept. Concept set retrieval is an important due to wide range of potential applications including personalized information retrieval, tagging large amounts of unlabeled or weakly labeled datasets, etc. This task of concept set retrieval can be seen as a set completion task conditioned on the latent semantic concept, and therefore our Deepsets form a desirable approach. Dataset To construct a large dataset containing sets of related words, we make use of Wikipedia text due to its huge vocabulary and concept coverage. First, we run topic modeling on publicly available wikipedia text with K number of topics. Specifically, we use the famous latent Dirichlet allocation (Pritchard et al., 2000; Blei et al., 2003) , taken out-of-the-box 5 . Next, we choose top N T = 50 words for each latent topic as a set giving a total of K sets of size N T . To compare across scales, we consider three values of k = {1k, 3k, 5k} giving us three datasets LDA-1k, LDA-3k, and LDA-5k, with corresponding vocabulary sizes of 17k, 38k, and 61k. Few of the topics from LDA-1k are visualized in Tab. 6. Methods Our Deepsets model uses a feedforward neural network (NN) to represent a query and each element of a set, i.e., φ(x) for an element x is encoded as a NN. We then construct a set representation or feature, by sum pooling all the individual representations of its elements, along with that of the query. Note that this sum pooling achieves permutation invariance, a crucial property of our Deepsets (Theorem 2). Next, use input this set feature into another NN to assign a single score to the set, shown as ρ(.). In summary, our Deepsets consists of two neural networks -(a) to extract representations for each element, and (b) to score a set after pooling representations of its elements. Baselines We compare to several baselines: (a) Random picks a word from the vocabulary uniformly at random. (b) Bayes Set (Ghahramani & Heller, 2005b) , and (c) w2v-Near that computes the nearest neighbors in the word2vec (Mikolov 5 github.com/dmlc/experimental-lda et al., 2013) space. Note that both Bayes Set and w2v NN are strong baselines. The former runs Bayesian inference using Beta-Binomial conjugate pair, while the latter uses the powerful 300 dimensional word2vec trained on the billion word GoogleNews corpus 6 . (d) NN-max uses a similar architecture as our Deepsets with an important difference. It uses max pooling to compute the set feature, as opposed to Deepsets which uses sum pooling. (e) NN-max-con uses max pooling on set elements but concatenates this pooled representation with that of query for a final set feature. (f) NN-sum-con is similar to NN-max-con but uses sum pooling followed by concatenation with query representation.
Evaluation To quantitatively evaluate, we consider the standard retrieval metrics -recall@K, median rank and mean reciprocal rank. To elaborate, recall@K measures the number of true labels that were recovered in the top K retrieved words. We use three values of K = {10, 100, 1k}. The other two metrics, as the names suggest, are the median and mean of reciprocals of the true label ranks, respectively. Each dataset is split into TRAIN (80%), VAL (10%) and TEST (10%). We learn models using TRAIN and evaluate on TEST, while VAL is used for hyperparameter selection and early stopping.
Results and Observations Tab. 3 contains the results for the text concept set retrieval on LDA-1k, LDA-3k, and LDA-5k datasets. We summarize our findings below: (a) Our Deepsets model outperforms all other approaches on LDA-3k and LDA-5k by any metric, highlighting the significance of permutation invariance property. For instance, Deepsets is better than the w2v-Near baseline by 1.5% in Recall@10 on LDA-5k. (b) On LDA-1k, neural network based models do not perform well when compared to w2v-Near. We hypothesize that this is due to small size of the dataset insufficient to train a high capacity neural network, while w2v-Near has been trained on a billion word corpus. Nevertheless, our approach comes the closest to w2v-Near amongst other approaches, and is only 0.5% lower by Recall@10. Figure 6 . Examples from our LDA-1k datasets. Notice that each of these are latent topics of LDA and hence are semantically similar.
C. Image Tagging
We next experiment with image tagging, where the task is to retrieve all relevant tags corresponding to an image. Images usually have only a subset of relevant tags, therefore predicting other tags can help enrich information that can further be leveraged in a downstream supervised task. In our setup, we learn to predict tags by conditioning Deepsets on the image. Specifically, we train by learning to predict a partial set of tags from the image and remaining tags. At test time, we the test image is used to predict relevant tags.
Datasets We report results on the following three datasets: (Grubinger, 2007) : Comprises of around 20k images including pictures of different sports and actions, photographs of people, animals, cities, landscapes, and many other aspects of contemporary life. A total of 291 unique tags have been extracted from captions for the images. For the above two datasets, train/test splits are similar to those used in previous works (Guillaumin et al., 2009; Chen et al., 2013) . (c) COCO-Tag: We also construct a dataset in-house, based on MSCOCO dataset (Lin et al., 2014) . COCO is a large image dataset containing around 80k train and 40k test images, along with five caption annotations. We extract tags by first running a standard spell checker 7 and lemmatizing these captions. Stopwords and numbers are removed from the set of extracted tags. Each image has 15.9 tags on an average and a maximum of 46 tags. We show examples of image tags from COCO-Tag in Fig. 7 . The advantages of using COCO-Tag are three fold-richer concepts, larger vocabulary and more tags per image, making this an ideal dataset to learn image tagging using Deepsets.
Image and Word Embeddings Our models use features extracted from Resnet, which is the state-of-the-art convolutional neural network (CNN) on ImageNet 1000 categories dataset using the publicly available 152-layer pretrained model 8 . To represent words, we jointly learn embeddings with the rest of Deepsets neural network for ESPgame and IAPRTC-12.5 datasets. But for COCO-Tag, we bootstrap from 300 dimensional word2vec embeddings 9 as the vocabulary for COCO-Tag is significantly larger than both ESPgame and IAPRTC-12.5 (13k vs 0.3k). Methods The setup for Deepsets to tag images is similar to that described in Appendix B. The only difference being the conditioning on the image features, which is concatenated with the set feature obtained from pooling individual element representations. The resulting feature forms the new input to a neural network used to score the set, in this case, score the relevance of a tag to the image. Baselines We perform comparisons against several baselines, previously reported from . Specifically, we have Least Sq., a ridge regression model, MBRM (Feng et al., 2004) , JEC (Makadia et al., 2008) and FastTag . Note that these methods do not use deep features for images, which could lead to an unfair comparison. As there is no publicly available code for MBRM and JEC, we cannot get performances of these models with Resnet extracted features. However, we report results with deep features for FastTag and Least Sq., using code made available by the authors 10 .
Evaluation For ESPgame and IAPRTC-12.5, we follow the evaluation metrics as in (Guillaumin et al., 2009 ) -precision (P), recall (R), F1 score (F1) and number of tags with non-zero recall (N+). Note that these metrics are evaluate for each tag and the mean is reported. We refer to (Guillaumin et al., 2009 ) for further details. For COCO-Tag, however, we use recall@K for three values of K = {10, 100, 1000}, along with median rank and mean reciprocal rank (see evaluation in Appendix B for metric details). Results and Observations Tab. 4 contains the results of image tagging on ESPgame and IAPRTC-12.5, and Tab. 5 on COCO-Tag. Here are the key observations from Tab. 4: (a) The performance of Deepsets is comparable to the best of other approaches on all metrics but precision. (b) Our recall beats the best approach by 2% in ESPgame. On further investigation, we found that Deepsets retrieves more relevant tags, which are not present in list of ground truth tags due to a limited 5 tag annotation. Thus, this takes a toll on precision while gaining on recall, yet yielding improvement in F1. On the larger and richer COCO-Tag, we see that Deepsets approach outperforms other methods comprehensively, as expected. We show qualitative examples in Fig. 7 .
We present examples of our in-house tagging datasets, COCO-Tag in Fig. 7 .
D. Improved Red-shift Estimation Using Clustering Information
An important regression problem in cosmology is to estimate the red-shift of galaxies, corresponding to their age as well as their distance from us (Binney & Merrifield, 1998) . Two common types of observation for distant galaxies include a) photometric and b) spectroscopic observations, where the latter can produce more accurate red-shift estimates.
One way to estimate the red-shift from photometric observations is using a regression model (Connolly et al., 1995) . We use a multi-layer Perceptron for this purpose and use the more accurate spectroscopic red-shift estimates as the ground-truth. As another baseline, we have a photometric redshift estimate that is provided by the catalogue and uses various observations (including clustering information) to estimate individual galaxy-red-shift. Our objective is to use clustering information of the galaxies to improve our red-shift prediction using the multi-layer Preceptron.
Note that the prediction for each galaxy does not change by permuting the members of the galaxy cluster. Therefore, we can treat each galaxy cluster as a "set" and use permutation-equivariant layer to estimate the individual galaxy red-shifts.
For each galaxy, we have 17 photometric features 11 from the redMaPPer galaxy cluster catalog (Rozo & Rykoff, 2014) , which contains photometric readings for 26,111 red galaxy clusters. In this task in contrast to the previous ones, sets have different cardinalities; each galaxy-cluster in this catalog has between ∼ 20 − 300 galaxies -i.e. x ∈ R N (c)×17 , where N (c) is the cluster-size. See 8(a) for distribution of cluster sizes. The catalog also provides accurate spectroscopic red-shift estimates for a subset of these galaxies as well as photometric estimates that uses clustering information. 8(b) reports the distribution of available spectroscopic red-shift estimates per cluster.
We randomly split the data into 90% training and 10% test clusters, and use the following simple architecture for semi-8 github.com/facebook/fb.resnet.torch 9 https://code.google.com/p/word2vec/ 10 http://www.cse.wustl.edu/˜mchen/ 11 We have a single measurement for each u,g,r, i and z band as well as measurement error bars, location of the galaxy in the sky, as well as the probability of each galaxy being the cluster center. We do not include the information regarding the richness estimates of the clusters from the catalog, for any of the methods, so that baseline multi-layer Preceptron is blind to the clusters. 1000 × 3 point-cloud 87 ± 1% set-pooling only (ours) 1000 × 3 point-cloud 83 ± 1% set-layer (ours) 100 × 3 point-cloud 82 ± 2% KNN graph-convolution (ours) 1000 × (3 + 8) directed 8-regular graph 58 ± 2% 3DShapeNets (Wu et al., 2015) 30 3 voxels (using convolutional deep belief net) 77% DeepPano (Shi et al., 2015) 64 × 160 panoramic image (2D CNN + angle-pooling) 77.64% VoxNet (Maturana & Scherer, 2015) 32 3 voxels (voxels from point-cloud + 3D CNN) 83.10% MVCNN (Su et al., 2015) 164 × 164 × 12 multi-vew images (2D CNN + view-pooling) 90.1% VRN Ensemble (Brock et al., 2016 supervised learning. We use four permutation-equivariant layers with 128, 128, 128 and 1 output channels respectively, where the output of the last layer is used as red-shift estimate. The squared loss of the prediction for available spectroscopic red-shifts is minimized. 12 8(c) shows the agreement of our estimates with spectroscopic readings on the galaxies in the test-set with spectroscopic readings. The figure also compares the photometric estimates provided by the catalogue (see Rozo & Rykoff, 2014) , to the ground-truth. As it is customary in cosmology literature, we report the average scatter |zspec−z| 1+zspec , where z spec is the accurate spectroscopic measurement and z is a photometric estimate. The average scatter using our model is .023 compared to the scatter of .025 in the original photometric estimates for the redMaPPer catalog. Both of these values are averaged over all the galaxies with spectroscopic measurements in the test-set.
We repeat this experiment, replacing the permutation-equivariant layers with fully connected layers (with the same number of parameters) and only use the individual galaxies with available spectroscopic estimate for training. The resulting average scatter for multi-layer Perceptron is .026, demonstrating that using clustering information indeed improves photometric red-shift estimates. Figure 8 . application of permutation-equivariant layer to semi-supervised red-shift prediction using clustering information: a) distribution of cluster (set) size; b) distribution of reliable red-shift estimates per cluster; c) prediction of red-shift on test-set (versus ground-truth) using clustering information as well as RedMaPPer photometric estimates (also using clustering information).
E. Point Cloud Classification
A low-dimensional point-cloud is a set of low-dimensional vectors. This type of data is frequently encountered in various applications from robotics and vision to cosmology. In these applications, point-cloud data is often converted to voxel or mesh representation at a preprocessing step (e.g. Maturana & Scherer, 2015; Ravanbakhsh et al., 2016b; Lin et al., 2004) . Since the output of many range sensors such as LiDAR -which are extensively used in applications such as autonomous vehicles -is in the form of point-cloud, direct application of deep learning methods to point-cloud is highly desirable. Moreover, when working with point-clouds rather than voxelized 3D objects, it is easy to apply transformations such as rotation and translation as differentiable layers at low cost.
Here, we show that treating the point-cloud data as a set, we can use the set-equivariant layer to classify point-cloud representation of a subset of ShapeNet objects (Chang et al., 2015) , called ModelNet40 (Wu et al., 2015) . This subset consists of 3D representation of 9,843 training and 2,468 test instances belonging to 40 classes of objects; see 9. We produce point-clouds with 100, 1000 and 5000 particles each (x, y, z-coordinates) from the mesh representation of objects using the point-cloud-library's sampling routine (Rusu & Cousins, 2011) . Each set is normalized by the initial layer of the deep network to have zero mean (along individual axes) and unit (global) variance. Additionally we experiment with the K-nearest neighbor graph of each point-cloud and report the results using graph-convolution.
Set convolution. We use a network comprising of 3 permutation-equivariant layers with 256 channels followed by maxpooling over the set structure. The resulting vector representation of the set is then fed to a fully connected layer with 256 units followed by a 40-way softmax unit. We use Tanh activation at all layers and dropout on the layers after set-max-pooling (i.e. two dropout operations) with 50% dropout rate. Applying dropout to permutation-equivariant layers for point-cloud data deteriorated the performance. We observed that using different types of permutation-equivariant layers (see Sec. 2.3) and as few as 64 channels for set layers changes the result by less than 5% in classification accuracy.
For the setting with 5000 particles, we increase the number of units to 512 in all layers and randomly rotate the input around the z-axis. We also randomly scale the point-cloud by s ∼ U(.8, 1./.8). For this setting only, we use Adamax (Kingma & Ba, 2014) instead of Adam and reduce learning rate from .001 to .0005.
Graph convolution. For each point-cloud instance with 1000 particles, we build a sparse K-nearest neighbor graph and use the three point coordinates as input features. We normalized all graphs at the preprocessing step. For direct comparison with set layer, we use the exact architecture of 3 graph-convolution layer followed by set-pooling (global graph pooling) and dense layer with 256 units. We use exponential linear activation function instead of Tanh as it performs better for graphs. Due to over-fitting, we use a heavy dropout of 50% after graph-convolution and dense layers. Similar to dropout for sets, all the randomly selected features are simultaneously dropped across the graph nodes. the We use a mini-batch size of 64 and Adam for optimization where the learning rate is .001 (the same as that of permutation-equivariant counter-part).
Despite our efficient sparse implementation using Tensorflow, graph-convolution is significantly slower than the set layer. This prevented a thorough search for hyper-parameters and it is quite possible that better hyper-parameter tuning would improve the results that we report here. 6 compares our method against the competition.
13 Note that we achieve our best accuracy using 5000 × 3 dimensional representation of each object, which is much smaller than most other methods. All other techniques use either voxelization or multiple view of the 3D object for classification. Interestingly, variations of view/angle-pooling (e.g. Su et al., 2015; Shi et al., 2015) can be interpreted as set-pooling where the class-label is invariant to permutation of different views. The results also shows that using fully-connected layers with set-pooling alone (without max-normalization over the set) works relatively well.
We see that reducing the number of particles to only 100, still produces comparatively good results. Using graph-convolution is computationally more challenging and produces inferior results in this setting. The results using 5000 particles is also invariant to small changes in scale and rotation around the z-axis. Figure 10 . Each box is the particle-cloud maximizing the activation of a unit at the firs (top) and second (bottom) permutation-equivariant layers of our model. Two images of the same column are two different views of the same point-cloud.
Features. To visualize the features learned by the set layers, we used Adamax (Kingma & Ba, 2014) to locate 1000 particle coordinates maximizing the activation of each unit.
14 Activating the tanh units beyond the second layer proved to be difficult. 10 shows the particle-cloud-features learned at the first and second layers of our deep network. We observed that the first layer learns simple localized (often cubic) point-clouds at different (x, y, z) locations, while the second layer learns more complex surfaces with different scales and orientations.
F. Set Anomaly Detection
The objective here is for the deep model to find the anomalous face in each set, simply by observing examples and without any access to the attribute values. CelebA dataset (Liu et al., 2015) contains 202,599 face images, each annotated with 40 boolean attributes. We use 64 × 64 stamps and using these attributes we build 18,000 sets, each containing N = 16 images (on the training set) as follows: after randomly selecting two attributes, we draw 15 images where those attributes are present and a single image where both attributes are absent. Using a similar procedure we build sets on the test images. No individual person's face appears in both train and test sets.
Our deep neural network consists of 9 2D-convolution and max-pooling layers followed by 3 permutation-equivariant layers and finally a softmax layer that assigns a probability value to each set member (Note that one could identify arbitrary number of outliers using a sigmoid activation at the output.) Our trained model successfully finds the anomalous face in 75% of test sets. Visually inspecting these instances suggests that the task is non-trivial even for humans; see 5. Details of the model, training and more identification examples see below.
As a baseline, we repeat the same experiment by using a set-pooling layer after convolution layers, and replacing the permutation-equivariant layers with fully connected layers, with the same number of hidden units/output-channels, where the final layer is a 16-way softmax. The resulting network shares the convolution filters for all instances within all sets, however the input to the softmax is not equivariant to the permutation of input images. Permutation equivariance seems to be crucial here as the baseline model achieves a training and test accuracy of ∼ 6.3%; the same as random selection. Our model has 9 convolution layers with 3 × 3 receptive fields. The model has convolution layers with 32, 32, 64 featuremaps followed by max-pooling followed by 2D convolution layers with 64, 64, 128 feature-maps followed by another max-pooling layer. The final set of convolution layers have 128, 128, 256 feature-maps, followed by a max-pooling layer with pool-size of 5 that reduces the output dimension to batch − size.N × 256, where the set-size N = 16. This is then forwarded to three permutation-equivariant layers with 256, 128 and 1 output channels. The output of final layer is fed to the Softmax, to identify the outlier. We use exponential linear units (Clevert et al., 2015) , drop out with 20% dropout rate at convolutional layers and 50% dropout rate at the first two set layers. When applied to set layers, the selected feature (channel) is simultaneously dropped in all the set members of that particular set. We use Adam (Kingma & Ba, 2014) for optimization and use batch-normalization only in the convolutional layers. We use mini-batches of 8 sets, for a total of 128 images per batch.
14 We started from uniformly distributed set of particles and used a learning rate of .01 for Adamax, with first and second order moment of .1 and .9 respectively. We optimized the input in 10 5 iterations. The results of 10 are limited to instances where tanh units were successfully activated. Since the input at the first layer of our deep network is normalized to have a zero mean and unit standard deviation, we do not need to constrain the input while maximizing unit's activation. Figure 11. Each row shows a set, constructed from CelebA dataset, such that all set members except for an outlier, share at least two attributes (on the right). The outlier is identified with a red frame. The model is trained by observing examples of sets and their anomalous members, without access to the attributes. The probability assigned to each member by the outlier detection network is visualized using a red bar at the bottom of each image. Each row of the images shows a set, constructed from CelebA dataset images, such that all set members except for an outlier, share at least two attributes. The outlier is identified with a red frame. The model is trained by observing examples of sets and their anomalous members and without access to the attributes. The probability assigned to each member by the outlier detection network is visualized using a red bar at the bottom of each image. The probabilities in each row sum to one.
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