It has been established that a neuron reproduces highly precise spike response to identical fluctuating input currents. We wish to accurately predict the firing times of a given neuron for any input current. For this purpose we adopt a model that mimics the dynamics of the membrane potential, and then take a cue from its dynamics for predicting the spike occurrence for a novel input current. It is found that the prediction is significantly improved by observing the state space of the membrane potential and its time derivative(s) in advance of a possible spike, in comparison to simply thresholding an instantaneous value of the estimated potential.
Introduction
Since Hodgkin and Huxley [1] described the ionic flux across the neuronal membrane with four nonlinear differential equations more than half a century ago, continuous efforts have been made either to extract an essence of the nonlinear dynamical aspect by simplifying the model, or construct ever more realistic models by including more ionic channels in the model.
In the simplification proposed by FitzHugh [2] and Nagumo et al [3] , the number of equations is reduced to two: the fast and slow variables which minimally represent the excitable dynamics. The leaky integrate-and-fire model [4] , originally proposed far in advance of the Hodgkin-Huxley model, consists of only one variable that corresponds to the membrane potential, with a voltage resetting mechanism. Those simplified models have been successful in not only extracting the essence of the dynamics, but also in reducing the computational cost of studying the large-scale dynamics of an assembly of neurons.
In contrast to such taste for simplification, there are also a number of studies that pursue realism by developing multi-compartment models and installing newly found ionic channels. User-friendly simulation platforms, such as NEURON [5] and GENESIS [6] , enable experimental neurophysiologists to reproduce casually their experimental results or to explore potentially interesting phenomena for a new experiment to be performed.
Though those simulators have been successful in reproducing qualitative aspects of neuronal responses to various conditions, quantitative reproduction as well as prediction for novel experiments appears to be difficult to realize [7] . The difficulty is due to the complexity of the model accompanied with a large number of undetermined free parameters. Even if a true model of a particular neuron is included in the family of models, it is practically difficult to explore the true parameters in the high-dimensional space of parameters that dominate the nonlinear dynamics.
Recently it was suggested by Kistler et al [8, 9] to extend the leaky integrate-and-fire model so that real membrane dynamics of any neuron can be adopted. The so called "spike response model" has been successful in not only reproducing the data but also in predicting the spike timing for a novel input current [8, 9, 10, 11] . The details of an integration kernel are learned easily from the sample data. The fairly precise prediction achieved by such a simple model indicates that the spike occurrence is determined principally by the subthreshold dynamics. In other words, the highly nonlinear dynamics of a neuron can be decomposed into two simple, predictable processes: a relatively simple subthreshold dynamics, and the dynamics of an action potential of a nearly fixed shape (Fig.1) .
action potential (nearly fixed)
The highly nonlinear dynamics of a neuron is decomposed into two simple, predictable processes.
In this paper, we propose a framework of improving the prediction of spike times by paying close attention to the transfer between the two predictable processes mentioned above. It is assumed in the original spike response model that a spike occurs if the membrane potential exceeds a certain threshold [9] . We revised this rule to maximally utilize the information of a higher-dimensional state space, consisting of not only the instantaneous membrane potential, but also its time derivative(s). Such a subthreshold state can provide cues for the occurrence of a spike, but with a certain time difference. For the purpose of exploring the optimal time shift, we propose a method of maximizing the mutual information between the subthreshold state and the occurrence of a spike.
By employing the linear filter model [12] and the spike response model [9] for mimicking the subthreshold voltage response of a neuron, we examine how much the present framework may improve the prediction for simulation data of the fast-spiking model [13] .
Methods
The response of a neuron is precisely reproduced when presented with identical fluctuating input currents [14] . This implies that the neuronal membrane potential V (t) is determined by the past input current {I(t)}, or
where F ({I(t)}) represents a functional of a time-dependent current I(t). A rapid swing in the polarity of the membrane potential is called a "spike." The occurrence of a spike could be defined practically by measuring the membrane potential V (t) exceeding a certain threshold,
The time of each spike could be defined either as the first time the threshold is exceeded, or as the peak of the action potential that follows the crossing.
Kistler et al [8] and Jolivet et al [10, 11] proposed a method of mimicking the membrane dynamics of a target neuron with the simple spike response model in which an input current is linearly integrated. The leaky integrate-and-fire model can be regarded as an example of the spike response model [9] ; the differential equation can be rewritten as an integral equation in which the membrane potential is given as the integral of the past input current with an exponentially decaying kernel. The spike response model is an extension of the leaky integrate-and-fire model, where the integrating kernel is adaptively determined by the data, and the after hyperpolarizing potential is added subsequently to every spike. It is also possible to further include terms that reduce the responsiveness and increase the threshold after an action potential takes place.
Even in the learning stage, no model is able to perfectly reproduce the output V (t) of a target neuron for a given input I(t). We will denote the output of the model (in the lower case) as
where k represents a set of model parameters. The model parameters are learned by mimicking sample input-output data. This is achieved by minimizing the integrated square error,
State space method
As the output of the model v(t) is not identical to the true membrane potential of the target neuron V (t), a spike occurrence cannot be determined accurately by simply applying the same threshold rule Eq. (2) to v(t). In this paper, we suggest revising the spike generation rule so that a spike occurrence is best predicted from the model potential v(t).
Suppose that we have adjusted the parameters of f k ({I(t)}) so that the output of the model {v(t)} best approximates the membrane potential {V (t)} of a target neuron for a given set of currents {I(t)}. If the sample data set {I(t), V (t)} employed in learning is large enough, the spike occurrence can be predicted by estimating an empirical probability of a spike being generated at the time t, given a time-dependent orbit of an estimated output, {v(t)}, as
In a practical experiment, however, the amount of collectable data is insufficient for estimating the spiking probability with respect to any orbit of v(t). In place of such exhaustive examination, we suggest utilizing the state space information such as the time derivatives of the model potential at a certain time. The spike occurrence at time t could be predicted from the m-dimensional state space
, as observed at a time s before t, as
where
Determination of the optimal time shift
The time shift s introduced in the spike time prediction, Eq. (6), is chosen to make the prediction more reliable. We propose optimizing the time shift s by maximizing the mutual information between the state space information ⃗ v t−s and the presence or absence of a spike at a time interval (t − δt/2, t + δt/2], which is denoted as z t = 1 or 0. The mutual information [15] is given as
Here, p(⃗ v t−s |z t ) is the probability, given the presence or absence of a spike at time t ∈ (t−δt/2, t+ δt/2], of the state being ⃗ v t−s , a time s before the spike.
With the time difference s optimized, we then obtain the empirical probability of the spike occurrence at the time t, given the state space information at the time t − s, using the Bayes theorem,
Results
We evaluated our state space method of predicting spike times by applying it to target data obtained for a fast-spiking neuron model proposed by Erisir et al [13] (see Appendix). In this virtual experiment, two fluctuating currents characterized by the same mean and standard deviation are injected to the (model) fast-spiking neuron to obtain two sets of input-output data {I(t), V (t)}. A predictive model was trained using one sample data set, and then its predictive performance for the other sample data was evaluated.
Each input current is generated by the Ornstein-Uhlenbeck process. We have tested two kinds of fluctuating currents characterized with different means and standard deviations: (Currents I) the mean µ = 1. . For each set with these statistics, we derived two independent sequences of I(t). In this study we adopted the linear filter model and the spike response model as prediction models. We briefly describe here the results for the linear filter model [12] ,
t (ms)
The model parameters k consist of the shape of the kernel K(t) and the constant v 0 . In learning the target sample data {I(t), V (t)}, these parameters are adjusted to minimize the integrated square error, Eq.(4). Figure 2A depicts the shape of the kernel K(t) estimated from the target sample data {I(t), V (t)} obtained from the virtual experiment of the fast-spiking neuron model.
Based on the voltage estimation v(t) with respect to sample data, we compute the empirical probabilities, p(⃗ v t−s ), p(⃗ v t−s |z t ) and p(z t ) for two-dimensional state space information ⃗ v t−s ≡ (v(t − s), v ′ (t − s)).
In computing empirical probabilities, we quantized the two-dimensional phase space ⃗ v ≡ (v, v ′ ), and the time. In the discretized time, we counted the occurrence of a spike, z t = 1, for the bins in which the true membrane potential V (t) exceeds a reasonable threshold V th . With a sufficiently small time step (we adopted δt = 0.1 [msec]), a single spike is transformed into a succession of spike occurrences z t = 1. The mutual information computed according to Eq. (7) is depicted in Fig. 2B whose maximum position of s ≈ 2 [msec] determines the optimal time shift.
The spike is predicted if the estimated probability p spike (t|⃗ v t−s ) of Eq.(10) exceeds a certain threshold value. Though it would be more efficient to use the systematic method suggested by Paninski et al [16] , we determined the threshold value empirically so that the coincidence factor Γ described in the following is maximized. Figure 3 compares a naive thresholding method and our state space method, in reference to the original spike times. It is observed from this figure that the prediction of the state space method is more accurate and robust than that of thresholding method. Contour lines of the probability in Figure 4C are not parallel to the dv/dt-axis. The contour lines for higher probabilities of spiking resemble an ad hoc "dynamic spike threshold" introduced by Azouz and Gray [17] . Namely, v drops with dv/dt along the contour lines. Contrastingly, the contour lines for lower probabilities of spiking are inversely curved: v increases with dv/dt along the contour lines. In the present framework, the state space information corresponding to the relatively low probability of spiking is effectively used for predicting spike times.
Prediction performance is compared with the benchmark of Kistler et al [8] , the "coincidence factor,"
where N data and N model respectively represent the numbers of spikes in the original data and prediction model, N coinc is the number of coincident spikes with the precision of ∆, 〈N coinc 〉 = 2ν∆N data is the expected number of coincidences of the data and the Poisson spikes with rate ν. ∆ is chosen as 2 [msec] in accordance with Jolivet et al [10] . The coincidence factors evaluated for a simple thresholding method and the state space method based on the linear filter model are summarized in Table 1 , and those based on the spike response model are summarized in Table 2 . It is observed that the prediction is significantly improved by our state space method.
It should be noted, however, that a model with the same set of parameters does not perform well over a range of inputs generated with different mean and variance: The model parameterized with the Currents I does not effectively predict the spikes of the neuron for the Current II, and vice versa. Nevertheless, our state-space method exhibits the better prediction than the naive thresholding strategy, if the statistics of the different inputs are relatively similar.
Summary
We proposed a method of evaluating the probability of the spike occurrence by observing the state space of the membrane potential and its time derivative(s) in advance of the possible spike time.
It is found that the prediction is significantly improved by the state space method compared to the prediction obtained by simply thresholding an instantaneous value of the estimated potential. It is interesting to apply our method to biological data and categorize neurons based on their spiking mechanisms.
The state space method developed here is a rather general framework that may be applicable to any nonlinear phenomena composed of locally predictable dynamics. The generalization of linear filter analysis developed here has a certain similarity to the Linear-Nonlinear-Poisson (LNP) model [18, 19] . It would be interesting to generalize the present method of analysis to a wider range of phenomena such as the analysis of the coding of visual system [19, 20] .
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Appendix: Fast-spiking neuron model
The fast-spiking neuron model proposed by Erisir et al [13] was used in this contribution as a (virtual) target experiment. The details of the model were adjusted to Jolivet et al [10] to allow the direct comparison of the performances. Specifically, the model is described as
I Na = g Na m 3 h(u − E Na ) ,
where the gate variables x ≡ n 1 , n 2 , m and h obey the differential equations of the form,
whose parameters α x (u) and β x (u) are functions of u, as listed in Table 3 . 
