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Abstract
The classical Morse Index Theorem plays a central role in Lagrangian dynamics and dif-
ferential geometry. Although many generalization of this result are well-known, in the case of
orbits of Lagrangian systems with self-adjoint boundary conditions parametrized by a finite
length interval, essentially no results are known in the case of either heteroclinic or half-clinic
orbits of Lagrangian systems.
The main goal of this paper is to fill up this gap by providing a new version of the Morse
index theorem for heteroclinic, homoclinic and half-clinic orbits of a Lagrangian system.
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1 Introduction, description of the problem and main results
In this first section we provide some historical remarks on the problem and we quickly discuss the
main difficulties to construct an index theory in the case of orbits parameterized by unbounded
intervals of the real line
1.1 A quick recap on the state of art
Morse Index theory or for Lagrangian systems is a generic name for several interrelated theories
going from the classical Morse index theorem in Riemannian geometry to the modern spectral flow
formulas for Dirac operators. It is not merely a collection of closed formulas but a philosophy of cross
connections between various branches of mathematics. Loosely speaking, it describes the relation
intertwining the Morse index (i.e. negative inertia index) capturing some spectral properties of a
linear differential operator and a geometrical index which encodes the topological properties of the
solution space of an associated boundary value problem.
The literature on the subject is quite broad and we only mention the milestones on this topic.
Maybe, the origin of this topic could be traced back to M. Morse who was able to find an explicit
formula between the index of a geodesic (seen as critical point of the geodesic action functional)
and the total number of conjugate points counted with their own multiplicity. This result has
been generalized in the last decades by Edwards, Simons and Smale to systems of higher order,
minimal surfaces, and partial differential systems respectively. In the strongly indefinite systems
(e.g. space-like geodesics on Lorentzian manifold or more generally geodesics of any causal character
on a (truly) semi-Riemannian manifold, the Morse index and the Morse co-index are both infinte
and even worse conjugate points along a geodesic can accumulate. Starting with the beautiful paper
of Helfer [Hel94] in this indefinite setting the right way to generalize this result is by replacing the
Morse index by the spectral flow and the total number of conjugate points along a geodesic by an
intersection index in the Lagrangian (resp. symplectic) context known with the name of Maslov
(resp. Conley-Zehnder) index. We refer the interested reader to [MPP05, MPP07, PPT04] and
references therein. We stress on the fact that by using a Morse-type index theorem the computation
of the index (resp. the spectral flow) of a differential operator (resp. a continuous path of self-adjoint
Fredholm operators in a infinite dimensional Hilbert spaces) can be reduced to an intersection index
in finite dimensions (which has undoubted advantages)!
It is nowadays recognized the crucial role played by these formulas also in classical mechanics
and especially in proving the instability of periodic orbits or the existence of bifurcation points along
the trivial branch. We refer the interested reader to [BJP14, BJP16, HS09, HS10, HLS14, HPY17,
HPY19] and references therein for the investigation on the linear stability in singular Lagrangian
systems, to [HPX19] in the case of singular Hamiltonian systems (e.g. N -vortex problem) and
finally to [PW16, HP19] in the case of bifurcation problems). For a general instability criterion
in the case of non-autonomous Lagrangian systems, we refer the interested reader to [PWY19]
linear instability for a periodic orbit of a Hamiltonian system is strictly related to the connectivity
properties of all symplectic matrices not having 1 in their spectra and in fact, the parity of the
Conley-Zehnder index naturally associated to a periodic orbit of a Hamiltonian system provides a
sufficient condition for proving the instability of the orbit itself.
Although, nowadays, the Morse type index theorems in the case of solutions of Lagrangian
systems parametrized by a bounded time interval and satisfying quite general self-adjoint boundary
conditions is well-established, the situation is completely different in the case of orbits parametrized
by an unbounded time interval, e.g. half-line (in the half-clinic case) or the whole real line in the
(heteroclinic or homoclinic orbits). However, these type results will be crucial, for instance, in
answering questions concerning the linear stability of traveling waves of reaction-diffusion equations
etc. Last but not least, in the finite time interval case, authors in [HWY18] proved a Morse index
theorem of Lagrangian system under (general) self-adjoint boundary condition whilst in [CH07],
the first named author and his collaborator, provided a Morse index for a homoclinic orbit of a
Lagrangian system. Recently in [HP17], authors constructed an index theory for h-clinic motions
of a (general) Hamiltonian system and in [BHPT19] authors provide an ad-hoc generalization for
an important class of asymptotic motions in weakly singular Lagrangian systems (including the
gravitational n-body problem).
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In this paper, starting from the recent results proved in the Hamiltonian setting in [HP17], we
construct the index theory for heteroclinic, homoclinic and half-clinic orbits of Lagrangian systems.
Notation
For the sake of the reader, let us introduce some common notation that we shall use henceforth
throughout the paper.
• R := R ∪ {∞,+∞}, R+ := [0,+∞), R− := (−∞, 0]. The pair (Rn, 〈·, ·〉) denotes the n-
dimensional Euclidean space.
• #˙ stands for denoting the derivative of # with respect to the time variable t.
• IX or just I will denote the identity operator on a space X and we set for simplicity Ik := IRk
for k ∈ N.
• TRn ∼= Rn×Rn denotes the tangent of Rn and T ∗Rn ∼= Rn×Rn the cotangent of Rn. ω stands
for the standard symplectic form and the pair (T ∗Rn, ω) denotes the standard symplectic
space. J :=
[
0 −I
I 0
]
denotes the standard symplectic matrix and ω(u, v) = 〈Ju, v〉. L(n)
denotes the Lagrangian Grassmannian manifold . LD := Rn × (0) and LN = (0) × Rn and
we refer to as Dirichlet and Neumann Lagrangian subspace. Mat (n,R) the set of all n × n
matrices; Sym (n,R) the set of all n× n symmetric matrices. Es, Eu the stable and unstable
space respectively.
• Given the linear subspaces L0, L1 we write L0 t L1 meaning that L0 ∩ L1 = {0}.
• (H, (·, ·)) denotes a real separable Hilbert space. L (H) denotes the Banach space of all
bounded and linear operators. Csa(H) be the set of all (closed) densely defined and self-
adjoint operators. We denote by CF sa(H) the space of all closed self-adjoint and Fredholm
operators equipped with the gap topology . σ(#) denotes the spectrum of the linear operator
#. Sf (#) denotes the spectral flow of the path of self-adjoint Fredholm operators #. m–(#)
denotes the Morse index.
V +(#) (resp. V −(#)) denotes the spectral space corresponding to the eigenvalues of # having
positive (resp. negative) real part. rge (#) stands for the image of the operator #.
m–(u) (resp. m–(u, L0,±)) are the Morse indices of the heteroclinic u (resp. future or past
half-clinic orbit u) as given in Notation 1.12.
• ιCLM-denotes the Maslov index of a pair of Lagrangian paths. ι(#1,#2,#3) denotes the
triple index . ι(u) (resp. ι±) are the geometrical indices for heteroclinic (resp. future or past
half-clinic orbit) give in Definition 1.8
Main assumptions
Here below, we collect for the sake of the reader all the main assumptions that will appear through-
out the paper referring to the specific sections for the meaning of the involved symbols.
(L1) L is C 2 on the fibers of TRn and the quadratic form D2vvL(t, q, v) is nondegenerate.
(L2) L is exactly quadratic in the velocities meaning that the function L(t, q, v) is a polynomial of
degree at most 2 with respect to v.
(L1’) L is C 2-convex on the fibers of TRn, the quadratic form D2vvL(t, q, v) is positive, we refer to
as Legendre convexity condition and L is termed a Legendre convex function.
(F1) The pointwise limits lim
t→±∞P (t) = P±, limt→±∞Q(t) = Q± and limt→±∞R(t) = R± exist. More-
over there exist constants C1 , C2 and C3 such that, for every v ∈ Rn,
‖P (t)v‖ > C1|v|, ‖Q(t)v)‖ 6 C2|v| and ‖R(t)v‖ 6 C3|v|,
for all t ∈ R.
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(F2) The matrix paths P,Q,R satisfy (F1) and (P (t)v, v) > C1|v|2.
(H1) The matrices JB(−∞) and JB(∞) are hyperbolic matrices.
(H1’) there exist two continuous paths of hyperbolic Hamiltonian matrices, namely λ 7→ Hλ(+∞)
and λ 7→ Hλ(−∞) such that
Hλ(+∞) = lim
t→+∞ JBλ(t) and Hλ(−∞) = limt→−∞ JBλ(t)
uniformly with respect to λ.
(H2) The block matrices
[
P− Q−
QT− R−
]
and
[
P+ Q+
QT+ R+
]
are both positive definite.
1.2 Description of the problem and main results
Let TRn ∼= Rn × Rn be denoting the tangent bundle of Rn, which represents the configuration
space of a Lagrangian dynamical system. Elements of the tangent bundle TRn will be denoted by
(q, v), with q ∈ Rn and v ∈ TqRn ∼= Rn. Analogously we shall denote by (T ∗Rn, ω) the standard
symplectic space equipped with the canonical symplectic form defined by ω(·, ·) = 〈J ·, ·〉. Elements
of the cotangent bundle T ∗Rn will be denoted by (p, q), with p, q ∈ Rn.
Let L : R × TRn → R be a smooth non-autonomous (Lagrangian) function satisfying the
following assumptions
(L1) L is C 2 on the fibers of TRn and the quadratic form D2vvL(t, q, v) is nondegenerate.
(L2) L is exactly quadratic in the velocities meaning that the function L(t, q, v) is a polynomial of
degree at most 2 with respect to v.
We observe that assumption (L2) is in order to ensure the twice Fréchét differentiability of the
Lagrangian action functional. (Cf. [PWY19] and references therein). In an important case, we
assume
(L1’) L is C 2-convex on the fibers of TRn, the quadratic form D2vvL(t, q, v) is positive, we refer to
as Legendre convexity condition and L is termed a Legendre convex function.
Let x−, x+ ∈ Rn be two distinct rest-points for the Lagrangian vectorfield ∇L; thus
∇L(t, x±, 0) = 0 for every t ∈ R.
Definition 1.1. An heteroclinic orbit u asymptotic to x± or a connecting orbit between x± is a
C 2-solution of the following boundary value problem
d
dt
∂vL
(
t, u(t), u˙(t)
)
= ∂qL
(
t, u(t), u˙(t)
)
, t ∈ R
limt→−∞ u(t) = x− and limt→+∞ u(t) = x+
. (1.1)
If x− = x+ we’ll refer to the connecting orbit u as homoclinic orbit. Let us now introduce the
notions of future and past half-clinic that together with the heteroclinic solutions, constitute the
central objects of this paper. By a slight abuse of notation, we denote by the same symbol u a
future or past half-clinic orbit.
Notation 1.2. Here and throughout, if not differently stated, L0 denotes a Lagrangian subspace of
the standard symplectic space (R2n, ω).
Definition 1.3. A future half-clinic solution u (starting at the Lagrangian subspace L0 ∈ L(n)) is
a solution of the following boundary value problem
d
dt
∂vL
(
t, u(t), u˙(t)
)
= ∂qL
(
t, u(t), u˙(t)
)
, t ∈ R+(
∂vL
(
0, u(0), u˙(0), u(0)
)T ∈ L0
limt→+∞ u(t) = x+
(1.2)
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A past half-clinic solution u (ending at the Lagrangian subspace L0 ∈ L(n)) is a solution of the
following boundary value problem
d
dt
∂vL
(
t, u(t), u˙(t)
)
= ∂qL
(
t, u(t), u˙(t)
)
, t ∈ R−(
∂vL
(
0, u(0), u˙(0), u(0)
)T ∈ L0
limt→−∞ u(t) = x−
(1.3)
Notation 1.4. In shorthand notation, we refer to a solution of Equation (1.1) or Equation (1.2) or
Equation (1.3), as h-clinic orbit .
By standard bootstrap arguments, a solution u of the second order system given in Equation (1.1)
or Equation (1.2) or Equation (1.3) is a smooth solution and by linearizing the boundary value
problem about the solution u given in Equation (1.1) and by setting
P (t) := ∂vvL
(
t, u(t), u˙(t)
)
, Q(t) := ∂uvL
(
t, u(t), u˙(t)
)
and R(t) := ∂uuL
(
t, u, u˙(t)
)
,
we get that P ∈ C 1 (R,Sym (n,R)) for every t ∈ R, Q ∈ C 1 (R,Mat (n,R)) and finally R ∈
C 1 (R,Sym (n,R)). We give the next two conditions
(F1) The pointwise limits lim
t→±∞P (t) = P±, limt→±∞Q(t) = Q± and limt→±∞R(t) = R± exist. More-
over there exist constants C1 , C2 and C3 such that, for every v ∈ Rn,
‖P (t)v‖ > C1|v|, ‖Q(t)v)‖ 6 C2|v| and ‖R(t)v‖ 6 C3|v|,
for all t ∈ R.
(F2) The matrix paths P,Q,R satisfy (F1) and (P (t)v, v) > C1|v|2.
Clearly, if L satisfied the (L1), (L2) conditions, then (F1) is satisfied. Moreover, if L satisfies the
Legendre convex condition (L1′), then (F2) condition is satisfied as well.
Thus, we end-up with the following (linear) Morse-Sturm system given by
− d
dt
[
P (t)w˙(t) +Q(t)w(t)
]
+QT(t)w˙(t) +R(t)w(t) = 0, t ∈ R
limt→−∞ w(t) = 0 and limt→+∞ w(t) = 0
(1.4)
Similarly, by linearizing at the solutions u given in Equation (1.2) and Equation (1.3) respectively,
we get the Morse-Sturm systems given by−
d
dt
[
P (t)w˙(t) +Q(t)w(t)
]
+QT(t)w˙(t) +R+(t)w(t) = 0, t ∈ R+(
P (0)w˙(0) +Q(0)w(0), w(0)
)T ∈ L0 and limt→+∞ w(t) = 0
and −
d
dt
[
P (t)w˙(t) +Q(t)w(t)
]
+QT(t)w˙(t) +R(t)w(t) = 0, t ∈ R−(
P (0)w˙(0) +Q(0)w(0), w(0)
)T ∈ L0 and limt→−∞ w(t) = 0. (1.5)
The next step is to embed each one of the second order differential operator arising from the above
systems in a one-parameter family of unbounded differential operators (self-adjoint in L2). For, we
let
E := W 2,2(R,Rn), E+L0 :=
{
w ∈W 2,2(R+,Rn) ∣∣∣ (P (0)w˙(0) +Q(0)w(0), w(0))T ∈ L0 }
and E−L0 :=
{
w ∈W 2,2((−∞, 0],Rn) ∣∣∣ (P (0)w˙(0) +Q(0)w(0), w(0))T ∈ L0 } .
Under the previous notation we refer to the second order linear differential operator
A := − d
dt
[
P (t)
d
dt
+Q(t)
]
+QT(t)
d
dt
+R(t).
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as formal Sturm-Liouville operator. Its action on suitable functional spaces defines the operators
A := − d
dt
[
P (t)
d
dt
+Q(t)
]
+QT(t)
d
dt
+R(t) : E ⊂ L2(R,Rn) −→ L2(R,Rn)
A ± := − d
dt
[
P (t)
d
dt
+Q(t)
]
+QT(t)
d
dt
+R(t) : E±L0 ⊂ L2(R±,Rn) −→ L2(R±,Rn). (1.6)
Moreover, we set A ±m and A
±
M for denoting the Sturm-Liouville operator A acting onW
2,2
0 (R±,Rn)
and W 2,2(R±,Rn) respectively.
By a Hamiltonian change of coordinates, we associate to the second order differential operator
defined in Equation (1.6), the Hamiltonian system given by
z˙ = JB(t)z where B(t) :=
[
P−1(t) −P−1(t)Q(t)
−QT(t)P−1(t) QT(t)P−1(t)Q(t)−R(t)
]
.
We let z(t) := [P (t)w˙(t) +Q(t)w(t), w(t)]T and we observe that the Morse-Sturm boundary
value problem given in Equation (1.4) corresponds to the Hamiltonian boundary value problem on
the line {
z˙(t) = JB(t) z(t), t ∈ R
limt→−∞ z(t) = 0 and limt→+∞ z(t) = 0
whilst the Morse-Sturm bvps given in Equation (1.5) correspond to the Hamiltonian boundary value
problems respectively given by{
z˙(t) = JB(t)z(t), t ∈ R+
z(0) ∈ L0 and limt→+∞ z(t) = 0 {
z˙(t) = JB(t)z(t), t ∈ R−
limt→−∞ z(t) = 0 and z(0) ∈ L0
.
As before, we define the formal Hamiltonian operator F as follows
F := −J d
dt
−B(t)
where B(t) is the matrix defined at Equation 1.2. We define the closed self-adjoint operators
F := −J d
dt
−B(t) : dom(F ) ⊂ L2(R;R2n)→ L2(R;R2n)
F± := −J d
dt
−B(t) : W±L0 ⊂ L2(R±;R2n)→ L2(R±;R2n)
(1.7)
where dom(F ) := W 1,2(R;R2n) and W±L0 :=
{
z ∈W 1,2(R±,Rn); z(0) ∈ L0
}
.
We also set F±m (resp. F
±
M ) for denoting the differential operator F acting on W
1,2
0 (R±,Rn)
(resp. on W 1,2(R±,Rn)). Before proceeding further, we pause by introducing the following condi-
tion
(H1) The matrices JB(−∞) and JB(∞) are hyperbolic matrices.
The following result gives a characterization of the Fredholmness of A (resp. A ±) in terms of
condition (H1).
Theorem 1. Under the above notation we get that
A is Fredholm ⇐⇒ F is Fredholm ⇐⇒ (H1) holds
A ± is Fredholm ⇐⇒ F± is Fredholm ⇐⇒ JB(±∞) is hyperbolic
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Proof. The proof of Theorem 1 is a direct consequence of Theorem 3.1, Theorem 3.2 and finally
Theorem 3.3.
Remark 1.5. Some comments on Theorem 1 are in order. First of all, it is well-known that the
operator F is Fredholm iff the Hamiltonian matrices JB(±∞) are hyperbolic. (Cf. [RS95] and
references therein, for further details). The same characterization holds also for the operators F±.
(Cf. [RS05a, RS05b] for further details).
For λ ∈ [a, b], we consider the continuous path λ 7→ Rλ(t) and we define the λ-dependent family
of Hamiltonian systems given by
z˙ = JBλ(t)z where Bλ(t) :=
[
P−1(t) −P−1(t)Q(t)
−QT(t)P−1(t) QT(t)P−1(t)Q(t)−Rλ(t)
]
and we set Hλ(t) := JBλ(t). Let us introduce the following condition
(H1’) there exist two continuous paths of hyperbolic Hamiltonian matrices, namely λ 7→ Hλ(+∞)
and λ 7→ Hλ(−∞) such that
Hλ(+∞) = lim
t→+∞ JBλ(t) and Hλ(−∞) = limt→−∞ JBλ(t)
uniformly with respect to λ.
Notation 1.6. We denote by Aλ, A ±λ , Fλ, F
±
λ the operators defined above by replacing R with
Rλ.
As by-product of condition (H1’) and Theorem 1, we get all of these operators are Fredholm. It
is a classical result that for each λ ∈ [a, b], the operators Aλ, A ±λ , Fλ, F±λ are also closed and
self-adjoint with dense domain in L2 and in particular it is possible to associate to each of the paths
λ 7→ Aλ, λ 7→ A ±λ , λ 7→ Fλ, λ 7→ F±λ
a topological invariant in terms of the spectral flow. This invariant was introduced by Atiyah,
Patodi and Singer in their study of index theory on manifold with with boundary [APS76]. Loosely
speaking, if t 7→ Lt is a continuous path of self-adjoint Fredholm operators on a Hilbert space H,
The spectral flow Sf (Lt, t ∈ [0, 1]) of this path counts with sign the total number of intersections
of the spectral lines of At with the line t = − for some small positive number . Our next main
result provides a quantitative relation between all of these spectral flows.
Theorem 2. Under the previous notation and assuming condition (H1’), we get the following
equalities
Sf (Aλ;λ ∈ [0, 1]) = Sf (Fλ;λ ∈ [0, 1])
Sf (A +λ ;λ ∈ [0, 1]) = Sf (F+λ ;λ ∈ [0, 1])
Sf (A −λ ;λ ∈ [0, 1]) = Sf (F−λ ;λ ∈ [0, 1]). (1.8)
Borrowing the notation from [HP17], for λ ∈ [0, 1], we denote by γ(τ,λ) be the (matrix) solution
of the following (linear) Hamiltonian system{
γ˙(t) = JBλ(t) γ(t), t ∈ R
γ(τ) = I.
We define respectively the stable and unstable subspaces as follows
Esλ(τ) :=
{
v ∈ R2n| lim
t→+∞ γ(τ,λ)(t) v = 0
}
and Euλ(τ) :=
{
v ∈ R2n| lim
t→−∞ γ(τ,λ)(t) v = 0
}
and we observe that, for every (λ, τ) ∈ [0, 1] × R, Esλ(τ), Euλ(τ) ∈ L(n) . (For further details, we
refer the interested reader to [CH07, HP17] and references therein). By setting
Esλ(+∞) :=
{
v ∈ R2n| lim
t→+∞ exp(tBλ(+∞))v = 0
}
and
Esλ(−∞) :=
{
v ∈ R2n| lim
t→−∞ exp(tBλ(−∞))v = 0
}
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and assuming that condition (H1) holds, then we get that
lim
τ→+∞E
s
λ(τ) = E
s
λ(+∞) and lim
τ→−∞E
u
λ(τ) = E
u
λ(−∞)
where the convergence is meant in the gap (norm) topology of the Lagrangian Grassmannian. (Cf.
[AM03] for further details). It is well-known (cf. [HP17] and references therein) that the path
τ 7→ Es(τ) and τ 7→ Eu(τ) are both Lagrangian subspaces and to each ordered pair of Lagrangian
paths we can assign an integer known in literature as Maslov index of the pair and denoted by ιCLM.
(We refer the interested reader to [CLM94, HP17] and references therein).
Remark 1.7. Let γ be the fundamental matrix of equation z˙ = JB(t)z. Assume that condition (H1)
holds. Then each solution x of F+Mx = 0 decay exponentially fast as t → +∞ . This can be seen
by observing that x is determined by x(0) through the equation x(t) = γ(t)x(0). So, if v ∈ R2n,
then t 7→ γ(t)v is a solution of the system F+Mx = 0 if and only if v ∈ Es(0).
A similar argument holds for each solution x of the system F−Mx = 0, x(0) ∈ Eu(0) and each
v ∈ Eu(0) determines the solution through X(0). In particular, we get also that kerF+ and kerF−
are determined by Es(0) ∩ L0 and Eu(0) ∩ L0 respectively.
Following authors in [HP17] we now associate to each h-clinic orbit, an integer named geometrical
index .
Definition 1.8. [HP17] We define the geometrical index of
• the (heteroclinic) solution u of the Equation (1.1) as the integer given by
ι(u) = − ιCLM (Es(τ), Eu(−τ); τ ∈ R+)
• the (future half-clinic) solution u of the Equation (1.1) as the integer given by
ι+L0(u) = − ιCLM
(
Es(τ), L0; τ ∈ R+
)
• the (past half-clinic) solution u of the Equation (1.1) as the integer given by
ι−L0(u) = − ιCLM
(
L0, E
u(−τ); τ ∈ R+).
From [HP17, Theorem 1], we get
Sf (Fλ;λ ∈ [0, 1]) = ιCLM
(
Es1(τ), E
u
1 (−τ); τ ∈ R+
)− ιCLM (Es0(τ), Eu0 (−τ); τ ∈ R+)
− ιCLM (Esλ(+∞), Euλ(−∞);λ ∈ [0, 1]) (1.9)
and finally
Sf (F+λ ;λ ∈ [0, 1]) = ιCLM
(
Es1(τ), L0; τ ∈ R+
)− ιCLM (Es0(τ), L0; τ ∈ R+)
− ιCLM (Esλ(+∞), L0;λ ∈ [0, 1]) (1.10)
Sf (F−λ ;λ ∈ [0, 1]) = ιCLM
(
L0, E
u
1 (−τ); τ ∈ R+
)− ιCLM (L0, Eu0 (−τ); τ ∈ R+)
− ιCLM (L0, Euλ(−∞);λ ∈ [0, 1]).
A direct consequence of Equation (1.9), Equation (1.10) and finally Theorem 2, we get the following
result.
Corollary 1.9. Under the previous notation the following equalities hold:
Sf (Aλ;λ ∈ [0, 1]) = ιCLM
(
Es1(τ), E
u
1 (−τ); τ ∈ R+
)− ιCLM (Es0(τ), Eu0 (−τ); τ ∈ R+)
− ιCLM (Esλ(+∞), Euλ(−∞);λ ∈ [0, 1]) (1.11)
and finally
Sf (A +λ ;λ ∈ [0, 1]) = ιCLM
(
Es1(τ), L0; τ ∈ R+
)− ιCLM (Es0(τ), L0; τ ∈ R+)
− ιCLM (Esλ(+∞), L0;λ ∈ [0, 1]) (1.12)
Sf (A −λ ;λ ∈ [0, 1]) = ιCLM
(
L0, E
u
1 (−τ); τ ∈ R+
)− ιCLM (L0, Eu0 (−τ); τ ∈ R+)
− ιCLM (L0, Euλ(−∞);λ ∈ [0, 1]).
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We now assume that L satisfied the Legendre condition (L1’). So, we assume that P,Q,R
satisfy conditions (F2) & (H1) and let us consider the path λ 7→ Aλ := A + λI. As proved in
Section 2 λ 7→ Aλ is a positive path of self-adjoint Fredholm operators. Moreover there exists
λ̂ ∈ R+ such that kerAλ = 0 for λ > λ̂. For positive paths is well-known that the spectral flow
measure the difference of the Morse indices of the operators at the ends, namely A0 and Aλ̂, namely
the dimension of the negative spectral space of the operators at the ends and being Aλ̂ positive
definite, we get that
m–(A ) = Sf (Aλ, λ ∈ [0, λ̂]), and m–(A ±λ ) = Sf (A ±λ , λ ∈ [0, λ̂]).
Now, we introduce a symplectic invariant called triple index (see for Definition A.2) which
can be used to compute the Maslov index, we denote by ι (L1, L2, L3) the triple index for any
L1, L2, L3 ∈ L(n) .
Theorem 3. Let u be a (heteroclinic) solution of the Equation (1.1) and we assume that conditions
(F2) & (H1) are fulfilled. Then we get
m–(u) = ι(u) + ι (Eu(−∞), Es(+∞);LD)
where m–(u) stands for the Morse index of the Sturm-Liouville operator A .
The last condition we need throughout the paper is the following.
(H2) The block matrices
[
P− Q−
QT− R−
]
and
[
P+ Q+
QT+ R+
]
are both positive definite.
A direct consequence of Theorem 3 is the following result.
Corollary 1.10. Let u be a (heteroclinic) solution of the Equation (1.1) and we assume that
conditions (F2) & (H2) are fulfilled. Then we get
m–(u) = ι(u).
Proof. The proof of this result is a direct consequence of Theorem 3 and Corollary 4.4 which insures
that, under these assumptions the term
ι (Eu(−∞), Es(+∞);LD) = 0
Example 1.11. (The scalar case)We consider the Sturm-Liouville operator Aλ defined in Equa-
tion (1.6) by replacing R with Rλ = R + λ and we assume that the dimension n = 1. As direct
consequence of the results proved in Section 2, we infer that Aλ is Fredholm if and only the matrices
JBλ(±∞) (in this case 2× 2) are both hyperbolic. By a direct calculation we get that the matrices
JBλ(±∞) are hyperbolic iff R± > 0. By observing that P±, Q± and R± are scalar functions and
by performing this computation at ∞, we get
det (µ− JBλ(+∞)) = det
[
µ−Q+P−1+ Q2+P−1+ −R+
−P−1+ + µ+ P−1+ Q+
]
= µ2 − P−1+ (R+ + λ).
Thus, we get that ±
√
P−1+ (R+ + λ) are the eigenvalues of JBλ(+∞), and it is easy to check that
JBλ(+∞)
[
Q+ ±
√
P+(R+ + λ)
1
]
= ±
√
P−1+ (R+ + λ)
[
Q+ ±
√
P+(R+ + λ)
1
]
.
So, we get that
Esλ(+∞) = V −(JBλ(+∞)) = span
{[
Q+ −
√
P+(R+ + λ)
1
]}
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XY
(a) In this case λ 7→ L+λ is approaching the x-axis
in the counter-clockwise direction whilst λ 7→ L−λ
is approaching the x-axis clockwise direction and
so, no coincidence times on [0, λ̂].
X
Y
(b) In this case λ 7→ L+λ is approaching the x-axis
in the counter-clockwise direction whilst λ 7→ L−λ
is approaching the x-axis clockwise direction and
so, only one coincidence time on [0, λ̂].
Similarly, we have that
Euλ(−∞) = span
{[
Q− +
√
P−(R− + λ)
1
]}
.
Then Esλ(+∞) represents the straight line L+λ through the origin with a slope (with respect to
the y axis) of Q+ −
√
P+(R+ + λ) and Euλ(−∞) represents the straight line L−λ through the origin
with slope (with respect to the y axis) of Q− +
√
P−(R− + λ). It is immediate to observe that L+λ
(resp. L−λ ) approaches the x -axis in the counterclockwise (resp. clockwise) direction as λ increases
to ∞ respectively. So ιCLM
(
Esλ(+∞), Euλ(−∞), λ ∈ [0, λ̂]
)
equal to the total number of counting
the coincidence times (overlapping times) between L+λ and L
−
λ as λ increases from 0 up to λ̂. We
consider the following two cases.
• Case 1 (depicted in Figure 1a). If condition (H2) holds, then we get that √P±R±∓Q± > 0
and so the line L+0 (resp. L
−
0 ) lies on the left (resp. right) half-plane bounded by the y-
axis. By the above discussion we get that the coincidence times between L+λ and L
−
λ is 0,
and then ιCLM
(
Esλ(+∞), Euλ(−∞), λ ∈ [0, λ̂]
)
= 0. So, by the Morse index formula, we get
m–(u) = ι(u).
• Case 2 (depicted in Figure 1b). If √P±R±∓Q± < 0 , Q+ > 0 and Q− < 0, it is easy to see
that the line L+0 (resp. L
−
0 ) lies on the right (resp. left) half-plane bounded by the y-axis. By
the above discussion we get that the coincidence times between L+λ and L
−
λ is 1 since L
+
λ and
L−λ will overlap just once as λ→ +∞. Thus, we get ιCLM
(
Esλ(+∞), Euλ(−∞), λ ∈ [0, λ̂]
)
= −1
and m–(u) = ι(u) + 1.
Notation 1.12. We let L0 ∈ L(n) be a Lagrangian subspace and we denote by m–(u), m–(u, L0,+)
and m–(u, L0,−) the Morse indices of the operators A , A − and A +respectively on their domains
E,E−L0 and E
+
L0
. The next result provides some spectral flow formulas in the case of future and past
half-clinic orbits of Legendre convex systems under very general self-adjoint boundary condition.
The following result of this paper provides a spectral flow formula for half-clinic orbits in the case
of Legendre convex Lagrangian functions, with respect to a general self-adjoint boundary condition.
Theorem 4. Let L be the Lagrangian and let u be a solution either of Equation (1.2) or Equa-
tion (1.3). If condition (F2)& (H1) are fulfilled, then we get
(future half-clinic case)
m–(u, L0,+) = ι
+
L0
(u) + ι (LD, L0;E
s(+∞)) . (1.13)
(past half-clinic case)
m–(u, L0,−) = ι−L0(u) + ι (Eu(−∞), L0;LD) . (1.14)
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As direct consequence of Theorem 4, we provide a characterization of the difference of the Morse
indices of a half-clinic orbit for a Legendre convex Lagrangian system, in terms of the triple index
and of the relative position of the Lagrangian subspaces L0, LD and finally Es(0) or Eu(0).
Corollary 1.13. Let u be a solution of the boundary value problem given in Equation (1.2) or in
Equation (1.3). If condition (F2) & (H1) are fulfilled, then we get
(future half-clinic orbit)
m–(u, L0,+)−m–(u, LD,+) = ι
(
LD, L0, E
s(0)
)
(1.15)
(past half-clinic orbit)
m–(u, L0,−)−m–(u, LD,−) = ι (Eu(0), L0;LD) (1.16)
.
2 Fredholmness and hyperbolicity
The aim of this section is twofold. In Subsection 2.1, we provide some sufficient condition on the
hyperbolicity of the limiting Hamiltonian systems which is a crucial property for establishing the
Fredholmness of the Sturm-Liouville operators defined both on the line and on the half-line. All of
these conditions directly involve either the coefficients appearing in the Sturm-Liouville operator
or the bounds given in condition (F1), (F2), (H1) and (H2). Subsection 2.2 is functional analytic
oriented and we provide the full details about the Fredholmness of the Sturm-Liouville operators
both on the line and on the half-line as well as for the (first order) Hamiltonian differential operators
induced. In order to consider all boundary conditions at once the maximal and minimal operators
play a crucial role throughout this subsection.
2.1 About the hyperbolicity of the limiting matrices
The aim of this section is to prove some useful hyperbolicity condition for the limiting matrices
in terms of the coefficients of the Sturm-Liouville operators A and A ± as well as in terms of the
bounds appearing in condition (F1).
The first useful result is a characterization of the hyperbolicity of the matrix JB for
B =
[
P−1 −P−1Q
−QTP−1 QTP−1Q−R
]
(2.1)
in terms of a non-vanishing determinant of a suitable matrix.
Lemma 2.1. Assume that P invertible, then JB is hyperbolic if and only if
det
[
a2P + ia(QT −Q) +R] 6= 0 for a ∈ R.
Proof. JB is hyperbolic if and only if det(JB + iaI) 6= 0 for all a ∈ R. By a strightforward
calculation, we get
det(JB + iaI) = det(B − iaJ) = det
[
P−1 −P−1Q+ iaI
−QTP−1 − iaI QTP−1Q−R
]
= det
[
I 0
[QTP−1 + iaI]P I
] [
P−1 −P−1Q+ iaI
−QTP−1 − iaI QTP−1Q−R
]
= det
[
P−1 −P−1Q+ iaI
0 −iaQ+ iaQT − a2P −R
]
= detP−1 det
[− a2P −R− ia[Q−QT]].
Thus we get that det(JB + iaI) 6= 0 iff det [ − a2P − R − ia[Q − QT]] and this concludes the
proof.
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The following result will be useful later and gives a sufficient condition on the hyperbolicity of JB
in terms of a symmetric matrix constructed through the coefficient matrices of the Sturm-Liouville
operators.
Corollary 2.2. If
[
P Q
QT R
]
are positive definite then JB is hyperbolic.
Proof. We start by observing that a2P + ia(QT −Q) + R = [iaI I] [ P Q
QT R
] [−iaI
I
]
. Since, by
assumption, the matrix
[
P Q
QT R
]
is positive definite, then the matrix a2P + ia(QT − Q) + R is
positive definite, too and in particular its determinant is non vanishing. Then the corollary follows
direct by Lemma 2.1.
The following result gives a sufficient condition about the hyperbolicity of a special path of
Hamiltonian matrices if the starting point matrix is hyperbolic.
Lemma 2.3. Let Rλ = R + λI and let JBλ where Bλ is obtained by replacing R with Rλ in
Equation (2.1). We assume condition (F2) holds and that JBλ is hyperbolic for λ = 0. Then we
get that JBλ is hyperbolic for all λ ∈ R+.
Proof. We start by introducing the following one parameter family of functions defined as following
fλ(a) := a
2P + ia(QT − Q) + R + λI. By assumption and by taking into account Lemma 2.1 we
infer that f0(a) 6= 0 for all a ∈ R. If a is sufficiently large, then f0(a) is positive definite, so without
leading in generalities, we can assume that f0(a) is positive definite for all a ∈ R.
Therefore, for every λ > 0, we have that fλ(a) = f0(a) + λI > f0(a) or which is the same tha
the matrix fλ(a) is positive definite for all (λ, a) ∈ R+ × R. By using once again Lemma 2.1, the
thesis directly follows.
Let Rλ = R + λI and we observe that, as direct consequence of the bounds given in condition
(F1), that the following result holds.
Corollary 2.4. Assume that P,Q,R satisfy condition (F2) and let Rλ = R + λI. Then, for
λ > C22/C1 + C3, the associated matrix JBλ is hyperbolic.
Proof. By invoking Corollary 2.2, we need to prove that the matrix
[
P Q
QT Rλ
]
is positive definite.
So, it is enough to observe that
[
xT yT
] [ P Q
QT Rλ
] [
x
y
]
= (Px, x) + (Qy, x) + (QTx, y) + (Rλy, y)
≥ C1|x|2 − 2C2|x||y| − C3|y|2 + λ|y|2 > C1(|x| − C2/C1|y|)2 + (−C3 − C22/C1 + λ)|y|2.
This inequality implies that
[
P Q
QT Rλ
]
is positive definite for every λ > C22/C1 + C3.
A similar result holds by replacing the path λ 7→ R+ λI with the following one λ 7→ Rλ := λP
which is very useful in very many situations.
Corollary 2.5. Assume that P invertible and let Rλ = λP . Then, there exists λ̂ > 0 such that,
for every λ > λ̂ the matrix JBλ is hyperbolic.
Proof. We start by observing that
a2P + ia[QT −Q] +Rλ = [a2 + λ]P + ia[QT −Q] = P [a2 + λ]
[
I +
ia
a2 + λ
P−1[QT −Q]
]
.
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For positive λ we get
∣∣∣∣ aa2 + λ
∣∣∣∣ 6 ∣∣∣∣ 12√λ
∣∣∣∣. So, there exists λ̂ > 0 such that for each λ > λ̂, we get∥∥∥∥ iaa2 + λP−1(QT −Q)
∥∥∥∥ < 1.
This inequality directly implies that the matrix a2P + ia(QT−Q)+Rλ is invertible for every λ > λ̂.
By invoking Lemma 2.1, we get the thesis.
2.2 Results from functional analysis
We start by recalling a classical abstract result (consequence of the closed graph theorem) useful
for comparing operators Sturm-Liouville and Hamiltonian operators on different domains.
Lemma 2.6. [Kat80, Chapter IV, Theorem 5.2 & Problem 5.7] Let X, Y be two Banach spaces
and consider a closed linear operator L : domL ⊂ X → Y with a dense domain domL. Assume
that codimL < +∞, then we have that rgeL is closed in Y .
Remark 2.7. Before proceeding further we pause by observing that all of the results of this paragraph
involving the operators on the positive half-line holds for the differential operators defined on the
negative half-line, as well.
By using Lemma 2.6 the following characterization fore the Fredholmness of the operator A +
(and A − as already observed).
Lemma 2.8. Under the above notation, we get that the operator A + is Fredholm if and only if the
operator A +m is Fredholm.
Proof. We start to consider the (maximal) Sturm-Liouville operator A +M on W
2,2; i.e.
A +M := −
d
dt
(
P (t)
d
dt
+Q(t)
)
+QT(t)
d
dt
+R(t) : W 2,2(R+,Rn) ⊂ L2(R+;Rn)→ L2(R+;Rn).
Since AM and Am are conjugated with respect to the L2 scalar product, so Am is a Fredholm
operator if and only if AM is a Fredholm operator. Moreover the following inclusion holds
ker
(
A +m
) ⊂ ker (A +) ⊂ ker (A +M) and rge (A +m ) ⊂ rge (A +) ⊂ rge (A +M) .
(⇐) We assume that A +m is Fredholm and we want to prove that A + is Fredholm too. For, we
start by observing that codim (A +) 6 codim (A +m ) < +∞. Being A + a closed operator and by
using Lemma 2.6 and since codim (A +) < +∞, we get that rge (A +) is closed. So we have that
A + is a Fredholm operator.
(⇒). The converse implication goes through the same arguments and is left to the reader. This
concludes the proof.
By using the same arguments, the following result holds.
Lemma 2.9. The operator F+ is Fredholm if and only if the operator F+m is Fredholm.
A couple of technical lemmas for getting the characterization of the Fredhomness of the Sturm-
Liouville operators in terms of the Fredholmness of the Hamiltonian operators, are in order.
• The first one is about the non-degeneracy in W 1,20 (R+,R2n) of a one parameter family of
Hamiltonian operators on the half-line
• The second is about the hyperbolicity of the limiting Hamiltonian systems
Remark 2.10. Both these results are useful for proving the closedness of the image of the minimal
Hamiltonian differential operator assuming the closedness of the image of the minimal Sturm-
Liouville operator. The other way around is almost straightforward.
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So, for each s ∈ R, we let F+0,s : L2(R+,R2n)→ L2(R+,R2n) be the operator defined by
F+0,s := −J
d
dt
−Bs(t)
where domF+0,s =
{
z ∈W 1,2(R+,R2n)|z(0) = 0} = W 1,20 (R+,R2n) and
Bs(t) =
[
P−1(t) −P−1(t)Q(t)
−QT(t)P−1 QT(t)P−1(t)Q(t)− sP (t)
]
.
We let B+s = lim
t→+∞Bs(t) uniformly with respect to s.
Lemma 2.11. The operator F+0,s is non-degenerate for every s ∈ R.
Proof. We consider the following Hamiltonian system:{
z˙(t) = JBs(t)z(t) t ∈ R+
z(0) = 0
(2.2)
and we observe that that kerF+0,s consists of all solutions of Equation (2.2). By the uniqueness
theorem for odes, the Hamiltonian system given in quation (2.2) has only the trivial solution. This
implies that F+0,s is non-degenerate for all s ∈ R.
Lemma 2.12. There exists ŝ such that JB+s is hyperbolic for every s > ŝ.
Proof. This result is a direct consequence of Corollary 2.5.
Remark 2.13. The idea for introducing the one parameter s-dependent family of Hamiltonian op-
erators F+0,s is in order to get a Fredholm operator on W
1,2
0 only by modifying the zero order term
and to help in the proof of Proposition 2.14.
The following result gives a characterization of the Fredholmness of the operator Am (resp. A ±m )
in terms of Fm (resp. F±m).
Proposition 2.14. The operator A +m : W
2,2
0 ⊂ L2(R+;Rn)→ L2(R+;Rn) is Fredholm if and only
if the operator
F+m := −J
d
dt
−B(t) : W 1,20 (R+;R2n) ⊂ L2(R+;R2n)→ L2(R+;R2n)
is Fredholm. Furthermore their Fredholm indices both coincide.
Proof. We start by observing that F+m and A +m are both symmetric operators whose adjoint are
respectively F+M and A
+
M . Thus, we get ker(F
+
M ) = rge (F
+
m)
⊥ and ker(A +M ) = rge (A
+
m )
⊥. More-
over, it is well-known that dim ker(A +M ) = dim ker(F
+
M ) ≤ 2n and dim ker(A +m ) = dim ker(F+m) =
0. So, in order to conclude the proof of the first claim, we only need to prove that
• rge (A +m ) is closed if and only if rge (F+m) is closed.
Let us consider the closed subspaces
H1 :=
{
(v, 0)
T
∣∣∣ v ∈ L2(R+,Rn) } and H2 := { (0, u)T ∣∣∣ u ∈ L2(R+,Rn) }
and we observe that L2 = H1 ⊕H2.
14
First claim. The following implication holds
rge (F+m) is closed ⇒ rge (A +m ) is closed
A straightforward computation shows that
F+m
[
y
x
]
=
[
0
h
]
⇐⇒ y = Px˙+Qx and A +m x = h. (2.3)
Equation (2.3) implies that
h ∈ rge (A +m )⇐⇒
[
0
h
]
∈ rge (F+m).
It follows that H2 ∩ rge (F+m) is isomorphic to rge (A +m ) . So, if rge (F+m) is closed, then rge (A +m )
is closed as well.
Second claim. We now show that
rge (A +m ) is closed ⇒ rge (F+m) is closed
We assume that rge (A +m ) is closed. To conclude, it is enough to show that H2 ∩ rgeF+m is closed
in L2(R,R2n). Let now s > ŝ (where ŝ is given in Lemma 2.12). By Lemma 2.11 and Lemma 2.12,
we get that F+0,s is a Fredholm operator (being invertible on its domain) and ker
(
F+0,s
)
= {0}, as
well. By the closed graph theorem we conclude that F+0,s has a bounded inverse on rgeF
+
0,s . Let
f ∈ rgeF+0,s. Then, we have
f −F+m
(
F+0,s
)−1
f =
(
F+0,s −F+m
) (
F+0,s
)−1
f =
[
0 0
0 R+ − sP+
] (
F+0,s
)−1
f ∈ H2.
Let T = I −F+m
(
F+0,s
)−1. Then T is a continuous operator from rgeF+0,s to H2 and Tf ∈ rgeF+m
if and only if f ∈ rgeF+m . It follows that
rgeF+0,s ∩ rgeF+m = T−1(H2 ∩ rgeF+m).
So rgeF+0,s ∩ rgeF+m is closed. Let X = L2(R,R2n). We have
rgeF+m/(rgeF
+
0,s ∩ rgeF+m) ∼= (rgeF+0,s + rgeF+m)/rgeF+0,s
Note that dim(rgeF+0,s+rgeF
+
m)/rgeF
+
0,s ≤ codimF+0,s. So dim(rgeF+m/(rgeF+0,s∩rgeF+m)) <∞.
Then rgeF+m is a direct sum of rgeF
+
0,s ∩ rgeF+m with a finite dimensional space. So rgeF+m is
closed since rgeF+0,s ∩ rgeF+m is closed.
The second claim is a straightforward consequence of the previous equalities. By these the result
follows.
We let B+ :=
[
P−1+ −P−1+ Q+
−QTP−1+ QT+P−1+ Q+ −R+
]
where P+, Q+, R+ are the matrices appearing in
condition (H2) and we define the following operators
F̂+ := −J d
d t
−B+ : W+L0(R+,R2n) ⊂ L2
(
R+,R2n
)→ L2 (R+,R2n)
F̂+m := −J d
d t
−B+ : W 1,20 (R+,R2n) ⊂ L2
(
R+,R2n
)→ L2 (R+,R2n)
F̂+M := −J
d
d t
−B+ : W 1,2(R+,R2n) ⊂ L2
(
R+,R2n
)→ L2 (R+,R2n) (2.4)
Lemma 2.15. The operator F+ defined in Equation (1.7), namely
F+ = −J d
d t
−B(t) : W+L0(R+,R2n) ⊂ L2
(
R+,R2n
)→ L2 (R+,R2n)
is a relatively compact perturbation of the operator F̂+ given in Equation (2.4).
15
Proof. To prove that F+ = −J dd t − B(t) is a relatively compact perturbation of the operator F̂ ,
we fix λ in the resolvent set of F̂+, and we need to prove that the operator
Lλ =
(
F+ − F̂+
)
◦
(
F̂+ − λI
)−1
: L2
(
R+,R2n
)→ L2 (R+,R2n)
is compact.
Define a sequence {χk} of C∞ function on R+ which satisfy sup
t∈R+
|χ(t)| 6 1, sup
t∈R+
|χ′(t)| 6 1 and
χk(t) =
{
1, if t ∈ [0, k − 1],
0, if t ∈ [k,+∞).
We define a bounded multiplication operator through the action of χk
αk : L
2(R+,R2n) 3 x 7−→ χkx ∈ L2(R+,R2n)
and let us consider the following operators defined by
Lk,λ =
(
F+ − F̂+
)
◦ αk ◦
(
F̂+ − λI
)−1
: L2
(
R+,R2n
)→ L2 (R+,R2n) .
We observe that (
F+ − F̂+
)
(αk − I)x = (B+ −B(t))(χk(t)− 1)x(t)
and limk→∞(B+ −B(t))(χk(t)− 1) = 0 uniformly with respect to t.
So, we get that
(
F+ − F̂+
)
(αk − I) converge to 0 in the operator norm topology and this, in
particular, implies that the operator Lk,λ → Lλ in the operator norm. Thus, in order to conclude,
we need to prove that the operator Lk,λ is compact for all k (being, in this case, the set of compact
operators, a closed ideal of the linear bounded operators onto L2). We observe that the operator(
F̂+ − λI
)−1
: L2
(
R+,R2n
)→W 1,2(R+,R2n)
is bounded. Since χk(t) = 0 for all t > k and sup
t∈R+
|χ(t)| 6 1, αk : x → χkx is a bounded
operator from W 1,2(R+,R2n) to W 1,2([0, k],R2n). By the Sobolev embedding theorem, we get that
W 1,2
(
[0, k],R2n
)
into L2
(
[0, k],R2n
)
is compact. So αk ◦
(
F̂+ − λI
)−1
is a compact operator from
L2(R+,R2n) to L2(R+,R2n). Since F+− F̂+ is bounded, then the operator Lλ,k is compact. This
concludes the proof.
Lemma 2.16. The operator F̂+M defined by Equation (2.4) is Fredholm if and only if the matrix
JB+ is hyperbolic. If the operator F̂+M is Fredholm, then its Fredholm index is equal to the dimension
of the negative spectral space of the matrix JB+, e.g. ind F̂+M = dimV
−(JB+).
Proof. By [RS05b, Theorem 2.3] we get that the constant coefficients differential operator given by
B :=
d
d t
− JB+,
where domB = W 1,2
(
R+,R2n
)
is Fredholm if and only if the matrix JB+ is hyperbolic. Moreover,
if the operator B is Fredholm, then the following equality holds, indB = dimV −(JB+).
It is straightforward to check that rge
(
F̂+M
)
= −Jrge (B), which implies that codim
(
F̂+M
)
=
codim (B) and ker
(
F̂+M
)
= ker (B). The thesis readily follows by Lemma 2.6 and [RS05b, Lemma
2.1].
Corollary 2.17. The operator F̂+m defined in Equation (2.4) is Fredholm if and only if the matrix
JB+ is hyperbolic.
Proof. We recall that F̂+m and F̂+M are conjugated. The thesis follows by this remark and by using
Lemma 2.16.
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3 Proofs of Theorem 1 and Theorem 2
As direct consequence of the results proved in Subsection 2.2, we are in position to prove Theorem 1.
3.1 Proof of Theorem 1
Let us start with the proof of the Fredholmness of A +.
Theorem 3.1. The operator A + defined in Equation (1.6) is Fredholm if and only if JB+ is
hyperbolic.
Proof. From [Kat80, Chapter IV, Theorem 5.35], Lemma 2.15 and Corollary 2.17, we get that F+m
is Fredholm if and only if the matrix JB+ is hyperbolic. The conclusion now follows by invoking
Lemma 2.14 and Lemma 2.8. This concludes the proof
A completely analogous argument leads to the same conclusion for the operator A − defined by
Equation (1.6). (Cfr. Remark 2.7).
Theorem 3.2. The operator A − defined in Equation (1.6) is Fredholm if and only if JB− is
hyperbolic.
We define the following operator A˜M =
(
A −M ,A
+
M
)
as follows
A˜M : domA
−
M ⊕ domA +M ⊂ L2
(
R−,Rn
)⊕ L2 (R+,Rn)→ L2 (R−,Rn)⊕ L2 (R+,Rn)
where A ±M represent the restrictions to W
2,2 (R±,Rn) of the operator A defined by Equation (1.6).
Let E =
{
(u, v) ∈W 2,2 (R−,Rn)⊕W 2,2 (R+,Rn) ;
[
u˙(0)
u(0)
]
=
[
v˙(0)
v(0)
]}
. Then A is the restric-
tion of A˜M on E.
Theorem 3.3. The operator A defined in Equation (1.6) is Fredholm if and only if JB± are both
hyperbolic.
Proof. First, assume that the operator A is Fredholm. Since A = A˜M |E , we have
codim
(
A +M
)
+ codim
(
A −M
)
= codim
(
A˜M
)
≤ codim (A ) < +∞,
Then codim(A +M ) and codim(A
−
M ) are finite. By taking into account Lemma 2.6, rgeA
±
M are
closed, so A ±M are Fredholm operators. By taking into account Theorem 3.1, we get that JB± are
hyperbolic.
Conversely, if JB± are hyperbolic, then from [RS95], we get that A is a Fredholm operator.
Let Rλ = R+ λI, Aλ,A ±λ , Fλ,F
±
λ defined as before. By invoking Theorem 1 and Lemma 2.3,
the following result holds.
Corollary 3.4. Suppose P, Q, R satisfied (F2) and (H1), then Aλ,A ±λ , Fλ,F
±
λ are Fredholm
operators for every λ ∈ R+.
3.2 Proof of Theorem 1
We only prove the first equality in Equation (1.8), being the proof of the remaining two, completely
analogous. We start by introducing the continuous map
f : CF sa
(
L2 (R,Rn)
)→ CF sa (L2 (R,R2n)) defined by f(Aλ) := Fλ.
Let h(λ, s) = f(Aλ + sI) for (λ, s) ∈ [0, 1] × [0, δ]. Then for every λ ∈ [0, 1], h(λ, s) is a positive
curve (cfr. Definition B.2) . Let λ0 ∈ [0, 1] be a crossing instant for the path λ 7→ Aλ meaning that
kerAλ0 6= {0} and let us consider the positive path s 7→ Aλ0 + sI. Thus, there exists δ > 0 such
that ker (Aλ0 + δI) = {0} or which is equivalent to kerh(λ0, δ) = {0}. Since Aλ0 +δI is a Fredholm
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operator, then there exists δ1 > 0 such that ker(Aλ + δI) = {0} for every λ ∈ [λ0 − δ1, λ0 + δ1]. By
this argument, we get that kerh(λ, δ) = {0} for every λ ∈ [λ0 − δ1, λ0 + δ1]. Then, we get that
Sf (Aλ + δI, λ ∈ [λ0 − δ1, λ0 + δ1]) = 0 ⇒ Sf (h(λ, δ), λ ∈ [λ0 − δ1, λ0 + δ1]) = 0.
By the homotopy invariance of the spectral flow, we have
Sf (Aλ, λ ∈ [λ0 − δ1, λ0 + δ1]) = Sf (Aλ0−δ1 + sI, s ∈ [0, δ])− Sf (Aλ0+δ1 + sI, s ∈ [0, δ]) (3.1)
and so, we get
Sf (h(λ, 0), λ ∈ [λ0 − δ1, λ0 + δ1]) = Sf (h(λ0 − δ1, s), s ∈ [0, δ])− Sf (h(λ0 − δ1, s), s ∈ [0, δ]) (3.2)
We now observe that s 7→ Aλ0±δ1 + sI and s 7→ h(λ0± δ1, s) are both positive curves. Thus, we get
Sf (Aλ0±δ1 + sI, s ∈ [0, δ]) =
∑
0<s6δ
dim ker (Aλ0±δ1 + sI) (3.3)
=
∑
0<s6δ
dim kerh(λ0 ± δ1, s)
= Sf (h(λ0 ± δ1, s), s ∈ [0, δ])
By using Equation (3.1), (3.2) and (3.3), we finally conclude that
Sf (Aλ, λ ∈ [λ0 − δ1, λ0 + δ1]) = Sf (h(λ, 0), λ ∈ [λ0 − δ1, λ0 + δ1])
= Sf (Fλ, λ ∈ [λ0 − δ1, λ0 + δ1]). (3.4)
Equation (3.4) together with the path additivity property of the spectral flow conclude the proof.
3.3 Non-degeneracy results and well-posedness of the indices
Th aim of this paragraph is to give some sufficient conditions on the coefficients of the Sturm-
Liouville operators in order the get the non-degeneracy of the corresponding differential operators.
This condition is important, among others, in proving the well-posedness of the indices defined
through the spectral flow of paths of self-adjoint Fredholm operators parameterized by an un-
bounded interval (as in the cases we are dealing with in which the parameter space is the half-line
or the whole real line).
Lemma 3.5. Let
A +1,M := −
d
dt
[
P1(t)
d
dt
+Q1(t)
]
+Q1
T(t)
d
dt
+R1(t) : W
2,2(R+,Rn) ⊂ L2(R+,Rn) −→ L2(R+,Rn)
A −2,M := −
d
dt
[
P2(t)
d
dt
+Q2(t)
]
+Q2
T(t)
d
dt
+R2(t) : W
2,2(R−,Rn) ⊂ L2(R−,Rn) −→ L2(R−,Rn).
Assume that they both satisfy conditions (F2) and for each i = 1, 2 the matrices
Ki(t) :=
[
Pi(t) Qi(t)
Qi(t)
T Ri(t)
]
are positive definite. Then the system{
A +1,Mx1 = 0,A
−
2,Mx2 = 0
x1(0) = x2(0), P1(0)x˙1(0) +Q1(0)x1(0) = P2(0)x˙2(0) +Q2(0)x2(0)
.
has only zero solution.
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Proof. Assume that the system has solution (x1, x2). Then, we have
〈A +1,Mx1, x1〉L2 + 〈A −2,Mx2, x2〉L2 = 0.
Integrating by part, we get
〈A +1,Mx1, x1〉L2 = 〈P1x˙1, x˙1〉L2 + 〈Q1x1, x˙1〉L2 + 〈QT1 x˙1, x1〉L2 + 〈R1x1, x1〉L2
+ (P1(0)x˙1(0) +Q1(0)x1(0), x1(0))
〈A −2,Mx2, x2〉L2 = 〈P2x˙2, x˙2〉L2 + 〈Q2x2, x˙2〉L2 + 〈QT2 x˙2, x2〉L2 + 〈R2x2, x2〉L2
− (P2(0)x˙2(0) +Q2(0)x2(0), x2(0)).
Let I1 = 〈P1x˙1, x˙1〉L2 + 〈Q1x1, x˙1〉L2 + 〈QT1 x˙1, x1〉L2 + 〈R1x1, x1〉L2 and I2 = 〈P2x˙2, x˙2〉L2 +
〈Q2x2, x˙2〉L2 + 〈QT2 x˙2, x2〉L2 + 〈R2x2, x2〉L2 . Then, by using the second condition in the above
boundary value problem, we get
I1 + I2 = 0.
By assumption, the matrices Ki(t) are both positive definite and since for i = 1, 2 it holds that
Ii =
∫ +∞
0
[
x˙i(t)
T
xi(t)
T
]
Ki
[
x˙i(t)
xi(t)
]
dt
then we infer that I1 + I2 = 0 iff x˙i = xi = 0. This concludes the proof.
Let us now consider the associated first order differential operators F+1,M ,F
−
2,M of A
+
1,M ,A
−
2,M .
A similar result holds.
Lemma 3.6. Under condition (F2) and if the matrices Ki(t) defined in Lemma 3.5 are positive
definite, then the initial value problem 
F+1,Mx1 = 0
F−2,Mx2 = 0
x1(0) = x2(0)
admits only zero solution.
We are now in position to prove some non-degeneracy results for the operators Aλ.
Lemma 3.7. If condition (F2) holds, then Kλ(t) :=
[
P (t) Q(t)
Q(t)T R(t) + λI
]
is positive definite for all
(t, λ) ∈ R×
[
2C22
C1
+ C3,+∞
)
.
Proof. Let
[
u
v
]
∈ R2n. As direct consequence of condition (F2) and the Cauchy-Schwarz inequality,
we get that[
u
v
]T [
P (t) Q(t)
Q(t)T R(t) + λI
] [
u
v
]
= (P (t)u, u) + 2 (Q(t)v, u) + (R(t)v, v) + λ|v|2 (3.5)
> C1|u|2 − C2
(
|v|2 + 1

|u|2
)
− C3|v|2 + λ|v|2
= (C1 − C2) |u|2 +
(
λ− C3 − 1

C2
)
|v|2
We let  =
C1
2C2
and we observe that if λ > 2C
2
2
C1
+ C3, by using the inequality obtained in
Equation (3.5), that[
u
v
]T [
P (t) Q(t)
Q(t)T R(t) + λI
] [
u
v
]
> 0 for all 0 6=
[
u
v
]
∈ R2n.
The result is proved.
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Lemma 3.8. Under condition (F2), we get
Euλ(−τ) ∩ Esλ(+τ) = 0 for all (τ, λ) ∈ R+ ×
[
2C22
C1
+ C3,+∞
)
.
Proof. Let P1(t) := P (t + τ), Q1(t) := Q(t + τ), R1(t) := R(t + τ) + λI with t ∈ [0,+∞) and let
P2(t) := P (t − τ), Q2(t) := Q(t − τ), R2(t) := R(t − τ) + λI with t ∈ (−∞, 0]. Then the stable
subspace of the equation F+1,M at 0 is E
s
λ(τ) and the unstable subspace of the equation F
−
2,M at 0
is Euλ(τ). As already observed in Remark 1.7, there exists a linear bijection from the set of solutions
of the system {
F+1,Mx1 = 0 = F
−
2,Mx2
x1(0) = x2(0)
with the subspace Euλ(−τ) ∩ Esλ(τ). By invoking once again Lemma 3.6 and Lemma 3.7, we
conclude that the initial value problem only admits the trivial solution for every λ > 2C
2
2
C1
+C3. So
Euλ(−τ) ∩ Esλ(+τ) = 0. This concludes the proof.
By setting P1(t) := P (t) for every t > 0 and P2(t) := P (t) for every t 6 0, the following result
holds.
Proposition 3.9. If condition (F2) is fulfilled, then the operator Aλ is non-degenerate for every
λ > 2C
2
2
C1
+ C3.
Let now consider boundary value problems on the half-line with self-adjoint boundary condition.
Let (y, x)T ∈ L0 and we define the subspace of LN by
V (L0) := (L0 + LD) ∩ LN .
Thus (0, x) ∈ V (L0). We denote by k the dimension of V (L0) i.e. k := dimV (L0). By using the
decomposition Rn ∼= LN = V (L0) ⊕ V ⊥(L0), then we have y = y1 + y2, where y1 ∈ V (L0) and
y2 ∈ V ⊥(L0). By choosing a basis in V (L0), we define the matrix A acting on vectors of V (L0)
such that y1 = Ax, since L0 is a Lagrangian subspace, it is easy to see that A is symmetric. Then
we have
(y, x) = (y1, x) = (Ax, x) ∀ (y, x) ∈ L0
We observe that there exists C0 > 0 such that
| (Av, v) | 6 C0|v|2 for all v ∈ V (L0). (3.6)
Then
|(y, x)| = |(Ax, x)| ≤ C0(x, x). (3.7)
The following result gives a sufficient condition on the matrix Kλ(t) to be positive definite. Since
the proof is analogous to the proof of Lemma 3.7, we left to the reader.
Lemma 3.10. Under condition (F2), the matrix
[
P (t) Q(t) + C0
Q(t)T + C0 R(t) + λI
]
is positive definite for
every (t, λ) ∈ R×
[
2(C2 + C0)
2
C1
+ C3,+∞
)
.
Lemma 3.11. Under condition (F2) holds, the matrix A ±λ is non-degenerate for every λ >
2(C2 + C0)
2
C1
+ C3 where C0 > 0 is the constant defined in Equation (3.6) (which only depends
upon the choice of L0).
Proof. The proof of this result is very much the same as the proof of Lemma 3.5. We only prove
the claim for the operator A +λ leaving the proof of the claim for A
−
λ to the interested reader. We
start by observing that A +λ x = 0 iff x is solution of the boundary value problem{
A +M,λx = 0
(P (0)x˙(0) +Q(0)x(0), x(0)) ∈ L0
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By a direct integration by parts, by using condition (F2) and inequality given in Equation (3.7),
we get
0 = 〈A +Mx, x〉L2 = 〈Px˙, x˙〉L2 + 〈Qx, x˙〉L2 + 〈QTx˙, x〉L2 + 〈Rx, x〉L2
+ (P (0)x˙(0) +Q(0)x(0), x(0)) > 〈Px˙, x˙〉L2 + 〈Qx, x˙〉L2 + 〈QTx˙, x〉L2
+ 〈Rx, x〉L2 − C0(x(0), x(0)).
Since x ∈ dom(A +M,λ), we infer also that
|x(0)|2 = −
∫ +∞
0
d
d t
|x|2 d t = −2〈x˙, x〉L2 .
Moreover, we have
0 = 〈A +Mx, x〉L2 ≥ 〈Px˙, x˙〉L2 + 〈(Q+ C0I)x, x˙〉L2 + 〈(QT + C0I)x˙, x〉L2 + 〈Rx, x〉L2
=
∫ +∞
0
([
x˙
x
]T [
P (t) Q(t) + C0
Q(t)T + C0 R(t) + λI
]
,
[
x˙
x
])
> 0
where the last inequality directly follows by Lemma 3.10. This conlcude the proof.
By arguing precisely as in Lemma 3.8 and as a direct consequence of Lemma 3.11, the following
result holds.
Lemma 3.12. We assume condition (F2) holds. Then we have
Esλ(−τ) ∩ L0 = {0} and Esλ(τ) ∩ L0 = {0} ∀(τ, λ) ∈ R+ ×
[
2(C2 + C0)
2
C1
+ C3,+∞
)
Proposition 3.13. Under conditions (F2) and (H1), the Morse index m–(A ),m–(A ±) are all
finite.
Proof. We observe that
m–(A ) = Sf (A + λI;λ ∈ R+) = Sf (A + λI;λ ∈ [0, λ̂])
for λ̂ >
2C22
C1
+ C3. Since λ 7→ A + λI is a positive path, the crossing instants are isolated and on
on a compact interval (as a direct consequence of Proposition 3.9) are in a finite number. Since, for
positive paths the spectral flow measure the difference between the Morse indices at the starting
point minus the difference at the end point (which vanishes identically), we get that m–(A ) is finite.
The proof of the finitness of the Morse indices for the operators A ± is pretty much the same and
we left to the interested reader.
4 Transversality conditions and proof of Theorem 3
The aim of this paragraph is to provide the complete proof of the Morse index theorem, namely
Theorem 3.
So, we start by providing some transversality properties between invariant subspaces that will
be useful in the proof. Let us consider the symmetric matrix
Bλ :=
[
P−1 −P−1Q
−QTP−1 QTP−1Q−R− λI
]
λ ∈ [0,+∞)
where P is a positive definite and symmetric matrix and R is a symmetric matrix.
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Lemma 4.1. We assume that JB0 is hyperbolic and P . Then the spectral subspaces (corresponding
to eigenvalues having positive and negative real part) of JBλ are both transversal to the horizontal
(Dirichlet) Lagrangian, namely
V ±(JBλ) t LD, for all λ ∈ R+.
Proof. We provide the proof of V +(JBλ) t LD being the other completely similar. First of all we
start by observing that as a direct consequence of Lemma 2.3, the matrix JBλ is hyperbolic for all
λ ∈ R+. It is well-know fact that being JBλ hyperbolic, this implies tht V ±(JBλ) are Lagrangian
subspaces. (Cf. [HP17] and references therein). We let (u, 0)T ∈ V +(JBλ) ∩ LD and we observe
that, since V +(JBλ) is invariant under JBλ, then JBλ
[
u
0
]
∈ V +(JBλ). A direct computation
yields
0 = ω
(
JBλ
[
u
0
]
,
[
u
0
])
= − (Pu, u)
and by recalling that P is positive definite, we infer u = 0 or equivalently that V +(JBλ) t LD.
This concludes the proof.
Since Esλ(+∞) = V −(JBλ(+∞)) and Euλ(−∞) = V +(JBλ(−∞)) are both transversal to LD,
then the subspaces V −(JBλ) and V +(JBλ) have Lagrangian frames given by
[
Mλ
I
]
and
[
Nλ
I
]
respectively, where Mλ, Nλ ∈ Sym (n,R). Moreover, being Esλ(+∞) transversal to LD, then
Euλ(−∞) ∩ (Esλ(+∞)⊕ LD) = Euλ(−∞). We now assume that
[
Nλu
u
]
∈ Euλ(−∞). Then we
get
[
Nλu
u
]
=
[
Mλu
u
]
+
[
Nλu−Mλu
0
]
and by a simple calculation and Equation (A.2), we conclude
that
Q (Euλ(−∞), Esλ(+∞), LD) =
([
0 −I
I 0
] [
Mλu
u
]
,
[
(Nλ −Mλ)u
0
])
(4.1)
=
([ −u
Mλu
]
,
[
(Nλ −Mλ)u
0
])
= ((Mλ −Nλ)u, u) .
We now consider the operator F+λ = −J
d
dt
−Bλ(+∞) and the associated second order operator
A +λ and let x be a solution of A
+
λ,M where, A
+
λ,M denotes the operator A
+
λ,M defined on the maximal
domain W 2,2(R+,Rn). Then the map x 7→ (Px˙(0) + Qx(0), x(0)) provides a linear bijection from
kerA +λ,M to E
s
λ(0) = V
−(JBλ(+∞)). By a direct calculation, we get
0 = 〈A +λ,Mx, x〉L2 = 〈P+x˙, x˙〉L2 + 〈Q+x, x˙〉L2 + 〈QT+x˙, x〉L2 + 〈(R+ + λI)x, x〉L2
+ (P+x˙(0) +Q+x(0), x(0))
= 〈P+x˙, x˙〉L2 + 〈Q+x, x˙〉L2 + 〈QT+x˙, x〉L2 + 〈(R+ + λI)x, x〉L2 + (Mλx(0), x(0)).
Let v˜ ∈ kerAλ,M be the solution with v˜(0) = v. Then, we get
(Mλv, v) = −
∫ +∞
0
〈
Kλ
[
˙˜v(t)
v˜(t)
]
,
[
˙˜v(t)
v˜(t)
]〉
dt with Kλ =
[
P+ Q
QT+ R+ + λI
]
. (4.2)
So, if Kλ is positive definite then, (Mλv, v) < 0 for each nonzero v ∈ Rn. Similarly (Nλv, v) > 0 for
each nonzero v ∈ Rn . As by-product of this argument and Lemma 3.7, the following result holds.
Lemma 4.2. If the condition (H2) holds, then M0 and N0 are respectively negative and positive
definite. If the condition (F2) holds, then Mλ and Nλ are respectively negative and positive definite
for all λ > 2C
2
2
C1
+ C3.
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Let now fix λ ∈ R+, L0 be a Lagrangian subspace and we assume that (uT, vT)T ∈ L0, v 6= 0
and v˜ ∈ kerA +λ,M is the solution with v˜(0) = v . Then from Equation (3.6) and Equation (4.2), we
get
(Mλv, v)− (u, v) 6 −
∫ +∞
0
〈Kλ
[
˙˜v(t)
v˜(t)
]
,
[
˙˜v(t)
v˜(t)
]
〉dt+ C0|v|2 (4.3)
= −
∫ +∞
0
〈Kλ
[
˙˜v(t)
v˜(t)
]
,
[
˙˜v(t)
v˜(t)
]
〉dt− C0
∫ +∞
0
d
dt
〈v˜, v˜〉d t
= −
∫ +∞
0
〈
(
Kλ + C0
[
0 I
I 0
])[
˙˜v(t)
v˜(t)
]
,
[
˙˜v(t)
v˜(t)
]
〉d t
As by-product of the calculation performed in Equation (4.3) and Lemma 3.10, the following result
holds.
Lemma 4.3. If the condition (F2) holds and (u, v) ∈ L0 then we have (Mλv, v)− (u, v) ≤ 0 for all
λ > 2(C2+C0)
2
C1
+ C3.
Proof. In fact, by arguing as in Lemma 3.10, we get that Kλ + C0
[
0 I
I 0
]
is positive for all λ >
2(C2+C0)
2
C1
+ C3. This completes the proof.
Corollary 4.4. Under condition (H2), we get
ι (Eu(−∞), Es(+∞);LD) = 0.
Proof. Since condition (H2) holds, then from Lemma 4.2 and Equation (4.1), we get that
m+ (Q (Eu0 (−∞), Es0(+∞);LD)) = m+ (M0 −N0) = 0.
By this last relation together with the fact that Equation (A.2) and the transversality condition
Eu0 (−∞) t LD we infer that
ι (Eu0 (−∞), Es0(+∞);LD) = 0.
Remark 4.5. We assume that λ > 2(C2+C0)
2
C1
+ C3. Let
[
u
0
]
∈ LD ∩ (L0 + Esλ(+∞)), then we can
decompose
[
u
0
]
to
[−Mλv + u
−v
]
+
[
Mλv
v
]
, with
[−Mλv + u
−v
]
∈ L0. Then we have
Q (LD, L0, E
s
λ(+∞))
([
u
0
]
,
[
u
0
])
= ω
([−Mλv + u
−v
]
,
[
Mλv
v
])
= (u, v) = (Mλv, v)− (Mλv − u, v).
By Lemma 4.3, (Mλv, v) − (Mλv − u, v) ≤ 0, so Q (LD, L0, Esλ(+∞)) is non-negative definite and
then
m+(Q(LD, L0, E
s
λ(+∞))) = 0.
Since LD t Esλ(+∞), we have
m+ (Q (LD, L0, E
s
λ(+∞))) = 0.
Similarly we have we have that
m+ (Q (Euλ(−∞), L0, LD)) = 0.
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4.1 Proof of Theorem 3
We start by letting Rλ = R+λI and choosing λ̂ =
2C22
C1
+C3. ThenAλ̂ satisfies (H2) and in this case,
we get m–(u) = Sf (Aλ;λ ∈ [0, λ̂]). As direct consequence of this argument and Equation (1.11),
we have that
m–(u) = ιCLM
(
Es
λ̂
(τ), Eu
λ̂
(−τ); τ ∈ R+
)
− ιCLM (Es0(τ), Eu0 (−τ); τ ∈ R+) (4.4)
− ιCLM
(
Esλ(+∞), Euλ(−∞);λ ∈ [0, λ̂]
)
By using Lemma A.6, the third term in the (RHS) of Equation (4.4), can be written as follows
ιCLM
(
Esλ(+∞), Euλ(−∞);λ ∈ [0, λ̂]
)
= ι
(
Eu
λ̂
(−∞), Es
λ̂
(+∞);LD
)
− ι (Eu0 (−∞), Es0(+∞);LD) .
By taking into account Corollary 4.4, we have
ι
(
Eu
λ̂
(−∞), Es
λ̂
(+∞);LD
)
= 0
and so
ιCLM
(
Esλ(+∞), Euλ(−∞);λ ∈ [0, λ̂]
)
= −ι (Eu0 (−∞), Es0(+∞);LD)
Moreover, directly by using Lemma 3.8, we conclude that the first term in the (RHS) of Equa-
tion (4.4) vanishes
ιCLM
(
Es
λ̂
(τ), Eu
λ̂
(−τ); τ ∈ R+
)
= 0
Thus, Equation (4.4) reduces to
m–(u) = − ιCLM (Es0(τ), Eu0 (−τ); τ ∈ R+)+ ι (Eu0 (−∞), Es0(+∞);LD)
= ι(u) + ι (Eu0 (−∞), Es0(+∞);LD)
where the last equality follows by Definition 1.8. This concludes the proof.
4.2 Proof of Theorem 4
We start by proving Equation (1.13) corresponding to the future half-clinic orbit. First of all, under
the conditions (F2) & (H1), we get that Sf (A +λ , λ ∈ [0, λ̂]) = m–(u, L0,+). Moreover, by using
Equation (1.12), we get the following relation
m–(u, L0,+) = ι
CLM
(
Es
λ̂
(τ), L0; τ ∈ R+
)
− ιCLM (Es0(τ), L0; τ ∈ R+)
− ιCLM (Esλ(+∞), L0;λ ∈ [0, λˆ]). (4.5)
By choosing λ̂ :=
2(C2 + C0)
2
C1
+ C3, then we get that the operator A +
λ̂
satisfies (H2) and
[
P+ Q+ + C0I
QT+ + C0I R+ + λ̂I
]
is positive definite. By Lemma 3.12, we get
ιCLM
(
Es
λ̂
(τ), L0; τ ∈ R+
)
= 0
and by Lemma 4.1 we have that Esλ(+∞) t LD for all λ > 0, this implies that
ιCLM
(
Esλ(+∞), LD;λ ∈ [0, λˆ]
)
= 0.
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By taking into account Remark 4.5 we get that
m+ (Q (LD, L0, E
u
λ(+∞))) = 0 for all λ >
2(C2 + C0)
2
C1
+ C3,
and so by Equation (4.5), Definition A.3, Equation (A.3) and finally Equation (A.2), we have
m–(u, L0,+) = ι
+
L0
(u)− ιCLM (Esλ(+∞), L0;λ ∈ [0, λˆ])
= ι+L0(u)−
(
ιCLM
(
Esλ(+∞), L0;λ ∈ [0, λˆ]
)− ιCLM (Esλ(+∞), LD;λ ∈ [0, λˆ]))
= ι+L0(u)− s
(
LD, L0;E
s
0(+∞), Esλ̂(+∞)
)
= ι+L0(u)− ι
(
LD, L0, E
s
λ̂
(+∞))+ ι(LD, L0, Es0(+∞))
= ι+L0(u)−m+
(
Q
(
LD, L0, E
u
λ̂
(+∞)
))
− dim
(
LD ∩ Esλ̂(+∞)
)
+ dim
(
LD ∩ L0 ∩ Esλ̂(+∞)
)
+ ι
(
LD, L0, E
s
0(+∞)
)
= ι+L0(u) + ι
(
LD, L0, E
s
0(+∞)
)
Arguing as before and by using once again Equation (1.11) and Remark 4.5, we have
m–(u, L0,−) = ι−L0(u)− ιCLM
(
L0, E
u
λ(−∞);λ ∈ [0, λ̂]
)
= ι−L0(u)− ι
(
Eu
λ̂
(−∞), L0;LD
)
+ ι (Eu0 (−∞), L0;LD)
= ι−L0(u)−m+
(
Q
(
Eu
λ̂
(−∞), L0, LD
))
+ ι (Eu0 (−∞), L0;LD)
= ι−L0(u) + ι (E
u
0 (−∞), L0;LD) .
This concludes the proof.
4.3 Proof of Corollary 1.13
We start by proving Equation (1.15). By invoking Equation (1.13), Definition A.3 and Equa-
tion (A.3), we get that
m–(u, L0,+)−m–(u, LD,+) = ι+L0(u) + ι
(
LD, L0, E
s
0(+∞)
)− ι+LD (u)
= −( ιCLM (Es(t), L0; t ∈ R+)− ιCLM (Es(t), LD; t ∈ R+) )+ ι(LD, L0, Es0(+∞))
= −s(LD, L0, Es0(0), Es0(+∞))+ ι(LD, L0, Es0(+∞))
= −ι(LD, L0, Es0(+∞))+ ι(LD, L0, Es0(0))+ ι(LD, L0, Es0(+∞))
= ι
(
LD, L0, E
s
0(0)
)
We finally prove Equation (1.16). Once again, by invoking Equation (1.14), Definition A.3 and
Equation (A.3), we get
m–(u, L0,−)−m–(u, LD,−) = ι−L0(u) + ι (Eu0 (−∞), L0;LD)− ι−LD (u)
= ιCLM
(
LD, E
u(−t); t ∈ R+)− ιCLM (L0, Eu(−t); t ∈ R+) + ι (Eu0 (−∞), L0;LD)
= s (Eu(0), Eu(−∞);L0, LD) + ι (Eu0 (−∞), L0;LD)
= ι (Eu(0), L0, LD)− ι (Eu(−∞), L0;LD) + ι (Eu(−∞), L0;LD)
= ι (Eu(0), L0, LD) .
This concludes the proof.
A Maslov, Hörmander and triple index
This last section is devoted to recall some basic definitions, well-known results and main properties
of the Maslov index and interrelated invariants that we used throughout the paper.
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A.1 ιCLM-index
In the standard symplectic space (R2n, ω), we denote by L(n) the set of all Lagrangian subspaces
of(R2n, ω) and we refer to as the Lagrangian Grassmannian of (R2n, ω). For a, b ∈ R with a < b, we
denote by P([a, b];R2n) the space of all ordered pairs of continuous maps of Lagrangian subspaces
L : [a, b] 3 t 7−→ L(t) := (L1(t), L2(t)) ∈ L(n) × L(n) equipped with the compact-open topology.
Following authors in [CLM94] we are in position to briefly recall the definition of the Maslov index
for pairs of Lagrangian subspaces, that will be denoted throughout the paper by the symbol ιCLM.
Loosely speaking, given the pair L = (L1, L2) ∈ P([a, b];R2n), this index counts with signs and
multiplicities the number of instants t ∈ [a, b]that L1(t) ∩ L2(t) 6= {0}.
Definition A.1. The CLM-index is the unique integer valued function
ιCLM :P([a, b];R2n) 3 L 7−→ ιCLM(L; [a, b]) ∈ Z
satisfying the Properties I-VI given in [CLM94, Section 1] .
For the sake of the reader we list a couple of properties of the ιCLM- index that we shall frequently
use along the paper.
• (Reversal) Let L := (L1, L2) ∈ P([a, b];R2n). Denoting by L̂ ∈ P([−b,−a];R2n) the path
traveled in the opposite direction and by setting L̂ := (L1(−s), L2(−s)), then we get
ιCLM(L̂; [−b,−a]) = − ιCLM(Λ; [a, b]).
• (Symplectic invariance) Let L := (L1, L2) ∈ P([a, c];R2n) and φ ∈ C 0
(
[a, b],Sp (2n,R)
)
.
Then we have ιCLM (φ(t)L1(t), φ(t)L2(t), t ∈ [a, b]) = ιCLM (L1(t), L2(t), t ∈ [a, b]) .
A.2 The triple and Hörmander index
Recently, Zhu et al. in the interesting paper [ZWZ18] deeply investigated the Hörmander index
studying, in particular, its relation with respect to the so-called triple index in a slight generalized
(in fact isotropic) setting. Given three isotropic subspaces α, β and δ in (R2n, ω), we define the
quadratic form Q as follows
Q := Q(α, β; δ) : α ∩ (β + δ)→ R given by Q(x1, x2) = ω(y1, z2),
where for j = 1, 2, xj = yj + zj ∈ α ∩ (β + δ) and yj ∈ β, zj ∈ δ. By invoking [ZWZ18, Lemma
3.3], in the particular case in which α, β, δ are Lagrangian subspaces, we get
kerQ(α, β; δ) = α ∩ β + α ∩ δ.
Following Duistermaat [Dui76, Equation (2.6)], we are in position to define the triple index in terms
of the quadratic form Q defined above.
Definition A.2. Let α, β and κ be three Lagrangian subspaces of symplectic vector space (R2n, ω).
Then the triple index of the triple (α, β, κ) is defined by
ι(α, β, κ) = m–(Q(α, δ;β)) + m–(Q(β, δ;κ))−m–(Q(α, δ;κ)), (A.1)
where δ is a Lagrangian subspace such that δ ∩ α = δ ∩ β = δ ∩ κ = (0).
By [ZWZ18, Lemma 3.13], the triple index given in Equation (A.1) can be characterized as
follows
ι(α, β, κ) = m+
(
Q(α, β;κ)
)
+ dim
(
α ∩ κ)− dim(α ∩ β ∩ κ)). (A.2)
Another closely related symplectic invariant is the so-called Hörmander index which particular
important in order to measure the difference of the (relative) Maslov index computed with respect to
two different Lagrangian subspaces. (We refer the interested reader to the celebrated and beautiful
paper [RS93] and references therein).
Let V0, V1, L0, L1 be four Lagrangian subspaces and L ∈ C 0
(
[0, 1], L(n)
)
be such that L(0) = L0
and L(1) = L1.
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Definition A.3. Let L, V ∈ C 0([0, 1], L(n)) be such that L(0) = L0, L(1) = L1, V (0) = V0 and
V (1) = V1, the Hörmander index is the integer defined by
s(L0, L1;V0, V1) = ι
CLM(V1, L(t); t ∈ [0, 1])− ιCLM(V0, L(t)); t ∈ [0, 1]
= ιCLM(V (t), L1; t ∈ [0, 1])− ιCLM(V (t), L0; t ∈ [0, 1])
Remark A.4. As direct consequence of the fixed endpoints homotopy invariance of the ιCLM-index,
is actually possible to prove that Definition A.3 is well-posed, meaning that it is independent on
the path L joining the two Lagrangian subspaces L0, L1. (Cf. [RS93] for further details).
Let now be given four Lagrangian subspaces, namely λ1, λ2, κ1, κ2 of symplectic vector space
(R2n, ω). By [ZWZ18, Theorem 1.1], the Hörmander index s(λ1, λ2;κ1, κ2) can be expressed in
terms of the triple index as follows
s(λ1, λ2;κ1, κ2) = ι(λ1, λ2, κ2)− ι(λ1, λ2, κ1) = ι(λ1, κ1, κ2)− ι(λ2, κ1, κ2). (A.3)
In particular, by using Equation (A.3) the following result holds.
Lemma A.5. [HWY18] Let L0, L ∈ L(n) and L ∈ C 0
(
[0, 1], L(n)
)
. If L(t) is transversal to L for
every t ∈ [0, 1] (meaning that L(t) ∩ L = (0)), then we get
ιCLM(L0, L(t); t ∈ [0, 1]) = ι(L(1), L0;L)− ι(L(0), L0;L).
Being triple index symplectic invariant, meaning that if α, β, κ ∈ L(n) and φ ∈ Sp (2n,R) then
we get that ι(φα, φβ, φκ) = ι(α, β, κ). By using the symplectic invariance, it is not difficult to
generalize Lemma A.5 to the case of a pair of Lagrangian paths. More precisely the following result
holds.
Lemma A.6. Let L1(t) and L2(t) be two paths in L(n) with t ∈ [0, 1] and assume that L1(t) and
L2(t) are both transversal to the (fixed) Lagrangian subspace L. Then we get
ιCLM
(
L1(t), L2(t); t ∈ [0, 1]
)
= ι
(
L2(1), L1(1);L)− ι(L2(0), L1(0);L).
Proof. Let R2n = L⊕ JL. Since L1(t) and L2(t) both transversal to L, then we get that L1(t) and
L2(t) both have the Lagrangian frames given by
[
M(t)
I
]
and
[
N(t)
I
]
respectively, where M(t) and
N(t) are both symmetric matrices for all t ∈ [0, 1]. We define another path of symplectic matrices
as follows T (t) :=
[
I M(0)−M(t)
0 I
]
. By a straightforward calculations we get
T (t)L1(t) =
{[
M(0)v
v
]∣∣∣∣ v ∈ Rn} and T (t)L2(t) = {[N(t)v −M(t)v +M(0)vv
]∣∣∣∣ v ∈ Rn} .
Thus we get
ιCLM(L1(t), L2(t); t ∈ [0, 1] = ιCLM (T (t)L1(t), T (t)L2(t); t ∈ [0, 1])
= ι (T (1)L2(1), T (1)L1(1), L)− ι (T (0)L2(0), T (0)L1(0), L)
= ι (L2(1), L1(1), L)− ι (L2(0), L1(0), L) .
B Spectral flow
For reader’s conventience, we first give a simple introduction of spectral flow. Let
(
H, (·, ·)) be a
real separable Hilbert space and we denote by CF sa(H) the space of all closed self-adjoint and
Fredholm operators equipped with the gap topology , namely the topology is induced by the gap
metric dG(T1, T2) := ‖P1 − P2‖L (H), where P1, P2 denotes the projection onto the graph of T1, T2
respectively. Given T ∈ CF sa(H) and a, b /∈ σ(T ), we set P[a,b](T ) := <
(
1
2pi i
∫
γ
(λI − TC)−1d λ
)
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where γ stands for the circle of radius (b − a)/2 around the point (a + b)/2. We recall that if
[a, b] ⊂ σ(T ) consists of isolated eigenvalues of finite multiplicity, then rgeP[a,b](T ) = E[a,b](T ) :=⊕
λ∈[a,b] ker(λI − T ). Let A : [a, b] → CF sa(H) be a continuous path. As a direct consequence
of [BLP05, Proposition 2.10] , for every t ∈ [a, b] , there exists a > 0 and an open connected
neighborhood Nt,a ⊂ CF sa(H) of A(t) such that ±a /∈ σ(T ) for all T ∈ Nt,a. The map Nt,a ∈
T 7−→ P[−a,a](T ) ∈ L (H) is continuous and hence the rank of P[−a,a](T ) does not depends on
T ∈ Nt,a. Now let us consider the open covering of the interval I given by the pre-images of the
neighborhoods Nt,a through A and by choosing a sufficiently fine partition of the interval [a, b]
having diameter less than the Lebesgue number of the covering, we can find a =: t0 < t1 < · · · <
tn := b, operators Ti ∈ CF sa(H) and positive real numbersai, i = 1, . . . , n in such a way the
restriction of the path A on the interval [ti−1, ti] belongs to the the neighborhood Nti,ai and hence
the dimE[−ai,ai](At) is constant for t ∈ [ti−1, ti], i = 1, . . . , n.
Definition B.1. The spectral flow of A on the interval [a, b] is defined by
Sf (Aλ;λ ∈ [a, b]) :=
N∑
i=1
dim E[0,ai](Ati)− dim E[0,ai](Ati−1) ∈ Z.
Before closing this section, closely following [HW18], we recall the definition of positive curve.
Definition B.2. [HW18] Let A : [a, b]→ CF sa (H) be a continuous curve. The curve A is named
positive curve if { λ | kerAλ 6= 0 } is finite and
Sf (Aλ;λ ∈ [a, b]) =
∑
a<λ6b
dim kerAλ.
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