We explore the reprogramming capabilities of computer programs using cellular automata (CA). We show a series of boundary crossing results, including cases of Wolfram Class 1 Elementary Cellular Automata (ECA) emulating Class 2 ECA, Class 2 ECA emulating Class 3 ECA, and Class 3 ECA emulating Class 2 ECA, along with results of a similar type for general CA (neighbourhood r = 3/2), including Class 1 CA emulating Class 3 CA, Classes 3 and 4 CAs emulating Class 4 CAs, and Class 4 emulating Class 3 CAs. The emulations occur with only a linear overhead and are therefore computationally efficient. By constructing emulation networks through an exhaustive search in the compiler space, we show that topological properties determining emulation direction, such as ingoing and outgoing hub degrees, suggest a topological classification of complexity based on computing capabilities. We provide a new Turing universality result in ECA space based on a composition of ECA rules emulating ECA rule 110. The results suggest that complexity is, or can be, completely driven by initial conditions, and these are therefore in this sense more fundamental than the computer program code/rules. The approach yields a novel perspective on complexity, controllability, causality, and reprogrammability of even the simplest computer programs providing strong evidence of ubiquitous computation universality.
Introduction
We undertake a systematic and exhaustive investigation of the space of all possible compilers to explore the possibility that random computer programs may be reprogrammed to behave like other computer programs, particularly ones with different qualitative behaviour. Because of the Turing-completeness of the model and its visual representation-without loss of generalisation-we use the formalism of cellular automata as our space of computer programs. The chief advantage of so doing is that cellular automata (CA) reveal their running code in real time as graphical space-time representations, thereby making them completely transparent to the programmer's visual inspection. While it has been shown that small variations to the model description of a CA can effectively and qualitatively modify their behaviour (e.g. [8] by enriching cells with memory), here we found a wide computing reprogrammability range of cross-boundary capabilities without changing the model description and only adding a compiler/translator that maps the initial condition domain of a CA to a restricted one. By manipulating initial conditions we show that even the simplest programs are able to emulate the most complex ones, mediated only by a small compiler that re-encodes every input-thus by a single initial interactioneffectively reprogramming a computer program to behave like any other. With this as a basis, a network can be constructed out of the emulating interactions between cellular automata, revealing interesting connections between network topological properties, models of computing, measures of complexity and Turing universality.
The following definitions follow the notation in [10] . A cellular automaton (CA) is a tuple S, (L, +), T, f with a set S of states, a lattice L with a binary operation +, a neighbourhood template T , and a local rule f .
The set of states S is a finite set with elements s taken from a finite alphabet Σ with at least two elements. It is common to take an alphabet composed of all integers modulo s: Σ = Z s = {0, ..., s − 1}. An element of the lattice i ∈ L is called a cell. The lattice L can have D dimensions and can be either infinite or finite with cyclic boundary conditions.
The neighbourhood template T = η 1 , ..., η m is a sequence of L. In particular, the neighbourhood of cell i is given by adding the cell i to each element of the template T : T = i + η 1 , ..., i + η m . Each cell i of the CA is in a particular state c[i] ∈ S. A configuration of the CA is a function c : L → S. The set of all possible configurations of the CA is defined as S L .
The evolution of the CA occurs in discrete time steps t = 0, 1, 2, ..., n. The transition from a configuration c t at time t to the configuration c (t+1) at time t + 1 is induced by applying the local rule f . The local rule is to be taken as a function f : S |T | → S which maps the states of the neighbourhood cells of time step t in the neighbourhood template T to cell states of the configuration at time step t + 1:
The general transition from configuration to configuration is called the global map and is defined as: F : S L → S L . In the following we will consider only 1-dimensional (1-D) CAs. The lattice can be either finite, i.e., Z N , having the length N , or infinite, Z. In the 1-D case it is common to introduce the radius of the neighbourhood, template which can be written as −r, −r + 1, ..., r − 1, r and has length 2r + 1 cells. With a given radius r the local rule is a function f : Z
rules. Two cases of 1-D CAs will be studied further in this paper. We study CAs which have states taken from the set Z 2 and have different ranges. We have CAs with range r = 1/2, which have the neighbourhood template 0, 1 , meaning that the neighbourhood comprises the centre cell, and one cell to the right. We will call these Primitive Cellular Automata (PCA). We have the so called Elementary Cellular Automata (ECA) with radius r = 1, having the neighbourhood template −1, 0, 1 , meaning that the neighborhood is comprised of a central cell, one cell to the left and one to the right. We also have what we will call General Cellular Automata (GCA), with radius r = 3/2, i.e., they have the neighbourhood template −1, 0, 1, 2 , meaning that the neighborhood is comprised of the central cell, one cell to the left and two to the right. The rule space for PCAs contains 2 2 2 = 16 rules, the rule space for ECAs contains 2 2 3 = 256 rules, and the GCA rule space contains 2 2 4 = 65 536 rules. Here we only consider non-equivalent rules subject to the operations complementation, reflection, conjugation and joint transformation (both reflection and conjugation together) (see Sup. Mat.). For example, the number of reduced rules for ECA is 88. By increasing the range r or the number of states |S| the cardinality of the rule space is increased dramatically.
In order to keep the notation simple, we adopt the following definitions [9] . A cellular automaton at time step t A = (a(t), {S A }, f A ) is composed of a lattice a(t) of cells that can each assume a value from a finite alphabet S A . A single cell is referenced as a n (t). The update rule f A for each time step is defined as f A : {S 2 2r+1 } → {S A } with a n (t + 1) = f A [a n−1 (t), a n (t), a n+1 (t)]. The entire lattice gets updated through the operation f A a(t).
Methods

Block emulation/simulation
There exists no effective algorithm capable of deciding whether a CA is complex or universal. However, one possible way to prove universality is to find a procedure for setting up certain initial conditions in one system that would make that system emulate some other class of systems [14] .
If, for instance, a CA is universal, then this means that its evolution must emulate the evolution of any other CA, given a suitable encoding of initial conditions. Following this idea, one can try out different possible compilers/encodings and see what type of CAs these encodings are able to emulate (see Sup. Mat. for more details). It would be highly interesting to find encodings which would allow a CA to emulate a CA which has been proven universal. That would mean that the emulating CA is universal as well. Even if this is impossible to do exhaustively, given that there is an infinite number of possible encodings/compilers for any CA, one can make an assumption of uniformity and derive conclusions from statistical behaviour. For example, a universal CA will show more encodings on average, demonstrating its ability to emulate any other CA.
We now discuss the possibility of generating certain types of "compilers" by block transformations of the initial condition of a cellular automaton A in order to emulate another cellular automaton B. There are different ways to define block transformations of initial conditions of a CA. In this project we define a linear block transformation [16, 15] , i.e., a scheme where the original CA A = (a(t), SA, f A ) is emulated by a CA B = (b(t), SB, f B ) through the lattice transformation b k = P (a N k , a N k+1 , ..., a N k+N −1 ). The projection function P : {SA} → {SA} N projects a single cell of the initial condition of CA A to a block of N cells, which we call a block. Pa denotes the block-wise application of P on the entire lattice a.
More generally, one can consider a block transformation P of block size T acting on an initial condition and then running rule f A for T t time steps. This emulates rule f B . In fact, taking only every T time step of the result of running f A for T t time steps, one gets exactly the output one would if one were to run f B for t time steps on the same initial condition.
In order for CA f A and projection P to provide a successful emulation (we also use simulation interchangeably) of CA f B , they must satisfy the commutativity condition:
The constant T is the time scale of the emulation. In other words, running rule f A for T time steps with the block projected initial condition a(0) and projecting the output back with P −1 is identical to running the emulated rule f B for t time steps. Fig. 2 demonstrates the emulation process. Applying the block transformation → and → (b), one gets the a transformed set of cells (d), where each single cell is replaced by blocks of four cells according to the transformation rule. Now applying the rule set of rule 22 (Fig. 1 a) to the transformed set of cells, one gets a new set of cells after four time steps. This set of cells is identical to the set of cells in rule 90 after only one time step (h) if one applies the back transformation → and → (f) to the block of cells (c), removing all time steps but the first and fourth. In this sense each time evolution of rule 90 coarse grains four time evolutions of rule 22 emulating rule 90.
In Fig. 2 (top) we give an example of a shortest compiler (all compilers we found include the shortest possible compiler for emulating a specific CA) which allows ECA rule 22 to emulate ECA rule 90 by defining the projection P = → , → . Each represents the encoding of all eight possible inputs of the compiler. The output comprises the bits for ECA rule 90. Each compilation displays a distinct pattern. Block emulation is a common technique in proofs for computation Turing universality. For example, ECA rule 110 [18, 3] and the 2,3 Wolfram Turing machine [20] were both proven using compilers to translate a model of computation known to be universal (a cyclic tag system) into the proper initial conditions for the system to be proven universal. Here we proceed in a similar fashion by brute force (not fundamentally different to the other author's own techniques).
Determining classes of complexity
An heuristic method to classify the behaviour of computer programs was introduced by Wolfram [18] . Wolfram's classes can be characterised as follows:
• Class 1. Symbolic systems which rapidly converge to a uniform state.
Examples are ECA rules 0, 32 and 160. A candidate complexity class W of a cellular automaton CA can recursively be given by
where W (CA(i, t)) is the maximum Wolfram class of s reached across all inputs i (for an arbitrary enumeration) up to runtime t. It is therefore clear that W (s) is approachable from below. That is, if W (CA(i, t)) = C n and W (CA(i , t )) = C n , then CA belongs to class C n < C n , where n < n. W introduces a partition, given that a system s cannot belong to 2 different Wolfram classes at the limit. That is, n=1 C n |. Which does not mean one cannot misclassify a system for initial values i and t. W (CA(i, t)) can then be formalised by using a suitable complexity measure, for example, the Kolmogorov complexity K(CA(i, t)) for initial conditions i up to time t. Then one takes the maximum or tries to calculate a limit. In practice this is impossible because K is semi-computable, but a lossless compression algorithm implementing an efficient Entropy rate can be used as a sufficient test for non-randomness, and therefore a loose upper bound on K. Thresholds are then trained to divide W into candidate classes C n with n ∈ {1, 2, 3, 4} motivated by Wolfram's original classes.
The measure, based on the change of the asymptotic size of the compressed evolutions for increasing i and t, is calculated by following an enumeration of i based on a Gray-code enumeration, as suggested in [21, 22] , in order to establish a distance metric between initial configurations. The measure then gauges the resiliency or sensitivity of a system based on its initial conditions. The phase transition coefficient defined therein led to an interesting characterisation and classification of systems, which when applied to elementary CA, yielded exactly Wolfram's four classes of system behaviour (except for one borderline case). The coefficient works by compressing the changes of the different evolutions through time, normalised by evolution space. It has been shown to be an interesting way to address CA behavioural classification questions [21, 22] .
The criteria for classifying the asymptotic behaviour of the space-time evolution of a computer program, particularly a cellular automaton, are as follows:
• Classes 1 and 2: The evolution of the system is highly compressible for any number of steps; • Classes 3 and 4: The lengths of the compressed evolutions asymptotically converge to the lengths of the uncompressed evolutions.
The question of the asymptotic behaviour of a cellular automaton is therefore the question of whether lim N C(CA(i, t)) i,t→∞ = 1, for complex behaviour, or lim N C(CA(i, t)) i,t→∞ = 0, for simple behaviour [22] . Here we will use N C together with Block entropy (see Sup. Mat.) to determine the class W of a cellular automaton. If N C(CA) → 1, then W (CA) = C 3;4 ; otherwise N C(s) → 1, then W (CA) = C 1;2 . However, a numerical approximation of N C(CA) is needed, which means evaluating N C(CA(i, t)) for a number of initial conditions i, following the Gray-code numbering scheme as suggested in [22] , and for a number of time steps. We believe that the approach introduced in [22] provides a scalable formalisation comparable to the original heuristic approach.
Here we use a combination of two (related) measures, on the one hand Block Entropy (see Sup. Mat.), also identified as the Shannon Entropy rate, and on the other, a formalisation of Wolfram's classes based on average compression. Block Entropy or the Entropy rate of the space-time evolution of a CA is given by,
N where H N is the traditional Shannon Entropy over N × N blocks after decomposition of the cellular automaton C after t steps for initial condition i. Then we look at the maximum value of H N (CA {N } ) for all N blocks up to a certain length and set of initial conditions and time steps, which in combination with the average compression, determines the complexity of a CA for the given t and i, providing an indication of its candidate (Wolfram) class.
Coarse graining
In a dynamical system, the principle of coarse graining is used to describe large scale structures in the evolution of the system. These ides can be applied to CAs as well. In theory there are many ways one can define the coarse graining of a dynamical system such as a CA. We follow the definition in [9] . In this paper, a renormalisation scheme is defined where the original CA f A is coarse grained by a lattice transformation b k = P (a N k , a N k+1 , . . . , a N k+N −1 ) . In this case the projection function P : {SA} N → {SB} projects the value of a block of N cells (also called a supercell) in CA f A to a single cell in CA f B .
The coarse graining emulation of CA f A by CA f B with the Projection P only works if the following commutative condition is imposed:
One can now apply this description of coarse graining to the block emulation procedure described above. Applying the projection P to (2) on both sides, one obtains
Note, CA f A , CA f B , and P are in principle different from the ones defined for (4). We can now compare (5) with (4) and ascertain that it describes the coarse graining emulation of CA f B by CA f A with the Projection P . In other words, the block emulated CA f B is a coarse grained description of the CA f A transformed with P , i.e., in fig 2 e.) is the coarse grained description of the block transformed CA b.).
Emulation networks
Each rule in the graph is connected to other rules ( Fig. 5 ) which it is capable of emulating up to a certain compiler size (or block length). If a rule f A emulates rule f B , then f A is connected to f B with an outgoing edge. In this way, a rule f A can be connected directly to a rule f B , which in turn can be connected to a rule f C . This in turn indirectly connects rule f A to rule f C . By analysing these graphs, one can look for pathways towards Turing universality suggested by the number of emulations a CA is capable of. Turing universality is ultimately the capacity of a system to emulate any other system, and therefore to eventually become an out-degree hub. At the same time, complex rules are more difficult to emulate and therefore universal CAs will tend to have low in-degrees. Indeed, we found this to be the case ( Figs. 7 and 12) .
For a set of CAs one can construct a directed graph of rule emulations by putting the rules (the emulating rule as well as the emulated rules) at the vertices and assigning the block transformations as edges connecting the vertices (rules). Hereby we set the direction of the edges to point from emulator rule to emulated rule.
Rule composition
Exploring the emulation capabilities of computer programs would be incomplete if no emulation by rule composition is also explored. A rule composition for a pair of CAs, i.e. rule C = rule A • rule B, is defined as
The lattice output of rule A is the input of rule B. One can say that the rule composition of rule A and rule B yield rule C. Rule C can be composed out of rule A and rule B. The whole evolution of the composite rule
is twice as long as the whole evolution of rule C. More generally, one can compose rule A out of n rules A n :
. Only a subset of all possible rule pairs of a given rule space lead to a rule which itself is a member of the same rule space. For example, rule 54 = rule 51 • rule 108. However, rule 50 • rule 37 / ∈ ECA. If a rule composition remains in the same rule space after its successive rules have been applied to a cell state, the rule tuples map one-to-one (see Fig. 13 in Sup. Mat.). However, this mapping is not one-to-one all the time, and when it is not, the resulting rule composition leaves the rule space of the constituent rules (see Fig. 13 in Sup. Mat.). In this paper we are focusing our investigation on the former case, where the composite rule remains in the same rule space.
The rule composition of PCAs leads to a rather trivial result. Looking at the essentially different PCA rules and looking at emulation pairs, we see that all composition rules which remain in the PCA rule space involve the rule itself in the rule pair. In fact, all PCA rules can be composite in a trivial way. This also holds true for tuples of dimension greater than 2. The only exception is the rule pair (2, 8) , which maps to the rule 0. The picture changes, however, for ECAs. Many rules can be composed from rule tuples not involving the composite rule itself. As in the case of PCAs, all ECA rules can be composed from other ECA rules. For example, for rule pairs there are 88 2 = 7744 − 88 = 7656 not necessarily essentially different rules which do not belong to the ECA rule space. One could investigate these rules and determine to which Wolfram class they belong. For example the rule pair (50, 37) (see Fig. 13 in Sup. Mat.) belongs to Wolfram class 4. Many other such pairs or even tuples can be found belonging to that class. 9 3 Results
An example of emulation in the PCA rulespace
We start with the PCA rule 13. By defining the projection P = → , → to random initial conditions a(0), i e. a (0) = P a(0), rule 13 can be made to emulate rule 12. In this particular case the block size is 2 and it takes 2 time steps for rule 13 to emulate one lattice entry of rule 12. The lattice entry a(T t) is identical to the lattice entry of rule 12 at a (t) if one applies the back projection P −1 a.
Taming a class 4 ECA to behave like a class 2 ECA
If one applied the projection P = → , → to random initial condition a(0), rule 54 can be made to emulate rule 51 (see Fig. 3 ).
A Wolfram ECA class 3 rule, 45, emulating class 2 rule 15
Using projection P = → , → to random initial condition a(0), ECA rule 45 can be made to emulate ECA rule 15. Rule 45 emulates rule 15, which is a high heat CA being programmed to emulate a simple rule. This was not shown in [15] . In [18] , rule 45 is shown to emulate rule 90 with a time shifted block emulation, which is different from the block emulation used in this paper. The actual block emulation process of rule 15 by rule 45 shows that rule 45 takes T = 10 steps in order to reproduce one line of rule 15.
A Wolfram class 2 emulates a class 3 rule
Another example of emulation is the emulation of ECA 90 by ECA 164. In this case the projection is P = 0 → , → . On applying the projection P to random initial condition a(0) using rule 164 to evolve the lattice, one obtains as a result an emulation of rule 90. This is especially interesting since rule 164 is a class 2 ECA and rule 90 a class 3 ECA.
A Wolfram class 3 rule emulates a class 2 rule
Cellular automata in larger rule spaces (GCA) provide a set of interesting class cross-boundary emulations over a much larger domain than ECAs and PCAs.
An example is the emulation of GCA rule 782 by GCA rule 4086. In this case the projection is P = → , → . On applying the projection P to random initial condition a(0) using rule 4086 to evolve the lattice, one obtains as a result an emulation of rule 782. Rule 4086 is more complex than rule 782, and the emulation is another example of a class emulating another, less complex one, which is very common. Another example of an interesting emulation of a GCA rule emulating an apparently more complex rule is the emulation of GCA 4382 by GCA 17 910. In this case the projection is P = → , → . On applying the projection P to random initial condition a(0) using rule 17 910 to evolve the lattice, one obtains as a result an emulation of rule 4382. Rule 4382 is more complex than rule 17 910. This is another example of a "jumper" rule, just like ECA rule 164.
A Wolfram class 3 rule emulates a class 1 rule
An example of a Wolfram class 1 GCA emulating a class 3 GCA is the emulation of GCA rule 27 030 by GCA rule 13 960. In this case the projection is P = → , → . On applying the projection P to random initial condition a(0) using rule 13 960 to evolve the lattice, one obtains an emulation of rule 27 030. Rule 27 030 is more complex than rule 13 960, and the emulation is another example of one class emulating another, less complex one, which is very common.
Despite the disorganised nature of class 3 rules, they also display a wide range of reprogramming capabilities, being able to compute and behave in an orderly fashion, as, for example, class 2 or 4 rules. Fig. 18 , shows how class 3 rules can be reprogrammed to emulate other class 3 rules but also class 4 rules. Hence they cannot be overlooked as candidates for Turing-universality on the grounds that they seem difficult to control, as this uncontrollability is only apparent.
A Wolfram class 1 rule emulates a class 3 rule
An example of a Wolfram class 1 emulating a Wolfram class 3 GCA is the emulation of GCA rule 6696 by GCA rule 27 030. In this case the projection is again P = → , → . Applying the projection P to random initial condition a(0) using rule 6696 to evolve the lattice, one obtains an emulation of rule 27 030. Rule 6696 is much less complex than rule 13 960, and the emulation is an example of one class emulating another, more complex rule.
A Wolfram Class 4 rule emulates another class 4 rule
An example of an intra class 4 emulation is the emulation of GCA 2966 by ECA 25 542. In this case the projection is P = → , → . Applying the projection P to random initial condition a(0) using rule 2966 to evolve the lattice, one obtains an emulation of rule 25 542. This is interesting, since both rules 2966 and 25 542 are class 4 ECA rules.
Simulation overhead time complexity
The depth of the "compiler" (or length of block encoding) provides the time complexity overhead of the simulation. For example, in Fig. 3 , rule 54 requires 7 time steps to emulate every time step of rule 51, and the time complexity overhead of the simulation with respect to the simulated is O(n + 7). This also means that the black transformation to get the actual computation of the simulated from the emulating one has to take the coarse grained version of the emulating and only take every other 7 steps to get the exact output of the simulated.
PCA rulespace
First we study the emulation network of PCAs. We look at the whole rule space of PCAs, since there are only 16 rules in the space. The number of essentially different PCA rules is 7 and they are 0, 1, 2, 3, 6, 8, 10. Of these, the following PCA rules are linear (also known as additive [18, 4] , see Sup. Mat. for definition): 0, 3, 6, 10. The network graph for PCAs is given in Fig. 14. Also included in this graph are the non-essentially different PCA rules, to show the full symmetry of the emulation graph. The PCA rules can be classified • Class 1 PCA rules are 0 (15), 8 (14) • Class 2 PCA rules are 1 (7), 2 (4, 11, 13), 3 (5), 10 (12) • Class 3 PCA rules are 6 (9) • There are no class 4 rules.
Self-emulating rules are 8, 14, 10, 5, 12, 3, 6, 9. The minimal emulation depth, i.e., emulation block size, is usually 2 but is maximally 3 for rules 2, 11 and 13, for rule 4 emulating rule 0, as well as for rules 5 and 3 emulating themselves.
ECA rulespace
The ECA rule space contains 88 essentially different rules and 9 linear (additive) rules (0, 15, 51, 60, 90, 105, 150, 170, 204). The Wolfram classification groups the ECA rules as follows: The graph in 15 shows all rule emulations for class 4 GCA. It is interesting that no class 4 rule seems to be able to emulate another class 4 rule up to block size 20 in this rulespace.
Algorithmic complexity from emulation frequency
There are very interesting connections with Algorithmic Probability [5, 13] . By the so-called algorithmic coding theorem [5] , we know that the Kolmogorov (or Kolmogorov-Chaitin) complexity [12, 2] K of an object x, defined as the length of the shortest computer program that produces x is inversely proportional to the logarithm (in base 2) of the algorithmic probability of x, that is the probability that x will be produced by a random (prefix-free 1 ) universal Turing machine (a machine whose instruction rule table in binary was chosen by chance with each bit equiprobable). This observation implies that K for the emulated rules is roughly the same as that for the emulating rules if nothing else is taken into consideration such as the complexity of the initial conditions and the difficulty of finding a proper compiler (because the compiler own complexity is irrelevant, both for the asymptotic behavior amounting for K of the CA and in practice as suggested in Fig. 6 ). Fig. 10 (top) classify ECA and GCA rules by their emulation frequency which is related to the number of times a computer program is produced from another computer program and is therefore close to the concept of algorithmic probability. The induced order is in agreement with the intuition of the complexity of the distributed rules and is also in correlation (Fig. 10 (bottom) ) with the lossless compression index used througought this paper to classify GCAs in a systematic formal approach equivalent to Wolfram's ECA classes.
The distributions in Fig. 10 (top) follow the characteristic exponential decay [11] and rules location correspond to their expected complexity. For exam- Figure 5 : Rule emulation network for ECA. Network constructed with block size up to size 20 for Wolfram classes 1, 2, 3 and 4. Loops represent selfemulations with linear time overhead as a result of using compilers of respective block lengths. In reality this emulation network is all connected because as we have found and shown there are "jumper" rules that trespass class boundaries, i.e emulate a class different to their own both of greater and lower complexity. However, for clarity we have segmented the network and "jumpers" are shown in a different color font than their native class color. For visualisation purposes we only show some interesting cases with different maximum lengths for different classes. The colour of the edges is determined by the number of emulations. The more emulations, the closer to red the edge colour, the fewer possible emulations, the closer to blue (traditional heat colours). The thickness of the edge is inversely related to the minimum block length of the emulation. If the minimal block length is 2 the edge is maximally thick and decreases if the minimal block length increases. In addition, the minimal encoding block length is displayed at each edge. The rule numbers are colour coded. The codes are: blue=class 4, red=class 3, green=class 2, and black=class 1. Hub nodes confirm that the attractors are mostly linear (also known as additive, see Sup. Mat.) CA rules. 15 ple, trivial rules, such as ECA rule 0 are amongst the most frequently emulated, but more random-looking such as rule 30 and class 4 ECAs are in the tail.
GCA rulespace
In order to classify the much larger rule space of GCAs, we adopt the classification scheme described in [21, 22] based on the measure N C, as described above.
The GCA rule space has 16 704 essentially different rules. We investigate rule emulation up to block size 10. We divide the GCA rule space according to our measure N C, described above.
We are taking a closer look at the emulation capacity of ECAs and GCAs under block transformation. For instance, in the GCA rule space, out of 60 737 distinct GCA rule pairs, there are 42 996 rule pairs which have a linear GCA as the emulated rule (only 17 rule pairs have a linear GCA as the emulating CA). The number of remaining rule pairs which do not contain any linear GCA rules is 17 741.
In order to look for a general pattern, we separate the CAs emulating other CAs into groups of varying complexity. For the ECA rule space we use Wolfram's classes for the grouping. Here we identify the group of high complexity ECA rules with Wolfram classes 3 and 4, the medium complexity ECAs with Wolfram class 2, and finally the low complexity rules with Wolfram class 1. In the case of the GCA rule space, we use the compression distance N C, described above, in order to differentiate high, medium, and low complexity classes beyond the ECA rule space.
For each of the complexity groups we count the distinct number of emulation rule pairs for different emulation block sizes. For both ECAs and GCAs we go up to emulation block size 10. The result of the analysis is shown in Fig. 11 .
We find:
• Low complexity ECAs for the given block size range are capable of emulating only other low and medium complexity ECAs. The emulation frequency for both complexity classes is clearly linear, increasing by block size. Here, the slope for the medium complexity rules is greater. In the case of GCAs, the picture is similar. However, the slope of low complexity rule emulation is greater than the one for medium complexity GCAs. • Medium complexity ECAs are capable of emulating all three complexity classes (low, medium and high). Again, the medium complexity classes are more frequently emulated than low complexity ECAs. The emulation frequency of high complexity rules appears to be linear as well, with an increasing slope. The picture is very similar for GCAs. However, the emulation frequencies for low complexity GCAs are larger than the ones for medium complexity GCAs. • High complexity ECAs are capable of emulating all three ECA complexity classes (low, medium and high).
• Overall, the high complexity rules tend to emulate other high complexity rules with high frequency. Further analysis shows that most such high complexity to high complexity rule emulations are performed by class 3 linear rules. This is also the case of the high complexity GCAs emulated by medium complexity GCAs. • In summary, simple rules can be reprogrammed to behave like low and medium complexity but not high complexity rules, but medium and high complexity rules can emulate low and medium complexity rules almost equally well, though they are more difficult to reprogram to emulate other complexity rules, even when they can in fact emulate them. Fig. 6 shows that there is no correlation between the compiler complexity (entropy and compression) and emulated or emulating rules. That is, more complex compilers do not necessarily do better or worse when it comes to allowing more or less complex rules to behave in one way or another. In other words, if one assumed that using a high complexity compiler to make a simple rule behave like a complex one amounted to a clever ruse, this is not the case, because even simple compilers can make simple rules behave like complex ones, while both simple and complex compilers can make complex rules behave like simple ones. Furthermore, the compilers have no similarity as measured by their Hamming distance as well by their complexity, hence indicating that in general only brute force exploration is possible to reprogram computing programs and no more clever hacking strategy is suggested. While it has been known that by coupling two simple systems, e.g. a 2-state 3-symbol Turing machine that uses only 5 instructions is universal when coupled with a finite automaton [6, 7] . Unlike coupled systems, a compiler only interacts with the computer program at step t = 0, hence effectively only rewriting (translating) the initial condition, and not intervening in any way afterwards, leaving the original computer program to carry out all the computation.
Exploring the compiler space
Additionally, Fig. 6 shows that compiling produces a mapping between emulating and emulated rules that comes from a uniform complexity behaviour but produces 3 apparent clusters of emulating complexity rules, which we found interesting to report and for which we have no hypothesis, given that the same complexity measures (Shannon entropy and N C) are used for both the emulating and emulated rules. In other words, the compiling process seems to result in groups of rules with similar complexity.
A graph connectivity complexity measure
We construct emulation graphs. A rule is connected to another if it emulates (outgoing edge) or is emulated (incoming edge). Figure (d) shows the complexity of emulated rule vs. compiler Hamming distance. These plots suggest that there is no hacking strategy based on complexity, i.e., compiler complexity or compiler similarity provides no clue as to the resulting computational capabilities of the resulting system, in other words the emulating rule and compiler tuple is non-additive.
have a higher node degree, i.e., many more rules are able to emulate them for small compiler programs (block encodings of short lengths). This points to an interesting connection between complexity and graph topology that we confirmed in the GCA rulespace by classifying rules by their complexity estimations, and finding that high complexity rules have low degree as shown in Fig. 7 . Fig. 7 (top) provides a topological measure of computational capacity and of class complexity. It suggests that class 4 rules can emulate more rules, which is Ingoing (emulated frequency):
Outgoing (emulating frequency): compatible with the conjecture that class 4-type rules are likely Turing universal [18] , and thereby constitutes statistical evidence of computational capabilities from a topological perspective, based on the information from the emulating network. Additionally, Fig. 7 (bottom) suggests that class 4-type rules are less frequently emulated, thereby providing a fine and novel index of computational complexity, pinpointing that class 4-type rules (to the immediate right of the middle valley) are amongst the most difficult to emulate 2 . The plots are in agreement with the fact that class 4 computer programs are believed to be more programmable to reach computational universality, while at the same time being more difficult to emulate. In other words they make better emulators than emulated. On the other hand, GCA suggests that medium low complexity (equivalent to class 2 in Wolframs ECA classification) is equally good at being reprogrammed. 1  170  35130  2  204  35051  3  150  32766  4  0  576  5  128  177  6  136  67  7  51  53  8  15  52  9  34  33  10  90  26  11  184  20  12  200  7  13  4  4  14  162  2  15  12  1  16  50  1  17  76  1  18  132  1  19  134  1  20 146 1
Ubiquitous Turing universality
While we consider how many times a rule is emulated as a measure of its complexity-which is deeply related to its Kolmogorov complexity by way of algorithmic probability-we also consider how many other programs a given computer program can emulate up to a certain compiler size, treating this number as a measure indicating its likelihood of Turing universality. The results show that the compiler space saturates the number of emulations of a rule space, but that the larger the rule space the greater the number of emulating rules, thereby strongly suggesting a path towards ubiquitous universal computation even for the smallest rule spaces and for the simplest rules, as we show. As seen in Fig. 8 , almost all ECA rules are capable of being reprogrammed to behave like some other rule, showing the wide range of computing capabilities of the rule space up to the explored compiler size 15, with this range asymptotically showing 100% of the rules being able to emulate some other rule. Most rules emulate more than one other rule and with more than one compiler. GCA rules continue generating emulating rules after compiler size 12. While the fraction of possible emulations is small when considering the huge rule + compiler pair combinatorial space (on y axis, right plot), the plot on the right provides statistical evidence that the number of emulations (including all compilers that emulate rules that were emulated before) grows and that the larger the rule space (GCA) the faster the potential convergence. A more finer grained version of these results is shown in 11. Figure 8 : Asymptotic universality. Accumulated rules that can be reprogrammed to behave as at least one other (non-trivial) rule in the same rule space with a compiler up to size 15 (ECA) and 12 (GCA). All class 3 and 4 emulating rules in ECA, that is 9 rules representing almost 10% of the number of essential rules in ECA, are emulators of a rule not in class 1 or 2 in the same rule space and with even smaller compilers (hence the constant behaviour). Nontrivial emulating GCAs of medium complexity grow asymptotically, just as in all other cases, strongly indicating ubiquitous reprogramming capabilities rapidly saturating every rule space, even for the smallest and simplest compilers.
In fact, while almost all rules in ECA emulate some other non-trivial ECA (including class 2 emulating class 3 rules), no class 4 ECA was emulated. However, in GCA, both medium high (equivalent to class 4) and lowest highest complexity rules emulated all other rule complexity cases, including a class 1 emulating a class 3, a class 2 emulating a class 3 and 4, a class 3 emulating 3 and 4, and class 4 emulating all others, including class 3 and other class 4 rules. i.e., all GCAs emulated all other complexity classes, except for class 1, which did not emulate class 4.
Taken together, these plots and results suggest that reprogramming capabilities increase for higher rule and compiler size, and that every rule in every rule space is effectively non-trivially reprogrammable. While the growth of the plot on the right could be driven by trivial emulations, e.g., rule 0, the plot on the left only counts each rule emulation once and cannot therefore be driven by trivial cases, in light of the fact that most rules actually eventually become of the highest complexity class according to the asymptotic behaviour investigated in [22] .
Prime composition of ECA rules 54 and 110
We are interested in those rules which map back to ECA rules. We ask which is the minimal ECA rule set which produces all the necessary tuples to compose all other ECA rules. One way to find such a set of 'prime' rules is to create a graph where the vertices are the rules, while the edges are created from the pairing of each tuple element to the composite rule. By looking at the vertex-in and vertex-out degrees, one can eliminate the vertices which have a vertex-in degree > 0 and a vertex-out degree = 0. Taking the set of remaining vertices, i.e., rules, one can further eliminate vertices by exploring symmetries in the remaining graph. It is important to notice that to this end we constructed a network by considering rule composition tuples of size 3 (nodes are now size 3 tuples rather than isolated rules). Fig. 17 (Sup. Mat.) shows that there are 38 ECA prime rules (those composed by themselves and the identity e-rule 204). If one applies this procedure, it leads to a tuple size of 2 for prime rules, i.e., the identity element (e)-or rule 204-and the rule itself. The maximal tuple size for composed rules is therefore 9 compositions, corresponding to ECA rules 1 and 2. There are only 5 class 1 and 4 class 3 prime rules. The rest (29 rules) belong to class 2. All other essentially different ECA rules can be composed out of the prime rules. The prime rules themselves only occur with rule 204, which is the identity rule for ECA rules. Each ECA rule has a minimum number of prime rule tuples associated with it. In general, certain permutations of this tuple yield the same ECA rule. For example, rule 110 can be composed out of the prime rules 170, 115, 118. Notice that rule 118 is equivalent to rule 62. This is also true for some of its permutations. Rule 54 can be composed from prime rules 15, 108 and 170 and their permutations. For a list of prime rule tuples for all ECA rules see Fig. 17 in the Sup. Mat.
An algebraic proof that rule 110 can be composed out of prime ECAs (170, 15, 118) follows. The actual emulation of rules 110 and 54 are shown in Fig. 9 . p → q, q → r, r → p leads to: q = p,
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Emulation of rule 110:
Emulation of rule 54: Figure 9 : Prime rule composition of ECA rule 110 (15, 118, 170) and ECA rule 54 (15, 108, 170 ).
• Applying rule 170 we get: q = ¬p → q = ¬p = rule 51
Then, we show that rule 110 = rule 51 • rule 118:
• (b): Given are the rules 51: q = ¬q and 118: q = (p ∨ q ∨ r) (q ∧ r).
• Applying q = ¬q (rule 51) and performing the shift:
p → q: p = ¬p → q = ¬q, q → r we get: q = ¬q → r = ¬r, r → p: r = ¬r → p = ¬p.
• Applying q = (p∨q∨r) (q∧r) (rule 118) we get:
One can prove in a similar fashion that the other class 4 rules, 41, 54 and 106, are composed of prime rules. Likewise for all ECA rules except the prime rules.
Conclusions
We have introduced a novel graph-theoretic approach relating topological properties of emulation networks and program complexity. We showed that simple rules are frequently emulated and tend to be in-degree hubs, unlike complex rules. Other than how difficult is to find such a compiler, that the Cartesian product of computer programs and program compilers is non-additive in the sense that no particular combination of program and compiler complexity provides any information about the complexity of the system suggests that no hacking strategy based on compiler complexity or compiler similarity can be exploited.
We introduced the notion of a relative prime rule whose composition serves as a constructor for other computer programs. This led to new Turing universality results in Elementary Cellular Automata with a pair of rules under composition.
Because of the wide reprogrammability of computer programs, a negative reading of the results is a fundamental collapse of complexity classes (in agreement with asymptotic results in [22] ). However, the number of simple rules not emulating other simple and complex rules is of measure 0 with respect to the rule/program space size (determining also the maximum program size), in contrast to those able to emulate other rules which sature every rule/program space.
If computer programs such as cellular automata are taken as toy models of digital universes, the results in this paper strongly suggest that the initial conditions are as fundamental or more than the underlying causal rules. Rules can be seen as the physical laws that cannot be broken in each of these small computational universes, but as we have seen, even the simplest "physical laws" seem to be able to emulate any other "universes" disregarding their apparent behaviour with proper initial conditions, thereby hindering much and revealing little of the nature of the laws or even the initial conditions but only revealed by the number of compilers for with which a rule can use to behave in a particular way.
The common belief was that CAs of Wolfram class 3 were in some sense "too wild" (high entropy) to be "tamed" to perform computation (i.e. to be practically programmable), but we have shown that this is not the case in any fundamental sense. Furthermore, classes 1 and 2 that were believed to be of limited computational value turned out to be also highly programmable to carry out even the most complex qualitative computations, thereby strongly suggesting that even the simplest rules can be considered candidates for Turing universality.
A Supplemental Material
A.1 Reducing a program (CA) rule space Local rules define the dynamical behaviour of CAs. However, not all rules show essentially different dynamical behaviour. To focus on the number of rules in a rule space which show essentially different dynamical properties, one can introduce the following symmetry transformations:
Conjugation:
Joint transformation, i.e., conjugation and reflection:
Under these transformations two CA rules are equivalent and they induce equivalence classes in the rule space. Taking from each equivalence class a single representative (by convention the one with the smallest rule number), one gets a set which contains essentially different rules, i.e., rules which show different global behaviour.
Let G(χ(f r ), χ(f c ), χ(f c r)) be a group under the operation • acting on a set X of all possible neighbourhood templates. Using the orbit counting theorem one can state the following theorem:
with χ(g) being the number of elements of X fixed by g.
For the PCAs one finds:
For the ECAs one finds:
and for the GCAs one finds: χ(g) = 2 16 + 2 10 + 2 8 + 0 4 = 16 704 (12) essentially different rules. We will therefore only subject these essentially different rules to analysis throughout the paper.
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A.2 Linear Rules
A linear rule is defined by the additivity condition:
f abc [x n−1 , x n , ..., x n+1 ] = ax n−1 ⊗ bx n ⊗ cx n+1 , a, b, c ∈ {0, 1}
If a CA rule satisfies the additivity condition (13) , the factors a, b, c are integer constants 0 or 1. Linear rules are usually simple rules. However, there are linear rules which exhibit complex behaviour, such as Wolfram class 3 rules. Looking at the different rule spaces one finds: Figure 10 : Top: Algorithmic probability of ECAs and GCAs from emulation frequency. Emulation frequency provides an indication of each rule complexity by means of the algorithmic coding theorem relating frequency of production and Kolmogorov complexity. Bottom: When comparing frequency of emulation versus Entropy rate and Compress that we used to classify GCA, we find an expected correlation (linear fitting lines are shown), thereby validating both directions: compression as an index for rule complexity to classify GCA to approximate its "Wolfram class", and the frequency-based complexity in agreement with both Compress (a form of entropy rate for fixed window length) and intuitive complexity location of ECA along the distribution. 
