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This dissertation mainly focuses on the development of new numerical models to
simulate transport phenomena and predict the occurrence of macrosegregation defects
known as freckles in directional solidification processes.
Macrosegregation models that include double diffusive convection are very
complex and require the simultaneous solution of the conservation equations of mass,
momentum, energy and solute concentration. The penalty method and Galerkin Least
Squares (GLS) method are the most commonly employed methods for predicting the
interdendritic flow of the liquid melt during the solidification processes. The
solidification models employing these methods are computationally inefficient since they
are based on the formulations that require the coupled solution to velocity components in
the momentum equation
Motivated by the inefficiency of the previous solidification models, this work
presents three different numerical algorithms for the solution of the volume averaged
conservation equations. First, a semi explicit formulation of the projection method that
allows the decoupled solution of the velocity components while maintaining the coupling

between body force and pressure gradient is presented. This method has been
implemented with a standard Galerkin finite element formulation based on bi-linear
elements in two dimensions and tri-linear elements in three dimensions. This formulation
is shown to be robust and very efficient in terms of both the memory and the
computational time required for the macrosegregation computations.
The second area addressed in this work is the use of adaptive meshing with linear
triangular elements together with the Galerkin finite element method and the projection
formulation. An unstructured triangular mesh generator is integrated with the
solidification model to produce the solution adapted meshes. Strategies to tackle the
different length scales involved in macrosegregation modeling are presented.
Meshless element free Galerkin method has been investigated to simulate the
solidification processes to alleviate the difficulties associated with the dependence on the
mesh. This method is combined with the fractional step method to predict
macrosegregation. The performance of these three numerical algorithms has been
analyzed and two and three dimensional simulations showing the directional
solidification of binary Pb-Sn and multicomponent Ni base alloys are presented.
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CHAPTER I
INTRODUCTION
1.1

Alloy solidification and macrosegregation
Unlike in pure substances, the phase transformation during solidification of alloys

takes place over a temperature range. Alloy solidification involves a mushy zone, a
region that consists of a mixture of solid and liquid rather than a sharp solid-liquid
interface. During solidification of metal alloys, solid grows along preferred
crystallographic directions leading to the complex interfacial structures. The most
common morphology observed in the solidification of metallic systems is the dendritic
structure that either exists in columnar or equiaxial form. Moreover, most alloy elements
have different solubilities (vary by several orders of magnitude) in solid and liquid phases
leading to preferential incorporation or rejection of the solute components into the solidliquid interface during phase change process. The resulting compositional inhomogeneity
is called as segregation. If the concentration gradients occur on the scale of the
microstructure then it is called microsegregation, on the other hand, solutal variations that
occur over the length scales much larger than the dendrite arm spacing are known as
macrosegregation. Solutal inhomogeneity can occur over the length scales equivalent to
the size of the castings. Macrosegregation has detrimental effect on the thermomechanical properties of the cast products and often lead to the rejection of those
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components. The rejection rate of metal casting components due to macrosegregation
defects is still a major problem for the casting industry. Virtually all casting processes
suffer with these macrosegregation defects. Single crystal superalloy castings used in
aerospace and power generation applications are one of the commercially important
castings affected severely by the presence of macrosegregation defects.
Nickel base superalloy castings emerged as the materials for high temperature
applications such as blades in gas turbines used for jet propulsion and electricity
generation in mid twentieth century. Directional Solidification (DS) process offered
significant improvements in the performance of these castings at elevated temperatures.
DS process provides an effective means of controlling the grain shape and producing a
columnar microstructure thereby eliminating the transverse grain boundaries. For even
better creep properties of the turbine blades, grain boundaries must be completely
eliminated; hence, these blades are manufactured as single crystal castings. Turbine
blades produced with superalloys using variety of casting methods result in different
microstructures (equiaxed, columnar and single crystal) as shown in Figure 1.1.

Figure 1.1

Turbine blading in (a) equiaxed (b) columnar (c) single crystal form [1]
2

Although the single crystal blades provide marked improvement in their
resistance to thermal creep and fatigue, these castings are not immune to defects. Defects
such as misaligned high angle grain boundaries and severe macrosegregation defects
called freckles can occur in these directionally solidified superalloy castings leading to
the scrapping of these expensive castings. Freckles are the thin chains of equiaxed grains
and the possibility of their occurrence depend on alloy composition as well as the
solidification conditions. Figure 1.2 shows some examples of the superalloy castings
exhibiting freckle defects.

Figure 1.2

Freckle defects in directionally solidified superalloy castings. (a) on the
surface of a cylindrical ingot [2], (b) on a Ni base turbine blade and
exploded view of freckle region [2] (c) on single crystal blades [3] (d) on
the surface of a casting [4]
3

1.2

Experimental observations of freckle defects
Several experimental studies with wide variety of alloy systems provided

evidence about the formation of freckles during solidification processes. Giamei and Kear
[2] studied the development of freckles in directionally solidified nickel base superalloy
castings. They observed that the freckles form along the vertical lines mostly on the
exterior surfaces of the Ni base castings and also the number of freckle lines decrease
gradually farther away from the chill. They also found experimentally that the tendency
of freckling varies with the composition of the alloy.
In order to understand the dynamics of the channel formation, several studies
have been conducted with transparent alloys which solidify in an analogous way to
metallic systems. McDonald and Hunt [5, 6] carried out experiments with ammonium
chloride and water system as it solidifies with dendritic morphology similar to the metals.
They studied the conditions under which the ―A-type‖ segregates develop in the system.
Their observations revealed that the formation of the pipe-like channels in the system is
due to the convection associated with the flow of interdendritic liquid through the
dendritic structure of the partially solidified casting. They also suggested that density
differences between the bulk liquid and interdendritic liquid due to variations in
temperature and solute concentration led to the fluid flow. Visual examination of the
unidirectional solidification of 30NH4Cl-H2O by Copley et.al [7] supported the
observations by McDonald and Hunt. These experiments demonstrated that the transport
of interdendritic liquid in the form of liquid jets resulting in the formation of trails
parallel to the direction of gravity. These trails were similar in spacing and direction to
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freckles observed in directionally solidified Nickel base superalloy ingots. They
concluded the flow of interdendritic liquid occurs due to density inversion in the mushy
zone resulting from temperature and compositional gradients. This is different from the
flow that results from the variations in alloy densities in solid and liquid phases that lead
to solidification shrinkage.
More recently, Pollock et al. [3, 8] studied the influence of alloy composition and
the solidification conditions on the formation of freckles for various super alloys. Their
experiments indicated that the composition of heavier alloying components Re, W, and
Ta had more influence on freckling than other alloying elements. They found that these
elements segregate strongly and the partitioning of these high refractory solute
components lead to density variations that can cause thermosolutal instabilities which in
turn lead to freckle defects. In addition to chemistry of the alloys, the processing
conditions also have significant influence on the microstructure. They investigated the
relationship between the cooling rate and the dendrite arm spacing in a series of
experiments. Their experiments indicated that the transition from columnar to equiaxed
structure occurs when solidification takes place under low thermal gradients at
solidification front.
Experiments with lead base metallic systems such as Pb-Sn and Pb-Sb alloys [911] also evidenced the development of freckle defects during unidirectional
solidification. Sarazin and Hellawell [10] reported that channels form as a result of the
buoyancy driven thermosolutal convection when critical value of thermosolutal Rayleigh
number is exceeded, and a coupling between the convection in the bulk liquid and flow of
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interdendritic liquid in the mushy zone leads to the establishment of these channels.
These observations are also supported by experiments with Pb-Sn alloys carried out by
Tewari and Shah [11].

Figure 1.3

Schematic showing the development of various regions during directional
solidification process

Figure 1.3 shows the schematic of directional solidification process. The
conditions leading to the phenomenon of freckling can be summarized as follows: During
directional solidification process, although temperature gradient is stable, density
inversions in the mushy zone are possible due to segregation of the alloying elements.
6

Usually the lighter elements segregate into the liquid (positive segregation) and heavier
elements segregate into the solid (negative segregation). The segregated interdendritic
liquid is usually less dense than the above bulk liquid. The buoyancy forces associated
with this density inversion causes the interdendritic liquid to flow upward in the form of
solutal plumes. This flow causes delayed growth and also remelting of the dendrites
leading to the formation of channels below each plume. Once the casting is completely
solidified, these channels eventually freeze and appear as chains of equiaxed grains.
Severe macrosegregation results in these regions as these are enriched in positively
segregated elements and depleted of inversely segregating elements. These channel
segregates are often called freckles.

1.3

Need for mathematical modeling
The development of freckles in Ni-base superalloy castings for high temperature

gas turbine blades results in a rejection rate that adds a very large cost increase to the
product. Frueh et al. [12] reported evidence that nearly 40% of the DS castings are lost
during the manufacturing process. When the pattern preparation and the post casting
processes are accounted for, the blades rejected due to casting defects represents a loss of
49% of the overall production [13]. Macrosegregation defects are often the major cause
for the rejection of these expensive castings. The direct observation of the complex
transport phenomena resulting in the formation of macrosegregation defects through
experiments and quantitative prediction of associated macrosegregation with a reasonable
accuracy is very difficult. Moreover, it has been observed through experiments that the
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formation of freckles is highly sensitive to the composition of the alloys and operating
conditions during the casting process.
Modeling provides a cost effective means in designing the improved casting
methods and offers potential benefits in the development of new materials for the
production of superalloy castings. Predicting the conditions leading to the possible
occurrence of freckle defects can help improving the yield rates and lead to successful
manufacturing of defect free superalloy castings at lower cost. In the literature, different
criteria have been proposed to predict the onset of freckling. One way is to use
mathematical criterion based on Rayleigh number [14-16]. In this method, although
quantitative prediction of macrosegregation is not possible, whether freckling occurs or
not under a specified solidification conditions can be determined. However, there is
disagreement about the exact form of the Rayleigh number and the magnitude of its
critical value for the onset of freckling [16]. On the other hand, quantitative prediction of
macrosegregation under broader range of solidification conditions is possible with the use
of a more fundamental approach based on the solution of conservation equations. Over
the past few years, several mathematical models for alloy solidification have been
developed. A brief review of these models is provided in the next chapter. However, most
of these solidification models that include mushy zone calculations were computationally
inefficient. In Voller and Porté-Agel [17], evidence is given that the number of nodes
used in the simulations for modeling the fluid flow and heat transfer in the mold filling
and cooling processes of solidification has doubled every 18 months during the last 30
years, and in the year 2000 simulations on meshes containing 108 nodes were reported.

8

However, for mushy zone models this increase in the size of the meshes used in the
simulations has not been realized, in fact the largest simulations that can capture freckles
reported so far contain on the order of 105 nodes. The main impediments to performing
calculations in larger meshes have been the fully coupled implicit solution of the
momentum equation, and the use of uniform meshes throughout the domain. The primary
objective of the present research is to develop new numerical methods with an aim to
improve the efficiency of the macrosegregation computations during alloy solidification
processes.

1.4

Present work
In this work, progress in three areas is reported; the first is the use of projection

methods to solve the momentum equations semi-explicitly. It is well known that
fractional step or projection methods are the most efficient for the solution of the NavierStokes equations, but their use in solidification models has been very limited. Initial
attempts at modeling directional solidification in the presence of a developing mushy
zone using projection formulation encountered difficulties once solidification starts,
which were traced to the inability of the method to deal with large local density
differences in the vicinity of the interface between the tip of the dendrites and the all
liquid region. A modified formulation of the projection method that maintains the
coupling between the body force and the pressure gradient has been developed in this
work. The projection method is implemented with a standard Galerkin finite element
formulation based on bilinear elements in two dimensions and tri-linear elements in three
dimensions. The convective terms are stabilized by means of a Petrov-Galerkin scheme.
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It calculates the intermediate velocities explicitly making it highly parallelizable, and has
shown a significant improvement in computational efficiency when compared with
standard coupled formulations.
The second area of algorithm development involves the use of adaptive remeshing
to resolve the region containing the solidification front and those regions where freckles
are developing. First, the projection method is implemented in stabilized finite element
formulation with linear triangular elements. The meshes are generated by using an
unstructured triangular grid generator developed at Mississippi State University [18, 19].
In this mesh generator, the nodes are generated iteratively following the advancing front
type point placement and the connectivity among the nodes is optimized locally. Mesh
adaptation capability is also included to sufficiently resolve the exponential solute
boundary layers near solidification front. The region near the liquidus, where the volume
fraction of liquid exceeds a predefined value and the regions with gradients of the
fraction of liquid higher than a prescribed value are refined.
The third area addressed in this work is the use of the mesh-less element free
Galerkin method. The reliance on computational meshes of Galerkin finite element
formulations introduces unwanted complications in the presence of discontinuities and
phase changing boundaries in solidification processes, where sharp gradients in the field
variables occur over smaller length scales as compared to the size of the domain.
Meshless methods were developed over the last couple of decades to alleviate some of
these difficulties and have been successfully applied to simulate static and dynamic
fracture, crack propagation, metal forming, incompressible fluid flow and heat transfer.
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In this work, a mesh-less element free Galerkin formulation that uses moving leastsquares (MLS) interpolants to obtain the trial and test functions, is combined with the
projection method discussed above to solve the mushy zone equations.
The performance of these numerical models for macrosegregation computations
and ability to predict the freckle defects have been illustrated with several simulations
with binary and multicomponent alloys.

1.5

Outline of this dissertation
This dissertation is organized as follows. Chapter II provides the review of

various mathematical models used in the past followed by the description of the volume
averaging technique. Detailed derivation of macroscopic equations for conservation of
mass, momentum, energy and solute concentration have been presented. The nondimensional forms of these governing equations are also provided.
Chapter III presents the semi explicit projection formulation for the solution of the
non-dimensional momentum equation. The finite element model is developed for solving
the governing equations. Two and three dimensional simulations for directional
solidification of binary Pb-Sn alloys and also nickel base multi-component alloys have
been presented. The performance of the projection formulation compared to other
methods for flow prediction is illustrated.
In Chapter IV, sensitivity of macrosegregation predictions to mesh spacing is
analyzed. Adaptive remeshing with linear triangular elements is implemented to perform
the cost effective macrosegregation computations. An unstructured mesh generator is
integrated with the solidification model for automatic generation of the meshes based on
11

the previous solution. The occurrence of freckling is captured in simulations with Pb-Sn
binary alloy.
Chapter V presents the application of meshless element free Galerkin method for
modeling directional solidification process. The details of the implementation and various
computational strategies employed have been presented. The performance of the EFG
method is compared with finite element method in a two dimensional example.
In Chapter VI, summary of the present work and recommendations for future
research are presented.
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CHAPTER II
MATHEMATICAL MODEL FOR ALLOY SOLIDIFICATION
2.1

Introduction
Modeling of transport phenomena associated with solidification is very complex

and involves several aspects such as heat transfer, solute transport, fluid flow and phase
equilibrium. As mentioned in chapter I, the alloy solidification involves the presence of
mushy zone as the evolution of the latent heat takes place over a range of temperatures.
This chapter briefly summarizes the various mathematical models used previously for
modeling the solidification processes followed by the description of the model used in the
present work.
The first mathematical models that include mushy zone for the calculation of
macrosegregation that occur during solidification of alloys began to appear in late 1960s.
In a series of papers [20-22], Flemings and group, developed general expressions for
macrosegregation resulting from the flow of interdendritic liquid due to solidification
shrinkage. Initially, these models concentrated on the effect of solute redistribution in
macrosegregation without the hydrodynamic calculation of fluid flow. In 1970,
Mehrabian et al. [23] included the effect of gravity in the buoyancy driven fluid flow
calculations and treated the mushy zone as a porous medium with variable porosity that
varies with volume fraction of solid. They modeled fluid flow based on Darcy‘s law and
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permeability was assumed as isotropic. Subsequent models [24-26] used this basic
approach and solved the complete set of coupled mass, momentum, energy and solute
species conservation equations to model macrosegregation. In these studies, a multipledomain or front tracking approach was used. Separate sets of conservation equations
were solved in pure liquid and mushy regions by explicitly tracking the interface
conditions and matching the boundary conditions at the liquidus interface. But in all these
models, thermosolutal convection of the interdendritic liquid was not included, although
it was recognized that the density of the interdendritic liquid varies both spatially and
temporally. Later on, in the mid-1980s, models capable of describing macrosegregation
considering the effect of thermosolutal or double diffusive convection in the liquid and
the geometry of the mushy zone varies with time were developed; this allowed the
models to capture the formation of ―freckles‖ or channel segregates which evolve from
the interaction of thermosolutal convection with the mushy zone and the partial remelting
of the dendrites. These models do not resolve the microstructure in the mushy zone,
rather, the solid-fluid mix is treated as a porous medium and the equations are developed
using mixture theory [27, 28] or volume averaging [29-33]. This eliminates the need to
model the solid-fluid interface. The all fluid and mushy zones can be treated as a single
domain using a momentum equation that includes a Darcy term with variable anisotropic
permeability in the mushy zone, and that reduces to the standard Navier-Stokes equations
in the all-liquid region. These models are generally known as mushy zone models or
single domain or fixed grid models. Bennon and Incropera [28] developed a continuum
model for binary alloy phase change systems based on classical mixture theory. They
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formulated the conservation equations in a form more suitable to the numerical solution
methods such as finite difference and finite element methods. In volume averaging
approach, the microscopic transport equations are integrated over a representative volume
element to obtain macroscopic conservation equations. In this approach, phase
interactions appear as surface integrals over interface regions as a result of integration,
where as in mixture theory approach, source terms were included in the individual phase
conservation equations to account for phase interactions. However, Prescott and
Incropera [34] showed that conservation equations result from both the approaches were
identical. References [35-37] provide more detailed reviews of the models used for
solidification.

2.2

Mathematical model based on volume averaging procedure
The model used in the present work was based on the conservation equations for

the flow of interdendritic liquid through a stationary dendritic mushy zone, originally
developed by Poirier and coworkers [32] following the volume averaging approach. Ni
and Beckermann [38] also utilized volume averaging procedure to develop a two phase
model for transport phenomena in solidification processes. Their model incorporates both
the liquid and solid convective transport. The remainder of this section briefly describes
the volume averaging procedure and the derivation of volume averaged macroscopic
conservation equations. All the information is directly obtained mostly from [32, 33] and
also from [38].
Under the typical solidification conditions the casting size is of the order of 100101m and the interfacial boundary layers are of the order of 10-4-10-5 m. The complete
15

solution of the microscopic equations on the lowest length scales occur in mushy zone is
not practically feasible. Alternatively, these equations can be integrated over a
representative volume element of the order of 10-4-10-2 m so that the conservation
equations suitable for practical calculations are possible.

Figure 2.1

Schematic of the representative volume used in volume averaging
procedure

Let V0 be the volume of the representative element as shown in Figure 2.1 and
each phase k in V0 occupies a volume Vk and is bounded by the interfacial area Ak . wk is
the velocity of the interface Ak . X k is the phase function whose value is unity in phase k
and zero otherwise. The macroscopic volume average of any quantity  in phase k is

 

1
X k  k dV and intrinsic volume average is defined as 
V0 V0

These two quantities are related by   k 
defined as k 

Vk
.
V0
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1
Vk

X

k

 k dV .

V0

where k the volume fraction is

2.2.1

Conservation of mass
The microscopic equation for conservation of mass is

k
 .  k uk   0
t

(2.1)

where uk is the microscopic velocity of phase k and and  k is microscopic density of
phase k and it is assumed to be uniform within the averaging volume, i.e. k  k

k

.

With this assumption, applying volume averaging to the above equation, one can obtain


1
1
X k k dV   X k .  k uk  dV  0

V0 V0
t
V0 V0

(2.2)

Applying volume averaging theorems, the above equation takes the following form




k k   . k k uk
t
uk

k

k

   V1    u  w .n dA
k

k

k

k

(2.3)

0 Ak

is the intrinsic volume average velocity in phase k . The area integral in the above

equation represents the interfacial mass transfer between phase k and other phase. In the
case of solidification problems in which the mushy zone involves only the solid and
liquid phases with no gaseous phase (pores) present, the mass conservation equation of
the interdendritic liquid and the solid phase can be obtained as




l l   . l l ul
t




s  s   . s  s us
t

l

   V1    u  w .n dA
l

l

ls

0 Als

s



1

V0

  u
s

s

 w .nsl dA

(2.4)

Als

In liquid-solid phase change problems, the interfacial mass transfers (area integrals) are
equal in magnitude and opposite in sign because the mass lost by liquid phase due to
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solidification is equal to the mass gained by the solid. Combining the equations and
assuming that solid phase is stationary i.e. us  0 and us

s

 0 , the macroscopic equation

for conservation of mass in the mushy zone is obtained as




l l  s s   . l l ul
t

l

0

(2.5)

In terms of superficial (volume average) velocity the above equation becomes


l l  s s   .  l ul
t

0

(2.6)

ul is superficial velocity or macroscopic volume average velocity of the interdendritic
liquid defined as ul  l ul . Denoting   l l  s s and utilizing ul  u , the mass
l

conservation equation can be written as


 .l u  0
t

(2.7)

If the fluid is incompressible and the densities of the liquid and solid phases are equal i.e

 s  l , the continuity equation reduces to
.u  0

(2.8)

If the densities of solid and liquid phases are different i.e.  s  l , the conservation of
mass with solidification shrinkage accounted becomes

.u  


t

where   l  1  s and  is the solidification shrinkage coefficient defined as



 s  l
.
l
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(2.9)

2.2.2

Conservation of linear momentum equation
The microscopic form of the momentum equation for phase k is


 k uk   .  k uk uk   pk  . k  k g
t

(2.10)

where uk and  k are the microscopic velocity and density of phase k , pk is the
mechanical pressure,  k is the deviatoric part of the 2nd order viscous stress tensor and g
is the gravitational acceleration. Applying volume averaging procedure to the above
equation

1

1
1
1
1
X k  k uk    X k .  k uk uk     X k pk   X k . k   X k k g (2.11)

V0 V0
t
V0 V0
V0 V0
V0 V0
V0 V0
By applying the volume averaging theorems, the above equation transforms into




k  k uk
t

k

  . 
k

k

uk

k

uk

k

  V1   u  u  w .n dA
k

k

k

k

k

0 Ak

1

1
k
 .    k X k uˆ k uˆ k dV   . k pk
   pk nk dA
 V0 V

V0 Ak
0


1
 1
 .   X k k dV     k nk dA   kk g
 V0 V
 V0 A
o
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(2.12)

Similarly, the momentum equation for flow of interdendritic liquid is




l l ul
t

l

  . 
l

l

ul

l

ul

l

  V1   u  u  w
l

l

l

ls

.nls dA

0 Als

1

1
l
.   l X l uˆl uˆl dV   . l pl    pl nls dA
 V0 V

V0 Als
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1
 1
 .   X l l dV     l nls dA  ll g
 V0 V
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o
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(2.13)

The area integral,

1
V0

  u  u  w .n dA represents the interfacial momentum transfer
l

l

l

ls

ls

Als

because of volume change during phase transition. Ganesan and Poirier [32, 33] pointed
that this term is not significant for liquid to solid phase change problems and hence

1

neglected in the formulation. The term .   l X l uˆl uˆl dV  is the momentum
 V0 V

0


dispersion term which results from averaging of the non-linear convective term and is
also neglected. With the assumption that the liquid is Newtonian, the deviatoric viscous
stress tensor can be expressed as








2

 l    ul   ul   .ul I 
3


1
V0

The area integral

T

(2.14)

  p n dA represents the normal force acting on the solid by liquid.
l

ls

Als

Since part of the area integral satisfies the mechanical equilibrium between solid and
liquid i.e.  pl l , the normal force terms can be simplified as follows:
l



. l pl

l

  V1   p n dA   
l

ls

l

pl 
l

0 Als

FD
V0

(2.15)

FD is the form drag which accounts for the normal force due to relative motion between
liquid and solid. The liquid-solid interaction force, i.e. the sum of form drag and viscous
drag is assumed to depend on velocities of the liquid and solid. Hence

F


1 
l
 FD    l nls dA    ul  us
V0 
Als
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(2.16)



Here  ul  us
l

s

 is called tortuosity function which can be expanded using Taylor

series as



 ul  us
l

  R. u
C : u
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l
l
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l
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(2.17)

 ..

R and C are second and third order tensor resistance coefficients respectively. Neglecting
the higher order terms, momentum equation can be derived as follows [32].
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(2.18)

l
ul 


In terms of superficial (or volume averaging) velocity, and denoting u  ul  l ul ,
l

p  pl

l

and   l  1  s the interdendritic liquid momentum conservation equation

becomes,



u
 l u   .  l u   p  l g
t


2
T


 .   u   u   .u I 
3


 u
u u
   R.  C :
  
 

(2.19)

In the above equation, Forschheimer term, i.e. second order friction term is neglected and
first order friction term is modeled using Darcy‘s law. With permeability defined as

K

2
R

, the friction term becomes  R.

u



  K 1u .The viscous term, also known as
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Brinkman term represents the liquid-liquid interaction force. With the assumption of
constant viscosity, this term can be simplified as
2
1
T




.   u   u   .u I     2 u    .u 
3
3





(2.20)

It is further assumed that the liquid density varies according to Boussinesq approximation
i.e. the liquid density remains constant in all the terms except in the body force term. And
in the body force term, density is assumed to vary linearly due to buoyancy effects
resulting from thermal and solutal variations i.e.



nsol



j 1



  0 1  T T  T0    Cj  Cl j  Cl j,0 


(2.21)

where T is the temperature and Cl j is the solute concentration in the liquid of alloy
component j . T0 and Cl j,0 refers to initial values for the corresponding variables when
density is equal to  0 . ‗ nsol ‘ is the number of solute components in the alloy. T is the
thermal coefficient of expansion defined as T 

of expansion defined as Cj 

1 
and  Cj is the solutal coefficient
0 T

1 
.
0 Cl j

With the above assumptions, the momentum equation can be written as,


u
 0 u   .  0 u   p
t


nsol


  g 0 1  T T  T0     Cj  Cl j  Cl j,0  
j 1


1


   2 u    .u     K 1u
3
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(2.22)

Dividing the entire equation with  0 and expanding the terms using vector identities, the
above equation becomes

u
1
1

  .u  u   u.u     p  0 g 
t


0
nsol


  g  T T  T0    Cj  Cl j  Cl j,0  
j 1


 
1
 
  2 u    .u     K 1u
0 
3
 0

Using continuity equation .u  

(2.23)


, denoting p  p  0 g and rearranging the
t

terms, the final form of the momentum equation in dimensional form can be obtained as

u  



u   K 1u    p 
t  t
0
0
nsol


  g  T T  T0    Cj  Cl j  Cl j,0  
j 1



    
1
 2u 
     u.u 
0
0 3  t 


(2.24)

where p is the resultant pressure when hydrostatic pressure is subtracted from the
n dim

mechanical pressure, given by p  p  0  g xi xi .
i 1

Permeability plays an important role in the flow of interdendritic liquid and hence
affects the heat transfer and solute transport within the mushy zone. Theoretically,
permeability is zero in the solid region and approaches infinity in liquid region as the
volume fraction of liquid becomes equal to one. The precise form of the permeability
tensor which is applicable for the entire mushy region is not yet available, although
approximate models with reasonable accuracy for certain values of volume fraction of
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liquid are available in the literature. Carman-Kozeny model is extensively used for
prescribing the permeability. In this model permeability is treated as isotropic and is
expressed as a function of volume fraction of liquid and dendritic morphology (primary
or secondary dendrite arm spacings). This Carman-Kozeny model is valid only in part of
the mushy zone with volume fraction of solid between 0-50 percent. Moreover, in alloy
solidification processes, the most predominant morphology is the columnar dendritic
structure. Columnar dendrites are highly anisotropic in nature and the flow of
interdendritic liquid depends on the flow direction which in turn affects the transport of
heat and mass significantly during solidification processes. Hence the anisotropic nature
of permeability needs to be considered. In the present work, the permeability tensor is
assumed to be diagonal and the values are based on empirical data and numerical
calculations following the works [39-41]. In this model, the permeability in principal
directions parallel and perpendicular to the growth of dendrites is expressed as functions
of volume fraction of liquid and primary dendrite arm spacing. These expressions are
given below.

K xx  K yy  1.09 103 3.32 d12 ,

6.7336

6   
d12 ,
 4.04 10 1   
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  6.49  102  5.43 102     d 2 ,
1     1


 

3.75 104  2 d12 ,

10.739

7   
K zz   2.05 10 
d12 ,

1   

 0.074 log(1   ) 1  1.49  2(1   )  0.5(1   ) 2  d 2 ,

 1
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  0.65

(2.25)

0.65    0.75
0.75    1.0

  0.65
0.65    0.75
0.75    1.0

(2.26)

These above expressions are based on the regression analysis of empirical data for a
range of volume fraction of liquid for which the empirical data are available. When the
empirical data is not available, permeability is obtained by numerical calculations.

Figure 2.2

2.2.3

Schematic of interdendritic liquid flow through fixed dendritic solid
matrix [20]

Conservation of energy
The energy equation for two phase mixture involving liquid-solid phases, with

solid phase is assumed stationary and only liquid convects is derived below. This
derivation is illustrated in [42] and included here for completeness. The basic
conservation equation for energy within an averaging volume can be written as


  h   . l hl u   .kT
t
where

 h  s hs 1     l hl
k  1    ks   kl
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(2.27)
(2.28)
(2.29)

are mixture enthalpy and mixture thermal conductivity respectively. The solid and liquid
enthalpies can be expressed as

hs  hsH  c ps T  TH 

(2.30)

hl  hlH  c pl T  TH 

where TH is the temperature at which the latent heat is released. Latent heat is given by

L  hlH  hsH

(2.31)

Both the specific heats c ps , c pl and also latent heat L vary during solidification of alloys
as those are functions of both temperature and composition.
The transient term in the energy equation can be expanded as

  h     s c ps 1     l c pl  T
t
t

  l hl   s hs 
t

(2.32)

Combined with the continuity equation, the convective term becomes

.  l hl u   l c pl u.T  l hl 


t

(2.33)

Substituting the Eqs. (2.32 & 2.33) in Eq. (2.27), the form of the energy equation
becomes

cp

T

 s  c pl  c ps  T  TH   L 
  l c pl u.T  .kT
t
t

where

 c p  s c ps 1     l c pl
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(2.34)
(2.35)

Since fully implicit solution of Eq. (2.34) is impractical, an iterative approach is used in
the solution algorithm. In order to ensure the stability of the iterative algorithm


has
t

to be eliminated from the energy equation [43]. This can be accomplished as follows:
The mixture concentration in the volume element over which averaging is applied is
given by

C j  s C s 1     l Cl j
j

(2.36)

For the case of no diffusion in the solid, the concentration in the solid is
j

Cs 

1

Ij
1

k j Cl j d

1 1 

(2.37)

k j is the equilibrium partition coefficient of solute component j . Taking derivative of

the Eq. (2.36), the following equation can be obtained.
j
j

 C j   l Clj   l Cl   s I
t
t
t
t

During solidification,

(2.38)

I j
can be approximated as
t
1
I j   j j 

   k Cl d   k j Cl j

t t  
t


(2.39)

The above expression in general is not valid during remelting, however, for small time
steps does not lead to significant errors even in remelting [43].
Substituting Eq. (2.39) and rearranging, Eq. (2.38) becomes

 l  s k j  Cl j     C j   l Cl
t

t
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t

j

(2.40)

Multiplying the above equation by

T
, and summing over all the solute components
Cl j

results in
nsol
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 nsol
j
j T  
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j
t
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Where, m j 

j

(2.41)

  s k Cl m
j

l

j

(2.42)

j

T
is the change of liquidus temperature with change in the
Cl j

concentration of the solute component j . Substitution of the above expression Eq. (2.42)
in Eq.(2.34) , one can obtain
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T
  s  c pl  c ps  T  TH   L 
t
T 
 nsol j 
j
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 j 1nsol
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j
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Rearranging gives
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(2.43)
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(2.44)

dividing by l c pl and utilizing s  1    l leads to
nsol
1      1  1      A  Tt  2T  u.T  A m j Ct
j 1

j

(2.45)

L
 1    T  TH 
c pl
A  nsol
 1
j 
j
j

 1    k  m Cl
j 1 


where



c ps
c pl

and

C j
C 
l
j

 is thermal diffusivity. Eq.(2.45) is valid in the mushy zone, but in the liquid region
corresponding to volume fraction of liquid equal to one, A must be set equal to zero since
it does not automatically become zero.

2.2.4

Conservation of solute concentration
The basic solute conservation equation is


 C j   .J j  . l Clj u
t
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(2.46)

J j is the flux of solute component j in the interdendritic liquid. Fick‘s law is used to

relate the flux to the gradient of the solute mass fraction in the liquid by

J j   l Dej Cl j
Dej is the effective diffusivity that is defined as Dej 

(2.47)

D j
, where D j is the diffusivity of


solute component j in the interdendritic liquid and  is tortuosity factor that accounts
for the highly irregular boundaries between the solid dendrites and the interdendritic
liquid. It is assumed to be equal to one.
By using continuity equation

.  l Cl j u   l u.Cl j  l Cl j 


t

(2.48)

Combining Eqs. (2.46 - 2.48) and Dividing by l , the final form of the solute
conservation becomes

  j

C  D j . Cl j   u.Cl j  Cl j 
t
t

 Dxj
C

where C j 
and D j   0
l
 0
j

0
Dyj
0

(2.49)

0

0  , Dxj and Dyj are diffusivities in the
Dzj 

directions perpendicular to the dendrites and Dzj is diffusivity in the direction parallel to
the dendrites and are given by

Dxj  Dyj 

Dzj 
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1    kDl j Dsj
1

j
j 
  1    Dl  1     kDs 

1

 Dl j  k 1   1    Dsj 


(2.50)

(2.51)

Dl j and Dsj are diffusivities of the solute component j in liquid and solid phases. The
value of the diffusivity in the solid is taken as a few orders of magnitude less than that in
the liquid consistent with the assumption of no diffusion in the solid.

2.2.5

Closure relationships for solidification variables
The model is completed with the specification of relations among the

solidification variables. Model assumes that there is no undercooling, i.e. the liquidus
temperature can be expressed as a function of local composition of the alloy. In the
present work liquidus line is assumed to be linear, thus,
Tliq  f  Cl j   Tmelting   m j Cl j
nsol

(2.52)

j 1

where m j is the change of liquidus temperature with change in the concentration of
solute component j and is given by m j 

Tliq
Cl j

. Total mixture concentration of the solute

component is given by
C j  Cl j  1   1    C s

j

(2.53)

And Eq. (2.37) gives the concentration in solid phase when there is no diffusion in the
solid and solute concentration in the liquid phase is calculated from

C j  1   1    C s

j

Cl 
j



(2.54)

Within the mushy zone, when the temperature is above the eutectic temperature

T  Tliq  0
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(2.55)

and Tliq is a function of local composition, which in turn is a function of 

Tliq  f  Cl j   F  

(2.56)

The additional strategies to compute solute concentrations in the liquid and solid phases
and the secant method for the calculation of volume fraction of liquid  by solving the
Eq. (2.55) are explained in [44]. When the temperature reaches the eutectic temperature,
alloy solidifies isothermally until all the liquid is solidified. During this phase, the
volume fraction of liquid is calculated by using the modifying the energy equation Eq.
(2.34) by setting the transient term to zero.

s  c pl  c ps  T  TH   L 

2.3


 l c pl u.T  .kT
t

(2.57)

Non-dimensional form of the governing equations
The assumptions used in the development of the governing equations presented in

section 2.2 are summarized below.
(1) Only solid and liquid phases are present and no pores form.
(2) The liquid is Newtonian and incompressible, and the flow is laminar.
(3) The solid phase is stationary and there is no solute diffusion in the solid phase.
(4) The model allows for different but constant densities of the alloy in the solid and
liquid phases. The Boussinesq approximation is made in the buoyancy term of the
momentum equation.
(5) All other properties are equal and constant in each phase.
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When the volume fraction of liquid is one, the governing equations automatically
become the Navier-Stokes and transport equations for an all liquid region and when the
volume fraction is zero, no fluid motion is possible and system reduces to the energy
equation. The equations obtained in the previous section are expressed non-dimensional
form before solving them. Following reference quantities have been used for nondimensionalization of the equations.

H ref is the reference length, U ref is the reference velocity, tref 

H ref
U ref

is the

2
reference time, pref  ref U ref
is the reference pressure where  ref is the reference

density, and Cref is the reference solute concentration. Tref and Gref are reference
temperature and reference thermal gradient respectively. Gravitational acceleration is
non-dimensionalized as gˆ 

u
g
. And also uˆ 
is the non-dimensional velocity,
U ref
g

T  Tref
p
is the non-dimensional pressure, Tˆ 
is the non-dimensional
pˆ 
Gref H ref
pref
Cl j
j
ˆ
temperature, and Cl 
is the non-dimensional solute concentration. The gradients
Cref

ˆ 2  2 H 2
ˆ  H , 
are non-dimensionalized as 
ref
ref

2.3.1 Continuity equation
With non-dimensionalization the form of the continuity equation does not change.

ˆ .uˆ   

tˆ

(2.58)
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2.3.2 Momentum equation
The non-dimensional momentum equation is

uˆ  

ˆ pˆ

uˆ 
Da 1uˆ   
ˆ
ˆ
t  t
Re

 



Ra nsol
Ra
 gˆ  Sign  T  2 T Tˆ   2 s  ˆCj Cˆl j  Cˆl j,0 
Re Pr
Re Sc j 1


1 ˆ2
 ˆ   
ˆ uˆ 1

 uˆ 
    uˆ.
Re
3Re  tˆ 








(2.59)



where Darcy tensor Da is the result of non-dimensionalization of the permeability tensor

K and is given by Da 

K
. Permeability given by Eqs. (2.25 & 2.26) varies by
2
H ref

several orders of the magnitude in the mushy zone. It varies from 10-8 m2 when there is
only one percent of the solid is present to 10-18 m2 when the solid content reaches 99
percent. With non – dimensionalization using reference length on the order of primary
dendrite arm spacing (order of 10-4 m), the smallest value in Darcy tensor is brought to
about 10-10 which can be handled with double precision. Since the permeability tensor is
assumed as diagonal, the Darcy tensor is also diagonal and assumes the form

 Dax
Da   0
 0

0
Da y
0

0 
0 
Daz 

2.3.3 Energy equation
The non-dimensionalized energy equation assume the following form

34

ˆ

1      1  1        Aˆ Ttˆ
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1 ˆ2ˆ
ˆ Tˆ  Aˆ  mˆ C
 T   uˆ.
Re Pr
tˆ
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(2.60)

Lˆ  1    Tˆ  TˆH 
Aˆ  nsol
 1
j 
j ˆ j

 1    k  mˆ Cl
j 1 


Non dimensional latent heat is given by Lˆ 

slope is defined as mˆ 
j

m j Cl j,0
Gref H ref

L
c pl Gref H ref

and non-dimensional liquidus

.

2.3.4 Solute conservation equation
The non-dimensional form of the conservation equation for solute concentration of
solute component j is

ˆj
Cˆ j
 ˆ j
ˆ Cˆ j  D 
ˆ .
ˆ Cˆ j (2.61)
 
Cl  uˆ.
l
l
tˆ
tˆ
Re Sc

Dj
j
ˆ
where D 
, and Dref is the reference diffusivity.
Dref
2.3.5

Non-dimensional numbers
The dimensionless parameters showed up in the non-dimensional form of the

governing equations are listed below:


Reynolds number

Re 

ref U ref H ref




Prandtl number

Pr 
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Schmidt number

Sc 



Froude number

Fr 



Thermal Rayleigh number RaT 



Solutal Rayleigh number RaS 
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Dref

where kinematic viscosity  

2
g T Gref H ref
2
U ref
3
g T Tref H ref


3
g C Cref H ref

 Dref



4
g T Gref H ref
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CHAPTER III
FINITE ELEMENT MODEL FOR DIRECTIONAL SOLIDIFICATION WITH
PROJECTION FORMULATION OF THE MOMENTUM EQUATION

3.1

Introduction and literature review
Numerical modeling works on alloy solidification processes that also consider

thermosolutal convection and predict the formation of macrosegregation defects began to
appear in late 1980s. These works involve the solution of the full set of coupled
governing equations for the conservation of mass, momentum, energy and solute
concentration derived in Chapter II. With the development of so called fixed grid or onedomain continuum solidification models in late 1980s, numerical calculations have been
performed on the meso scale (10-4m-10-3m), treating mushy zone of the alloy systems as
a porous medium with variable permeability, although microstructure cannot be resolved.
To model the effects of double diffusive convection on the formation of channel
segregates, accurate prediction of the flow of interdendritic liquid by applying rigorous
computational fluid dynamics techniques is important.

3.1.1

Review of two dimensional simulations
Over the past few years, numerous simulation works on alloy solidification have

demonstrated the ability to numerically predict the occurrence of freckle defects. Most of
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these works addressed two-dimensional calculations: References [31, 42, 43, 45-53] are
some of the most representative publications but by no means a comprehensive list.
Bennon and Incropera [45] performed numerical calculations for binary liquid-solid
phase change that occurs during solidification of an aqueous ammonium chloride solution
(NH4Cl-H2O) in a rectangular cavity of 0.025m x 0.1m using control volume finite
difference scheme. Beckermann and Viskanta [31] also studied double diffusive
convection patterns during directional solidification of NH4Cl-H2O system. However, the
model used in [45] is based on mixture theory whereas the one used in [31] is based on
volume averaging technique. Felicelli et al. [43] performed numerical simulations for
vertical solidification of Pb-Sn alloy in two dimensions and predicted the occurrence of
freckle defects. Since then, several numerical studies dealing with freckles in binary
alloys have been performed. Models for multicomponent alloys that include
thermosolutal convection began to appear in 1995. Schneider and Beckermann [54]
presented simulations of macrosegregation in multicomponent steel whereas Felicelli et
al.[55, 56] and Schneider et al. [57] demonstrated the role of solutal convection on the
formation of freckle defects in directional solidification of nickel base superalloys.

3.1.2 Review of three dimensional simulations
Considerably less work has been published on three-dimensional models and
simulations of dendritic solidification with a developing mushy zone [58-62] . In [58]
calculations for a binary mixture of NH 4Cl  H 2O with a mass fraction of 32% NH 4Cl ,
in a cylinder segment of height 102 mm, radius 64 mm, and a 45 degrees angle were
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presented. A grid of 42 by 42 by 13 points and a finite volume formulation were utilized.
In the z-direction the grid was non-uniformly graded to provide for better resolution at
the bottom. Reference [59] presented calculations for a binary Pb-10wt%Sn mixture in a
parallelepiped of cross-section 10mm by 10 mm and 20 mm height. Simulations are also
performed in a cylinder of 10 mm diameter and 20 mm height. A finite element method
combined with a Galerkin-Least-Squares formulation was used. The parallelepiped was
discretized with a 20 by 20 by 30 element mesh of uniform tri-linear elements and the
cylinder with a mesh of 12,360 hexahedral isoparametric eight-node elements. In [60],
the calculations for a binary Pb-10 wt% Sn alloy in a computational region of 3mm by
3mm by 10 mm parallelepiped discretized using four-node tetrahedral finite elements
were presented. The sensitivity of freckle predictions with the mesh spacing was
analyzed. The finest mesh used contained 979,549 elements and 169,768 nodes, and
required approximately 25 minutes CPU time per second of solidification on an HP C180
workstation with 512 MB memory. In [61], a stabilized finite element formulation was
used to perform the calculations for solidification of a binary Pb-10wt%Sn alloy.
Computational domain and discretization were similar to those presented in [59].
Stabilizing schemes such as streamline-upwind Petrov-Galerkin (SUPG), Pressure
stabilizing Petrov-Galerkin (PSPG) and Darcy stabilizing Petrov-Galerkin were
employed for fluid flow computation. Reference [62] presented an extension to the model
employed in [59] for the simulation of multi-component alloy solidification. A
calculation for a Ni based alloy with 6 wt% Al, 6 wt% Ta and 5 wt% W was performed in
a parallelepiped of 10 mm in the x-direction, 20 mm in the y-direction and 30 mm in the
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z-direction (height). The mesh contained 20 by 40 by 30 tri-linear elements in the x, y
and z directions, respectively. If we consider that in the above models the meshes were
primarily selected according to the storage capacity of the hardware, it is clear that the
models are not suitable at the present time to perform realistic three-dimensional
calculations. All these models solve the momentum equations as a coupled system hence
computationally inefficient. Following section presents a brief overview of the commonly
employed finite element techniques for predicting the flow of interdendritic liquid in
solidification processes.

3.2

Finite element formulations for flow prediction
The numerical calculations in the references described above have been

performed using either control volume based finite difference or finite volume methods
or Galerkin finite element formulations. For this type of problems, stabilized finite
element methods have become increasingly popular because of their superior
convergence rates. For the solution of linear momentum equation the following finite
element methods can be used.
1. Direct mixed Galerkin formulations using lower order interpolation of the
pressure
2. The penalty method
3. Stabilized Galerkin least squares (GLS) method with equal order interpolation
4. Fractional step or Projection method
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In the direct mixed Galerkin finite element methods, also known as velocitypressure (u-p) formulations, the momentum equation is solved directly for both velocity
and pressure without any approximation. From the weak form of the momentum
equation, it is evident that the differentiability requirements on the interpolation of
velocity field and pressure are different; and also pressure is not a primary variable,
hence, need not be continuous across the inter element boundaries. In order to prevent
the overconstrained system of equations, interpolation used for pressure must be at least
one order lower than that used for the velocity. This complicates the calculation of
element matrices as well as the assembly of element equations. And also the resulting
finite element matrices will have zeros in the diagonal elements corresponding to the
nodal values of pressure since in incompressible flow, the continuity equation does not
contain pressure variable. In other words, the system of equations is not positive definite.
So for the solution of algebraic equations, the use of iterative solvers is not possible
because of their poor convergence behavior. Direct solvers must be used with some type
of pivoting strategies. These calculations are computationally intensive and require large
storage (CPU memory) making the large three dimensional calculations prohibitive.
In the penalty method, the velocity field is calculated by satisfying the
incompressibility condition approximately. Then the pressure is recovered from the
velocity solution. Unlike mixed formulation, this penalty method can be formulated to
result in symmetric positive definite matrices by means of explicit evaluation of the
convective and body force terms in the momentum equation. However the presence of
large penalty parameter (usually of the order of 109 or more) prohibits the use of an
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iterative solver for the solution of algebraic equations and requires direct solver. Even
with the use of direct solver, the method is more efficient than coupled direct mixed
formulation. However, the use of direct solver is not practical for the three dimensional
calculations. And also, approximately imposing the incompressibility constraint may lead
to problems in the mushy zone where the permeability varies drastically. The use of
linear triangular finite elements with penalty method leads to unacceptable errors in
velocity calculations.
All the models cited above solve the momentum equation as a coupled system
making them computationally inefficient; this is probably one of the reasons why the
activity in this area has declined significantly in recent years. With an aim to overcome
the inefficiency of the mushy zone calculations, in the present work, an efficient
formulation of the projection method for solving the momentum equation is implemented
in a well-tested finite element solidification model. The proposed projection formulation
maintains an implicit coupling between the body force and the pressure terms and
calculates the intermediate velocities explicitly making it highly parallelizable. For the
stabilization of the convective terms, a Petrov-Galerkin method is used. In the next
section, a brief introduction of the projection method and a review of the previous
implementations of the method for solidification problems are presented.
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3.3

Projection method

3.3.1

Review of the previous works
Projection method (also known as fractional step method) was first introduced

independently by Chorin [63] and Temam [64] for the solution of viscous incompressible
flows to overcome the difficulties associated with imposing incompressible constraint.
The major advantage with this method lies in the fact that it allows decoupled solution for
the velocity and pressure components which in turn results in efficient solution of the
momentum equation. Hence, this method is suitable for efficient large scale numerical
simulations. It is well known that projection (or fractional step) methods [63-70] are the
most efficient for the solution of the viscous incompressible flows, but their use in
solidification models has been very limited; only a few references have been available
[71-73]. In references [71, 72], the authors presented modest calculations with twodimensional meshes on the order of 30 by 40 elements, which can also be properly
handled by coupled methods. To the author‘s knowledge, no large calculations have been
attempted. The inefficiency of the existing methods referred to above have made it
extremely expensive to apply in important practical situations where the potential
development of freckles is not known a priori [74]. In [73], a projection method was
developed to simulate possible occurrence of freckle defects in binary alloy solidification.
This particular effort aimed at obtaining a more efficient model capable of performing
calculations in very large meshes at a reasonable cost. However, this work encountered
significant difficulties in the implementation. Even though a method capable of
performing large calculations was implemented, it was difficult to use and required
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modifications according to the specific problem at hand, making it impractical [73].
These difficulties were traced to the inability of the model to capture large local density
differences at the interface between the tip of the dendrites and the all-liquid region when
solidification takes place.
In three dimensions, only two implementations of projection methods are
available [73, 75]. In [73], a three dimensional calculation for a Pb-10 wt% Sn alloy in a
10 mm by 10 mm by 20 mm parallelepiped was also presented. The mesh consisted of 40
by 40 by 111 tri-linear elements with 188,272 nodes and required roughly 60 minutes of
CPU time per second of solidification simulation on a Compaq GS60E. In reference [75],
the emphasis was on the model for porosity formation: it presents a calculation for a
relatively complex A356 plate casting with the largest spatial dimension on the order of
20 cm. There are various simplifying assumptions in the convection model, the solution
algorithm is based on SOLA and SIMPLE, and utilizes other software such as Thermo
Calc and DICTRA. Unfortunately no information is given about the meshes or the
efficiency of the model. However, it is evident that the calculation would be
representative of a practical engineering geometry.

3.3.2

Projection formulation of the momentum equation
A wide variety of implementations of projection methods have been employed in

the past for incompressible flow computations. In general there are three classes of
projection methods namely, the pressure correction methods, velocity correction methods
and the consistent splitting methods. An overview of various projection formulations and
numerical issues associated with their implementations have been presented in [76]. The
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projection method presented here comes under the general class of pressure correction
projection schemes. Pressure correction schemes are time marching techniques composed
of two sub steps for each time step. First, the momentum equation is solved without
strictly imposing the incompressibility constraint. In this sub step, also called viscous sub
step, the intermediate velocities are calculated by treating the pressure explicitly. The
resultant intermediate velocities are projected on to the divergence free space to get the
corrected velocities in the second sub step which is also called inviscid step. Application
of this projection method to the non-dimensional momentum equation Eq. 2.59 for the
simulation of metal alloy solidification is presented next. The present formulation is a
semi-implicit formulation based on Euler first order backward scheme for time
discretization. The convective and diffusive terms are treated explicitly whereas Darcy
term is treated implicitly. The pressure calculation is also performed implicitly.
First, the dependent variables are split according to

un 1  u*  u n 1  u*
T n 1  T n  T n 1  T n

(3.1)

p n 1  p n  p n 1  p n
Cl j ,n 1  Cl j ,n  Cl j ,n 1  Cl j ,n

The super script n indicates the previous time step whereas n  1 represents the
current time step. u* denotes the intermediate velocity in the viscous projection step.
The non-dimensional momentum equation with first order time discretization would be
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symbol has been removed from all the non-dimensional quantities for

simplicity. Substitution of the incremental variables from Eq. (3.1) in Eq. (3.2) results in
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Eq. (3.3) can be split into the following two expressions
(1) Viscous step
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n 1

  un .un 

1

 n 1

(3.4)

(2) Inviscid step
n 1
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The Poisson equation for pressure increment can be obtained by taking the divergence of
the inviscid equation Eq. (3.5). First, Eq. (3.5) is rearranged in the following form
1
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Taking divergence of Eq. (3.6) and using continuity equation .un 1    
 t 
Poisson equation can be obtained as
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(3.7)

Intermediate velocity u* is calculated from Eq. (3.4).The use of lumped mass matrix
makes this calculation explicit. Keeping the Darcy term implicit is critical to the stability
of the algorithm. The equation Eq. (3.7) is used to calculate the increment in pressure. It
couples the pressure increment with the changes in the body force term at each time step.
This equation is elliptic and needs to be solved implicitly, requiring the inversion of the
stiffness matrix which makes calculation computationally expensive. The new velocity at
time step tn 1 is obtained from Eq. (3.5). Again, lumped mass matrix makes the
calculation explicit.
There is some disagreement about the accuracy and also about the boundary
conditions that are to be specified when using projection methods for the solution of the
incompressible Navier-Stokes equations. Many papers are dedicated to estimating its
accuracy. The general consensus is that the velocity can be determined to second order
accuracy, but there is disagreement on the pressure. Some authors claim that the pressure
can be determined to second order accuracy [66, 77], while others argue that the very
nature of the fractional step methods limits the pressure to first order accuracy no matter
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what steps are taken to improve the method [78-80]. However, there is consistent
agreement on the necessity to ensure an accurate selection of the boundary conditions for
the intermediate velocity [65], accurate selection of the boundary conditions for the
pressure [81-83], and the use of appropriate pressure-correction schemes [66, 67, 69, 77].
The inherent difficulty in the fractional step method is that there is only one real set of
boundary conditions for the divergence-free velocity, whereas splitting the solution of the
Navier-Stokes equations into two steps requires two sets of boundary conditions. Ways to
impose boundary conditions on the intermediate velocity have been discussed in [65, 79,
84, 85]. Boundary conditions for the pressure Poisson equation are analyzed in [66, 68,
69, 77, 79, 82, 83, 85]. These works suggested that, the calculation of the increments in
pressure at every time step, relative to the pressure at the previous time step instead of
calculating the pressure itself leads to more accuracy, but no boundary conditions for the
incremental pressure other than the homogeneous normal derivatives at the solid
boundaries were specified. In the present work, homogeneous Dirichlet boundary
conditions are specified on the whole boundary for both intermediate and final velocities.
And for pressure equation, homogeneous Neumann boundary conditions are prescribed
on the whole boundary except at the right top corner of the boundary at which a reference
value is specified for pressure.

3.4

Initial pressure distribution
The initial pressure distribution in the computational domain is calculated based

on thermal stratification. The pressure variation due to thermal stratification is given by
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dp
 0 1  T T  T0   g z
dz

(3.8)

Subtracting the hydrodynamic pressure from stratification pressure i.e using
n dim

p  p  0  g xi xi , the above equation becomes
i 1

dp
 0 T T  T0  g z
dz

(3.9)

Substituting the initial linear variation of temperature, the pressure variation can be
expressed as

dp
 0 T Tb  G0 z  T0  g z
dz

(3.10)

Integrating the above equation and using the boundary condition p  0 , when z  zmax ,
the initial variation of pressure in dimensional form can be obtained as

G 2


p   0 T g z Tb  T0  zmax  z   0  zmax
 z 2 

2


(3.11)

In non-dimensional form, the pressure can be expressed using the reference variables
described in Chapter II as

pˆ  

3.5

2


gˆ g T Gref H ref
Gˆ 0 2
ˆ
ˆ
ˆ
ˆ
T

T
z

z



 zˆmax  zˆ 2  (3.12)


 b 0 max
2
U ref

2


Finite element model
In this section, a numerical model using finite element method is presented for

solving the mathematical model described in Chapter II. For the solution of momentum
equation, projection method discussed in the previous section has been implemented in
stabilized finite element formulation.
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3.5.1

Weak formulation of the energy equation
The non-dimensional form of the energy equation is
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symbol has been removed from all the non-dimensional quantities for

simplicity. The weighted integral form of the non-dimensional energy equation is
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Here W are the weight (test) functions. Using integration by parts for the diffusion term,
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The temperature field is approximated by means of finite element interpolation
(trial/basis) functions
n

T  x, t     k  x  Tk  t   Ψ T T

(3.16)

k 1

Substituting Eq. (3.16) in Eq. (3.15) and using Galerkin formulation except for the
convective term, i.e. W  Ψ , where Ψ are the finite element approximation functions.
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(3.17)

where q  T .
Non-linear convective terms are treated explicitly using Petrov-Galerkin
formulation. Ψ̂ are the Petrov-Galerkin weight functions and their construction is disused
later under section 3. The transient term is discretized using first order Euler backward
difference scheme as

T

T T n 1  T n

t
t

(3.18)

And mass matrix is lumped using row sum lumping.
The system of finite element equations based on the weak form can also be expressed in
matrix form as

 N T    K T   q  Q(u, T )  C
where

N  

(3.19)
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T   T1 , T2 ,...........Tn T are nodal values of the temperature.
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3.5.2

Finite element projection formulation of the momentum equation
The weak formulation is presented in this section for the non-dimensional

momentum equation in projection formulation derived in section 3.3.
In matrix form, the finite element equations based on the weak form of the intermediate
velocity equation Eq. 3.4 can be expressed as

 M  u*   B un  D  E  F T , C   G  u 
M  

where
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(3.20)
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where ̂ is a Petrov-Galerkin weight function.
Similarly, the finite element equations for pressure increment pinc  p n1  p n are
as follows

 H  pinc  L   f   b

(3.21)

where
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The finite element model for the final velocity
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In the above equations, the dependent variables are approximated by
n

u  x , t     k  x  uk  t 

(3.33)

k 1

n

v  x, t     k  x  vk  t 

(3.35)

k 1
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n

w  x, t     k  x  wk  t 

(3.36)

k 1

and u  u1 , v1 , w1 , u2 , v2 , w2 ,.........un , vn , wn  are nodal degrees of freedom for velocity.
T

3.5.3

Finite element formulation of the solute conservation equation
The non-dimensional form of the solute conservation equation is

C j
 j
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Cl  u.Cl j 
.Cl j
t
t
Re Sc

(3.37)

The mixture solute concentration is approximated by
n

C j  x, t     k  x  C j k  t   Ψ T C j

(3.38)

k 1



C j  C1j , C2j , C3j .......Cnj

where



T

are the nodal values of the mixture concentration.

For Eq. (3.37), the discretized finite element equations are

 A C j    X   Y   Z
where

(3.39)
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̂ is Petrov-Galerkin weight function for stabilizing the convective term.
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3.5.4

Petrov-Galerkin weight functions
Petrov –Galerkin weight functions used in stabilizing the convective terms in

Energy, momentum and solute conservation equations are expressed in terms of cell
Peclet and Reynolds numbers as illustrated in [86]. These functions are defined as below.

Ψˆ  Ψ  T P  x, u 
Θˆ  Ψ  U P  x, u 

(3.40)

ˆ  Ψ   P  x, u 
Λ
C
Here, Ψ are the finite element interpolation functions and Ψ̂ , Θ̂ , Λ̂ are PetrovGalerkin weight function used in energy, momentum and solute conservation equations
respectively and

P  x, u  

h
 u.  for u  0 and is zero if u  0 .
2u

h for rectangular parallelepiped elements is defined as
h

1
 u x  v y  w z 
u

(3.41)

u, v, w are the components of velocity in x, y, z directions and x, y, z are the
respective mesh sizes. The parameters are defined as
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(3.41)

3.6

Finite element discretization and program algorithm
The solidification model together with the projection formulation discussed in

section 3.3 for the momentum equation has been implemented by means of a stabilized
finite element formulation based on bi-linear elements in two dimensions and tri-linear
elements in three dimensions. In the calculation of velocity and pressure, to avoid
locking due to the equal order interpolation the contributions of the velocity divergence,
the pressure and the body force terms are reduced integrated using a one point Gauss
quadrature. In two dimensions, this is similar to using mixed u-p formulation with
bilinear velocity and constant pressure or a penalty formulation with bilinear velocity. It
is known that this element does not satisfy the LBB condition and element can lock if the
problem data are not smooth. However, except for very rare situations, the element
converges at the optimal rates of second and first orders for the velocity and pressure
respectively. If the reduced integration is not applied, element locks as expected. The
elements isoparametric elements are used although in the examples only rectangular or
brick elements are used. A standard Petrov-Galerkin stabilization is applied to the
convective terms and lumped mass matrices are used throughout. The calculation of the
velocities is done explicitly; however, the pressure equation is elliptic and also requires
an implicit solver. The diffusion term in the temperature equation is kept implicit
requiring the solution of a linear system of equations and the calculation of solute
concentration is done explicitly. All the transient terms are treated by discretizing the
time using a simple backward Euler scheme. The time marching scheme uses a variable
time step that is selected for each time step as a function of the maximum velocity in the
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domain in order to control the stability of the algorithm while maximizing the size of the
time step. A conjugate gradient algorithm with diagonal preconditioning and sparse
format storage scheme is employed in the solution of algebraic equations.
The governing equations are solved sequentially and a partial iteration is
performed within each time-step to obtain convergence. The energy and solute
conservation equations are solved iteratively within each time step until convergence is
obtained in volume fraction of liquid, the most sensitive variable in the calculation. The
iteration does not include the momentum equations since the velocities do not vary
significantly during the small time steps required by the explicit formulation. Whenever
an equation is solved for one of the dependent variables in the new time step, the latest
available values for all the other variables are used. The following algorithm is used in
the calculations:
(1) Solve for the temperature from the energy equation.
(2) Compute the volume fraction of liquid.
(3) Compute the concentration of the solute components in the liquid.
(4) Solve for the total or mixture concentration of the solute components from the
solute conservation equation.
(5) Update the concentration of the solute components in the liquid and also
calculate the concentration of the solute components in the solid.
(6) Check for convergence in volume fraction of liquid and mixture
concentration. Repeat steps (1) to (5) until convergence is obtained.
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(7) Solve for the intermediate velocity, pressure increment and final velocity for
the new time-step.

3.7

Numerical simulations
This section presents the results of the numerical calculations carried out for the

solidification of various metal alloys under different solidification conditions. The
macrosegregation is calculated and the possible occurrence of defects called freckles due
to double diffusive convection during directional solidification of both binary and
multicomponent alloys have been captured. Two dimensional simulations with bilinear
rectangular elements and also three dimensional calculations with tri-linear brick
elements have been performed. These results will be discussed in the following sections.

3.7.1

Two dimensional simulations of binary alloys
Simulations for the directional solidification of a binary Pb - Sn (23.4 wt. percent)

was conducted in a two dimensional rectangular domain of 7 mm x 40 mm. A finite
element rectangular grid of 38 x 190 bilinear elements is used. The thermal and transport
properties of Pb-Sn alloy are listed in Table A.1 in Appendix A. Initially, the alloy is all
liquid and fills the domain completely and subjected to an initial temperature gradient of
7700 K/m. The bottom of the domain is at a temperature of 545.5 K, which is slightly
above the liquidus temperature of the alloy. A cooling rate of 0.05 K/s is imposed at the
bottom. Lateral surfaces are insulated and at the top, a temperature gradient equal to the
initial gradient is maintained. No slip condition is used on the whole boundary and it is
assumed impermeable to solute flux. Figure 3.2 illustrates the boundary conditions.
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Figure 3.1

Flowchart showing the sequence of steps employed in the program algorithm for simulation of
directional solidification process.

Figure 3.2

Two dimensional computational domain and boundary conditions

Figure 3.3 shows the growth of the mushy zone at different times. Velocity field
and the contours of fraction of liquid are shown. The result shows significant flow of the
interdendritic fluid and associated convective patterns. Two channels along the side walls
and an internal channel have been developed. The internal channel is twisted in its
direction as the mushy zone advances. Convection is started early and by the time of 100
s of solidification the velocity has reached 1.4 mm/s. As the solidification has progressed,
there are slight variations in the maximum velocity and after 30 minutes of solidification
the magnitude of the velocity has reached 2.35 mm/s. Figure 3.4 shows the mixture solute

61

concentration of the solute Sn at various stages of the solidification. Severe segregation
from the nominal composition of 23.4 percent is noticed. The channel regions have
become solute rich and these are surrounded by solute depleted regions. Strong solutal
plumes are developed; one of such plumes near the center of the cavity is evident in
Figure 3.4 (c).

Figure 3.3

Simulation of directional solidification of Pb-Sn (23 wt. Percent) alloy
with bilinear finite elements. Velocity field and volume fraction of liquid
contours at different times (a) 500 s (b) 1000 s (c) 1400 s (d) 1800 s
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Figure 3.4

Simulation of directional solidification of Pb-Sn (23 wt. Percent) alloy
with bilinear finite elements. Contours of mixture concentration of Sn at
different times (a) 500 s (b) 1000 s (c) 1400 s (d) 1800 s
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3.7.2

Two dimensional simulations of multicomponent alloys
The mathematical model presented in Chapter II is also applicable for

solidification of alloys with multiple constituents. Simulations with multi-component
alloy Ni-Al-Ta-W have also been performed to illustrate this capability. The
thermodynamic and transport properties of the alloy have been listed in Table A.2 in the
appendix. The vertical solidification of this Ni base quaternary alloy has been simulated
in a rectangular domain of 10 mm x 30 mm with 50 x 150 bilinear finite elements. An
initial temperature gradient of 2000 K/m is applied and the same gradient is maintained at
the top boundary. The bottom boundary which is at a temperature of 1697 K at the
beginning is cooled at a rate of 1 K/min. Other boundary conditions are similar to those
prescribed in the previous example.
After 30 min of solidification under these conditions, the mushy zone has
advanced about 12.5 mm. Figure 3.5 (a) shows the contours of volume fraction of liquid
whereas Figures 3.5 (b), (c) and (d) show segregation maps of constituent alloying
elements. Two straight channels, which can develop as freckles once the solidification is
completed are evident along the wall of the casting. These channel regions are strongly
enriched in light alloying components, aluminum (Al) and tantalum (Ta), and depleted in
heavier element tungsten (W) due to solute partitioning during solidification. The values
of partition coefficient (defined as the ratio of composition in the solid and liquid at the
interface) of Al and Ta are less than one and these components are rejected from the solid
and accumulate into the liquid whereas the partition ratio of W is greater than one, hence
segregate into the solid. The composition of Ta is as high as 6.44 percent against the
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nominal composition of 6 percent, whereas the composition of W decreases to 4.37
percent from 5 percent. Another noticeable feature is the discontinuous and twisted
internal freckle.

Figure 3.5

Simulation of directional solidification of a multi-component Ni-Al-Ta-W
alloy with bilinear finite elements. Contours of (a) volume fraction of
liquid (b) mixture concentration of Al (c) mixture concentration of Ta and
(d) mixture concentration of W after 1800 s of solidification
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3.7.3

Three dimensional simulations
Although most of the features of freckle defects can be understood in two

dimensional simulations, freckling is a three dimensional phenomenon. Hence, the finite
element model with projection formulation has been extended to three dimensions for
modeling freckle formation. Simulations have been performed with Pb-Sn alloy in
cylindrical and rectangular parallelepiped geometries. The thermodynamic and transport
properties of this alloy are listed in Table A.1. In the first example, calculations for
directional solidification of a Pb-Sn 23 wt. percent alloy, which is known to exhibit
abundant freckle activity when solidified directionally at low cooling rates, are performed
in a cylindrical mold of 10 mm diameter and 15 mm height. A finite element mesh that
consists of a total number of 26550 hexahedral elements and 28768 nodes is used. The
mesh is shown in Figure 3.6. It is assumed that the alloy melt fills the domain completely
and is enclosed by solid walls; therefore no-slip boundary conditions are applied on all
surfaces. Initially, the bottom surface is at a temperature of 546.5 K and temperature
varies linearly in the domain with a gradient of 1000 K/m and the same gradient is
maintained at the top throughout the simulation. A cooling rate of 1 K/min is prescribed
at the bottom surface.
Figures 3.7 - 3.8 display the results after 1000 s of solidification. The contours of
volume fraction of liquid and mixture concentration of Sn are shown in Figures 3.7 (a)
and 3.7 (b) respectively. Several channels are developed on the exterior surface of the
casting and one internal channel is also present. The features associated with channels are
further illustrated with iso-surface plots of fraction of liquid and mixture concentration.
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Figure 3.7 (c) shows the iso-surface of volume fraction of liquid equal to 0.98 and Figure
3.7 (d) shows the iso-surface of mixture concentration equal to 26.2 wt. percent. These
results indicate that channels penetrate deep into the mushy zone and the presence of
volcano shaped channel mouth at the top of the each channel indicates that the fluid flows
in the form of solutal plumes. Figures 3.8 (a) and 3.8 (b) display the horizontal surfaces at
vertical distances of z = 2.5 mm, 5 mm and 8 mm with contours of volume fraction of
liquid and mixture concentration of Sn respectively. The spots appeared around the
circumference and in the middle indicate the freckle locations. The exterior channels
stayed straight whereas internal channel has undergone slight twisting. These regions are
enriched in the solute and contain larger fraction of liquid compared to the surrounding
regions.

Figure 3.6

Finite element mesh used for calculations in the cylindrical domain. The
mesh consists of 26550 elements and 28768 nodes
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(a)

(b)

(c)
Figure 3.7

(d)
Contours of (a) volume fraction of liquid (b) mixture concentration (c) isosurface of fraction of liquid equal to 0.95 (d) iso-surface of 26.2 wt.
percent Sn in the mixture after 1000 s of solidification
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(a)
Figure 3.8

(b)

(a) Fraction of liquid contours on horizontal surfaces at z = 2.5 mm, 5 mm,
8 mm (bottom to top order) (b) Mixture concentration of Sn contours on
horizontal surfaces at z = 2.5 mm, 5 mm, 8 mm (bottom to top order)

In the second example, a Pb-20 wt. percent Sn alloy is selected for the
simulations. A calculation was done in a rectangular parallelepiped region of cross
section 10 mm × 10 mm and of height 20 mm. Initially, the alloy is all-liquid with a
linear temperature distribution varying from 524 K (slightly larger than the liquidus
temperature) at the bottom and 544 K at the top (i.e., a gradient of 1000 K/m). The
lateral surfaces are insulated and the initial temperature gradient is imposed at the top.
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The melt is then directionally solidified from below by prescribing a cooling rate of CR =
0.5 K/min on the bottom surface. The computational domain and the boundary conditions
are depicted in Figure 3.9.

Figure 3.9

Three dimensional computational domain and boundary conditions

A simulation was performed with the uniform finite element mesh of tri-linear
―brick‖ elements. Mesh consists of 40 × 40 elements in the horizontal cross section and
111 elements in the vertical direction, giving a total of 177,600 elements and 188,272
nodes. Simulations results after 20 minutes of solidification are shown in Figures 3.10
through 3.12. The mushy zone has advanced approximately 8 mm and it displays an
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intense channel activity. A total of 11 channels are observed, which will become freckles
after solidification. Figure 3.10 shows the contours of volume fraction of liquid and
Figure 3.11 shows the segregation of the solute component Sn in channel regions. All the
phenomena related to channel-type convection and freckle segregation are also observed
here, including the volcano shape of the channel mouths at the tip of the mushy zone,
from which plumes of Sn-enriched liquid emerge. The channels in the present
simulations are observed to penetrate deeper into the mushy zone while still being
completely liquid. This is a consequence of the finer mesh in this simulation which can
better capture the channel geometry.

Figure 3.10

Volume fraction of liquid after 20 min of solidification of Pb–Sn (20 wt.
percent) alloy, showing channel formation and enhanced growth at
channel exits on top of the mushy zone
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Figure 3.11

Contours of total mixture concentration (wt. percent) in the first 5 mm of
the mushy zone, showing Sn-enrinched liquid inside the channels and
depleted Sn around them

Figure 3.12 shows the structure of the channels by plotting the iso-surface
corresponding to fraction of liquid = 0.98. The top of the mushy zone was set semitransparent to better observe the channel positions. Superimposed to this plot, the
velocity vectors are shown in regions where the total concentration of Sn is larger than
20.5 wt. percent. The color of both the iso-surface and the velocity vectors correspond to
the local concentration of Sn. This enables observation of the plume type convection of
Sn-enriched liquid coming out of the channel mouths as well as the re-entrance of less
enriched liquid feeding the sides of the volcano type structures. The maximum velocity
in the domain is approximately 1 mm/s.
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Figure 3.12

3.8

Iso-surface =0.98 showing top of the mushy zone and channel structure.
Velocity vectors in regions of enriched liquid show plume-type
convection. Color scheme corresponds to total concentration of Sn
(wt.percent)

Performance of the projection method for solidification simulation
The comparison of memory requirements for GLS and projection methods are

discussed below. A similar calculation to the one presented in section 3.7.3 was also
performed previously by Felicelli et al. [59]. In that work, the momentum equations were
solved using a Galerkin/Least-Squares (GLS) method with equal-order tri-linear
interpolation for velocity and pressure. The calculation was done using 12,000 brick
elements in a domain of the same dimensions. In the present work, GLS scheme was
replaced by the fractional step method described in section 3.3. In both the calculations,
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conjugate gradient algorithm with diagonal preconditioning and sparse format storage is
used to solve the systems of algebraic equations that result from the discretization of the
energy and pressure equations. However, the memory requirements for GLS and
projection formulations are quite different. In the GLS formulation, the resulting
momentum matrix has 4 degrees of freedom per node (the 3 velocity components and
pressure), while in the fractional step algorithm only the pressure equation (1 degree of
freedom per node) must be solved implicitly. The velocity components are solved
explicitly with no need for matrix inversion. Hence for the same mesh size, GLS
implementation requires approximately sixteen times larger memory to store the stiffness
matrix for the momentum equations compared to the present projection formulation.
The performance of the projection method for mushy zone alloy solidification is
discussed below. The simulation shown in Figures 3.10-3.12 took approximately 4
minutes of computer time (CPU time) per second of solidification when executed in a
DELL XPS 420 PC with one processor of 2.4 GHz. This is a very significant
improvement over previously reported performances for the same size simulation. In
order to better understand the performance of the program, CPU time and memory
requirements as a function of the problem size were calculated. Figure 3.13 shows a
CPU time analysis, describing the time taken by the separate sections, as a function of
mesh size. Although both momentum and energy equations are solved with the same
conjugate gradient solver, there is large variation in computational time requirements. It
is observed that the momentum equation requires about 80% of the CPU time, and the
energy equation accounts for about 10% of the total CPU time, even though both the
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temperature and pressure equations generate algebraic systems of the same order. Figure
3.13 shows that the difference in the CPU time required to solve the pressure and the
temperature equations increases significantly with the problem size. This can be
understood by observing Figure 3.14, which shows the number of iterations as function
of the number of nodes in the mesh required by the conjugate gradient method to solve
for the pressure, and how this number increases with mesh refinement. On the other
hand, the temperature equation requires around 20 iterations increasing only modestly
with problem size. The efficiency of the pressure solver can be greatly enhanced
introducing more sophisticated techniques based on Newton-Krylov or multi-grid
preconditioned solvers [87-90]. Even though no effort has been given to the optimization
of the projection algorithm, the performance observed in the simulations is highly
attractive; it improves by an order of magnitude on previously published results.
Combined with parallelization and a more sophisticated pressure solver this algorithm
will provide a tool to perform very large, realistic simulations of solidification of castings
that so far have been lacking, and that are badly needed for cast design.
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Figure 3.13

Processor time consumed by different sections of the solidification model
as a function of mesh size

Figure 3.14

Number of iterations required to solve the pressure equation as function of
the mesh size
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CHAPTER IV
SIMULATIONS OF FRECKLES USING MESH ADAPTATION

4.1

Introduction
Macrosegregation computations that consider double diffusive convection involve

multiple length scales ranging from small solute boundary layer at the dendrite tips to the
characteristic size of the casting. Near the region close to the solidification front the fluid
velocity is several orders of magnitude more than the velocity near the bottom of the
mushy zone. Hence convection is dominated at the interface and macrosegregation is
initiated near the zone close to the liquidus. Moreover, in the regions where freckles
develop, large gradients exist in the solidification variables. To counter the difficulties
associated with different length scales, adaptive discretization of space is needed.
Recently, articles on the use of adaptive mesh refinement to predict channel segregation
began to appear in the literature. An adaptive domain decomposition method in which the
initial coarse mesh is refined by subdividing the elements in the critical zone close to the
liquidus is employed in [91]. This procedure results in non-conforming rectangular finite
element meshes. All the elements that have at least a node for which the fraction of solid
falls within an arbitrarily chosen range comprise the critical zone for refinement. The
governing equations are then solved on different meshes using a substructuring iterative
method and non-conforming discretizations are dealt with the mortar technique. Fluid
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flow equations are solved with Galerkin Least Squares (GLS) stabilization scheme.
According to the author, in this method, the numerical parameters must be chosen
carefully to avoid the stability problems. In a more recent work [92], an unstructured
mesh with linear triangular finite elements together with a mesh refinement criterion
based on the norm of the gradient of solid fraction was used, while the momentum
equation was solved also using GLS method which requires the coupled solution of
velocity and pressure. Simulations with Pb-Sn (10 wt. percent) alloy in a 10 mm x 20 mm
domain are presented. Although channels have been captured, the predicted segregations
are much inferior to those obtained with structured meshes.
In the present work, mesh adaptation with linear triangular finite elements in
conjunction with an efficient fractional-step solver of the momentum equations is used to
predict freckle defects that can occur during directional solidification processes. The
meshes are generated using an unstructured mesh generator AFLR2 [18, 19], which is
based on advancing front type iterative point placement and local reconnection technique.
Simulations showing the occurrence of freckles during the directional solidification of a
binary Pb-Sn alloy are presented and the performance of the approach is analyzed.

4.2

Effect of mesh spacing in freckle simulation
Careful selection of mesh spacing is required to perform accurate

macrosegregation calculations. Sung et al. [74]studied the sensitivity of freckle
predictions to grid spacing in two dimensional simulations with nickel base superalloy.
For the two dimensional simulations in rectangular domain, they suggested a minimum
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element size of 2d1 in the horizontal direction and 1.5D / V in the vertical direction
where d1 is the primary dendrite arm spacing and D is the solute diffusivity and V is
the growth rate defined as the ratio of cooling rate to the temperature gradient. Guo and
Beckermann [60] performed mesh resolution studies in three dimensional simulations
with binary Pb-Sn alloy. In this work, the effect of mesh spacing is analyzed in a two
dimensional calculation involving solidification of Pb-Sn (23 wt. percent) alloy.
Simulations are performed in a 10 mm x 20 mm computational domain with bilinear
finite elements of varying size. Initially, temperature of the melt varies linearly in the
domain with bottom temperature being 546.5 K and at the top temperature is 566.5 K. A
cooling rate of 1 K/min is prescribed at the bottom and a temperature gradient of 1000
K/m is maintained at the top. For these solidification conditions, the recommendations by
Sung et al. correspond to a horizontal mesh spacing of 0.4 mm and a vertical spacing of
0.27 mm. In this work, a uniform mesh size is used in both horizontal and vertical
directions, and the mesh size is varied between 0.5 mm and 0.1 mm. In the simulation
with 0.5 mm spacing, mesh contains 20 bilinear elements in horizontal direction and 40
elements in vertical direction whereas mesh of 0.1 mm spacing contains 100 x 200
bilinear elements respectively. In each case, simulation is performed until 12 min of
solidification time.
Figure 4.1 (a) shows the comparison of volume fraction of liquid contours with
different mesh spacings. In Figure 4.1 (b), comparison of the profiles of volume fraction
of liquid at a distance of 5 mm from the bottom of the casting has been shown. In Figure
4.2, comparison of mixture concentration of the solute component Sn is presented.
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(a)

(b)

Figure 4.1

Mesh sensitivity analysis. (a) Fraction of liquid contours with various grid
spacings (b) Comparison of profiles of volume fraction of liquid at a
distance of 5mm from the bottom after 12 min of solidification
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(a)

(b)

Figure 4.2

Mesh sensitivity analysis. (a) Contours of mixture concentration of Sn
with various grid spacings (b) Comparison of profiles of mixture
concentration at a distance of 5mm from the bottom after 12 min of
solidification
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Figure 4.3

Mesh sensitivity analysis. Comparison of vertical direction velocity
profiles at the interface region after 12 min of solidification

Figure 4.3 shows the comparison for the y-direction velocity profiles at the interface.
Computations showed some degree of sensitivity to grid size. It can be observed that as
the mesh size reduces, width of the channels also decreases. Although freckles can be
captured with this mesh spacing, the grid independence is difficult to achieve. When
coarse meshes are used, smearing of the gradients in the volume fraction of liquid and
also mixture solute concentration are observed near the channel regions. And also the
segregation is under predicted with coarse meshes. However, in the regions away from
the channels, no significant differences in either volume fraction of liquid or mixture
solute concentration are observed. These observations suggest that in the bottom part of
the mushy zone, except in freckle regions solidification variables can be calculated with
reasonable accuracy even when using coarse meshes. However, fine meshes are needed
in regions where sharp gradients in the dependent variables exist. Hence adaptive
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meshing can be an interesting alternative for cost effective macrosegregation
computations. Next section describes the implementation of adaptive remeshing
technique for the simulation of freckles.

4.3

Adaptive meshing
Solidification models that consider thermosolutal or double diffusive convection

and channel formation, involve different length scales. A very small solute boundary
layer develops ahead of the solidification front due to large (several orders of magnitude)
differences in thermal and solute diffusivities. Hence, for accurate macrosegregation
computations, proper resolution of the fluid flow close to the tip of the dendrites in the
mush zone and in the liquid just ahead of the solidification front is very important. This
necessitates the use of very fine meshes in those critical regions. In the mushy zone, only
the regions where the liquid metal can still flow leading to the formation of channels and
those close to the solidification front are needed to be discretized with fine meshes. Deep
in the mushy zone, the flow velocities are one or more orders of magnitude smaller
compared to the velocities in critical regions and can easily be captured by the coarse
mesh. Because the convection is predominant, the channel locations remain as liquid
even after their surroundings are solidified and these are the last regions to solidify in the
whole solidification domain. As a result, large gradients in the fraction of liquid exist
surrounding the freckles. For accurate resolution of these large gradients accurately, finer
discretization is needed.
The use of mesh adaptation enables accurate prediction of macrosegregation
while reducing the computational cost. For adaptive meshing, linear triangular elements
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are most suitable as extremely efficient triangular mesh generators are now available. In
the present work, the finite element model based on the projection formulation described
in Chapter III has been implemented with linear triangular elements. And also, the model
is extended to include adaptive remeshing capability for macrosegregation computations.
In this work, the meshes are generated using an efficient unstructured grid generator
AFLR2 developed at Mississippi State University [18, 19]. With this mesh generator, the
points (nodes) are created iteratively at the desired spacing using an advancing front type
point generation algorithm and the connectivity is optimized locally based on a quality
criterion such as minimizing the maximum angle or maximizing the minimum angle. In
order to generate the solution-adapted meshes, this mesh generator allows the use of
mesh adaptation sources. At these adaptation sources, the point distribution function (or
length scale) of the standard automatic point generation algorithm can be modified to a
smaller desired value. The mesh is allowed to grow from these adaptation sources, with
the value of the point distribution function varying between the small and a predefined
large value with a specified growth rate. This algorithm produces a smooth adaptive
mesh. In the present problem, initially a coarse mesh with a uniform spacing is generated
by prescribing a larger point distribution function (or length scale) for the whole
computational domain. Once the solution with the coarse mesh is obtained, the nodes
that satisfy the following criteria are chosen for identifying the regions where fine space
discretization is needed:
(1) Nodes in the mushy zone at which the volume fraction of liquid is greater than
a prescribed value and less than one;
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(2) Nodes at which the gradient of volume fraction of liquid is greater than a
prescribed value.
All these nodes act as the adaptation sources for the mesh generation algorithm
and a smooth solution adapted mesh will be generated. The generated meshes are
updated periodically at fixed intervals of solidification time chosen as a function of the
solidification speed determined by the cooling rate. Whenever the mesh is updated, the
solution variables at the new mesh nodes are interpolated from the corresponding old
mesh data.

4.4

Numerical simulations with mesh adaptation
The solidification model with the projection formulation for solving the

momentum equation is implemented by means of a stabilized Petrov-Galerkin
formulation based on solution adapted linear triangular finite elements. Numerical
simulations for directional solidification of a binary Pb-Sn (23wt.pct) alloy were
performed in a two dimensional rectangular domain. Two example calculations in
domains of 10 mm x 20 mm and 30 mm x 50 mm are presented. Similar solidification
conditions are employed in both the calculations. In each case, the domain is enclosed by
solid walls with no-slip boundary conditions on all surfaces. Initially, the alloy is all
liquid with temperature varying linearly with an initial temperature gradient of 1000 K/m.
An initial temperature of 546.5 K, which is slightly above the liquidus temperature, is
prescribed at the bottom. The lateral walls are insulated and a constant temperature
gradient of 1000 K/m is imposed at the top. At the bottom boundary, the temperature
varies with time according to the prescribed cooling rate of 1.0 K/min.
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Figure 4.4

Meshes generated by AFLR2 at various stages of the simulation: (a) 150 s
(b) 250 s (c) 500 s (d) 720 s (e) 1000 s

In the first example, domain is discretized with a coarse mesh of uniform spacing
of 0.5 mm. To perform mesh adaptation, nodes in the mushy zone with a volume fraction
of liquid greater than 0.9 and also the vertices of the elements for which the gradient of
volume fraction of liquid exceeds 100 m-1 are identified as the adaptation sources to be
used in mesh generation as described above. At these adaptation sources, a value of 0.1
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mm is prescribed as the length scale which is the desired smallest elements‘ size. The
mesh starts to grow smoothly from these nodes with a specified growth rate such that the
maximum spacing does not exceed the initial coarse spacing of 0.5 mm at the farthest
regions. Figure 4.4 shows the meshes at various stages of the simulation correspond to
times t = 150, 250, 500, 720 and 1000 s.

Figure 4.5

Velocity field and liquid volume fraction contours at various stages of the
simulation: (a) 150 s (b) 250 s (c) 500 s (d) 720 s (e) 1000 s
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In Figure 4.5, the contours of volume fraction of liquid are superimposed with the
velocity field. Contours of concentration of solute component Sn in the mixture at
different times are presented in Figure 4.6. With this criterion for adaptation, the channel
regions and the regions near the solidification front are discretized with fine elements.
These channels are enriched in solute and are surrounded by solute depleted regions.

Figure 4.6

Contours of mixture concentration of solute component Sn at various
stages of the simulation: (a) 150 s (b) 250 s (c) 500 s (d) 720 s (e) 1000 s
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In order to compare the performance of the adaptive meshing algorithm,
simulations with linear triangular meshes of uniform spacing have been performed. In
these fixed mesh simulations, mesh size is varied between 0.5 mm and 0.1 mm. In each
case simulation is carried out until solidification time of 1000s. Figure 4.7 (a) shows the
comparison of contours of volume fraction of liquid and Figure 4.8 (a) shows the
comparison of concentration of solute component Sn in the mixture. To make a
quantitative comparison, the profiles of volume fraction of liquid and mixture
concentration at a distance of 5 mm from the bottom of the casting have been plotted in
Figures 4.7(b) and 4.8(b) respectively. It can be observed that gradients in the solution
variables are well predicted with adaptive remeshing algorithm are almost coincided with
those obtained with fine fixed mesh. In Table 4.1, the values of minimum and maximum
solute concentration after 1000 s of solidification are given for each simulation. The
simulation with coarse meshes under predicted the segregation whereas the results with
adaptive remeshing agree quite well with those obtained with fine fixed mesh of 0.1 mm
spacing. However, it is important to note that the freckling is a random phenomenon and
discretization and round-off errors act as uncontrolled perturbations that can change the
convection patterns and hence channel locations. Although the number and also the
locations of the channels predicted are identical in all these simulations (Figures 4.1 4.8), these results may be particular to the solidification conditions employed in the
simulations.
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(a)

(b)
Figure 4.7

Comparison of results with adaptive remeshing and those obtained with
fixed meshes. (a) Contours of volume fraction of liquid (b) profiles of
volume fraction of liquid at 5 mm from the bottom of the domain
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(a)

(b)
Figure 4.8

Comparison of results with adaptive remeshing and those obtained with
fixed meshes. (a) Contours of mixture concentration of Sn (b) profiles of
mixture concentration of Sn at 5 mm from the bottom of the domain
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Table 4.1

Comparison of mixture concentration results with mesh adaptation and
fixed meshes

Mesh

Number
of Nodes

Number of
Elements

Min. Mixture
Concentration
(wt. percent)

Max. Mixture
Concentration
(wt. percent)

Mesh1_0.5mm

976

1830

18.91

25.94

Mesh2_0.2mm

3796

7350

18.13

26.23

Mesh3_0.1mm

23326

46050

9.55

28.82

Adaptive Mesh

7933

15403

9.87

28.16

Figure 4.9 shows the computational performance of adaptive remeshing algorithm
in comparison to the fixed mesh simulations. Even though simulations are performed in a
small computational domain of 10 mm x 20 mm, the CPU time required for the mesh
adaptive simulation is about one-third of the time required in the case of fixed mesh
simulation of 0.1 mm spacing throughout the domain. The savings in CPU time will be
much more pronounced when performing large casting simulations.

Figure 4.9

Comparison of the computational time for different simulations

92

Second simulation with adaptive remeshing is performed in a larger rectangular
domain of 30 mm x 50 mm for the same alloy solidified under the similar conditions in
the previous calculation. Simulation starts with a coarse linear triangular mesh with
uniform mesh spacing of 0.5mm. A criterion similar to the one used in the previous
example is employed to identify the nodes to act as adaptation sources in the mesh
generation algorithm. However, at these adaptation sources, a fine spacing of 0.2 mm is
prescribed as the length scale against 0.1 mm in order to limit the total computational
time as the simulation is being performed in larger domain. The results are presented in
Figures 4.10 – 4.12. Figure 4.10 shows the velocity field at different times t = 150 s, 250
s, 450 s, 600 s and 1000 s. Figures 4.11 shows the results after 1000 s of solidification
time. In Figure 4.11 (a), exploded view of profiles of volume fraction of liquid are
presented. Contours of mixture concentration of solute Sn superimposed with finite
element mesh are shown in Figure 4.11 (b). Results after 2000 s of solidification are
presented in Figure 4.12. It can be observed that the refinement follows the evolution of
channels quite well.
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Figure 4.10

Velocity field at various stages of the simulation performed in a
rectangular domain of 30 mm x 50 mm: (a) 150 s (b) 250 s (c) 450 s (d)
600 s (e) 1000 s
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(a)

(b)

Figure 4.11

Results after 1000 s of solidification time with adaptive remeshing in a
rectangular domain of 30 mm x 50 mm. Contours of (a) volume fraction of
liquid (b) mixture concentration of solute component Sn superimposed
with finite element mesh
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(a)
Figure 4.12

(b)
Results after 2000 s of solidification time with adaptive remeshing in a
rectangular domain of 30 mm x 50 mm. Contours of (a) volume fraction of
liquid (b) mixture concentration of solute component Sn
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CHAPTER V
APPLICATION OF ELEMENT-FREE GALERKIN METHOD FOR DIRECTIONAL
SOLIDIFICATION

5.1

Introduction
The finite element method is well established for the modeling of complex

problems in applied mechanics and related fields. The dependence of the finite element
method on a mesh leads to complications in computations involving the formation of
cracks with complex and arbitrary paths. The subdivision procedure is not always
advantageous for problems in which discontinuities do not coincide with the original
mesh lines such as modeling of multi scale phenomena, phase transformation, moving
phase boundaries, etc. In the context of solidification processes, where sharp gradients in
the field variables can occur as a result of the formation of channels and freckles during
vertical solidification of alloys, an alternative to the finite element method is desirable to
increase the accuracy in the results without complex mesh adaptation techniques.
For more than 30 years, many research efforts have been devoted to adapt the
FEM subdivision to topological and geometrical changes in the domain of interest. The
so-called Arbitrary Lagrangian Eulerian (ALE) method is a finite element formulation
that moves the mesh independently from the material motion, allowing mesh distortion to
be minimized. But even this technique has its limitations for some practical problems
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such as fluid flow or large strain continuum deformation. With the aim of finding a better
approximation of continuum compatibility and also to circumvent the difficulties
associated with automatic generation of quality meshes especially in three dimensions, a
series of new discretization methods, called ‗meshless‘ methods have been introduced. A
variety of meshless methods have been proposed in the last two decades. The main idea
of these innovative methods is to discretize a continuum by only a set of nodal points
without additional mesh constraints. Smooth Particle Hydrodynamics (SPH) [93] is one
of the earliest meshless methods in computational mechanics. The SPH method was
initially used for the simulation of astrophysics problems and was later extended to the
problems of solid mechanics where material strength is important. The introduction of
material strength highlighted shortcomings in the basic method: accuracy, tensile
instability, zero energy modes and artificial viscosity. The attempts to ensure first order
consistency in SPH led to the development of a number of variants of the SPH method,
such as Diffuse Element Method (DEM) [94], Element Free Galerkin Method (EFG)
[95], Reproducing Kernel Particle Method (RKPM) [96], Moving Least Squares
Reproducing Kernel Method (MLSRK) [97], Partition of Unity Finite Element Method
(PUFEM) [98], hp-clouds method [99], Finite Point Method [100], Reproducing Kernel
Hierarchical Partition of Unity Method [101, 102], the Meshless Local Petrov-Galerkin
Method (MLPG) [103] and Moving Least Square Particle Hydrodynamics (MLSPH)
[104].
There are two general classes of meshless methods. In some meshless methods,
such as finite point method (FPM) and meshless local Petrov Galerkin method (MLPG),
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both the interpolation of the dependent variables and evaluation of the integral
expressions resulting from the weighted residual formulation are performed without a
mesh. This class of meshless methods is referred to as ‗truly meshless‘ methods. In some
methods, although the dependent variable interpolation is carried without the mesh, a
background mesh is required to perform the integration. Such methods are sometimes
called as ‗pseudo meshless methods‘. The diffuse element method (DEM), element free
Galerkin method (EFG), hp-clouds method etc. fall under this category. Meshless
methods have a clear advantage over the traditional finite element methods because
meshless interpolants have a larger support size than FEM interpolants. These methods
allow the restoration of consistency of any order by means of a correction function.
Overviews of these meshless methods have been presented in [105-108].
Meshless methods have been used successfully to solve wide variety of problems
in different areas. Here only a few representative references related to solidification
applications are listed. The SPH method has been used to model fluid flow in porous
media [109], to simulate interfacial flows[110], casting simulation[111] and model fluid
flow in high pressure die casting [112]. The EFG method has been successfully
implemented to simulate metal forming [113], and incompressible fluid flow [114].
Application of the EFG method to heat transfer problems is presented in references[115]
[116]. Recently, articles related to the application of meshless methods in solving phase
field equations [117], free surface and solidification problems [118], and crystal growth
[119], have appeared in the literature.
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In the present work the meshless element free Galerkin method is applied to a
solidification model described in Chapter II, for simulating channel formation during
directional solidification of multi-component alloys in a two dimensional domain. The
flow of interdendritic liquid is resolved using the projection formulation illustrated in
Chapter III. Moving least square interpolants are used to obtain the trial and test functions
for the variational principle of a single system of equations which govern the transport
phenomena in the all-liquid region, the dendritic region and the all-solid region during the
solidification process. The following section presents the brief over view of the elementfree Galerkin method together with the procedure to construct the MLS interpolation
functions.

5.2

Overview of the element-free Galerkin method
The element-free Galerkin (EFG) method is originally developed by Belytschko

et al. [95]. It is a meshless method because only a set of points or nodes is used to
generate the discrete equations. The connectivity among the nodes and the approximation
functions are generated by the method. The fundamental difference between this method
and finite element method lies in the construction of the interpolation functions. In FEM,
these functions are polynomials constructed on elements. In meshless methods, nonpolynomial approximation functions with local compact support can be constructed with
no requirement of elements. In particular, element free Galerkin method employs the
moving least squares (MLS) approximation functions. Once the basis functions are
constructed, the EFG method follows a procedure similar to finite element method except
some minor differences. First, the Galerkin weak form is employed to develop the
100

discretized system of equations. Then, the system matrices are evaluated by performing
the integration using a background cell structure. Finally, the assembled global system of
equations is solved for the unknown parameters. The various aspects of element-free
Galerkin (EFG) method are presented in the next section in the context of a generic
transport equation

c
 u c    Dc  s
t

(5.1)

where c is the dependent variable, D is a diffusion coefficient and s represents a source.

5.2.1

Moving Least Squares (MLS) approximation
The EFG method employs the moving least squares functions to approximate the

field variable c  x  with an approximate function c h  x  . Three main components are
needed to construct the approximants: a basis, usually a set of polynomial functions, a
weight function of compact support associated with each node, and a set of coefficients
that depend on node position.
Using the MLS approximation, the unknown field function is expressed as
m

c h  x    p j  x  a j  x   pT  x  a  x 

(5.2)

pT  x    p1  x  , p2  x  ,........, pm  x 

(5.3)

j 1

where

is a vector of basis functions of order m and

aT  x   a1  x  , a2  x  ,.........., am  x 

101

(5.4)

is a vector of unknown parameters. A functional of weighted residual J is constructed
using the nodal parameters cI and the approximated values of the field variable c h  x I 
as
n

J  x   w  x  xI 
I 1

 m

  p j  x I  a j  x   cI 
 j 1


2

(5.5)

where wx  x I  is the weight function and n is the number of nodes in the domain of
influence. The weight function has compact support around the node x I as shown in
Figure 5.1, such that the nodes farther from x I have smaller weights than those nearer to
x I and this variation is smooth. The compact support defines a node‘s domain of

influence over which a node contributes to the approximation. The overlapping of the
supports defines the connectivity of the nodes.

Figure 5.1

Circular and rectangular support domains around a node and a Gauss
quadrature point to determine the nodes used in the construction of MLS
approximation functions
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Figure 5.2

Schematic of approximation function and nodal parameters in MLS
approximation

The unknown parameters a  x  are found by minimizing a functional J with respect to

J
 0 . Minimization of the functional J x  leads to the following
a

a  x  , i.e setting
equations:

A x  a  x   B  x  c
(5.6)
where A and B are given by
n

A  x    w  x  xI  p  xI  pT  x I 

(5.7)

B  x    w  x  x1  p  x1  , w  x  x2  p  x2  ,...., w  x  xn  p  xn 

(5.8)

I 1

cT  c1 , c2 ,...., cn 

(5.9)

Substituting a  x  from Eq. (5.6) into Eq. (5.2), the MLS approximation for the field
variable is obtained as
103

n

c h  x     I  x  cI

(5.10)

I 1

where  I x  is the MLS shape function defined as
m

 I  x    p j  x   A-1  x  B  x    pT A-1 BI
jI

(5.11)

j 1

The MLS approximation has two major features that make it an attractive choice:
1) the approximate field function is continuous and smooth in the entire
computational domain
2) it is capable of reproducing an approximation with the desired order of
consistency.
On the other hand, it also has limitations because it requires the inversion of an m by m
matrix, and the support of each function must include enough neighboring points to
guarantee that the matrix is non-singular. Moreover, the MLS shape functions do not
possess the Kroneckerdelta property, i.e  I  xJ    I J . Hence c h  x I   cI , i.e., the nodal
parameters are not the same as the nodal values of c h  x I  . The approximation to the
field variable at a node depends on the nodal parameters corresponding to all the nodes
within the domain of influence of that node. In this work, linear polynomial basis
functions and cubic spline weight function have been used to construct the shape
functions. For the two-dimensional problem, the domain and basis are

xT   x

y

pT  x    1 x

(5.12)

y

(5.13)

The cubic spline weight function is defined as
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(5.14)

In Eq. (5.14), r is the normalized radius

r

where

x  xI
x  xI
, rx 
dm I
d mx I

and

ry 

y  yI
d my I

(5.15)

dmx I  dmax bx I , dmy I  dmax by I and d max is a scaling parameter; bx I and by I are

the distances from particle I to the nearest neighbors. The weight function at any point is
obtained by
w  r   w  rx  w  ry 

(5.16)

where w rx  and w ry  are calculated by replacing r by rx and ry in Eq. (5.15).
The Galerkin formulation is obtained from
 c h
 c h
c h



W
u

v
  i t i  x y




 i c h
 i c h


D

D
  i s d   0

x x
y y



i  1, 2,.....m

(5.17)

where c h is given by Eq. (5.10). For stabilization the MLS functions W j are modified
using a Petrov-Galerkin treatment of the convective terms.

5.2.2

Implementation of essential boundary conditions
The use of MLS shape functions in EFG method complicates the imposition of

essential boundary conditions as they do not satisfy the Kronecker delta property.
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Various methods have been proposed to implement the essential boundary conditions for
meshless methods [120-123]. Most popular among them are the Lagrangian multiplier
method, the penalty method, Nische‘s method and collocation methods. Each method has
its advantages and limitations. In penalty method, the dimension and positive definiteness
and symmetry of stiffness matrix are preserved. However, the essential boundary
conditions are prescribed only approximately and hence less accurate than Lagrange
multipliers method. In this work, the penalty method is used to impose the Dirichlet
temperature boundary conditions at the bottom boundary of the calculation domain while
solving the energy equation and also for prescribing a reference pressure at the upper
right corner of the domain, in the calculation of incremental pressure, where implicit
calculation is required.
For the transport equation Eq. (5.1) the form of the essential boundary condition
on the boundary  c is of the form
n


I 1

I

 x  cI  c  x 

(5.18)

The contribution of essential boundary conditions to the stiffness matrix and nodal force
vector are

K IJ   TI   J d 

(5.19)

FI   TI  c d 

(5.20)

c

c

where  is penalty parameter. The resulting system of equations becomes

K  K  c  F  F 
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(5.21)

5.2.3

Computational strategies
Galerkin weak form for all the governing equations are developed following the

procedure commonly employed in Galerkin finite element formulations, except using
MLS approximation functions in place of finite element approximation functions. Then
discretized algebraic system of equations is developed by performing the integration of
the weighted residual equations by using a numerical integration scheme such as Gauss
quadrature rule. In the present simulations, Gauss quadrature rule is used for evaluating
the integrals. Although the EFG method is a meshless method, it requires a background
grid for numerical integration for the selection of Gauss quadrature points. Unlike finite
element shape functions, calculation of MLS shape functions is expensive because of the
need to invert a matrix as explained in section 5.2.1. In order to save computational time,
all the particles in the compact support are identified and the shape functions are
calculated for each of the quadrature points in the domain and along the boundary at the
beginning of the program and saved for the rest of the simulation. Once all the required
shape functions are computed, the equations are solved by following the same algorithm
described in the context of finite element computations under section 3.6. A conjugate
gradient algorithm with diagonal preconditioning and sparse format storage scheme is
employed in the solution of algebraic equations.

5.3

Numerical simulations with the element-free Galerkin method
Simulations of directional solidification of a Pb-23 wt. percent Sn in a rectangular

domain of width 10 mm and height 20 mm were performed using the element free
Galerkin method with different node distributions. The computational domain and the
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boundary conditions are similar to those depicted in Figure. Initially, the alloy is assumed
to be all liquid with nominal composition and completely fills the domain enclosed by the
solid walls; therefore no-slip boundary conditions are applied on all sides. And also, the
temperature of melt varies linearly from 546.5 K (slightly larger than the liquidus
temperature) at the bottom to 566.5 K at the top (i.e. a stable linear temperature gradient
of 1000 K/m). The lateral surfaces are insulated and a temperature gradient of 1000 K/m
is imposed at the top. The melt is directionally cooled from below under normal gravity
with an imposed cooling rate of r = 1 K/min on the bottom boundary. The physical
properties used in the calculations were listed in Table 1.
Figure 5.3 shows the simulation result with 1892 nodes after a solidification time
of 12 min. Since EFG method requires a background grid for integration, a grid with 30 x
60 rectangular cells with 2 Gauss points in each of the coordinate directions is used to
perform integration. The positions of the field nodes are chosen to be the vertices of the
integration cells. The distribution of the nodes and the contours of volume fraction of
liquid and mixture solute concentration are shown in Figures 5.3 (a), (b) and (c). The
velocity vectors have been shown in Figure 5.3 (d). The result shows that the mushy
zone has advanced to about one half of the domain in the vertical direction. Two vertical
channels on each side of the casting have been developed. These channels are
characterized by high volume fraction of liquid and also severely segregated in solute
content. The maximum solute concentration within the channels reached to about 28.02
wt. percent whereas the initial nominal composition is 23 wt. percent. The regions in the
neighborhood of the channels are severely depleted of the solute component Sn. The
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minimum solute concentration is low as 16.58 percent. The velocity of the interdendritic
liquid in the channel regions ahead of the dendrites is significantly higher than the
surrounding regions. The predicted maximum velocity is 2.45 mm/s.
In order to perform a comparison between EFG and FE calculations, the same
problem was solved with the finite element method using 30 × 60 bi-linear rectangular
elements (1892 nodes). 2×2 Gauss quadrature rule is used for integration. The number
and positions of nodes are chosen to be the same in both the calculations. Figure 5.4
shows the finite element mesh, the calculated contour plots of volume fraction of liquid,
mixture solute concentration and the velocity vectors. Both simulations show similar
growth of the mushy zone with formation of segregated channels on the vertical sides of
the domain. No significant differences in the volume fraction of liquid and concentration
fields were observed, the magnitude of the segregation is also very similar in both
calculations. After 12 min of solidification, the minimum and maximum concentration of
the solute Sn are 16.65 percent and 27.73 percent respectively. The maximum velocity in
the domain is 1.9 mm/s. Although not shown, the temperature and liquid concentration
profiles predicted by EFG and FE methods are also identical. The Figures 5.5 and 5.6
show the quantitative comparison of the values of volume fraction of liquid and mixture
solute concentration at a distance of 5 mm from the chill after 12 min of solidification for
two different nodes arrangement. In each case, both finite element and EFG results are
obtained with the same number of nodes and also the nodes are placed in the identical
positions.
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Figure 5.3

Simulation result after 12 min of solidification of Pb-Sn (23 wt. percent)
alloy with meshless EFG method. (a) node distribution (b) contours of
volume fraction of liquid (c) velocity vectors (d) contours of mixture
solute concentration
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Figure 5.4

Simulation result after 12 min of solidification of Pb-Sn (23 wt. percent)
alloy with finite element method. (a) finite element mesh (b) contours of
volume fraction of liquid (c) velocity vectors (d) contours of mixture
solute concentration
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Figure 5.5

Comparison of profiles of volume fraction of liquid predicted by EFG and
finite element methods for two different node distributions after 12 min of
solidification. Dotted lines show the finite element results whereas
continuous line shows the EFG results

Figure 5.6

Comparison of profiles of solute concentration of Sn in the mixture
predicted by EFG and finite element methods for two different node
distributions after 12 min of solidification. Dotted lines show the finite
element results whereas continuous line shows the EFG results
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The meshless methods are more attractive with the adoption of arbitrarily
distributed nodes. To emphasize the fact that EFG can perform well even with arbitrary
unstructured arrangement of nodes, simulation results in this sense are presented in
Figure 5.7. This result shows the calculations performed with 2172 nodes, distributed
arbitrarily and with non-uniform spacing. Compared with the result using regular
arrangement of nodes in Figure 5.3, this result shows the same amount of segregation.
However, very slight variation in the contours of volume fraction of liquid and mixture
concentration is observed. This is because different criteria have been used to select the
nodes for constructing approximation functions. In order to select the nodes for the
approximation of the dependent variables at a point, either the concept of support domain
or influence domain can be used[108]. Support domain of a node (or quadrature point)
refers to the small local domain around that node (or quadrature point) such that all the
nodes within that domain are used in the construction of approximation function at that
node (or quadrature point). Unlike support domain, influence domain is defined only for
a field node, but not around a quadrature point. The influence domain of a node is the
local area upon which the node can have the influence. When constructing the
approximation function at a point (node or quadrature point), all the field nodes whose
influence domain enclose that point must be considered. The use of a constant support
domain works well if the node density does not vary significantly in the computational
domain. The influence domain helps to always select a sufficient number of nodes to
construct the approximation functions independently of the node density variation. In the
simulations shown in Figure 5.3, a constant support domain size has been used to select

113

the nodes for constructing the approximation functions. However, in the simulation
shown in Figure 5.7, the concept of influence domain has been employed.

Figure 5.7

Simulation result after 12 min of solidification of Pb-Sn (23 wt. percent)
alloy with meshless EFG method; (a) node distribution (b) contours of
volume fraction of liquid (c) velocity vectors (d) contours of mixture
solute concentration
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Despite the various strategies employed by the researchers, the element free
Galerkin method is still computationally much less efficient than the finite element
method because of the non-polynomial higher order MLS shape functions and the need to
perform inversion of a matrix in their construction. The finite element simulation with
1892 nodes took about 83s and the EFG simulation with the same number of nodes took
about 440s, both for 720s of solidification time on the same machine. At this stage of
development, the computational cost of the EFG method is the main deterrent to perform
larger calculations. However, it is expected that the advantages of EFG will start to
appear more evident in large 3D problems with localized sharp gradients, where the less
accurate finite elements and the cost of mesh adaptation become significant obstacles in
finite element simulations.

5.4

Conclusions
The meshless Element-free Galerkin (EFG) method has been used, for the first

time according to the author‘s knowledge, to simulate the formation of channel
segregates or freckles during directional solidification metal alloys. The meshless EFG
formulation was developed for a well-tested continuum solidification model which solves
the conservation equations of momentum, energy and solutes content, in addition to the
solidification and thermodynamics of the alloy.
One of the objectives of the present work was to evaluate the performance of the
meshless EFG method in the simpler context of a fixed distribution of particles, without
the additional complexities introduced by adaptive refinement for which meshless
methods are particularly suitable. The accuracy of calculated results has been tested by
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comparing them with a reference finite element solution. The higher order of the MLS
shape functions ensures good solutions even with arbitrary distribution of nodes, with the
results showing slight sensitivity to variation in the number and location of field nodes.
It is known that the EFG method is not a totally mesh-free method because a background
grid is needed to numerically calculate the integrals of the weak formulation. Although
the approximated solution is based on the selected shape functions and the node
distribution, a balance between the number of nodes and the number of integration points
(or Gauss points) is usually recommended to avoid inaccuracies in numerical integration
or singularities in the stiffness matrix [124]. It is suggested that the sufficient number of
integration points should be about three times the number of the particles in the domain
[108]. In all the simulations shown in this work, background mesh and gauss integration
order are selected to satisfy this criterion such that economic results of acceptable
accuracy can be obtained. Although the EFG method performed well with different
arrangement of particles, the results showed some effect of the node distribution on the
patterns of thermosolutal convection. A slight sensitivity of results to particle
distribution over a fixed background grid was found in the case of the binary alloy. This
effect is expected because of the high sensitivity of thermosolutal convection to
discretization and round-off errors, which act as uncontrolled perturbations driving and
changing the convection pattern of channels.
From the results obtained in this work, it can be concluded that the EFG method is
an interesting alternative to classical finite element or finite volume methods for the
simulation of solidification of alloys. Channel segregates, pore formation, inclusions,
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oxide films, to mention a few, are some examples of severe defects that affect many
solidification processes and for which numerical modeling is being actively used to
improve the insight in defect formation mechanisms. The higher order of the shape
functions, the lack of connectivity between particles and the relative easiness of adaptive
refinement makes the EFG method worth of further investigation for its potential
application to the simulation of localized defects during alloy solidification in complex
domains.
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CHAPTER VI
SUMMARY AND RECOMMENDATIONS FOR FUTURE WORK
6.1

Summary
Directional solidification is the primary manufacturing process to produce the

single crustal superalloy gas turbine blades used for jet propulsion and power generation.
These expensive castings suffer from macrosegregation defects called freckles that can
arise due to thermosolutal convection resulting from buoyance forces associated with
solute rejection. These defects have detrimental effect on the thermal creep and fatigue
properties and severely affect yield rates. Modeling offers cost effective means of
predicting the onset of freckling thereby improving the casting methods. However, the
computational inefficiency of the existing mushy zone models is a deterrent to perform
large scale realistic casting simulations.
Motivated by the inefficiency of the existing models, in the present work, three
different numerical algorithms have been developed to simulate the directional
solidification process. These works have been published in references [125-129]. A finite
element model for solving the volume averaged conservation equations together with
projection formulation for the solution of momentum equation has been used to perform
the two and three dimensional simulations. This semi explicit projection formulation
allows the decoupled solution of the momentum equation and has shown significant
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improvements in the computational efficiency and memory requirements compared to
other methods such as GLS and penalty methods which solve the momentum equation as
a coupled system.
Adaptive remeshing technique is implemented to perform two dimensional finite
element simulations with linear triangular elements. An efficient unstructured mesh
generator is integrated with the solidification code to generate the adaptive meshes. The
simulations performed so far show that this approach has the potential to contribute to the
computational efficiency. However, unless the very small elements are used, results
suffer from loss of accuracy due to linear shape functions and interpolation from previous
mesh to the new mesh.
The third area addressed in the work is the use of meshless element free Galerkin
method for simulating directional solidification process. While higher order of the
approximation functions can lead to better accuracy, their construction is computationally
expensive. In general, this method performed significantly slower compared to finite
element method when calculations are done with the same number of nodes. However,
with the use of faster searching algorithms, the lack of connectivity among the nodes and
relative easiness of the adaptive refinement can be advantageous especially for large three
dimensional simulations in complex geometries.
Several numerical calculations simulating the directional solidification of binary
Pb-Sn alloy and also a multicomponent Ni-Al-Ta-W alloy under different solidification
conditions are performed using the above mentioned computational algorithms. Both two
and three dimensional simulations are performed. In these simulations, all the features of
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the channel type convection and freckle segregates have been captured. However, direct
comparison of freckle simulations with experiments is not possible since freckling is a
random phenomenon. Although specific experimental validation of the freckle
simulations is not provided in the present work, the general shape of the typical solutal
plume resulting from the buoyancy forces associated with density variations is clearly
evidenced. Location and the number of channels are highly sensitive to solidification
conditions. Moreover the microstructure parameters such as dendrite arm spacings have
significant effect on the permeability of interdendritic liquid through the solid dendrite
matrix which in turn significantly influences the macrosegregation. Direct numerical
simulations on microscopic scale which provide the coupled microstructuremacrosegregation modeling may be necessary for further advancement in
macrosegregation computations.

6.2

Recommendations for future work

6.2.1

Parallel algorithm implementation
The projection formulation offered significant improvements in the computational

efficiency, although in the present work simulations are performed on a single processor.
In this formulation, the velocity components are calculated explicitly which makes it
suitable for large scale parallel implementation on multiple processors. This can extend
the capability to handle simulations in castings of complex geometries of realistic
dimensions for predicting macrosegregation.
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6.2.2 Simulations with mesh adaptation
In the present work, the adaptive remeshing algorithm is implemented in two
dimensions with isotropic linear triangular finite elements. Due to the presence of
exponential solute boundary layers near the solidification front, the use of adaptive
meshing with anisotropic elements may be an interesting option. And also the two
dimensional model can be extended to perform three dimensional mesh adaptive
simulations with tetrahedron elements. In the present work, element free Galerkin method
is implemented in a simpler context of fixed distribution of nodes. With the lack of
connectivity among the nodes, nodes can be easily moved in the domain and node
generation would be a lot easier compared to mesh generation for complex geometries.
EFG implementation with adaptive node generation can make simulations in larger
complex domain possible.

6.2.3

Modeling of other casting defects like oxide bifilms
Castings of aluminum alloys, steels and also nickel base superalloys are

susceptible to crack like defects called oxide bifilms. These defects can form during
melting and pouring phases of a casting process due to entrainment of surface oxide
layers as shown in Figure 6.1 (a) [130] , and have deleterious effect on the mechanical
properties of the castings. The size of these defects is relatively very small compared to
the melt and can undergo large deformations during solidification process.
Numerical modeling is actively sought to understand the dynamics of these
defects in solidifying alloy. Immersed methods in which the solid bifilms are discretized
with Lagrangian mesh on top of an Eulerian fluid domain can be used to model the fluid
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structure interaction between the solid bifilms and the melt. Pita [131] developed an
immersed element free Galerkin model for this type of problems. However, the solid
deformation is studied in an all liquid melt with no consideration of solidification. The
combination of mesh adaptive finite element and EFG solidification models developed in
the present work can be extended to model the bifilm dynamics in a solidifying alloy. The
study of formation of hydrogen porosity that results from the presence of bifilms could be
a very challenging task and offer potential advantages in casting simulation.

(a)
Figure 6.1

(b)

(a) Entrainment of double oxide bifilm [130](b) Finite element mesh in
modeling of bifilm dynamics [131]
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APPENDIX A
THERMOPHYSICAL AND TRANSPORT PROPERTIES OF THE MATERIALS
USED IN THE SIMULATIONS
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Table A.1

Thermodynamic and transport properties of Pb-Sn alloy
Parameter

Reference concentrations
Reference temperature
Eutectic temperature
Temperature at which latent heat is
given
Equilibrium partition ratio
Thermal expansion coefficient
Solutal expansion coefficients
Viscosity
Specific heat of liquid

Symbol

Units

Sn
TR
TE

wt. percent
K

23
546.494

K

456

TH

K

528

k
T
C

c pl

K

0.31
-1.2 x 10-4

wt pct-1
Ns m-2
J kg-1 K-1

-5.15 x 10-3
2.1736 x 10-3
190
160
3.76 x 105
18.4
36.8

-1

Specific heat of solid
Latent heat of fusion
Thermal conductivity of liquid

c ps

L
kl

J kg-1 K-1
J kg-1
W K-1 m-1

Thermal conductivity of solid

ks

W K-1 m-1

Density of liquid

l
s

Density of solid

Value

kg m

-3

8800

kg m

-3

9700

Solute diffusivity in liquid

Dl

ms

5 x 10-9

Solute diffusivity in solid
Melting temperature of the pure
substance
Slope of liquidus
Primary dendrite arm spacing

Ds

m2s-1

5 x 10-13

Tmelt

K

600

m
d

K (wt.percent)-1 -2.32633
m
200

137

2 -1

Table A.2

Thermodynamic and transport properties of Ni-Al-Ta-W alloy
Parameter

Symbol

Units

Value

CRAl
Reference concentrations

CRTa

wt. percent

6
6
5

CRW
Reference temperature

TR

K

1697

Eutectic temperature

TE

K

1642
0.96
0.5655  0.0183 ClTa
1.67
-1.386 x 10-4

Al

Equilibrium partition ratio

k
k Ta
kW

Thermal expansion coefficient

T

Solutal expansion coefficients

CAl
CTa
CW


Viscosity
Specific heat of liquid

K-1
(wt.percent)

c pl

-2.457 x 10-2
4.617 x 10-3
5.241 x 10-3

Ns m-2
J kg-1 K-1

4.635 x 10-3
700
700
2.95 x 105
30
30

Specific heat of solid
Latent heat of fusion
Thermal conductivity of liquid

c ps

L
kl

J kg-1 K-1
J kg-1
W K-1 m-1

Thermal conductivity of solid

ks

W K-1 m-1

Density of liquid

l
s

Density of solid

-1

-3

7194

kg m-3

7194

kg m

2 -1

Solute diffusivity in liquid

Dl

ms

5 x 10-9

Solute diffusivity in solid
Melting temperature of the pure
substance
Primary dendrite arm spacing
Liquidus temperature (K)

Ds

m2s-1

5 x 10-13

Tmelt

K

1728

d

m

400

Tliq  1728  2.23354 ClAl  0.0584719 ClTa  2.4 ClW  2, 45034  ClAl 

1.5

 0.384719  ClTa   0.96448  ClAl ClTa 
1.5

0.75
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