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In this paper, we examine methods for Inverse Probability of Attrition Weighting
(IPAW) in a cohort study. Such longitudinal studies often suffer from attrition bias
when participants fail to attend follow up visits. IPAW is a common strategy to address
attrition bias which allows unbiased estimation of causal effects. The typical approach
to IPAW employs logistic regression to model the likelihood of dropout. By introducing
alternative modeling strategies, we hope to improve performance and add flexibility to
such analyses. We apply these methods to the Atherosclerosis Risk in Communities
(ARIC) Study, a biracial longitudinal cohort study of 15,792 subjects, with the goal
of using them in a prospective study of the association between air pollution exposure
and Alzheimer’s Disease and related dementias (ADRD).
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The purpose of this project is to study the performance of new methods for calculat-
ing inverse probability of attrition weights (IPAW) and their potential for addressing
attrition bias in a cohort. It is part of a larger study with collaborators from George
Washington University, Texas A&M University, and the University of North Carolina
at Chapel Hill. This study, which I will refer to as the ADRD-Air Pollution study, is
based on the Atherosclerosis Risk in Communities Study (ARIC), a prospective cohort
study begun in 1987, which currently includes participant data from six visits over a
period of nearly thirty years.
The ADRD-Air Pollution study aims to estimate the association between Alzheimer’s
Disease and Related Dementias (ADRD) and exposure to ambient air pollution. This
research is motivated by previous studies which have demonstrated an association be-
tween air pollution and cognitive health at a single point in time. By considering
a broader exposure window, which takes into account the long-term pathogenesis of
ADRD, the aim of the study is to more thoroughly investigate the effect of air pol-
lution exposure on its development. While the mechanisms are not fully understood,
there is some evidence that air pollution exposure may lead to neuroinflammation,
cerebrovascular disease, and cardiovascular disease, all of which may contribute to the
development of ADRD. The study is further motivated by the practicality of reducing
air pollution exposure as a public health response. These pollutants can be practically
regulated and monitored, and it has been demonstrated that doing so is cost-effective.
Considering the long follow up periods in the ARIC study, there is significant
dropout among participants. Intuitively, it is plausible that dropout is correlated with
developing ADRD. For example, particpants who begin to suffer from cognitive de-
cline may be less likely to continue follow up with ARIC exams as a result of reduced
mobility. Likewise, they certainly have increased mortality, another form of ARIC
dropout. Unaccounted for, this dropout will lead to selection bias in the final analysis.
To address this potential source of bias, many studies have used Inverse Probability of
Attrition Weighting (IPAW). The basic idea is to estimate the probability of attrition
at each visit for participants, then incorporate these into a total probability of attrition
over the course of the study. These likelihoods are then inverted and used as weights
in the final analysis. The effect is a “pseudopopulation” where attrition is unassoci-
ated with ADRD, which theoretically allows for unbiased estimates in the final analysis.
When performing IPAW, it essential to fit statistical models which produce well-
calibrated probabilities. This is typically done using logistic regression. However, there
is little literature on alternative modeling approaches in IPAW. By implementing a
variety of other regression approaches, I hope to gain more insight on this problem and




2.1 The ARIC Study
The more than 15,000 participants in the ARIC study comprise a biracial cohort, repre-
senting sites in North Carolina, Mississippi, Maryland, and Minnesota [1]. The study’s
purpose is to observe the development of atherosclerosis in individuals and better un-
derstand the role of other factors in its treatment and prevention. However, ARIC’s
comprehensive medical information, long duration, and diverse population has led to
its use in many other studies. Crucially for the ADRD-Air Pollution study, ARIC
has collected data on cognitive decline, ADRD diagnoses, and MRI-based markers of
neuropathology. ARIC’s cognitive decline data comes predominantly from three tests,
Delayed Word Retention Test (DWRT), Digit Symbol Substitution Test (DSST), and
Word Fluency Test (WFT), which were conducted at visits 2, 4, 5, and 6. These, and
a few additional tests conducted at visits 5 and 6, have been combined into summary
scores which will measure cognitive decline in participants. ARIC’s MRI-markers were
recorded in visit 5 and were analyzed for measurements such as regional grey matter
volumes, white matter hyperintensity volumes, and white matter mean diffusivity. Fi-
nally, ARIC has recorded direct diagnoses of dementia at visits 5,6, and 7. While most
covariates of interest, like these ADRD outcomes, are included in the ARIC cohort
data, one of the challenges of the ADRD-Air Pollution study will be linking this data
to estimates of air pollution exposure.
To meet its aims, The ADRD-Air Pollution study must also acquire estimates of
air pollution exposure for participants. Specifically, the study will consider particulate
matter with a diameter of less than than 2.5 microns (PM2.5), as well as ozone (O3).
It will develop a deterministic model for calculating exposure estimates. This method
will incorporate existing data from monitors and emission inventories, and it will be
based on a local layered dispersion model as well as two chemical transport models.
They will use geocoding techniques to link this data to ARIC particpants. Partici-
pant addresses have already been geocoded for visits 1, 2, 3, and 4, and these will be
augmented with participant address data collected at visits 5 and 6. Once complete,
they will have air pollution exposure estimates even for very early visits. This data can
then be used, in combination with cognitive outcomes and other covariates, to generate
inverse probability of attrition weights. Before undertaking this study, they would like
to better understand the viability of IPAW for addressing attrition bias and how best
to implement such a strategy.
2.2 Inverse Probability of Attrition Weighting
Ultimately, the ADRD-Air Pollution study will use IPAW on the ARIC cohort, then
fit marginal structural models with air pollution as a covariate and ADRD as an out-
come. However, the air pollution estimates to be used are still in development. While
it would be possible to replace these estimates with less accurate air pollution values,
before comparing IPAW strategies, any inferences from this analysis would be uncon-
vincing. Instead, we propose replicating a previous study by Andreea Rawlings et
al [3], which demonstrates a link between diabetes and 20-year decrease in cognitive
skills in the ARIC cohort. If we can first replicate the IPAW and analysis described
in Rawlings et al [3], we can then assess the performance of alternative IPAW strategies.
It is worth noting that there are a number of alternative approaches to correcting
attrition bias which we have chosen not to implement. One such approach is principal
stratification, a method which identifies underlying strata in the data (e.g. participants
whose dropout is caused by their treatment vs participants who would have dropped
out regardless) and only computing causal relationships within these strata. Others
have addressed attrition bias by imputing missing values, using methods like shared
parameter models and MICE (Multiple Imputation by Chained Equations). While
there are benefits to each of these approaches, we elected to use IPAW, which has the
advantages of flexibility, simplicity, and theoretical unbiasedness.
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As previously discussed, IPAW is usually performed by fitting logistic models for
censorship. In general, censorship can either be attributed to death or to non-death
causes, such as poor health, which result in the subject failing to attend a follow up
visit. Because of this, we choose to fit separate models for the probability of death and
non-death attrition, invert these to get death and non-death weights, then multiply
these to obtain final weights. For each model, censorship will be denoted C(k), with
C(k) = 0 indicating the particpant was censored by visit k. Similarly, we denote the
time-dependent covariates as L(t), and the baseline covariates, stable variables such as
height and gender, as V . We will condition the model on the ADRD variables as well,
denoting these A(k). We denote a patient’s entire covariate history up to visit k with a
bar, e.g. L̄(k). With this notation, the basic logistic model can be expressed as follows:
logit pr[C(k) = 0|C̄(k−1) = 0, Ā(k−1), L̄(k−1)] = α0+α1L̄(k−1)+α2Ā(k−1)+α3V
One issue with this method is that a strong association between components of L(k)
and C(k) may cause inflated variance on the estimated probabilites, leading to certain
subjects dominating in the final analysis. The solution is to use stabilized weights. To
do this, we simultaneously fit probabilities which are only conditioned on A(k) and V
rather than L(k), then divide these two probabilities to attain a stabilized weight. This




pr[C(k) = 0|C̄(k − 1), Ā(k − 1) = āi(k − 1), V = vi]
pr[C(k) = 0|C̄(k − 1), Ā(k − 1) = āi(k − 1), L̄(k − 1) = τ̄(k − 1)], V = vi]
In implementing this IPAW method, one of the most important considerations is
model selection. The ARIC cohort data contains hundreds of variables, most of which
will not be relevant in this analysis, and it is necessary to select only a small subset of
these for the IPAW model. However, one assumption of the IPAW is that there are no
unmeasured confounders. For this reason, one typically selects a large group of likely
confounders manually, before conducting a model-selection procedure. We adopt the
approach taken in Rawlings et al [3] — forwards selection.
When conducting IPAW, it is common to assume the Markov Property — that
dropout at a visit can be predicted from variables recorded only at the most recent
prior visit, rather than those of all previous visits. By assuming the Markov Property,
one calculates the likelihood of dropout at visit k using only L(k − 1) instead of the
5





pr[C(k) = 0|C̄(k − 1), Ā(k − 1) = āi(k − 1), V = vi]
pr[C(k) = 0|C̄(k − 1), Ā(k − 1) = āi(k − 1), L(k − 1) = τ(k − 1)], V = vi]
Although covariate history is included in the formal expression of IPAW, researchers
typically assume the Markov Property for some or all variables in practice. Thus we
elect to assume this property and implement IPAW as above.
2.3 The Super Learner Algorithm
While logistic regression is the standard method for fitting probabilities in IPAW, other
classification algorithms can be used. Of particular interest are the emerging class of
highly accurate “machine learning” algorithms. While this term includes typical ap-
proaches such as logistic regression, it also includes non-parametric models such as
K-Nearest Neighbors, Support Vector Machines, Random Forests, and others. Such
methods are often, though not always, more accurate than logistic regression. Their
chief advantage is greater flexibility. Nonlinearities between the independent variables
and log odds are not of concern in non-parametric models. In addition, some such algo-
rithms reduce the risk of multicollinearity. For example, the Random Forest algorithm
does so by randomly sampling from the independent variables in each tree.
A typical problem with non-parametric machine learning approaches is that they
are sensitive to the underlying structure of the data. While some guidelines exist, it is
often impossible to know a priori which modeling approach will best suit the data. A
more practical issue with many such methods is their propensity for fitting probalities
of zero. In Random Forest classification, for example, the fitted probability that a sub-
ject drops out is given as the average of each classification tree for that subject. If no
forests classify the subject as dropped out, then the fitted probability is zero. In many
cases this is not an issue, but with a small sample size and few observed outcomes of
interest, the probability of fitting probabilities of zero becomes likely. With the exam-
ple of random forest classification, this can be mitigated by adding more forests, but
this quickly becomes computationally inefficient. To address these issues, we propose
using the Super Learner algorithm.
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The Super Learner algorithm, proposed by van der Laan et al (2007) [4], combines
multiple prediction models into a super learner, a weighted combination of these candi-
date models. The algorithm weights candidate learners by their V-fold cross-validated
risk. In cases where the parametric assumptions of logistic regression are violated, or
where other classifiers are more accurate, this approach will reduce bias in the down-
stream GEE parameters. Super Learner has been used for IPAW before and has been
shown to improve on logistic regression in some cases. Suppose we have a dataset
χ = {Xi : i = 1, 2, ..., n}, where Xi = (Yi,Wi) with Yi as the outcome and Wi as the
p-dimensional set of covariates. Suppose as well we have candidate learners L1, L2, ...,
LK(n) in our library L. Briefly, the Super Learner algorithm proceeds as follows [2]:
1. Fit ψ̂k as the estimator of E(Y |W ) for each algorithm Lk
2. Split X into training splits T (v), v ∈ 1, 2, ..., V and define validation sets V (v)
such that T (v) = X\V (v) (as with V-fold cross validation). Then for each fold v
fit each Lk ∈ L to obtain the predictions ψ̂k,T (v)(Wi)
3. Combine these predictions into matrix Z = {ψ̂k,T (v)(WV (v)), v = 1, ..., V & k =
1, ..., K}




















The performance of Super Learner may take one of two courses. If none of the candi-
date learners converge at a parametric rate, the super learner performs asymptotically
as well as the best candidate learner. Alternatively, if one of the candidate learners
converges at a parametric rate, then the super learner achieves an almost parametric





All ARIC cohort data was accessed through the ARIC Coordinating Center at the
University of North Carolina at Chapel Hill. The data was stored locally in separate
datasets for visits 1 through 5. Another dataset, containing neurocognitive assessments
linked to ARIC visits, provided data on cognitive decline. Other datasets provided sub-
ject death dates and annual follow up data. All datasets were given as SAS data files
and were exported to R for analysis. Subjects were linked through follow up visits
through unique ARIC ID’s.
3.2 Implementing IPAW
To perform IPAW via logistic regression, we select covariates corresponding to the
Rawlings 2014 analysis. Baseline (non-time varying) covariates included age at visit
1, sex, ARIC center, race, education level, Apolipoprotein E allele, height, diagnosed
chronic lung disease, peak expiratory flow rate (PEFR), and health insurance status
(yes or no). Education level was defined was defined as basic (highest grade completed
less than or equal to 11), intermediate (highest grade between 12 and 16), or advanced
(highest grade between 17 and 21). Time-dependent covariates, updated at each follow
up visit were Diabetes (defined as glucose level greater than 125 mg/dL following Fast-
ing Plasma Glucose Test), prevalent stroke, prevalent coronary heart disease, cigarette
smoking status (current smoker, former smoker, never smoked), body mass index, use of
blood pressure lowering medications, and a neurocognitive assessment score. To obtain
this score, the mean of three tests (Digit Symbol Substitution Test (DSST), Delayed
Word Recall Test (DWRT), and Word Fluency Test (WFT)) was taken at each visit.
The mean score at each visit was standardized by the mean and standard deviation of
the combined scores at visit 2. We will refer to this standardized covariate as the Global
Cognitive Z-Score. These scores were categorized into quintiles for use as a covariate.
At each visit, observations with any missing values were excluded. Outcome variables
were censorship due to death and censorship due to non-death attrition.
IPAW models were first fit using logistic regression to replicate Rawlings 2014. They
were fit through forward selection using the step() function in R, which adds variables
by Akaike Information Criteria (AIC). Separate models were run for White and Black
ARIC participants at visits 2, 4, and 5 for both death and non-death attrition. Due to
the long gap between visits 4 and 5, an additional pseudovisit was constructed between
these visits using data collected from annual follow up interviews. This was used for
another regression on attrition to due to death. Fitted probabilities were obtained for
each model, then used to produced stabilized weights, following the method described
in section 2.2. Weights greater than 30 were truncated.
IPAW models were then fit using the Super Learner algorithm. Models were se-
lected and weights were calculated using the strategy described above. Models were
fit using the SuperLearner package in R. The candidate library included five models:
generalized boosted regression modeling (GBM), random forest, k-nearest neighbor,
l1-penalized regression, and generalized linear model (logistic regression). The gener-
alized boosted regression models were fit with 10,000 trees, a shrinkage factor of 0.001,
two-way interaction terms and five-fold cross validation. The random forest models
were fit with 500 trees, and a minimum node size of 1. The k-nearest neighbor models
were with 10 neighbors. Three-fold cross validation of risk for candidate learners was
used to determine the weights for the super learner.
3.3 Implementing GEE
To fit a model for 20-year cognitive decline, we used a generalized estimating equations
model according to the procedure outlined by Rawlings [3]. Covariates for these models
included age, squared age, cigarette smoking status, body mass index, diagnosed hy-
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pertension, use of hypertension medication, prevalent coronary heart disease, prevalent
stroke, sex, education level, and race-center (e.g. “Black in North Carolina”). 20-year
cognitive decline outcomes were the mean of DSST, DWRT, and WFT standardized
to visit 2, which we refer to as Global Cognitive Z-scores. To fit the generalized es-
timating equations, we used the geepack package in R. They were implemented with
unstructured correlation matrices and included interactions between time (measured as
time elapsed since beginning of visit 1) and all other covariates.
3.4 Assessing Models
To understand the performance of various IPAW strategies, we have chosen several
diagnostic techniques. To assess the IPAW models, we will use a technique known as
binning. For each model, we will calculate 10% quantiles and use these to distribute
predictions to evenly-sized bins. We will then calculate the mean predicted probability
within each bin and plot it against the true proportion within the bin. This will give a
broad sense of the accuracy of each model. Outside of goodness-of-fit, there are a few
broad guidelines which we will use to assess the weights generated using these predicted
probabilties. First, we will examine histograms of the stabilized weights. Given that
they are stabilized, we expect them to be roughly normally distributed and clustered





Using the approach described in section 3.2, models were fit for death and non-death
attrition, for White and Black subjects, at visits 4 and 5 and an additional pseudovisit
constructed between the two. Visit 3 was not used, as most subjects did not have suf-
ficient cognitive scores data at this visit. To assess the goodness of fit of these models,
we binned the predicted probabilities and plotted the within-bin means against the
true proportions, as described in Section 3.4. We see in Figure 4.1 and 4.2 that the
both the GLM and Super Learner models perform well at predicting non-eath attrition
at visit 4. However both models, and particularly the Super Learner model, perform
much worse at predicting death at visit 4, as shown in Figure 4.3 and Figure 4.4. This
can be attributed to the relative rarity of death as opposed to non-death attrition. As
the cohort ages, death becomes more common at visit 5, and we see in Figure 4.5 and
4.6 that the models predict death much better at visit 5.
Further diagnostics can be run on the distribution of the weights generated by
IPAW. Stabilized weights should ideally be normally distributed, with a mean near 1.
Histograms of weights generated using GLM (Figure 4.7) and Super Learner (Figure
4.8) show these distributions. Because results on IPAW were not published in Rawlings
2014, we cannot directly compare these histograms to a reference. However, we observe
that both models skew heavily rightward and are clustered near 1. The mean unsta-
bilized weight is 1.57 for the GLM approach and 1.79 for the Super Learner approach.
It is clear that the Super Learner approach yields a more right-skewed distribution of
weights.
To better understand the performance of the Super Learner algorithm, we examine
GBM Random Forest KNN Lasso GLM
Visit 4 0.08359461 0.07256961 0 0.84383578 0
Visit 5 0.64813976 0.03968227 0 0 0.31217796
Table 4.1: Super Learner Coefficients for Censorship (White Participants)
GBM Random Forest KNN Lasso GLM
Visit 4 0.40291385 0.02376440 0.12432609 0.35649701 0.09249865
Pseudovisit 0.550483131 0 0.008587679 0.440929190 0
Visit 5 0.28945816 0.01557665 0 0.24173024 0.45323495
Table 4.2: Super Learner Coefficients for Death (White Participants)
the weights assigned to each candidate learner for each Super Learner model. Weights
for models of non-death attrition among white participants (4.1), death among white
participants (4.2), non-death attrition among black participants (4.3), and death among
black participants (4.4), are provided below. We observe that the weighting scheme
changes drastically between models, and there is no clear candidate learner with low
risk among all models. For example, the Lasso model receives the highest weight, 0.84,
for modeling non-death attrition among White participants at visit 4, but it receives
a weight of 0 at the subsequent visit. It is clear that the Super Learner algorithm is
highly sensitive to the structure of the data.
After stabilized weights were fit, covariates were selected for the generalized estimat-
ing equations, as in section 3.3. Models were fit for 20-year decline in cognitive function.
As described before, cognitive function was measured as the mean of DSST, DWRT,
and WFT scores, standardized to visit 2. The results of these models, as measured
by mean difference in cognitive decline between diabetic and non-diabetic subjects,
is reported in Table 4.5. As a reference, the same results reported in Rawlings 2014
are shown in Table 4.6. We see that that the mean and 95% confidence intervals of
Rawlings’ paper and ours are very similar, indicating our GLM IPAW approach was
implemented correctly. In Rawlings 2014, the association between Diabetes and cog-
nitive decline increased 53.3% when adjusted for attrition. This association increased
by 42.9% in our replication of IPAW. However, the association actually decreased by
7.14% when adjusted for attrition using the Super Learner algorithm.
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Figure 4.1: Binned Probability of Non-Death Attrition at Visit 4 (GLM)
GBM Random Forest KNN Lasso GLM
Visit 4 0.40056291 0.01518460 0.11924271 0.38432660 0.08068318
Visit 5 0 0.036446 0 0.6150834 0.3512720
Table 4.3: Super Learner Coefficients for Censorship (Black Participants)
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Figure 4.2: Binned Probability of Non-Death Attrition at Visit 4 (Super Learner)
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Figure 4.3: Binned Probability of Death at Visit 4 (GLM)
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Figure 4.4: Binned Probability of Death at Visit 4 (Super Learner)
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Figure 4.5: Binned Probability of Death at Visit 5 (GLM)
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Figure 4.6: Binned Probability of Death at Visit 5 (Super Learner)
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Figure 4.7: Histogram of Stabilized Weights: GLM
20
Figure 4.8: Histogram of Stabilized Weights: Super Learner
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GBM Random Forest KNN Lasso GLM
Visit 4 0.11280138 0.15519727 0.04795195 0.68404940 0
Pseudovisit 0.550483131 0 0.008587679 0.440929190 0
Visit 5 0 0.06140729 0 0.60858740 0.33000531
Table 4.4: Super Learner Coefficients for Death (Black Participants)
Mean Difference 95% CI)
Unadjusted -0.14 (-0.20 to -0.07)
Adjusted with GLM IPAW -0.20 (-0.30 to -0.09)
Adjusted with Super Learner IPAW -0.13 (-0.23 to -0.03)
Table 4.5: Average Difference in Cognitive Decline Scores Between Subjects With and
Without Diabetes
Mean Difference 95% CI)
Unadjusted -0.15 (-0.22 to -0.08)
Adjusted with IPAW -0.23 (-0.32 to -0.13)
Table 4.6: Average Difference in Cognitive Decline Scores Between Subjects With and




Regardless of its accuracy as a classifier, the Super Learner algorithm underperformed
relative to logistic regression, as reflected in the goodness-of-fit diagnostics and distri-
butions of weights. We see that using Super Learner to address attrition in a study
of the relationship between Diabetes and cognitive decline would lead to conclusions
contradictory to those published by Rawlings et al. [3]. This is likely due to its poor
specification of predicted probabilities. Whereas probabilistic output is inherent to
logistic regression, non-parametric techniques such as Random Forest rely on empiri-
cal probabilities. Thus issues like low sample size or few outcomes of interest lead to
poorly-calibrated weights. While the Super Learner algorithm mitigates this issue by
weighting multiple such models, we still observe an undesirable distribution of IPAW
weights. We would expect the Air Pollution-ADRD study to observe the same short-
comings of Super Learner in their analysis, as they will correct for attrition using the
same cohort as in this paper. Thus, we recommend that the Air Pollution-ADRD study
select logistic regression as their method for IPAW on the ARIC cohort.
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