Context. The low metallicity interstellar medium (ISM) is profoundly different from that of normal systems, being clumpy with low dust abundance and little CO-traced molecular gas. Yet many dwarf galaxies in the nearby universe are actively forming stars. As the complex ISM phases are spatially mixed with each other, detailed modeling is needed to understand the gas emission and subsequent composition and structure of the ISM. Aims. Our goal is to describe the multi-phase ISM of the infrared bright low-metallicity galaxy Haro 11, dissecting the photoionised and photodissociated gas components. Methods. We present observations of the mid-infrared and far-infrared fine-structure cooling lines obtained with the Spitzer/IRS and Herschel/PACS spectrometers. We use the spectral synthesis code Cloudy to methodically model the ionised and neutral gas from which these lines originate. Results. We find that the mid-and far-infrared lines account for ∼1% of the total infrared luminosity L TIR , acting as major coolants of the gas. . Due to their different origins, the observed lines require a multi-phase modeling comprising: a compact H ii region, dense fragmented photodissociation regions (PDRs), a diffuse extended low-ionisation/neutral gas which has a volume filling factor of at least 90%, and porous warm dust in proximity to the stellar source. For a more realistic picture of the ISM of Haro 11 we would need to model the clumpy source and gas structures. We combine these 4 model components to explain the emission of 17 spectral lines, investigate the global energy balance of the galaxy through its spectral energy distribution, and establish a phase mass inventory. While the ionic emission lines of Haro 11 essentially originate from the dense H ii region component, a diffuse low-ionisation gas is needed to explain the [Ne ii], [N ii], and [C ii] line intensities. The [O iii] 88 µm line intensity is not fully reproduced by our model, hinting towards the possible presence of yet another low-density high-ionisation medium. The [O i] emission is consistent with a dense PDR of low covering factor, and we find no evidence for an X-ray dominated component. The PDR component accounts for only 10% of the [C ii] emission. Magnetic fields, known to be strong in star-forming regions, may dominate the pressure in the PDR. For example, for field strengths of the order of 100 µG, up to 50% of the [C ii] emission may come from the PDR.
Introduction
Star formation in the most pristine environments of the early universe is poorly understood. The closest analogs to chemically unevolved systems are the low metallicity dwarf galaxies of our local universe. But even those well-studied nearby galaxies continue to plague us with fundamental questions on ⋆ Herschel is an ESA space observatory with science instruments provided by European-led Principal Investigator consortia and with important participation from NASA.
what triggers and regulates star formation in metal-poor gasrich conditions. Certainly, from an observational point of view, at all wavelengths, local universe low-metallicity dwarf galaxies show dramatic differences compared to their more metal-rich counterparts (Kunth &Östlin 2000, for a review), in the midinfrared (MIR), far-infrared (FIR), and submillimeter (submm) wavelength regimes. These include the dearth of Polycyclic Aromatic Hydrocarbons (PAHs), prominent hot MIR-emitting dust, submm excess, and enhanced [C ii] 157 µm/CO(1-0) ratios (e.g. Madden 2008; Madden et al. 2012a ).
What physical properties, local as well as global, within the dwarf galaxies are we witnessing with these observational signatures? How do we turn these signatures into a realistic view of star formation under early universe conditions? How do basic local parameters, such as radiation field, density, compactness, filling factors, metallicity, etc. figure in the picture we have of star-forming dwarf galaxies? Much of the ambiguity surrounding these questions is due to the lack of understanding the precise role of critical diagnostics and of spatial resolution in the most nearby objects, especially in the FIR/submm, resulting in a mixture of different interstellar medium (ISM) phases in the integrated view of galaxies.
Low metallicity star-forming dwarf galaxies host young massive stellar clusters (e.g. Turner et al. 2000; Beck et al. 2000; Johnson & Kobulnicky 2003) which produce ultraviolet (UV) photons. The low abundance and prevailing hard radiation field can explain most of the differences observed in dwarf galaxies in destroying large grains and PAHs, in favor of smaller dust grains. The UV photons also photodissociate molecules such as CO, which are unable to adequately self-shielding, thus reducing the CO abundance in metal-poor gas (e.g. Wolfire et al. 2010; Narayanan et al. 2012 ). Thus UV photons play an important role in the heating and the chemistry of the ISM, controlling the structure of H ii regions and photodissociation regions (PDRs). While the heating of the gas is mainly due to photoionisation and gas-grain collisions in the H ii regions and to the photoelectric effect and cosmic rays in the neutral phase, the cooling is normally dominated by radiative deexcitation of fine-structure lines, readily observed in the MIR and FIR/submm. The behavior of these tracers and their relationship to the star formation properties, have been extensively studied to access physical parameters in terms of the gas temperature, density, and the radiation field (Malhotra et al. 2001; Hunter et al. 2001; Brauher et al. 2008, e.g.) . These sudies make use of photoionisation and PDR models at the scale of individual clouds (Kaufman et al. 1999; Wolfire et al. 1990; Ferland et al. 1998; Abel et al. 2005; Röllig et al. 2006; Tielens & Hollenbach 1985) .
The [C ii] 157 µm line is an important FIR diagnostic often put forward as a star formation tracer (Stacey et al. 2010; Boselli et al. 2002; de Looze et al. 2011) . It has been observed in many different object types, including dense star-forming regions (Stacey et al. 1991) , diffuse ionised and atomic regions (Madden et al. 1993) , and high-redshift galaxies (Maiolino et al. 2009; Stacey et al. 2010) . Since the [C ii] line is well-correlated with the 12 CO(1-0) line and the FIR luminosity (e.g. Stacey et al. 1991; Pierini et al. 2003) , it is generally considered that the [C ii] line traces massive star formation within the PDR paradigm.
[C ii] is normally the brightest FIR cooling line, being much brighter than CO, and carrying about 0.1 to ∼0.5% of the FIR luminosity in metal-rich star-forming galaxies. In low metallicity dwarf galaxies, where CO(1-0) is not easily detected because of photodissociation (e.g. Schruba et al. 2012; Leroy et al. 2011) , [C ii] can be as high as 1% of the L FIR and often 5 to 10 times brighter relative to CO than in dustier starburst galaxies (e.g. Poglitsch et al. 1995; Madden et al. 1995; Madden 2000; Hunter et al. 2001; Cormier et al. 2010) . The high [C ii]/CO(1-0) ratio in low-metallicity systems may be alerting us to the fact that the morphology of their PDRs and H ii regions and the relative filling factors of the various phases of dwarf galaxies differ from those of more metal-rich objects (e.g. Madden 2000; Kaufman et al. 2006; Röllig et al. 2006) . Even in the nearest neighboring dwarf galaxies, the picture of star formationand what controls this star formation -is enigmatic.
However, using [C ii] alone can lead to ambiguous interpretation, particularly on the origin of the C + emission, which can arise from the ionised as well as neutral phases of the ISM. To employ the [C ii] line as a valuable star formation tracer, it is necessary to model the different phases on galaxy-wide scales. The challenge rests on the unavoidable fact that on the scale of galaxies, aside from the closest dwarf galaxies such as the LMC (50 kpc, 1/2 Z ⊙ ), SMC (60 kpc, 1/5 Z ⊙ ), NGC 6822 (500 kpc, 1/4 Z ⊙ ), or IC 10 (800 kpc, 1/3 Z ⊙ ), the phases of the ISM are mixed together in single telescope beams. When using a limited number of diagnostic lines, only a single galactic component can be modeled and average conditions derived, which is otherwise an ensemble of individual PDRs, ionised regions, etc. This requires modeling a comprehensive suit of tracers covering a range of critical densities and excitation potentials to characterise the dense H ii regions, the diffuse H ii regions, PDRs, etc. self-consistently. This approach allow us to grapple with degeneracies and ambiguities in the interpretation of these tracers. In this way, valuable observational diagnostics can be turned into a more accurate description of the multi-phase configuration of a full galaxy.
The Herschel Space Observatory (Pilbratt et al. 2010 ) has brought the opportunity to obtain a wide range of valuable FIR fine-structure diagnostics never observed before in dwarf galaxies. The Dwarf Galaxy Survey (DGS; P.I. Madden) is surveying the dust and gas of a wide range of low metallicity galaxies in the local universe (Cormier et al. 2010; Galametz et al. 2010; O'Halloran et al. 2010; Madden et al. 2012b; Rémy et al. 2012) using PACS (Poglitsch et al. 2010 ) and SPIRE (Griffin & et al. 2010 ). The brightest low-metallicity galaxy of the DGS observed with the PACS spectrometer is Haro 11, an infrared-luminous starburst galaxy with metallicity Z = 1/3 Z ⊙ . Haro 11 has the largest dataset obtained with PACS with observations of 7 FIR fine-structure lines: [C ii It has also been observed with the IRS spectrograph onboard Spitzer. Unresolved in the IR, Haro 11 is an ideal candidate to conduct a study modeling an exhaustive set of gas tracers to retreive information about the structure of the multi-phase low metallicity ISM.
In this paper, we propose a systematic approach to model the multi-phase ISM of Haro 11, focusing on the gas properties of the ionised and neutral ISM phases. We consider a set of 17 Herschel and Spitzer MIR and FIR ionic and atomic finestructure cooling lines which trace a wide range of environmental conditions, spanning excitation potentials from 8 to 55 eV. With the spectral synthesis code Cloudy (Ferland et al. 1998) , we create a self-consistent model of the dominant ISM components from which these lines originate in order to understand the prevailing mechanisms and physical conditions. In Section 2, we present spectroscopic data from the Spitzer and Herschel observatories. Section 3 explains the modeling strategy and assumed initial parameters. Section 4, 5, and 6 report the model results and conditions of the ISM components. This study establishes an encompassing picture of the dominant ISM phases in Haro 11 and describes the mass budget of the various phases in our model (Section 7).
Studies of Haro 11
Several studies of Haro 11 have highlighted its peculiarity as a galaxy and challenged our understanding of star formation. Haro 11 -also know as ESO 350-IG38 -is a blue compact dwarf (BCD) galaxy at 84 Mpc, with M B = −20.3, and metallicity Z∼1/3 Z ⊙ (Guseva et al. 2012) . It is composed of 3 main star-forming regions, or knots, described in Vader et al. (1993) and Kunth et al. (2003) , with a morphology presumably resulting from a merger event (Östlin et al. 2001) . The starbursting nature of Haro 11 is visible in Figure 1 with a dominant bright stellar component and dust lanes in front of knot B. These knots host hundreds of young star clusters and ∼60 super star clusters (SSC) with ages between 1 and 100 Myr peaking at 3 Myr, and constituting a total stellar mass of 10 10 M ⊙ (Adamo et al. 2010 ). An older stellar population is also present, primarily in knots A and C, as seen in the red colors of the V-K bands, modeled in Micheva et al. (2010) by a metal-poor (Z=0.001) stellar population of age around 14 Gyr with standard Salpeter IMF, indicating that the galaxy is not undergoing its first star formation event. Lyα emission (Kunth et al. 1998) and Lyman continuum leakage were investigated using UV and X-ray observations in Bergvall et al. (2006); Hayes et al. (2007) ; Grimes et al. (2007) and Leitet et al. (2011) . In Leitet et al. (2011) , they estimated the leakage to be 3%. In particular, the discrepant location of Lyα and Hα emission, originating in the ionised gas surrounding the star-forming regions, may be explained by a diffuse ionised ISM in the halo of the galaxy with internal resonant scattering at the surface of clumpy dense neutral clouds (Kunth et al. 2003; Hayes et al. 2007 ). These properties have resulted in its popularity as a local analogue of the high-redshift Lyman-break galaxies (Overzier et al. 2008) , and therefore a must-study case to link nearby star formation to the distant universe and galaxy evolution. In the IR, Haro 11 is extremely bright compared to other nearby dwarf galaxies. IRAS measurements yielded a FIR luminosity L FIR of 1 × 10 11 L ⊙ (Sanders et al. 2003a ) from 40 to 400 µm using the Lonsdale et al. (1985) prescription. Its spectral energy distribution (SED) shows a peculiar behavior. It peaks around 40 µm, indicating the prevalence of warm dust, and shows an excess of emission in the submm, as unveiled by APEX/LABOCA and Herschel, which is often seen in low metallicity starbursting dwarf galaxies (Galliano et al. 2003 (Galliano et al. , 2005 Galametz et al. 2009 Galametz et al. , 2011 Rémy et al. 2012) . The origin of the excess is not well determined and several hypotheses described in Galametz et al. (2011) , including a change of dust emissivity, spinning dust grains, or a cold dust component, are invoked in current dust models to explain the submm excess. Galametz et al. (2009) present a detailed dust modeling of Haro 11 in which they derive a total dust mass of 6 × 10 6 M ⊙ if the submm excess is ignored, and of 2 × 10 7 M ⊙ if the submm excess is interpreted as cold dust. Assuming the excess as cold dust (T∼10 K) is however difficult to reconcile with the observed dust and gas mass budgets, and the expected lower dust-to-gas mass ratios (DGR; Galametz et al. 2011) . Integrating the SED from 3 to 1100 µm, the total IR luminosity L TIR is 1.4 × 10 11 L ⊙ (Galametz et al. 2009 ). We will use this value of L TIR throughout this paper.
Spectroscopic observations show bright lines in the FIR with ISO/LWS, while both the H i 21-cm line, and the CO (J=1-0) line, the most common tracer of molecular gas in galaxies, are undetected (Bergvall et al. 2000) . A detailed study of the neutral gas of the ISM of Haro 11 by Bergvall et al. (2000) investigated the mass budget of the different ISM phases. They establish masses for each phase: M(H i) < 10 8 M ⊙ , with an upper limit on the atomic H i; M(PDR) of 2 × 10 8 M ⊙ using the LWS [C ii] observations, the PDR mass being larger than the H i mass; and M(H 2 ) ∼ 10 8 M ⊙ for the molecular gas, using both a scaling of the PDR mass and the CO upper limit converted to H 2 column density through the CO/H 2 conversion factor (X CO ). They used a Galactic value for X CO (Strong et al. 1988) : X CO,gal = 2.3 × 10 20 cm −2 (K km s −1 ) −1 . Therefore they describe the ISM structure as: very extended PDRs, in which the H i mass resides; a small fraction of the total ISM gas is left in atomic form; and the bulk of the gas, that is normally in neutral state, is ionised by the starburst. Bergvall &Östlin (2002) derive M(H ii) ∼ 10 9 M ⊙ from Hα observations for the ionised gas. These masses are lower than the total stellar mass of 10 10 M ⊙ derived in Adamo et al. (2010) .
However, important questions remain, particularly on the state of the ionised, neutral atomic, and molecular gas. While evidence for young massive stellar populations and SSCs exist from the optical and IR point of view, evidence for any substantial reservoir of neutral gas, in the form of either atomic or molecular, is non-existent to date. Where is the fuel for the vigorous star formation observed in Haro 11? What is the state of the gas reservoirs in Haro 11, residing in the ionised, neutral, and molecular form? This study, using a wide variety of tracers of neutral and ionised gas, aims for a more complete description of the enigmatic nature of the ISM of Haro 11.
Observations

Spitzer data
Haro 11 was observed with the Infrared Spectrograph (IRS; Houck et al. 2004 ) on board the Spitzer Space Telescope (Werner et al. 2004) , on the 17th of July 2004 (P.I.: J. R. Houck). The 4 modules were used, i.e., the 2 high-resolution modules: Short-High SH (≈ 10−20 µm) and Long-High LH (≈ 19−37 µm) with R ∼ 600, and the 2 low-resolution modules: Short-Low SL (≈ 5 − 14 µm) and Long-Low LL (≈ 14 − 37 µm) with R ∼ 60−120. Observations were done in staring mode (AORKey 9007104). Figure 2 shows the slits of the high-resolution module on the sky. The low-resolution spectra were retrieved from the CASSIS Atlas 1 , with a tapered spatial window that scales with wavelength to account for the broader PSF at longer wavelengths. The high-resolution spectra were obtained with SMART v8.2.2 (Lebouteiller et al. 2010; Higdon et al. 2004 ) from the full-slit extraction of SH and LH and assuming a point-like source calibration. The SL and SH spectra were stitched to LL and LH by applying the same factor 1.13, which is due to the fact that the source is slightly extended for the SL and SH apertures (3.7 ′′ and 4.7 ′′ height respectively), while it is point-like for the LL and LH apertures (≈ 11 ′′ ). Another factor of 1.15 was applied to the low-resolution spectra to match the continuum of the high-resolution. The final rest-frame spectrum is displayed in Figure 3 lines (bottom). With a spectral resolution ≥500 km s −1 , the lines are not spectrally resolved.
Line fitting and flux measurements were also done in SMART. A Gaussian and second order polynomial function were fitted to the line and continuum. For total uncertainties, we added 10% of the line flux due to calibration uncertainties. The resulting fluxes and uncertainties of the most prominent lines are listed in Table 2 . The fluxes agree within the uncertainties to those of Wu et al. (2006) . The [Ne iii] line at 36.0 µm was not observed as it falls out of the IRS spectral range.
Herschel data
Haro 11 was observed with the PACS spectrometer (Poglitsch et al. 2010 ) on the 27th of June 2010, OD 409 of the Herschel mission (Pilbratt et al. 2010) (Ott 2010) . We used standard scripts of the PACS spectrometer pipeline. The line fitting and map making were done using the software PACSman (Lebouteiller et al. 2012 ). The signal from each spatial position of the PACS array is fitted with a second order polynomial plus Gaussian for the baseline and line. For total uncertainties, we add 30% of the line flux due to calibration uncertainties (Poglitsch et al. 2010) . The rasters are combined by drizzling to produce final reduced maps with pixel size of 3 ′′ . With Herschel, all of the lines are well detected, at least in the central pixel of the PACS array, except the [N ii] 205 µm line. The [N ii] 205 µm line is located at the edge of the first grating order of the spectrometer and affected by spectral leakage, due to overlapping of the grating orders. It is contaminated by signal from the second grating order around 100 µm, and is therefore difficult to observe and to calibrate. The line profiles are displayed in Figure 4 . The line centers range between -30 and +70 km s −1 within the maps of all observed lines, and indicate a rotation around the north-south axis of both the ionised and neutral gas components, slightly tilted compared to the velocity structure of Hα analysed inÖstlin et al. (1999) . All lines display broad profiles, with a broadening up to 300 km s −1 , which suggests that both the neutral and ionised gas are coming from several components with different velocities. However, with spectral resolution >100 km s −1 , the lines are well fitted by a single Gaussian and we cannot separate the different velocity components in the spectra. This suggested complex velocity structure is corroborated by studies of optical lines that show broad profiles as well (Kunth et al. 1998 ; Table 2 . Ostlin et al. 1999) , and where the neutral gas is shifted compared to the ionised gas, expanding over few kpcs (Kunth et al. 2003) . FUSE spectra in Grimes et al. (2007) show absorption lines of the ISM with FWHM 300 km s −1 and blueshifted by 80 km s −1 . The higher ionisation lines can be stronger in galactic outflows (Contursi et al. 2012) .
The [C ii] line shows a marginally extended emission at 157 µm, peaking at a signal-to-noise ratio of 50 in the center and dropping below detection at the edge of the map. The emission of the other lines is rather compact. The shape of the PACS spectrometer beam is not known well enough to measure an accurate source size if the source were slightly extended. Hence we cannot recover spatial information. To derive total line intensities, we integrated the fluxes over a circular aperture of diameter 30 ′′ to encompass all the emission. The line intensities are listed in (Bergvall et al. 2000; Brauher et al. 2008; Vasta et al. 2010 Table 2 within 10%, ruling out a mis-calibration from PACS. Therefore we attribute the difference between the PACS and LWS fluxes to a calibration problem from the LWS instrument.
Spectral line description
The IRS and PACS spectra probe the ionised and neutral media. The IRS spectrum shows a wealth of MIR fine-structure lines, the brightest being (in order) [ 
is the brighest FIR fine-structure line in normal and dusty starburst galaxies (Brauher et al. 2008) , we find that this is often not the case in low-metallicity dwarf galaxies (Hunter et al. 2001; Cormier et al. 2010 Cormier et al. , 2012a Madden et al. 2012b ii] ratio is 0.9, similar to that found in other dwarf galaxies and dustier galaxies (Hunter et al. 2001; Brauher et al. 2008) . Table 2 lists the ionisation energies of the observed lines, as well as the excitation temperatures and critical densities (n crit ) of the transitions with collisions with H and/or e − . Comparing line luminosities to the TIR luminosity, we find
Altogether, the FIR lines represent 0.6% of the TIR luminosity; and when adding the MIR lines, they represent 1.2% of L TIR . Together these lines are responsible for most of the gas cooling of the ISM. Such line-to-TIR ratios are typical of star-forming galaxies (Malhotra et al. 2001; Brauher et al. 2008) 3 . Similar L [C II] /L TIR ratios are found in several high-redshift galaxies (Maiolino et al. 2009; Stacey et al. 2010) . Croxall et al. (2012) 
1% in spatially resolved regions of the nearby spiral galaxy NGC 4559. There is observational evidence that L [C II] /L TIR tends to decrease in galaxies with warmer FIR-color, f ν (60 µm)/f ν (100 µm). Among other effects, this may be attributed to a less efficient photoelectric heating due to charged grains (Malhotra et al. 2001; Croxall et al. 2012 ), or to a UV-photon screening from large amounts of dust as in ultra-luminous IR galaxies (ULIRGs) (Abel et al. 2009; Graciá-Carpio et al. 2011) . With observed FIR-color ∼1, Haro 11 falls within the large spread of
as often seen in low metallicity galaxies (Madden et al. 2012b ).
Photometry data
For the discussion on the SED of Haro 11 in Section 7.1, we use broad-band data available from the X-ray to the radio regime, to assess how the models perform in reproducing the contin- (2000), Brauher et al. (2008) , and Vasta et al. (2010) . uum emission. The photometry is taken from NED. In addition, we use the Spitzer/MIPS photometry from Bendo et al. (2012) , the Herschel/PACS and SPIRE photometry from Rémy et al. (2012) , and the Spitzer/IRAC and LABOCA 870 µm photometry from Galametz et al. (2009) . All fluxes are summarized in Table 3 .
Modeling strategy
Identification of the model components
We aim to model the IR emission from all 17 detected lines (except the MIR H 2 lines which will be modeled in a coming paper) listed in Table 2 to understand the conditions of the various media and the dominant processes at work in this low-metallicity starburst. The ISM is very heterogeneous, and over the scale of a galaxy, various phases with a wide range of conditions are mixed together.
In our spectral dataset, we notice that Haro 11 is typified by
These high-excitation lines require a hard radiation field which is naturally encountered in a compact H ii region. Stars in compact H ii regions are young, hence their UV radiation is harder, and SSCs are likely to contain massive stars which contribute to the production of hard photons. Moreover, the high critical densities of these lines (except the [O iii] line) favor their origin at the same location. Therefore, the intensity of these lines demonstrates the importance of the dense H ii region in the global spectrum of Haro 11. Moreover, the Herschel observations show bright [O i] and [C ii] lines, which are usual tracers of the neutral gas. In particular, the intensity of the [O i] lines indicates the presence of dense PDRs. These two dense (ionised and neutral) phases will be investigated first since they account for the emission of most of the spectral lines. Derived physical conditions are presented in Section 4.
With low critical density (∼300 cm −3 ) and low ionisation potential (14.5 eV), the [N ii] 122 µm line is a tracer of lowexcitation diffuse gas rather than the dense H ii region. The intensity of [N ii] demonstrates the need for an additional diffuse low-ionisation component that is investigated in Section 5. Our subsequent modeling also shows that this diffuse phase is the main contributor to the [Ne ii] and [C ii] lines.
Therefore, the three main phases that we identify as necessary model components to account for the observed emission lines are: 1) a dense ionised phase (Sect. 4.1), 2) PDR (Sect. 4.2), 3) a diffuse low-ionisation medium (Sect. 5).
In addition, we discuss the possible presence of other model components that may influence the line predictions. The detection of the high-excitation [O iv] line is the driver of a discussion on the role of X-rays and XDRs in Section 6.3. The [O iii] line, which is the brighest of all MIR-FIR lines, has high excitation potential (35.1 eV) and low critical density (∼500 cm −3 ). Although it is accounted for by the dense H ii model, it may originate as well from diffuse high-excitation medium that we do not (2007); (2) model but briefly discuss in Section 6.2. Finally, we investigate the influence of magnetic fields on the cloud density profile and their impact on the PDR predictions in Section 6.1.
Method
We use the 1D spectral synthesis code Cloudy v10.00, last described by Ferland et al. (1998) , which includes photoionisation and photodissociation treatment (Abel et al. 2005) , to model the multiple phases from which the emission lines originate. Since Haro 11 is not resolved in most of the Spitzer and Herschel bands, we have no spatial constraints. Thus, the model is reduced to a central source of energy surrounded by a spherical cloud. In the case of Haro 11, this central source is a starburst. The dense ionised gas that is closest to the central source with respect to the other phases that we model separately will yield the best constraints on the properties of the stellar cluster that is powering the model. Therefore we first derive the best fit model concentrating on the dense H ii region diagnostics, which are the [Ne ii] 12.8 µm, [Ne iii] 15.6 µm, [S iv] 10.5 µm, [S iii] 18.7 µm and 33.5 µm, and the [N iii] 57 µm lines. Moreover, the interpretation of these ionic lines is less ambiguous than, for example, the [C ii] line. Following this step, we will assess what this model predicts for the PDR phase.
The starburst ionises the inner edge of the cloud, where the H ii region begins, and the radiative transfer is computed step by step progressively into the cloud. The distance from the source to the inner edge of the cloud is the inner radius (r in ). Depending on where the calculation is stopped, the ionised, atomic, and molecular phases can be treated as the model is computed within one Cloudy model. Here we stop the models until the molecular fraction H 2 /H reaches 50% such that both the ionised and PDR phases are computed within the same model. We opt to impose pressure equilibrium throughout the models. This is particularly important for the density profile between different phases. We will come back to this assumption in Sect. 4.2.
Parameter grid of the dense H ii region
We vary the following 3 physical parameters in order to calculate our model grid: the age of the burst (A burst ), the initial hydrogen density at the inner edge of the cloud (n H ), and r in , where the calculation starts (see Fig.5 for an illustration). The age is varied from 2.4 to 5.0 Myr (Sect. 4.1.2), r in from 10 20.0 to 10 22.0 cm (or 30 pc to 3 kpc, Sect. 4.1.3), and n H from 10 1 to 10 4 cm −3
(Sect. 4.1.1). The step size for A burst is 0.2 Myr (linear step), and for r in and n H , we use 0.2 step sizes on a logarithmic scale.
Figure 5.
Geometry of the Cloudy model with the three free parameter that we vary in the grid: the age of the burst (A burst ), inner radius (r in ), and initial hydrogen density (n H ). Parameter boundaries and step sizes are also indicated.
χ 2 evaluation
In order to find a solution for this ionised phase, we aim first to reproduce as best as possible the intensities of the ionic lines. For each individual model, the goodness of the fit is evaluated by computing the reduced χ 2 . The χ 2 is measured from a set of selected lines. The lines we consider to constrain the fit are the following: [Ne ii] 12.8 µm, [Ne iii] 15.6 µm, [S iv] 10.5 µm, [S iii] 18.7 µm, and 33.5 µm, because they are the brightest and relatively well understood, as well as the [N iii] 57 µm line from PACS which is also bright and expected to arise from the same medium. With 6 observations and 3 free parameters to fit, the degree of freedom is N = n obs − n param = 3. Best fit models are determined by minimising the reduced χ 2 . There are several lines that originate in part from the dense ionised gas that we do not consider when calculating the χ 2 , although we do discuss how the model predictions of these lines compare to the observations. We do not consider the high-excitation [O iv] line because it is faint and can be excited by several mechanisms (see Sect. 6.3). We do not include the [O iii] and [N ii] lines here as constraints for the dense H ii region because our subsequent modeling shows that a fraction of these lines arises from a low density ionised medium which we consider in a later step (see Sect. 5).
Setting the input fixed parameters 3.3.1. Incident radiation field
We use Starburst99 v6.0.2 (Leitherer et al. 2010) to reproduce the incident, wavelength-dependent radiation field density of Haro 11. Following the UV-optical studies by Hayes et al. (2007) and Grimes et al. (2007) , we assume a Salpeter IMF from 0.1 to 100 M ⊙ and stellar tracks from Padova AGB with metallicity Z = 0.004. According to Adamo et al. (2010) , the stellar population of Haro 11 is very young. The present starburst started less than 40 Myr ago, and shows a formation peak at about 3.5 Myr. Knot B is dominated by a young starburst of 3.5 Myr, and knot C contains an older starburst of 9.5 Myr (Fig. 1) . Therefore, we select the stellar spectrum of an instantaneous burst of a few Myr, letting the age of the burst be a free parameter, varying from 2.4 to 5.0 Myr. We also add to this the spectrum of an instantaneous burst of 9.5 Myr to account for the slightly older stellar population. We keep this age fixed since the ionising part of the stellar spectrum does not vary significantly for ages larger than 5 Myr, and will therefore not significantly affect the model predictions of the ionised gas. This starburst spectrum dictates the shape of the input energy source in Cloudy. The incident radiation field on the cloud is shown in purple in Figure 12 . For the input luminosity of the central source, we take the total observed infrared luminosity of Haro 11: L TIR = 1.4 × 10 11 L ⊙ . This approximation assumes an energy balance between the UV and IR domains, i.e. that all of the UV photons are reprocessed in the IR by the gas and the dust. The emergent SED (bottom panel of Fig. 12 ) shows that this approximation is reasonable since only 20% of the total emergent luminosity is emitted in the UV-optical, and 80% in the IR. We discuss in more details the energy balance in Sect 7.1.
Haro 11 is detected in X-rays (e.g. Grimes et al. 2007) . Previous studies on X-ray observations indicate the presence of soft (L 0.5−2kev = 1.9 × 10 8 L ⊙ ) and hard (L 2−10kev = 2.6 × 10 8 L ⊙ ) X-rays. Therefore we add to the input SED an X-ray component that reproduces the shape of the observed X-ray spectrum and of total luminosity 5 × 10 8 L ⊙ . The effects of the X-rays in the models are discussed in Section 6.3.
Elemental abundances
The elemental abundances directly impact on the predicted line intensities. To match the observed abundances in Haro 11 as closely as possible, we use the abundances in the literature. Abundances of oxygen, nitrogen, neon, sulphur, and argon were obtained in knots B and C of Haro 11 by Guseva et al. (2012) using VLT/X-shooter observations in the optical. In particular, they find an oxygen abundance 12+log(O/H) of 8.1 in knot B and 8.3 in knot C, giving a O/H twice as large as the value 12+log(O/H)=7.9 previously found by Bergvall &Östlin (2002) , altering the determination of the metallicity from ∼1/6 to 1/3 Z ⊙ . We use the abundances in Guseva et al. (2012) , averaged over the two knots, which have similar luminosities, for our calculations. Uncertainties on these abundances are 10%. For neon and sulphur, Guseva et al. (2012) find similar values to those found in Wu et al. (2008) , derived from Spitzer data. The relatively high neon abundance is typical of BCDs (Izotov & Thuan 1999) . For nitrogen, such high abundance is observed in a few BCDs (e.g. Thuan et al. 1996; Izotov & Thuan 1998; Pustilnik et al. 2004) , and can be explained by the presence of Wolf-Rayet stars (Bergvall &Östlin 2002) , which inject matter enriched in N and C into the ISM. For the other elements, we use gas-phase relative abundances typical of H ii regions, based on an average of the abundances in the Orion Nebula determined by Baldwin et al. (1991) ; Rubin et al. (1991) ; Osterbrock et al. (1992) ; Rubin et al. (1993) , and scaling them to the metallicity of Haro 11. The resulting carbon abundance is log(C/O) = −0.15, which is relatively high compared to Izotov & Thuan (1999) , where log(C/O) ∼ −0.5. However, Bergvall et al. (2006) find that the ratio of C and O column densities is ∼ −0.3 (log) from the analysis of absorption lines in IUE and FUSE data. Such high value may indicate an enrichment in C and agrees with our adopted carbon abundance (assuming Orion-like C/O) within the uncertainties. For silicon, its abundance Si/O is low in the Orion abundance set compared to that usually found in BCDs, therefore we use the average abundance of log(Si/O) = −1.5 from Izotov & Thuan (1999) . We consider the uncertainty on these theoretical abundances to be of a factor of 2. Table 4 summarizes the elemental abundances (and uncertainties) we use in Cloudy. The lack of measured abundances for the other elements limits their use to constrain the models (e.g. Fe, Si). Abundances of oxygen, nitrogen, neon, sulphur, and argon are from Guseva et al. (2012) , silicon from Izotov & Thuan (1999) , and the others are average abundances of the Orion Nebula determined by Baldwin et al. (1991) ; Rubin et al. (1991) ; Osterbrock et al. (1992) ; Rubin et al. (1993) , scaled to the metallicity of Haro 11. The main elemental composition O:C:Si:Fe in the grains is 4:9:1:1.
Dust properties
It is important to accurately set the dust properties for two reasons: (1) dust plays an important role in heating the gas through the photoelectric effect, which depends on the dust abundance and grain size distribution, and (2) the radiative transfer is strongly influenced by the properties of the grains. We first tried using the standard MRN grain size distribution (Mathis, Rumpl, & Nordsieck 1977) , which failed to reproduce the observed dust emission in the MIR, falling below the photometry data by more than an order of magnitude. The MRN distribution underpredicts the number of small grains (minimum grain radius of 5 nm) and is usually not appropriate for modeling the MIR emission in galaxies. Standard dust models such as Draine & Li (2001) and Zubko et al. (2004) do include more small grains than the standard MRN model. Dust modeling of dwarf galaxies (e.g. Galliano et al. 2003 Galliano et al. , 2005 Galametz et al. 2011 ) also demonstrates the need for an increased abundance of smaller grains. Therefore, in Cloudy, we use the MRN distri-bution extended down to 1.1 nm to account for the very small grains. Other grain size distributions have been used to model the IR emission of galaxies, such as grain shattering distributions (Dopita et al. 2005 ), that we discuss in Section 7.1.2. We also use PAHs as described in Abel et al. (2008) . Both grains and PAH abundances are scaled to the metallicity of Haro 11 (1/3 Z ⊙ ), fixing the dust-to-gas mass ratio (D/G) to 2.64 × 10 −3 (∼1/400, the Galactic D/G is ∼1/150). This yields a ratio of visual extinction to hydrogen column density, A V /N(H), of 10 −22 mag cm −2 .
Limitations of the approach
Our first limitation lies on the geometry of our modeling that we aim to constrain as much as possible with diagnostics from a large set of spectral lines. Some of the derived parameters of the compact H ii region are strongly dependent on the (simple) geometry we impose on the model, which we will see is a recurring theme throughout the paper. The parameters that are best constrained, irrespective of the geometry, are the electron density, temperature and mass of ionised gas. As found in Section 4.1.3, the geometrically thin ionised gas shell, in combination with the large inner radius (∼1 kpc) that describes the model solution of the dense H ii region, seems physically implausible. Despite the geometry of the model, we refer to it with the term compact since this model component represents what is observationally described as a compact H ii region. This is a direct result of assuming a single region with a single central source. Although we are aware that the knots B and C of Haro 11 are spatially separated in the optical, we do not have the spatial resolution in the Spitzer and Herschel observations to treat them separately. If, for example, we were to construct a model as the sum of several regions -as seems reasonable when perusing the optical imagesthe inner radius of each region would have to decrease in order to obtain a similar effective U parameter, while the shell thickness would increase in order to obtain the same gas mass, thus evolving towards a model with a more geometrically thick layout. It is impossible to obtain reliable and reproducible results using such a complex model, without better observational constraints on the actual source distribution, i.e. spatially resolved spectroscopy. In this paper we focus on the derived parameters that are least sensitive on the actual assumed geometry. In Section 7.1, we discuss the spectral energy distribution resulting from the combination of models of the various phases in terms of energy balance, but we do not pretend to accurately fit the total SED because of these geometry issues.
Our second limitation lies in the evalutation of the goodness of the fits. It is mainly weighted by the elemental abundance uncertainties, which can be up to a factor of 2, and by the observational uncertainties (up to 40%). Therefore, when comparing the model predictions to observed intensities, we aim for a match within a factor of 2.
A model of the H ii region and PDR: C
The compact H ii region
The results of the computed grid are displayed in Figure 6 . It shows the intensity predictions of the compact model labeled C for each ionic line as a function of density, n H , and inner radius, r in , for a starburst age of 3.7 Myr (age of the best fit model, see Sect. 4.1.2). In this section, we discuss the influence of each grid parameter on the model predicions and possible solution values. These parameters are linked via the quantity U, which is the ionisation parameter, defined as the dimensionless ratio of the incident ionising photon surface density to the hydrogen density n H :
, where Q(H) is the rate of hydrogen-ionising photons striking the illuminated face and c is the velocity of light. U describes how many ionising photons arrive per atom. Figure 6 . Predicted intensities for model C (I model ) normalised by their observed value (I obs ) for all ionic lines considered, as a function of n H and r in for a given starburst age (of 3.7 Myr). The vertical dashed line shows the best fit model density n H =10 2.8 cm −3 , and the vertical dotted line the critical density of the ionic specie, if within the range displayed. The best fit inner radius is r in =10 21.4 cm (green symbols).
The density of the gas
In general terms the predicted line intensities are dependent on the gas density through both the critical density of each atom, and the ionisation parameter, U. Line intensities increase with increasing gas density until the critical density of a fine-structure line is reached. Above such critical density, the de-excitation process is dominated by collisions rather than radiative decay. Therefore the maximum gas density is well determined by the critical density of the brightest line tracers. The gas density also plays an important role in determining the population of the different ionisation stages. The ionisation parameter, U, is inversely proportional to the density (bottom right panel of Fig. 6 ). We find that the minimum χ 2 occurs for a solution with a density around 10 2.8 cm −3 (dashed vertical line in Fig. 6 ). This derived gas density compares well with density diagnostics proposed in the literature, for example, based on the ratio of the [S iii] lines at 18.7 and 33.5 µm (Houck et al. 1984 ). This ratio is sensitive to the density since these lines originate from the same ion but with significantly different critical densities (Table 2) . From Abel et al. (2005) and requiring [S III] 18 µ m [S III] 33 µ m ∼ 1.0, we obtain a density of the ionised gas of n H = 10 2.7 cm −3 . The value of the electron density predicted by the diagnostic plot in Houck et al. (1984) is also around 10 2.8 cm −3 . Following the method from Kingsburgh & Barlow (1992 , 1994 who use the programs EQUIB and RAT IO (developed at UCL by I. D. Howarth and modified by S. Adams), we also find n H ∼ 10 2.8 cm −3 .
The age of the burst
The spectrum of the starburst (intensity and shape) changes drastically with time in the age range considered here. The age of the burst sets the hardness of the incident radiation field. These values are also in agreement with the age of 3.5 Myr for the brightest knot B and 9 Myr for knot C, and a mixture of very young and older bursts, found in Adamo et al. (2010) . After 5 Myr, the ionising part of the burst spectrum decreases, the high ionisation lines start to disappear, and in particular the [Ne iii]/[Ne ii] ratio drops off (bottom panel of Fig. 7 ). This is why we do not compute models with A burst > 5 Myr in our grid. The best fit on the neon lines favours a relatively young burst, of about 3 Myr. However, the emission of the highest excitation potential [O iv] line (54.9 eV) is rather favoured by models with ages between 3.7 and 4.7 Myr. Indeed this time frame corresponds to the time needed for the onset of Wolf-Rayet stars. A burst age of 4.7 Myr is also a good match to the [Ne iii]/[Ne ii] ratio, although it does not agree with the intensity of the [S iv] line, which is one of the lines that has the highest weight in the χ 2 . The best single solution model in that case has an age of burst of 3.7 Myr.
The inner radius
All lines are sensitive to the inner radius r in . Its choice has no direct influence on the hardness of the radiation field, but rather on its intensity. With increasing radius, the total input luminosity is distributed over a larger surface, decreasing the number of ionising photons per surface area, and therefore the ionisation rate. U decreases as the inverse square of the radius. Intensities of Figure 7 . Model predicted intensity ratios as a function of burst age A burst , for a hydrogen density of 10 2.8 cm −3 , and inner radius of 10 21.4 cm. The true burst age of these models is an average of A burst and the older stellar population of 9.5 Myr, although the latter has a negligible influence on the high-ionisation lines considered here. The horizontal solid lines represent the observed ratios and the dashed lines the uncertainties on the ratios. The vertical dashed line shows the solution burst age of 3.7 Myr, and the vertical dotted lines the age of 3 Myr and 4. The observations are best matched for an inner radius of 10 21.4 cm (800 pc). At that distance, the model cloud is a very thin shell of large radius, at the center of which resides the central starburst. The resulting geometry is plane-parallel. This is not a realistic geometry, as discussed in Sect. 3.4, but we do not aim to model the spatial structures in Haro 11.
Parameters of the best fit model C HII
We have minimised the χ 2 to find the parameters of the best fit model for the compact H ii region described above. Figure 8 shows contour plots of the reduced χ 2 computed for our grid of models. Contour levels at 1-σ, 3-σ, and 5-σ from the minimum χ 2 are displayed in orange. The intensities of the spectral lines included in the fit are best reproduced with the parameters: n H = 10 2.8 cm −3 , A burst = 3.7 Myr, and r in = 10 21.4 cm. The ionisation parameter is U = 10 −2.5 . The reduced χ 2 of this model solution, which has the minimum χ 2 , is 1.48. This value is close to 1, indicating that this model describes the data well, with a probability of ∼70%. For clarity throughout the following Sections, we will refer to this model solution of the compact H ii region as We then compare the line intensities predicted by C HII to the PACS lines, [O iii] and [N ii] 122 µm, which were not used to constrain the model fit since they can originate from less dense ionised gas. We find that [O iii] is under-predicted by a factor of 2, which is within our expectations, while the [N ii] 122 µm is under-predicted by a factor of 4. The dense H ii region is not the primary source of [N ii]. The prediction for the [N ii] 205 µm line falls below its derived upper limit.
We discuss the origin of the [Ne ii] and [N ii] lines from diffuse low-ionisation gas in Sect. 5 and the possible origin of the [O iii] emission from diffuse high-ionisation gas in Sect. 5.
We also find that C HII contributes very little to the [O i] emission (3%), as expected since the atomic oxygen is a tracer of the neutral gas. C HII shows very little contribution to the [C ii] (<1%) and [Si ii] (11%) lines as well. The energy required to create C ++ ions is 24.4 eV, close to that of S ++ , therefore when the radiation field is sufficiently hard, as is the case inside the H ii region, C is doubly rather than singly ionised.
The dense photodissociation regions: C PDR
We subsequently investigate the properties of the neutral gas and compare model predictions to the [C ii] and [O i] 63 and 145 µm The red color on the plots correspond to >1000-σ level. Top: χ 2 contours in the n H -r in plane, for A burst = 3.7 Myr (or 6.57 in log). Bottom: χ 2 contours in the n H -A burst plane, for r in = 10 21.4 cm.
lines. To this end, we extend C HII into the atomic phase and the outer envelope of the molecular phase, until the molecular fraction H 2 /H reaches 99%. The modeled shell is fully covered by the gas. The ionised cloud, with average density of 10 2.8 cm −3 , transitions from the H ii region into a dense PDR, which is where the [O i] originates. This transition between these two phases in a constant pressure model translates into a jump of the gas density at the ionisation front. With this model, the average density of the PDR is 10 5.1 cm −3 . The radiation field striking the PDR is: G 0 = 3.5 × 10 3 Habing unit (1.6 × 10 −3 ergs cm −2 s −1 ). arises from a single dense phase (and not the diffuse gas, see Sect. 5.3), we reduce the covering factor of the dense PDR to only 10%, which is a proxy for dense clumps (Hunter et al. 2001; Groves et al. 2008 ). The PDR model with a covering factor of 1/10 matches the observed [O i] emission, but under-estimates the [C ii] emission by an order of magnitude. The main conclusion from this is that the dense PDR component cannot account for the bulk of the [C ii] emission observed in Haro 11, but only for 10%. This mismatch for the [C ii] is due to the relatively low critical density of [C ii] (2 × 10 3 cm −3 ) compared to the high density reached in the PDR (n PDR = 10 5.1 cm −3 ), generated by the pressure equilibrium and the drop of gas temperature between the ionised and neutral phases. Indeed, Cloudy PDR models with constant densities of ∼10 3.5 cm −3 and a covering factor of unity would reproduce the absolute intensity of the two [O i] lines simultaneously, and yet under-predict the [C ii] by a factor of 2. Moreover, the H i mass of such models would exceed the upper limit of 10 8 M ⊙ found by Bergvall et al. (2000) . The small fraction of [C ii] that originates from the dense PDR is at odds with the finding of Bergvall et al. (2000) , who estimate that more than 80% of the observed [C ii] in Haro 11 comes from the neutral gas. They use stellar clusters of T eff ∼ 35 000-40 000 K to account for the [O iii] 88 µm emission, which contributes less than 20% to the [C ii] emission, and they assume that the rest of the [C ii] (>80%) is associated with PDRs. Then, they find n PDR = 2 × 10 3 cm −3 using the Kaufman et al. (1999) model, which assumes a constant density. The much higher density that we find is compatible with the findings of Vasta et al. (2010) who analysed ISO observations with PDR models for several dwarf galaxies, including Haro 11, and find PDR densities between 10 4 and 9 × 10 4 cm −3 , and G 0 between 60 and 8 × 10 2 Habing. They also estimate that 10 to 60% of [C ii] comes from the ionised gas, which is in agreement with the diffuse ionised model contribution to the [C ii] line that we discuss in Sect. 5.3.
We have also explored the influence of cloud geometry on the line predictions by using the PDR model Kosma-τ (Röllig et al. 2006) , in which the illumination of the cloud is external, simulating a spherical cloud structure. We prefer to impose the pressure equilibrium between the compact H ii region and the dense PDR, because this gives physical insight into the presence of dense but fragmented PDRs (e.g. Hunter et al. 2001) . Although the pressure equilibrium assumption is not valid on large scales (nor is the assumption of a constant density) and, in particular, is expected to break in molecular clouds, here we do not model the molecular phase. We are interested in the interface between the dense H ii region and the PDR, the presence for which there is observational evidence. This model solution of the dense PDR with covering factor of 10% is noted C PDR . Next, we will discuss possible ways to lower the density in the PDR to account for the [C ii] emission, by either combining a high density with a low density model (Sect. 5.3), representative of the multi-phase ISM of galaxies, or by including a magnetic field (Sect. 6.1).
A model for the diffuse medium: D
Need for a softer radiation field
The major discrepancies between observations and model predictions in the ionised gas are seen for the [Ne ii] 12.6 µm and [N ii] 122 µm lines, which are both under-predicted by a factor of ∼5 in the dense H ii region model C HII , which is not unexpected. With excitation potentials of 14.5 and 21.6 eV respectively, emission of N + and Ne + originates only from the ionised gas, from both the dense H ii region and the diffuse medium. For [N ii] 122 µm, C HII does not reproduce the observed value even when varying the 3 free parameters. Only r in > 10 21.8 cm may agree (bottom left panel of Fig. 6 ). The contribution of the compact H ii region to this line is thus marginal; mostly because the radiation field produced by the young starburst is too hard and favors the ionisation of N ++ rather than N + . For the [Ne ii] line, a small change in the age of the burst would impact on its prediction, as discussed in Sect. 4.1.2. For the same values of density and inner radius, a model of age 3 Myr (instead of 3.7 Myr) would agree better with the observed intensity of [Ne ii]. For a burst age of 3.7 Myr, higher densities (n H > 10 3 cm −3 ) and inner radii (r in > 10 21.6 cm) are required to reproduce the observed [Ne ii] (top right panel of Fig. 6 ). However, such values of n H and r in would no longer agree with the other ionic lines. In order to reconcile the modeled [Ne ii] and [N ii] with their observations, a component with softer radiation field is required. This highlights the fact that one component is not enough the account for the emission of all the observed lines due to the presence of several phases in the ISM of galaxies with different properties. Our physical picture of the ISM of dwarf galaxies is of a highly permeable medium, where some of the ionising photons from the central starburst escape the H ii region and travel large distances. This means that in dwarf galaxies, larger effective volumes can be maintained in an ionised state, compared to those of dusty starbursts.
To model this additional ionised component we have tried three different methods: (1) set the cloud further away (higher r in ) under the same starburst conditions, and allowing the density to be a free parameter, (2) stop C HII before it reaches the ionisation front and take the output spectrum as the input spectrum of a lower density medium, (3) opt for a softer radiation field by including a scaled local interstellar radiation field. However, all of these methods fail to reproduce the observed line intensities. Either the radiation is still too hard (case (1) and (2) when stopping too early), or too soft (case (3) and (2) when stopping too close to the ionisation front).
The radiation field that works best to explain the observed [Ne ii] and [N ii] lines is a representative stellar SED from the Kurucz library of relatively low temperature (see next subsection). This is supported by the fact that more evolved stars producing low energy photons are present in Haro 11 (Micheva et al. 2010) 
[C ii] contribution from the model D
Since C PDR predicts very little [C ii] 157 µm, we expect a significant contribution of the diffuse medium to the C + emission. C + is usually found in the surface layers of far-UV illuminated PDRs (Stacey et al. 1991; Negishi et al. 2001 ), but it can also come from the ionised gas, with a contribution up to 50% (Madden et al. 1993; Carral et al. 1994; Heiles 1994; Abel et al. 2005) . With ionisation potentials lower than that of hydrogen, both C + and Si + can be produced by low energy photons or excited by collisions with electrons or hydrogen atoms, depending on the degree of ionisation from the emitting medium. Figure 9 shows the predicted [C ii] line intensities from the diffuse medium with a stellar temperature of 35 000 K, as a function of gas density. The contribution of the diffuse phase (ionised+neutral) is in filled circles, and the contribution of the ionised phase only shown by open circles. Calculations are stopped when molecules start to form and the fraction of H 2 /H reaches 10%. At low n H , the empty and filled circles are very close: a large fraction of the [C ii] can arise from the ionised phase, until [C ii] is collisionally de-excited by e − (n crit = 50 cm −3 ), and emits mostly in the neutral phase, its in- tensity then increasing with density. At r in = 10 22.2 cm, the [C ii] predictions decrease for n H > 10 2 cm −3 , because the atomic phase is very thin as the material is cold and enters quickly into the molecular phase where the models stop. We disregard these models which do not predict enough [C ii]. The range of possible solutions for the [C ii] 157 µm emission are r in higher than 10 21.4 cm, and are degenerate in n H . We can set a low-density case where n H = 10 cm −3 -for example. Then r in = 10 21.8 cm is the best fit, and [C ii] comes mostly from the ionised phase, accounting for ∼45% of the observed value. We also consider a high-density case where n H = 10 3 cm −3 , and r in = 10 21.8 cm. In this case, [C ii] is mostly emitted in the neutral phase, accounting for ∼40% of the observed value. Both models fill a larger volume than the compact model C .
Constraint from the H i 21-cm line
The H i 21-cm mass upper limit of 10 8 M ⊙ from Bergvall et al. (2000) is an important gas diagnostic of the diffuse atomic gas and brings a strong constraint that we can use to differentiate between the low-density and high-density case models. The H i mass from C PDR is 10 7 M ⊙ . While the models from Fig. 9 were stopped at a fraction of H 2 /H reaching 10% to compute entirely the ionised and atomic phases, most of those models exceed the H i mass upper limit. By stopping those models when the upper limit on the H i mass is reached, we find that the low-density case model contribution to the [C ii] line is unchanged since it comes from the ionised phase, while the high-density case model contributes to only ∼20% of the [C ii] line intensity, since the atomic phase is stopped at lower A V than previously computed.
For the rest of this study, we refer to the low-density case model as D l , and to the high-density case model as D h . We cannot exclude the presence of a diffuse neutral gas, but in all cases, there is a prominent contribution to the [C ii] from the ionised gas. We estimate that ∼40% originates in D l ; the rest coming from C PDR and little from D h . Moreover, the diffuse models do not contribute more than 15% to the [O i] lines, which are reliable tracers of the PDR.
Influence from other possible components
Magnetic fields
Magnetic fields impact the model solution, dominating the pressure deep into the cloud, and they are expected to be important in star-forming regions (Shaw et al. 2009 ). Robishaw et al. (2008) found magnetic fields on the order of a few mG in ULIRGs, from OH Zeeman splitting. In local dwarf irregular galaxies, magnetic fields are found to be weak, of a few µG to 50 µG in more extreme cases (e.g. NGC 1569, NGC 4214; Chyży et al. 2011; Kepley et al. 2010 Kepley et al. , 2011 . No study on magnetic fields has been conducted for Haro 11, so we did not include them in our grid calculation. Nevertheless, in view of the fact that we have found that the density of the dense PDR plays a determining role in the predicted line fluxes, we investigate the influence of adding a magnetic field B mag of strength 1 µG to 3 mG to the solution model C described in Sect 4.
The magnetic field (B mag ) is expressed as a pressure term (P mag ) through the cloud by the following equation:
where r is the depth of the cloud, B mag (0) and n H (0) are the initial values of the magnetic field and hydrogen density. This density-magnetic field relationship from Crutcher (1999) corresponds to the case where gravity dominates over magnetic support in the cloud collapse, and the magnetic flux is conserved. Figure 10 shows the predicted −3.75 G, the models under-predict the intensity of the PDR lines, which would require extra input power, although we are still within the errors (factor of 2). However, when lowering the density, the size of the PDR layer increases, and the H i mass as well. With no magnetic field, we find M(H i)= 10 7 M ⊙ with a covering factor of ∼10%. For B mag > 10 −4 G, we find M(H i)> 2 × 10 8 M ⊙ for a covering factor of unity. By increasing the magnetic field strength, we go from a picture of small dense clumps to a more diffuse extended medium, which again does not agree with the observational upper limit on the H i mass. Moreover, high field strengths (> 100 µG) may be found in the cores of star formation, but are unlikely to hold on galaxy-wide scales. Models with B mag > 10 −4 G are therefore discarded and appear in the shaded grey area on Fig. 10 . The model with B mag of 10 −4 G is noted C B . Then, if we consider that all of the [O i] 145 µm emission originates in the PDR, we can consequently scale the [C ii] intensity and we estimate the contribution of the PDR to the [C ii] line to be from 10% up to at most 50% in strong magnetic field cases. 
Origin of the [O iii] 88 µm line
Although emission from the [O iii] 88 µm line is expected in starburst galaxies, recent Herschel observations show that it is exceptionally bright in dwarf galaxies (Madden et al. 2012b ). In Haro 11, it is the brightest of all MIR and FIR lines.
With an excitation potential of 35.1 eV and critical density, n crit = 5 × 10 2 cm −3 , this line is expected to originate from a high ionisation and relatively low density medium. Effective temperatures, T eff > 40 000 K, are usually needed to explain the bright [O iii] emission in star-forming irregular galaxies (Hunter et al. 2001) . When considering both models C HII and D, we find a good match between model predictions and observations for all ionic lines considered, although the [O iii] 88 µm line is underpredicted by the models by a factor of ∼2. C HII accounts for 60% of the [O iii] 88 µm emission, and D does not predict any [O iii] emission; the ionising photons are not energetic enough. This factor of 2 is within the uncertainties of this study, however we discuss the possible origin of the [O iii] 88 µm line from a highly ionised more diffuse medium. Although the [O iii] emission is explained by C HII in the extreme case of Haro 11, this may not be the case in other metal-poor dwarf galaxies.
In the star-forming region N11-B of the Large Magellanic Cloud, Lebouteiller et al. (2012) find bright [O iii] 88 µm emission that originates from spatially extended high-excitation diffuse ionised gas, and can be modeled by O stars distributed across the region. In the case of Haro 11, the density in C HII is too high to fully reproduce the observed [O iii] 88 µm emission. As shown in Fig. 6 , lowering the density in C HII to densities ≤ 10 2 cm −3 would better reproduce the observed [O iii] 88 µm intensity.
Given the two components that we have modeled C HII and D, we may consider a picture in which C HII does not have a covering factor of unity, but is actually porous. This would allow some fraction of the ionising photons to escape the compact H ii region and travel further away in a lower density medium. Such a configuration could explain the [O iii] 88 µm emission, but would also lead to over-predicting several lines. In particular, in our case, predicted intensities of the [S iv], [O iv], and [N iii] lines would be a factor of ∼2 higher than their observed values.
Origin of the [O iv] line and X-rays
With an ionisation potential of 54.9 eV, [O iv] can only be excited by high energy sources. Its origin has been discussed in Lutz et al. (1998); Schaerer & Stasińska (1999) . It can come from AGN activity (X-rays), very hot sources or shocks. In this Section, we explore the role of X-ray photons and/or shocks. In dwarf starbursting galaxies, a hot and young stellar population is usually responsible for the [O iv] emission. This has been confirmed by ISO observations of the dwarf galaxies II Zw 40 and NGC 5253 (Schaerer & Stasińska 1999) . Signatures of WolfRayet stars in the optical and P Cygni profiles in the far-UV (O vi lines), revealing the presence of O supergiants and a very young burst in Haro 11, were reported by Bergvall et al. (2006) and Grimes et al. (2007) . In the case of Haro 11, we find that the young starburst containing Wolf-Rayet stars can indeed account for the [O iv] 25.9 µm line intensity. The luminosity of the [O iv] line is ∼0.006% of L TIR . Spinoglio et al. (2012) have compared the IR/submm emission lines to the IR luminosity in local samples of AGNs and starburst galaxies. They showed that the [O iv] line is weaker in starburst galaxies, about one order of magnitude less intense than in AGNs, and that starbursts follow the relation L [O IV] ∼ 10 −4 L TIR in the high IR luminosity range, which is consistent with that observed in Haro 11. The [Ne v] (97.1 eV) at 14.3 µm is not detected in the Spitzer/IRS spectrum. The upper limit in Table 2 is consistent with our model prediction. Its absence confirms the fact that there is no AGN activity nor intense hard X-ray emission in Haro 11. The X-ray component discussed in Sect. 3.3 .1 in our model has little effect on the intensities of the ionic lines. Around the parameters of C HII , adding X-rays to the radiation field increases the intensity of the [O iv] 25.9 µm line by only ∼1%. In the PDR, the X-rays have a moderate effect. They contribute up to 5% to the [C ii] intensity, and ∼10% to the [O i] intensities. X-rays play a second order role and the physics of the neutral gas is dominated by the FUV photons (PDR), not the X-rays (XDR).
Shocks are also not our prefered explanation for the [O iv] emission. O'Halloran et al. (2008) find that the emission of the [Fe ii] 26.0 µm line in low metallicity BCDs may be shockderived or can result from a larger abundance of iron in the gasphase as it is less depleted onto dust grains at low metallicity. However, the [Fe ii] 26.0 µm line is barely detected in Haro 11. The observed ratio of [Fe iii]/[Fe ii] is ∼0.005, which also tends to rule out shocks as a major heating process here.
Multi-phase build-up of Haro 11
We summarize the contributions of the different ISM phases that, when put together, account for the global MIR and FIR finestructure line emission observed in Haro 11 (Figure 11 ). The panel on the left is an illustration of this multi-phase build-up: the central starburst is surrounded by our main model C composed of a compact H ii region C HII (red), with adjacent dense PDRs C PDR (blue). The volume around this compact nucleus is filled by diffuse ionised/neutral gas D (yellow). We also add a low filling factor component of warm dust close to the starburst (black dots), the need for which we discuss (Sect. 7.1). This scheme is the global picture (not to scale) that results from this modeling study. We remind the reader that the models C and D were computed separately. The panel on the right is a histogram indicating the contribution of each model to the line intensities, with identical color-coding. All 17 lines considered are reproduced by the 3 models C HII , C PDR , and D within a factor of 2. The model parameters of these phases and line predictions are also listed in Table 5 . In view of the results from Sect. 5.3 and 6.1, in which the upper limit on the H i mass limits the contribution from the diffuse neutral medium and from magnetic fields, the models D h and C B are not taken into account for our final build-up of the ISM of Haro 11. The models we combine are: -a compact H ii region that dominates the emission of the ionic lines C HII , -a dense PDR of coverage ∼10% C PDR , -a diffuse low-ionisation medium D l . We analyse results from this build-up in terms of dust emission, extinction, and mass budget.
The global SED
The proposed geometry also implies a prediction for the dust emission coming from the different ISM phases of Haro 11. We compare the predicted SED of the multi-phase build-up with the observations of Haro 11 in Figure 12 . The goal here is not to fit in detail the dust emission but rather to reproduce the global shape of the SED because it is sensitive to the temperature of the dust, which is one of the main predictions of the multi-phase model. The SED of the compact model C (both C HII and C PDR ) peaks at ∼40 µm (Fig. 12) , as in the observed SED. In particular, C PDR is too dense to explain the FIR shape of the SED, which corroborates the presence of a more diffuse component. Indeed, the diffuse component D l matches the temperature of Haro 11 in the FIR, although the longest wavelengths, beyond 250 µm, are still under-predicted. Perhaps the most surprising result is that the multi-phase model fails completely to reproduce the UVoptical extinction and the MIR emission, despite the choice of a lower cut in the grain sizes (Sect. 3.3.3). We discuss these two points in Sect. 7.1.1 and Sect. 7.1.2.
Energy balance
In the UV-optical wavelength range, the total outward luminosity ( Fig. 12: bottom panel, black line) is 80% greater than the observed luminosity. Has the input energy in the UV-optical wavelength range been overestimated? We are confident about the shape of the input starburst spectrum since the spectral line ratios depend on the hardness of the radiation field and are well fitted by our models. Additional confidence draws from the right amount of input energy as the level of the NIR photometry, unaffected by the little extinction present in Haro 11, is well matched.
The SED reflects the global energy balance of Haro 11 and shows that a fraction of the total input energy injected in the UVoptical wavelength range is not absorbed. The models C HII and D l are responsible for the over-prediction in the UV-optical. We find the average extinction of the model to be A V = 0.15 mag. The spectrum is dominated by emission from the ionised model components: C HII , of which 90% of the radiation escapes since the PDR covers only 10%, and D l . These models are computed separately and work as MIR-FIR emission line diagnostics, very little affected by dust attenuation, but we neglect their interaction. We can estimate the reddening needed to match the level of the model spectrum to the observed data points. Using the extinction law of Calzetti et al. (2000) , with R V = 3.3 set by the model, we find A V = 0.9 mag, hence A B = 1.2 mag and E(B − V) = 0.3 mag. The reddened spectrum appears in dashed dark line on Fig. 12 (bottom) . From UV continuum measurements and Hα/Hβ ratio, Bergvall &Östlin (2002) estimate A B = 0.7 mag. The optical image (Fig. 1) shows a dust lane passing in front of knot B, where the extinction is known to be higher (Adamo et al. 2010; Guseva et al. 2012) . Adamo et al. (2010) find that E(B − V) is 0.4 towards knot B and 0.1 towards knot C.
On the contrary, in the MIR (5 to 40 µm), the predicted luminosity is twice lower than the observed luminosity. This emission in the MIR can be attributed to warm dust that we model in the following Section.
This suggests an interpretation in terms of geometry of the galaxy, in which a large number of ionising photons can travel far, but in the end, the different media (compact and diffuse) are well mixed together, yielding a significant dust column along most lines of sight. In particular, the warm dust component that we add close to the central starburst and emits in the MIR is likely responsible for the absorption of the UV-optical part of the C HII spectrum which is the primary contributor to the total spectrum in this range.
Warm dust component
To account for the observed warm dust that our models do not produce in the MIR range (Fig 12, top panel) , we have examined two possible solutions that do not change the intrinsic properties of the dust grains (which are little known): 1) change the dust distribution for a postshock distribution (Jones et al. 1996) , where grains are affected by shocks, with preferential destruction of large grains, resulting in an enhancement of small grains with respect to large grains. This grain shattering results in a distribution with steeper slope and lower cutoff sizes. This distribution is successfully applied to model IR SEDs of LIRGs in Dopita et al. (2011) . Galliano et al. (2003) used this distribution, that may have been generated by supernova shocks, to model the dust in the dwarf galaxy NGC 1569. However we have been unable to satisfactorily fit the SED by changing the grain properties. 2) add a warm dust component close to the central starburst. In this way we add to our picture a porous layer of dust particles close to the central starburst, which is not inconceivable for compact H ii regions. Models from Groves et al. (2008) show that the observed warm dust emission arises from hot dust embedded within the H ii region. This is also supported by spatially resolved observations of nearby galaxies. Calzetti et al. (2005) find that the 8 µm and 24 µm emission originate within the H ii regions.
We adopt a warm dust component, at a distance of r in = 10 19.8 cm, with density n H = 10 1.5 cm −3 and covering factor 15% (orange spectrum on Fig 12) . These parameters are chosen to reproduce the level of the SED in the MIR. In these conditions grains can easily survive. This component has little or no effect on the discussed emission lines because of its compactness. The photons are predominantly absorbed by the dust, not the gas, and dust collisions are responsible for the cooling. This warm dust component may be regarded as an equivalent of an ultra-compact H ii region (Dopita et al. 2003) , or the hot spots described in Siebenmorgen & Krügel (2007) . This component takes away 15% of the input luminosity from the H ii region model. The amount of necessary energy and the hardness of the radiation field can be adjusted by modifying simultaneously the input luminosity, covering factor, and the inner radius in the code. Integrating the spectrum from 3 to 1100 µm gives L TIR = 1.7 × 10 11 L ⊙ , very close to the infered dust-model value of 1.4 × 10 11 L ⊙ from Galametz et al. (2009); Rémy et al. (2012) . This warm dust model matches the continuum level in the NIR-MIR, but produces a silicate feature in emission at 9.7 µm, which is not seen in the Spitzer/IRS spectrum. This discrepancy is likely due to the fact that we have modeled the compact and diffuse phases of the ISM independently. Foreground dust from the other components may in turn extinguish the silicate seen in emission. Another factor at play is the adopted abundance of silicate grains. Quantitative surveys with Spitzer of AGB carbon and silicate dust production rates in the Magellanic Clouds find that carbon dust injection rates dominate over those of silicate (Matsuura et al. 2009; Boyer et al. 2012 ). There may be a small effect from foreground cold dust from the molecular phase of Haro 11 that we do not model, which would have low filling factor and high A V .
FIR-mm wavelength range
The mismatch between the observed and predicted SED beyond 250 µm (Fig. 12 ) may be attributed to colder dust in the molecular phase. With no molecular gas constraint, we cannot include a cold molecular phase in our modeling. However, as a first approximation on the required dust properties, we can continue C PDR to higher A V and stop the model when it matches the submm temperature. This way, we estimate that the missing emission requires high A V ∼40 mag and agrees with a grain temperature of ∼25 K, which would fit the SPIRE data to 500 µm but still under-predict the LABOCA 870 µm data (see Fig. A .1 in Appendix A). The latter is rather related to the submm excess introduced in Sect. 1.1. This excess is modeled by a cold dust component in Galametz et al. (2009 (1999) with the ESO 3.6 m telescope. More recent observations were also performed with the VLT/X-shooter, in the wavelength range 3 000-24 000 Å, by Guseva et al. (2012) . In particular, they observed, in a slit of size ∼ Figure 12 . Top: Spectral energy distribution (SED) of the incident radiation field striking the cloud and outward radiation from each component modeled by Cloudy. The dark spectrum is the total outward radiation resulting from multi-phase build-up, and arriving to the observer. Photometry data from NED, Bendo et al. (2012) , Galametz et al. (2009), and Rémy et al. (2012) , and the IRS spectrum are overlaid in grey. Bottom: Spectral energy distribution of the total outward radiation field and the reddened outward radiation field in dashed dark line. observations, they determined the metallicity of Haro 11 and element abundances. Optical lines are affected by dust extinction, and comparison of the model predictions to the observations is very dependent on the adopted geometry. With Cloudy, we can compare the intrinsic emission predicted by our model to the extinction-corrected observations.
The ratio of the optical lines listed above to Hβ are all well reproduced by our Cloudy models, within 40%, with contribution from both the H ii region and the diffuse medium (Table 6) . The only line which poses a problem is [S ii], which is overestimated by a factor of 3 at 6716 Å, and 1.5 at 6731 Å. The Cloudy ratio of the two [S ii] lines is thus 0.9. The Cloudy models of Guseva et al. (2012) also over-predict the [S ii] lines by a factor of 2, but reproduce their observed ratio of 1.5. This ratio is sensitive to the electron density of the medium probed, which in their case is a density of 10 cm −3 . We find that our diffuse ionised model with density 10 cm −3 does predict a [S ii] line ratio of 1.5. Concerning Hα, we compare its absolute flux and find that it emits from both the H ii region and the diffuse medium, with a total predicted luminosity of 7 × 10 8 L ⊙ , close to the observed value ofÖstlin et al. (1999) , L Hα = 8 × 10 8 L ⊙ . Guseva et al. (2012) . The fluxes are extinction-corrected and averaged over the two knots B and C. (b) Ratio of the intrinsic line intensity over Hβ predicted by Cloudy.
Mass budget
The gas mass of each ISM component can be calculated using the density profile in the cloud and integrating over the volume of each slice inside the cloud. We then multiply the gas mass by 1.36 to account for helium, and use the D/G mass ratio of the model (2.64 × 10 −3 ) to derive the dust mass. The masses of each component are summarized in Table 7 . We find a mass of ionised gas (C HII +D l ) of 5.8 × 10 8 M ⊙ , and a mass of neutral gas (C PDR +D l ) of 2.4 × 10 8 M ⊙ . This neutral gas mass accounts for the H i mass as well as the mass of H 2 formed in PDR envelopes before the CO formation. This H 2 layer not traced by CO is referred as the "dark gas" (Wolfire et al. 2010) . The PDR-H 2 mass is ∼ 10 8 M ⊙ and comes from C PDR , while the H i mass comes essentially from the diffuse model D l with M(H i) ∼ 10 8 M ⊙ fixed by its upper limit. As expected, the ionised phase is dominant in Haro 11. The ionised gas and PDR masses are similar to that of Bergvall et al. (2000) . We derive a total dust mass of 2.1 × 10 6 M ⊙ , comparable to the value 6 × 10 6 M ⊙ of Galametz et al. (2009) .
These dust and gas mass inventories do not include modeling of the cold CO-cloud. The missing FIR emission discussed in Sect 7.1.3 results in a dust mass of ∼ 2 × 10 6 M ⊙ , which does not include the observed submm excess. When modeling the dust submm excess as cold dust, Galametz et al. (2009) find a total dust mass of 2 × 10 7 M ⊙ , which would result in a higher D/G mass ratio (∼1/50) compared to our current gas modeling. A significant fraction of ISM mass would therefore not accounted for by our models, part of which should sit in the molecular phase that we have not modeled. CO(1-0) is to date undetected (Bergvall et al. 2000) . The state of a reservoir of warm molecular gas is addressed in a forthcoming paper (Cormier et al. 2012b ). We would like to emphasize that the determination of the cold dust mass is very sensitive to the model and geometry adopted. Both the cool dust interpretation of the submm excess and the model accounting for the missing FIR emission (Sect 7.1.3) are, without further onstaints on the cold phase, ad hoc means to fit the dust SED. In particular, the cold dust interpretation of the submm excess has little physical support as it is unlikely to encounter such very large columns of (cold shielded) dust in dwarf galaxies, and because the submm excess does not seem to correlate spatially with the densest ISM phases ). 
Conclusion
We have presented Spitzer/IRS and Herschel/PACS spectroscopic observations of the MIR-FIR fine-structure cooling lines in the starburst low-metallicity galaxy Haro 11. Investigating the nature of the different gas phases in this galaxy, we have modeled the ISM phases of Haro 11 step by step with the spectral synthesis code Cloudy. The major model results can be summarized as follows: ii region, and where the gas is heated by escaping UV photons. 6. We estimate the mass from each modeled phase. We find a mass of ionised gas of 6 × 10 8 M ⊙ , a PDR mass of 2 × 10 8 M ⊙ , and a dust mass (without submm constraints, because of the submm excess) of 3 × 10 6 M ⊙ . The ionised gas mass is larger than the atomic gas mass. 7. Finally, in terms of structure, the ISM of Haro 11 appears to be mostly filled with extended diffuse gas. Our simple picture can reproduce the observations by a galaxy with a filling factor of diffuse neutral and ionised gas of at least 90%, a dense H ii region component of filling factor ∼0.2% and a PDR component of filling factor <0.01%. A radiative transfer model which takes into account clumpy source and gas structures would provide a more realistic picture of Haro 11.
