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Abstract
The large-distance dynamics in quarkonium systems is investigated, in the large Nc limit,
through the saturation of Wilson loop averages by minimal surfaces. Using a represen-
tation for the quark propagator in the presence of the external gluon field based on the
use of path-ordered phase factors, a covariant three-dimensional bound state equation of
the Breit–Salpeter type is derived, in which the interaction potentials are provided by
the energy-momentum vector of the straight segment joining the quark to the antiquark
and carrying a constant linear energy density, equal to the string tension. The interac-
tion potentials are confining and reduce to the linear vector potential in the static case
and receive, for moving quarks, contributions from the moments of inertia of the straight
segment. The self-energy parts of the quark propagators induce spontaneous breakdown
of chiral symmetry with a mechanism identical to that of the exchange of one Coulomb-
gluon. In the nonrelativistic limit, long range spin-spin potentials are absent; the moments
of inertia of the straight segment provide negative contributions to the spin-orbit poten-
tials going in the opposite direction to those of the pure timelike vector potential. In the
ultrarelativistic limit, the mass spectrum displays linear Regge trajectories with slopes in
agreement with their classical relationship with the string tension.
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1 Introduction
The Wilson loop [1] appears as one of the most efficient tools for probing the large-
distance properties of QCD. It provides a natural criterion for confinement through the
area law and also participates as a basic ingredient in the formulation of lattice gauge
theories [1, 2]. Equations concerning path-ordered phase factors were first obtained by
Mandelstam [3] and analyzed in the QCD case by Nambu [4]. Loop equations were
obtained by Polyakov [5] and Makeenko and Migdal [6, 7]. (For reviews, see Refs. [8] and
[9].) The loop equations actually represent an infinite chain of coupled equations relating
vacuum expectation values of loop operators having as supports different numbers of
closed contours emerging from contours with self-intersections. These equations must in
addition be supplemented with constraint equations [10, 11], the so-called Mandelstam
constraints, which are sensitive to the gauge group structure of the theory. Due to their
complexity, the loop equations have not yet allowed a systematic resolution of QCD in
terms of loop variables. In the two-dimensional case however, explicit expressions of the
Wilson loop averages for various types of contour have been obtained for U(Nc) gauge
theories [12]. Renormalization properties of the Wilson loop averages were studied in the
framework of perturbation theory in Refs. [13, 14], where it was shown that the latter
are multiplicatively renormalizable.
Considerable simplification is obtained in the large-Nc limit [15], corresponding to the
planar diagram approximation of the theory. In that case, apart from the disappearance
of many nonleading terms, it is the factorization property of the Wilson loop average
for two disjoint contours that becomes mostly relevant. Makeenko and Migdal studied
the resulting equations in the above limit pointing out their equivalence with a chain of
Schwinger–Dyson type equations [6, 7]. They showed that for large contours asymptotic
solutions exist correponding to the minimal surfaces bounded by the loops.
Concerning physical applications, Eichten and Feinberg, using the area law for the Wil-
son loop, could obtain the general expression of spin-dependent forces for quark-antiquark
systems to order 1/c2 in terms of color electric and magnetic field correlators [16]. This
problem was also investigated by Gromes [17]. Later on, Prosperi, Brambilla et al. com-
pleted these results by also obtaining the velocity-dependent forces [18, 19, 20, 21]. On
the other hand, a wide program of investigations was undertaken by Dosch, Simonov et
al. in the framework of the “stochastic vacuum model” [22].
In recent years, the Wilson loop gained renewal of interest in connection with dual-
ity properties of different field theories in different dimensions manifested through the
AdS/CFT correspondence [23].
The purpose of the present paper is to investigate the properties of the Wilson loop
concerning the bound state problem in QCD in the large-distance regime when the latter
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is probed by minimal surfaces. Among possible nonperturbative solutions of the loop
equations at large distances, minimal surfaces appear as the most natural ones [6, 7]; they
produce in a simple way the area law needed for confinement and satisfy the factorization
property, valid at large Nc. A complete solution of the loop equations should necessarily
include short-distance effects for which minimal surfaces do not seem sufficient alone to
provide the appropriate behavior. Therefore, for that regime perturbation theory results
should appropriately be incorporated in the Wilson loop solution; this aspect of the
problem will not, however, be analyzed in the present paper. Other nonperturbative
properties of the theory, related to its possible string-like behavior, might also arise from
contributions of fluctuations of surfaces around the minimal surface bounded by the loop
[24, 25, 26].
The main ingredient in our approach is a representation of the quark propagator in
the presence of an external gluon field as a series of terms involving free propagators,
path-ordered phase factors along straight lines and their derivatives. That representation
generalizes to the relativistic case the one used in the nonrelativistic limit [16]. The gauge
invariant quark-antiquark Green function is then represented by a series of terms involving
Wilson loops having as contours skew polygons with an increasing number of sides. Each
Wilson loop average is then replaced by the contribution of the corresponding minimal
surface bounded by the loop. Contrary to the usual two-particle Green functions, the
gauge invariant Green function does not manifestly satisfy a genuine integral equation
which might, as in the Bethe–Salpeter equation case [27], result in a bound state integral
equation. In the present case, the Green function satisfies with the Dirac operators
two independent and compatible equations. Selecting in the large time limit the total
momentum of a bound state [28] and taking in the center-of-mass frame the equal-time
limit for the two particles allow, with certain mathematical assumptions, the grouping of
terms into a form that leads to a three-dimensional Breit–Salpeter type wave equation
[29, 30], where the potentials are represented by the components of the energy-momentum
vector of the straight segment joining the quark to the antiquark and carrying a constant
linear energy density, equal to the string tension; they involve, apart from the usual
confining linear potential, contributions coming from the moments of inertia of the above
segment, which plays the role of the color flux tube of the quarkonium system.
The self-energy parts of the quark propagators, extracted from the interaction terms,
allow the analysis of the chiral symmetry properties of the system. The situation here is
very similar to that resulting from the exchange of one Coulomb-gluon and the latter has
been studied in the literature. The Schwinger–Dyson equation satisfied by the self-energy
part has a non-trivial solution leading to a spontaneous breakdown of chiral symmetry.
From the nonrelativistic limit of the wave equation one determines the hamiltonian
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of the system to order 1/c2. Spin-spin potentials are absent from the hamiltonian. The
contributions of the color flux tube result in new terms for the orbital angular momentum
and for the spin-orbit potentials. In particular, the momentum of the flux tube contributes
with a negative sign to the spin-orbit potential, in opposite direction to the contributions of
the pure timelike vector potential, and may account for the phenomenological observations
made for fine splitting.
At high energies, the mass spectrum displays linear Regge trajectories, the slopes of
which tend to satisfy the classical relationship with the string tension.
The paper is organized as follows. In Sec. 2, we review the equations satisfied by the
Wilson loop averages and outline the particular status of minimal surfaces within the set
of possible solutions. In Sec. 3, we display some basic properties of minimal surfaces. In
Sec. 4, the representation of the quark propagator in the presence of an external gluon
field is constructed. Section 5 is devoted to the construction of the representation of the
gauge invariant two-particle Green function in terms of a series of Wilson loops having
as boundaries skew polygons. The bound state equation is derived in Sec. 6. Section 7
is devoted to the extraction from the interaction terms of the self-energy parts needed
for the quark propagators. Chiral symmetry breaking is studied in Sec. 8. In Sec. 9,
the main qualitative properties of the bound state spectrum are displayed. Summary and
concluding remarks follow in Sec. 10. In appendix A, the main properties of minimal
surfaces are presented. Appendix B is devoted to the determination of the normalization
condition of the wave function. Appendix C gives details about the Breit approximation
used for the resolution of the bound state spectrum.
2 Loop equations
The starting point is the gauge covariant path-ordered phase factor along a line Cyx joining
point x to point y§:
U(Cyx, y, x) ≡ U(y, x) = Pe
−ig
∫ y
x
dzµAµ(z)
, (2.1)
where Aµ =
∑
aA
a
µt
a, Aaµ (a = 1, . . . , N
2
c − 1) being the gluon fields and ta the generators
of the gauge group SU(Nc) in the fundamental representation, with the normalization
trtatb = 1
2
δab. A more detailed definition of U is given by the series expansion in the cou-
pling constant g; all equations involving U can be obtained from the latter. Parametriz-
ing the line C with a parameter σ, C = {x(σ)}, 0 ≤ σ ≤ 1, such that x(0) = x and
x(1) = y, a variation of C induces the following variation of U [U(x(σ), x(σ′)) ≡ U(σ, σ′),
§Formulas of this section are written in Minkowski space.
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A(x(σ)) ≡ A(σ)]:
δU(1, 0) = −igδxα(1)Aα(1)U(1, 0) + igU(1, 0)Aα(0)δxα(0)
+ig
∫ 1
0
dσU(1, σ)x′β(σ)Fβα(σ)δx
α(σ)U(σ, 0), (2.2)
where x′ = ∂x
∂σ
and F is the field strength, Fµν = ∂µAν−∂νAµ+ ig[Aµ, Aν ]. The functional
derivative of U with respect to x(σ) (0 < σ < 1) is then [5]:
δU(1, 0)
δxα(σ)
= igU(1, σ)x′β(σ)Fβα(σ)U(σ, 0). (2.3)
Defining the ordinary derivations with the prescriptions [5]
∂
∂xµ(σ)
= lim
ε→0
∫ σ+ε
σ−ε
dσ′
δ
δxµ(σ′)
, (2.4)
∂
∂x′µ(σ)
= lim
ε→0
∫ σ+ε
σ−ε
dσ′(σ′ − σ) δ
δxµ(σ′)
, (2.5)
one obtains:
∂
∂x′β(σ)
δU(1, 0)
δxα(σ)
= igU(1, σ)Fβα(σ)U(σ, 0). (2.6)
A derivation with respect to xµ(σ) then yields:
∂
∂xµ(σ)
∂
∂x′β(σ)
δU(1, 0)
δxα(σ)
= igU(1, σ)(∇µFβα(σ))U(σ, 0), (2.7)
where ∇ is the covariant derivative, (∇F ) = (∂F ) + ig[A, F ].
The Wilson loop, denoted Φ(C), is defined as the trace in color space of the path-
ordered phase factor (2.1) along a closed contour C:
Φ(C) =
1
Nc
trPe
−ig
∮
C
dxµAµ(x)
, (2.8)
where the factor 1/Nc has been put for normalization. It is a gauge invariant quantity.
Its vacuum expectation value is denoted W (C):
W (C) = 〈Φ(C)〉A, W (C1, C2) = 〈Φ(C1)Φ(C2)〉A, (2.9)
the averaging being defined in the path integral formalism. More generally, one meets
insertions of local operators O(x) into the Wilson loop. Their vacuum expectation values
are:
〈O(x)〉W ≡ 〈 1
Nc
trP
(
e
−ig
∮
C
dzµAµ(z)
O(x)
)
〉A
∣∣∣∣
x∈C
. (2.10)
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The Wilson loop and its average also satisfy equations analogous to Eqs. (2.3), (2.6)
and (2.7). Considering in Eq. (2.7) three different indices and taking their cyclic per-
mutations one obtains in the right-hand side the Bianchi identity. For the Wilson loop
average the equation takes the form
ενµβα
∂
∂xµ
∂
∂x′β
δW (C)
δxα
= 0. (2.11)
Contraction of the indices µ and β in Eq. (2.7) leads in the right-hand side to the
equation of motion of the gluon field. In the large Nc limit the quark current can be
neglected and the corresponding term becomes equivalent to the functional derivative
−δ/δAα which acts now on the Wilson loop. [Gauge-fixing and ghost terms mutually
cancel each other in gauge invariant quantities [13, 14] and hence can be ignored.] One
finds:
∂
∂xβ
∂
∂x′β
δW (C)
δxα
= i
g2Nc
2
∮
C
dyαδ4(y − x)
[
W (Cyx, Cxy)− 1
N2c
W (C)
]
. (2.12)
Because of the delta function, the points y that contribute to the integral are those that
lie in the vicinity of the point x. Two cases may emerge. First, the contour C may have
self-intersection points and point x may be one of them. In that case, there is a point y
which coincides with x in space but is not the same one on the contour. The contours
Cyx and Cxy are the complementary contours separated by the intersection point and
contribute as independent closed contours to the Wilson loop. Second, there is always
the contribution of the points y which are close to x in space and on the contour. In that
case, one of the contours Cyx or Cxy shrinks to zero and the other one becomes identical
to C. In the large Nc limit, the Wilson loop average of the the two contours Cyx and Cxy
factorizes into two loop averages and Eq. (2.12) becomes:
∂
∂xβ
∂
∂x′β
δW (C)
δxα
= i
g2Nc
2
∮
C
dyαδ4(y − x)W (Cyx)W (Cxy). (2.13)
[The product g2Nc is maintained fixed and finite in the above limit [15].]
Equations (2.11) and (2.13) can be considered as basic equations of QCD in the large
Nc limit in loop space. The factorized structure of the right-hand side of Eq. (2.13)
puts severe restrictions on the class of its possible solutions. Potential solutions of that
equation with contours without self-intersections may not be solutions for contours with
self-intersections. On the other hand, many physical applications related to meson spec-
troscopy do not require consideration of contours with self-intersections (in the static
limit). Due to the huge complexity of the treatment of the problem with general types of
contour, it seems reasonable, in view of physical applications, to limit, at a first stage, the
investigations to contours not having self-intersections. We shall adopt this limitation in
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the present paper, indicating at the end of this section the way of incorporating contours
with self-intersections. Equation (2.13) then becomes:
∂
∂xβ
∂
∂x′β
δW (C)
δxα
= i
g2Nc
2
∮
C
dyαδ4(y − x)W (C). (2.14)
The points y that contribute to the integral are those that lie in the vicinity of the point
x in space and on the contour.
A first class of solution to Eqs. (2.11) and (2.13) is provided by perturbation theory
[13, 14]. In the right-hand side of Eq. (2.13), g2Nc represents the unrenormalized coupling
constant and the resolution of the equation is accompanied by the renormalization of the
theory and of the Wilson loop itself. However, perturbation theory becomes unstable at
large distances and the search for nonperturbative solutions becomes necessary. Among
these, minimal surfaces appear, for several reasons, as natural candidates. First, they
easily reproduce the area law related to confinement [1]; second, they satisfy, with certain
restrictions, the factorization law in the large Nc limit; third, they are connected to the
classical action of string theory, which in turn is expected to have an implicit relationship
with QCD [4, 24, 25, 26]. In the following, we concentrate on the contributions of surfaces
to Eqs. (2.11) and (2.14).
Let S be a surface of a given type, that is satisfying a given equation, and having as
contour the closed loop C. Let A be its area. Then a representation of the Wilson loop
average can be given by the following expression:
W (C) = e−iσA(S, C), (2.15)
where σ is a constant, which will be identified with the string tension. Let us consider
Eq. (2.11). It represents the action of some local deformation of the contour at point
x. However, any local deformation on the contour also induces an internal deformation
of the surface itself, because the latter is constrained by its defining equation and by
the boundary condition. It turns out that the Bianchi identity operator, present in Eq.
(2.11), is represented in the internal part of the surface (and on its contour) by the
defining operator of minimal surfaces (surfaces having minimal area). Therefore, Eq.
(2.11) implies that among surfaces of a given type, only minimal surfaces can be solutions
of it. [The details of this assertion will be presented in the Sec. 3.] This result considerably
reduces the class of surface type solutions to the loop equations. In order to incorporate
other types of surface in representation (2.15) there remains the possibility of considering
contributions of an infinite sum of all possible surfaces, which might, through mutual
cancellations, satisfy Eq. (2.11). This latter possibility was considered in Ref. [7]. Such
a sum can also be considered as representing fluctuations of surfaces around the minimal
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surface and corresponding to string-like contributions [24, 25, 26]. Henceforth, we restrict
ourselves to the study of contributions to Eq. (2.15) coming from minimal surfaces.
To study Eq. (2.14), one must introduce a short-distance regulator a since the right-
hand side displays a singular behavior. Using for W (C) representation (2.15) with a
minimal surface one finds that Eq. (2.14) is satisfied provided one has the identification
σ =
C
a2
g2Nc
2
, (2.16)
where C is a numerical constant. Notice that the use of an arbitrary trial functional for
W (C) would produce in general for the right-hand side of Eq. (2.14) a multiplicative
functional depending on the whole contour C, rather than a local factor depending only
on x and on its vicinity. If the unrenormalized coupling constant g2Nc vanished as O(a
2)
with vanishing a, then minimal surfaces would define a theory by their own with a finite
dimensional coupling constant σ. However, we know from the short-distance behavior
of QCD, given by the perturbative solution, that the unrenormalized coupling constant
vanishes only logarithmically. Therefore condition (2.16) cannot be satisfied in general.
One must then interpret the minimal surface contribution to the Wilson loop average as
a part of a general solution in which it represents its large-distance behavior, while the
other part includes the perturbation theory contribution representing its short-distance
behavior. A matching condition between the two parts at intermediate distances should
then fix the value of the string tension σ in terms of the parameter Λ of QCD. We shall not
study this aspect of the problem in the present paper, but rather shall assume that such
a matching condition exists and is fulfilled and shall henceforth consider the properties of
the large-distance behavior of the theory as deduced from the minimal surface contribution
to the Wilson loop average.
Finally, let us comment on the factorization property of minimal surfaces. The minimal
surface of two disconnected closed contours lying sufficiently far from each other is the sum
of the minimal surfaces of each contour. This ensures the factorization property of the
Wilson loop average valid at large Nc. However, when the two contours are close to each
other new global solutions may arise that do not lead to factorization. Thus, for instance,
if the two contours are similar to each other and lie closely one above the other, forming
the two bases of a cylinder, then the global (or absolute) minimal surface corresponding
to the two contours is the area of the lateral surface of the cylinder rather than the sum
of the areas of its two bases, a result that manifestly does not lead to factorization. In
such cases and even for single contours having complicated forms, the minimal surface
solution should be chosen locally (therefore not necessarily the absolute one) with global
properties being in agreement with factorization or with other physical requirements.
Extension of that prescription to the case of contours with self-intersections allows
minimal surfaces to also satisfy the factorization property of the right-hand side of Eq.
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(2.13). However, when such contours lie on overlapping surfaces additional contribu-
tions might be necessary to consider, since internal contours then belong to two adjacent
surfaces. This is in particular the case in two-dimensional QCD [12].
In the next section, we shall study properties of minimal surfaces, showing some of
the results mentioned above and deriving results needed for later investigations.
3 Loop equations and minimal surfaces
Let C be a closed contour and S a surface bounded by it. We shall generally consider as
prototypes of contour those having four distinct sides, with junction points designated by
x1, x
′
1, x
′
2, x2 (see Fig. 1).
x′1
x1
x′2x2
Figure 1: Prototype of a closed contour with four distinct sides.
The surface bounded by this contour will be parametrized with two parameters, σ and
τ , and a point belonging to it will be represented as x(σ, τ) or y(σ, τ). We adopt for the
partial derivatives the usual notations
x′ =
∂x
∂σ
, x˙ =
∂x
∂τ
. (3.1)
In general, the four sides of the contour will be parametrized as follows: {x1x′1} with
σ = 0, {x′1x′2} with τ = 1, {x′2x2} with σ = 1 and {x2x1} with τ = 0. The area of the
surface is¶:
A(C, S) =
∫ 1
0
dσ
∫ 1
0
dτ
(
x′2x˙2 − (x′.x˙)2
)1/2
. (3.2)
To avoid the occurrence of possible divergences when dealing with functional deriva-
tives of the area, it is necessary to introduce a short-distance regulator in the expression
¶Formulas related to surfaces will in general be written in euclidean space.
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of the area. We adopt for the latter the following expression, already suggested in a more
general form in Ref. [7]:
A =
1
2
∫
dσµν(x)
∫
dσµν(y)F (x− y),
dσµν(x) = dσdτ(x′µx˙ν − x′ν x˙µ),
F =
a2
π
1(
(x− y)2 + a2
)2 , (3.3)
where a is the (positive) regulator and goes to zero at the end of calculations. In the limit
a→ 0, F is actually equal to a two-dimensional δ-function:
lim
a→0
F =
(
x′2x˙2 − (x′.x˙)2
)−1/2
δ(σ − σ′)δ(τ − τ ′). (3.4)
This implies that it is only points x and y lying close to each other that contribute to the
integral and therefore a limited number of terms of the expansion of y about x have to
be considered in general. For example, one finds the following limits:
a2
π
∫
dσ′dτ ′
1(
(y(σ′, τ ′)− x(σ, τ))2 + a2
)2 =

(
x′2x˙2 − (x′.x˙)2
)−1/2
, for x inside S,
1
2
(
x′2x˙2 − (x′.x˙)2
)−1/2
, for x on C.
(3.5)
We are interested in variations of the area of the surface S when local variations are
introduced on its contour C. S being a surface of a given type, that is satisfying a defining
equation, any deformation of the contour introduces corresponding deformations inside
the surface. Let us for definiteness consider deformations on the line τ = 0. The general
deformation of the area is:
δA =
∫
dσδxα(σ, 0)(δµαx
′ν(σ, 0)− δναx′µ(σ, 0))
∫
dσµν(y)F (y(σ′, τ ′)− x(σ, 0))
+
∫
dσµν(y)δyλ(σ′, τ ′)
∑
P (λ,µ,ν)
∂
∂yλ
∫
dσµν(z)F (z − y), (3.6)
where P (λ, µ, ν) indicates a cyclic permutation of the indices λ, µ, ν inside the sum. The
functional derivative of A with respect to x(σ, 0) is then:
δA
δxα(σ, 0)
= (δµαx
′ν(σ, 0)− δναx′µ(σ, 0))
∫
dσµν(y)F (y(σ′, τ ′)− x(σ, 0))
+
∫
dσµν(y)
δyλ(σ′, τ ′)
δxα(σ, 0)
∑
P (λ,µ,ν)
∂
∂yλ
∫
dσµν(z)F (z − y). (3.7)
The quantity δyλ(σ′, τ ′)/δxα(σ, 0) depends on the type of surface that is considered.
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Applying on both sides of Eq. (3.7) the operators ∂/∂x′β(σ, 0) and ∂/∂xγ(σ, 0) in
successive order, one obtains:
∂
∂xγ(σ, 0)
∂
∂x′β(σ, 0)
δA
δxα(σ, 0)
= 2
∂
∂xγ(σ, 0)
∫
dσαβ(y)F (y(σ′, τ ′)− x(σ, 0))
+
∫
dσµν(y)
(
∂
∂xγ(σ, 0)
∂
∂x′β(σ, 0)
δyλ(σ′, τ ′)
δxα(σ, 0)
) ∑
P (λ,µ,ν)
∂
∂yλ
∫
dσµν(z)F (z − y).
(3.8)
In order to satisfy the Bianchi identity (2.11) with representation (2.15), the sum of the
cyclic permutation of the left-hand side of Eq. (3.8) should vanish:
∑
P (γ,β,α)
∂
∂xγ(σ, 0)
∂
∂x′β(σ, 0)
δA
δxα(σ, 0)
= 0. (3.9)
This involves through the right-hand side of Eq. (3.8) the sum
∑
P (γ,β,α)
∂
∂xγ
∂
∂x′β
δyλ
δxα
. For
arbitrary contours, that quantity does not identically vanish. Therefore, the only solution
to Eq. (3.9) is the constraint
∑
P (λ,µ,ν)
∂
∂xλ
∫
dσµν(y)F (y − x) = 0, x inside S or on C, (3.10)
which is the defining equation of minimal surfaces.
In order to check Eq. (2.14), we limit ourselves to the case of minimal surfaces. In
that case, the second term of the right-hand side of Eq. (3.8) is null and the first term
gives after contraction of the indices γ and β:
∂
∂xβ
∂
∂x′β
δA
δxα
=
1
a
x′α
(x′2)1/2
+O(a). (3.11)
On the other hand, regularizing the delta function of Eq. (2.14) according to the pre-
scription
δ4(x)→ − 1
4π2
∂2
1
x2 + a2
, (3.12)
one obtains, with the proper-time parametrization (x′2 =constant):
∫
dyαδ4(y − x) = 1
4πa
(
3
a2
x′α
(x′2)1/2
+
x′′′α
(x′2)3/2
+
x′αx′′2
(x′2)5/2
)
+O(a). (3.13)
Use of representation (2.15) and comparison of both sides of Eq. (2.14) (in its euclidean
version) gives for finite σ the identification (2.16) with C = 3/(4π), which necessitates a
quadratically vanishing g2Nc with a when short-distance interactions are ignored.
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Coming back to the first-order variation of the area [Eq. (3.7)] it becomes in the case
of a minimal surface:
δA
δxα(σ, 0)
= (δµαx
′ν(σ, 0)− δναx′µ(σ, 0))
∫
dσµν(y)F (y(σ′, τ ′)− x(σ, 0)),
= −(x
′2x˙α − x′.x˙x′α)√
x′2x˙2 − (x′.x˙)2
, (3.14)
the second equation resulting in the limit a = 0; it manifestly satisfies the orthogonality
condition
x′α(σ, 0)
δA
δxα(σ, 0)
= 0, (3.15)
in agreement with Eq. (2.3).
Some properties of minimal surfaces are presented in appendix A. One main prop-
erty that we shall use in the present paper concerns the commutativity property of two
successive functional derivatives of the minimal area on its contour C,(
δ
δxβ(σ′)
δ
δxα(σ)
− δ
δxα(σ)
δ
δxβ(σ′)
)
A(C) = 0, (3.16)
a feature that is reminiscent of a similar property of the Wilson loop average:(
δ
δxβ(σ′)
δ
δxα(σ)
− δ
δxα(σ)
δ
δxβ(σ′)
)
W (C) = 0. (3.17)
4 The quark propagator in the external gluon field
In dealing with the quarkonium bound state problem within the Wilson loop approach,
one needs, in the path integral formalism, a representation of the quark propagator in the
presence of an arbitrary external gluon field, satisfying the equation(
iγ.∂(x) −m− gγ.A(x)
)
S(x, x′) = iδ4(x− x′). (4.1)
The usual perturbative representation S(x, x′) = i(iγ.∂−m−gγ.A)−1δ4(x−x′) is not very
convenient here since at each order of the perturbative expansion in the coupling constant
the gauge covariance of the propagator is lost and the construction of the Wilson loop
including contributions of fermion propagators becomes tricky. A representation that
is well suited to exhibit the Wilson loop structure of the gauge invariant two-particle
Green functions is the Feynman–Schwinger representation [32], which represents the quark
propagator as a quantum mechanical path integral. This representation has however the
main drawback that it dissolves the Dirac operator into the path integral and makes it
difficult to obtain from it an equation that easily displays the properties of fermions. In
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the present work we shall consider a representation that is based on an explicit use of
the free Dirac propagator accompanied by a path-ordered phase factor. It will have the
advantage of manifestly preserving the main properties of fermions.
The building block of the representation is the gauge covariant composite object,
denoted S˜(x, x′), made of a free fermion propagator S0(x − x′) (without color group
content) multiplied by the path-ordered phase factor U(x, x′) [Eq. (2.1)] taken along the
straight segment xx′: [
S˜(x, x′)
]a
b
≡ S0(x− x′)
[
U(x, x′)
]a
b
. (4.2)
The advantage of the straight segment over other types of line is that in the limit x′ → x
U tends to unity in an anambiguous way. S˜ satisfies the following equation with respect
to x:(
iγ.∂(x)−m−gγ.A(x)
)
S˜(x, x′) = iδ4(x−x′)+ iγα
∫ 1
0
dλ λ
(
δU(x, x′)
δxα(λ)
)
S0(x−x′), (4.3)
where the segment xx′ has been parametrized with the parameter λ as x(λ) = λx+ (1−
λ)x′. In the above equation, the point x′ is held fixed; furthermore, the operator δ/δxα(λ)
does not act on the explicit boundary point x of the segment (corresponding to λ = 1, cf.
Eqs. (2.2)-(2.3)), this contribution having already been cancelled by the gluon field term
A. A similar equation also holds with respect to x′, with x held fixed, with the Dirac and
color group matrices acting from the right.
The quantity −i(iγ.∂(x)−m−gγ.A(x))δ4(x−x′) is the inverse of the quark propagator
S in the presence of the external gluon field A. Reversing Eq. (4.3) with respect to S−1,
one obtains an equation for S in terms of S˜:
S(x, x′) = S˜(x, x′)−
∫
d4x′′S(x, x′′)γα
∫ 1
0
dλ λ
δ
δxα(λ)
S˜(x′′, x′), (4.4)
where the operator δ/δxα(λ) acts on the factor U of S˜, along the internal part of the
segment x′′x′, with x′ held fixed. Using the equation with x′, or making in Eq. (4.4) an
integration by parts, one obtains another equivalent equation:
S(x, x′) = S˜(x, x′) +
∫
d4x′′
∫ 1
0
dλ(1− λ)S˜(x, x′′)
←
δ
δxα(λ)
γαS(x′′, x′). (4.5)
Equations (4.4) or (4.5) allow us to obtain the propagator S as an iteration series with
respect to S˜, which contains the free fermion propagator, by maintaining at each order
of the iteration its gauge covariance property. For instance, the expansion of Eq. (4.4)
takes the form:
S(x, x′) = S˜(x, x′)−
∫
d4y1S˜(x, y1)γ
α1
∫ 1
0
dλ1 λ1
δ
δxα1(λ1)
S˜(y1, x
′)
+
∫
d4y1d
4y2
∫ 1
0
dλ1 λ1dλ2 λ2S˜(x, y1)γ
α1
( δ
δxα1(λ1)
S˜(y1, y2)
)
γα2
( δ
δxα2(λ2)
S˜(y2, x
′)
)
+ · · · , (4.6)
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the operator δ/δx(λi) acting on the inner part of the segment yiyi+1 of the phase factor
U(yi, yi+1). A verification of Eq. (4.1) can be done through the above iteration series. The
operator ∂/∂x acts on three terms. First, acting on the free fermion propagator contained
in S˜(x, x′′), it gives, with the Dirac operator, a δ4(x− x′′) type term which then removes
the integration over x′′. Second, it acts on the boundary point x of U(x, x′′) and cancels
the gluon field term A. Third, it acts on the inner part of the segment xx′′ of U . This
term is then cancelled by the δ4-term coming from the next-order term of the iteration
series under the action of the Dirac operator on the corresponding free propagator, and so
forth. Equations (4.4) and (4.5) are generalizations of the representation used for heavy
quarks starting from the static case [16].
The action of the operator δ/δxα(λ) on U can be expressed in terms of an insertion
of the field strength F [Eq. (2.3)]. One can check with the first few terms of the series,
using integrations by parts, that one can recover, in perturbation theory with respect to
the coupling constant g, the conventional perturbative expansion of S in terms of g and
A.
5 The two-particle gauge invariant Green function
The next step is to consider the quark-antiquark gauge invariant Green function, for
quarks q1 and q2 with different flavors and with masses m1 and m2:
G(x1, x2; x
′
1, x
′
2) ≡ 〈ψ2(x2)U(x2, x1)ψ1(x1)ψ1(x′1)U(x′1, x′2)ψ2(x′2)〉A,q1,q2, (5.1)
the averaging being defined in the path-integral formalism. Here, U(x2, x1) is the phase
factor (2.1) along the straight segment x2x1 (and similarly for U(x
′
1x
′
2)). According to the
conclusion reached in the final part of appendix A, the dynamics of the system concerning
its energy spectrum not containing string-like excitations can be probed by considering
between the quark and the antiquark equal-time straight segments (in a given reference
frame, e.g., the rest frame of the bound state); deviations of lines Cx2x1 from the equal-
time straight segment contribute only to the wave functional of the bound state and not
to its energy. However, for covariance reasons, we first consider general straight segments
x2x1 (not necessarily equal-time) and it is at a later stage that the equal-time limit will
be taken.
Integrating in the large Nc limit with respect to the quark fields, one obtains:
G(x1, x2; x
′
1, x
′
2) = −〈trc U(x2, x1)S1(x1, x′1)U(x′1, x′2)S2(x′2, x2)〉A, (5.2)
where S1 and S2 are the two quark propagators in the presence of the external gluon field
and trc designates the trace with respect to the color group.
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The Green function G satisfies the following equation with respect to the Dirac oper-
ator of particle 1 acting on x1:
(iγ.∂(x1) −m1)G(x1, x2; x′1, x′2) = −i〈trc U(x2, x1)δ4(x1 − x′1)U(x′1, x′2)S2(x′2, x2)〉A
−iγα〈trc
∫ 1
0
dσ(1− σ)δU(x2, x1)
δxα(σ)
S1(x1, x
′
1)U(x
′
1, x
′
2)S2(x
′
2, x2)〉A, (5.3)
where the segment x2x1 has been parametrized with the parameter σ as x(σ) = (1 −
σ)x1 + σx2; furthermore, the operator δ/δx
α does not act on the explicit boundary point
x1 of the segment (cf. Eqs. (2.2)-(2.3)), this contribution having already been cancelled
by the contribution of the gluon field A coming from the quark propagator S1. A similar
equation also holds with the Dirac operator of particle 2:
G(x1, x2; x
′
1, x
′
2)(−iγ.
←
∂ (x2) −m2) = −i〈trc U(x2, x1)S1(x1, x′1)U(x′1, x′2)δ4(x′2 − x2)〉A
+i〈trc
∫ 1
0
dσσ
δU(x2, x1)
δxβ(σ)
S1(x1, x
′
1)U(x
′
1, x
′
2)S2(x
′
2, x2)〉Aγβ. (5.4)
Using for S1 and S2 representations (4.4) and (4.5), respectively, one obtains for G
an expansion in a series of terms involving an increasing number of straight segments
between x1 and x
′
1 on the one hand and between x2 and x
′
2 on the other. With each
segment is associated a path-ordered phase factor U ; the union of all such factors, together
with U(x2, x1) and U(x
′
1, x
′
2), forms a Wilson loop along a skew polygon. We can then
represent G in the following form:
G =
∞∑
i,j=1
Gi,j, (5.5)
where Gi,j represents the contribution of the term of the series having (i − 1) points of
integration between x1 and x
′
1 (i segments) and (j − 1) points of integration between x2
and x′2 (j segments). We designate by Ci,j the contour associated with the term Gi,j. A
typical configuration for the contour of G4,3 is represented in Fig. 2.
Using for the averages of the Wilson loops appearing in the above series the represen-
tation with minimal surfaces, and designating by Ai,j the minimal area associated with
the contour Ci,j, one obtains for the latter the following representation:
Gi,j = (−1)iNc
∫
d4y1 · · · d4yi−1d4z1 · · · d4zj−1S10(x1 − y1)γα1S10(y1 − y2) · · ·
×γαi−1S10(yi−1 − x′1)S20(x′2 − zj−1)γβj−1S20(zj−1 − zj−2) · · · γβ1S20(z1 − x2)
×
∫ 1
0
dτ1 · · · dτi−1
∫ 1
0
dτ ′1 · · · dτ ′j−1(1− τ1) · · · (1− τi−1)(1− τ ′1) · · · (1− τ ′j−1)
δ
δxα1(τ1)
· · · δ
δxαi−1(τi−1)
δ
δxβ1(τ ′1)
· · · δ
δxβj−1(τ ′j−1)
e−iσAi,j . (5.6)
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Figure 2: The contour associated with the term G4,3.
Here, the operators δ/δx(τk) and δ/δx(τ
′
ℓ) act on the surface Ai,j through their action
on the segments ykyk+1 and zℓzℓ+1 of the contour, respectively. (The parametrization of
the segments of the line x1x
′
1 is the opposite of that of Sec. 4: τ now increases along
the direction x1x
′
1 to be in accordance with that adopted for the surfaces; cf. comment
after Eq. (3.1).) S10 and S20 are the free quark propagators with masses m1 and m2,
respectively.
Using in Eqs. (5.3)-(5.4) representations (4.4)-(4.5) for the quark propagators, one
obtains:
(iγ.∂(x1) −m1)G(x1, x2; x′1, x′2) = −iδ4(x1 − x′1)
∞∑
j=1
G0,j
+iγα
∞∑
i,j=1
∫ 1
0
dσ(1− σ) δ
δxα(σ)
Gi,j
∣∣∣∣
x(σ)∈x1x2
, (5.7)
G(x1, x2; x
′
1, x
′
2)(−iγ.
←
∂ (x2) −m2) = +iδ4(x2 − x′2)
∞∑
i=1
Gi,0
−i
∞∑
i,j=1
∫ 1
0
dσσ
δ
δxβ(σ)
Gi,jγ
β
∣∣∣∣
x(σ)∈x1x2
, (5.8)
where G0,j and Gi,0 are particular cases of representation (5.6) in which the particle 1
or 2 propagators have been shrunk to a delta-function. These equations can also be
obtained by making the Dirac operators act on Eq. (5.5) and using in the right-hand side
representation (5.6).
The two equations (5.3) and (5.4) are independent, since the two Dirac operators
concern independent particle variables. They are also compatible; this is evident from
the very fact that G exists and is given by formula (5.2). However, an independent check
can also be done by making the Dirac operator of particle 2 act on Eq. (5.3) and the
Dirac operator of particle 1 act on Eq. (5.4), using in the right-hand sides the properties
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of the propagators and of the phase factors U and subtracting from each other the two
resulting equations. The result is zero, due mainly to the facts that the final expressions
involve functional derivatives δ/δx(σ) and δ/δx(σ′) of the phase factor U(x2, x1) and
these commute. A similar verification can also be done with Eqs. (5.7)-(5.8), where
now the representation of the Wilson loop averages by minimal surfaces has been used.
One has to use in the right-hand sides properties of the terms Gi,j and cancellations
between contributions of successive Gi,js along the quark and antiquark lines. One ends
up with expressions involving functional derivatives δ/δx(σ) and δ/δx(σ′) of minimal
surfaces along the segment x1x2. The compatibility of the two equations is then due
to the fact that two successive functional derivatives of a minimal area localized on its
contour commute [Eq. (3.16) and appendix A].
Eqs. (5.7)-(5.8) are not closed integro-differential equations for G, for once the action
of the functional derivatives δ/δx on the various minimal surfaces has been evaluated one
does not obtain back G on the right-hand sides. This feature makes difficult the search
for a bound state equation in compact form. In this respect, if G has a bound state pole
in momentum space, then the right-hand sides of Eqs. (5.7)-(5.8) should also have the
same pole; this is possible only if the actions of the functional derivatives δ/δx on the
partial ingredients Gi,j of G yield among other terms common factors that allow coherent
summations of the Gi,js to produce again a pole term; otherwise, each Gi,j, containing a
finite number of free quark propagators, cannot produce alone such a pole. In x-space,
the selection of a bound state is made by taking a large time separation between the pairs
of points (x1, x2) on the one hand and (x
′
1, x
′
2) on the other [28].
The independence of the two equations (5.7)-(5.8) means also that they might allow
the elimination of the relative time variable of the two particles prior to any resolution of
an eigenvalue equation and the reduction of the internal dynamics to a three-dimensional
space, a feature which was outlined at the beginning of this section according to the re-
sults obtained at the end of appendix A. However, such a reduction does not seem easily
manageable on the general forms of Eqs. (5.7)-(5.8). Furthermore, arbitrary approxi-
mations made in the right-hand sides of those equations may destroy their compatibility
property. This is why in the following we shall directly study the equal-time limit of the
system by considering the “sum” of the two equations and then, at a later stage, shall
indicate how to determine its relative time evolution law by considering the “difference”
of the two equations.
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6 Bound state equation
In the large Nc limit, the mesonic sector of QCD is composed of one-particle states, which
are bound states of a quark-antiquark pair and of gluons [15, 33]. Taking in the Green
function (5.1) a large time separation between the pairs of points (x1, x2) and (x
′
1, x
′
2) and
using the completeness relation one finds:
G(x1, x2; x
′
1, x
′
2) =
∑
n
Φn(x1, x2)Φn(x
′
2, x
′
1), (6.1)
where Φn is the wave functional of the bound state labelled with the collective quantum
numbers n:
iΦn,α1,α2(x1, x2) = < 0|ψ2,α2(x2)U(x2, x1)ψ1,α1(x1)|n >,
−iΦn,α′2,α′1(x′2, x′1) = < n|ψ1,α′1(x
′
1)U(x
′
1, x
′
2)ψ2,α′2(x
′
2)|0 > . (6.2)
Since the lines Cx2x1 and Cx′1x′2 are rigid straight segments completely determined by
their end points, one can consider the wave functionals as functions of the end point
coordinates. Introducing total and relative coordinates and momenta,
X =
1
2
(x1 + x2), x = x2 − x1, P = p1 + p2, p = 1
2
(p2 − p1),
pa,µ = i
∂
∂xµa
, a = 1, 2, (6.3)
and considering a bound state with total momentum P , one has:
Φ(x1, x2) = e
−iP.Xφ(P, x). (6.4)
In the large separation time limit, the right-hand side of Eq. (6.1) displays a series
of oscillating functions in the separation time variable. By appropriate projections and
integrations one can select in this series the bound state that will survive in the large
time limit [28]. It should be emphasized that in the above limit only terms that factorize
in G into expressions depending on the line x1x2 and expressions depending on the line
x′1x
′
2 could survive to the selection operation of the bound state. Terms that still contain
expressions joining line x′1x
′
2 to line x1x2 would not contribute to the previous operation
and could be discarded.
It is convenient to consider the total momentum P of the selected bound state as
a reference timelike vector and define transverse and longitudinal parts of vectors with
respect to it:
qTµ = qµ −
q.P
P 2
Pµ, q
L
µ = (q.Pˆ )Pˆµ, Pˆµ =
Pµ√
P 2
, qL = q.Pˆ ,
PL =
√
P 2, qL
∣∣∣
c.m.
= q0, q
T2
∣∣∣
c.m.
= −q2,
√
−xT2
∣∣∣
c.m.
= r. (6.5)
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These decompositions are manifestly covariant. To further simplify the notation we adopt
for the Dirac matrices the following convention: they will be written on the left of the
spinor functions with labels 1 or 2 indicating on which particle indices they act, the
particle 2 matrices (the antiquark at x2) acting actually from the right; thus:
γ1µG ≡ (γµ)α1β1Gβ1α2,α′2α′1 , γ2µG ≡ Gα1β2,α′2α′1(γµ)β2α2 ,
γ2µγ2νG ≡ Gα1β2,α′2α′1(γνγµ)β2α2 , γ2µγ25G ≡ Gα1β2,α′2α′1(γ5γµ)β2α2 . (6.6)
Similar definitions also hold when G is replaced by Φ. Notice that products of γ2 matrices
act from the right in the reverse order.
We next introduce the free Dirac hamiltonians of the two particles:
h10 = m1γ1L − γ1LγT1 .pT1 , h20 = −m2γ2L − γ2LγT2 .pT2 . (6.7)
Going back to Eqs. (5.7)-(5.8), multiplying the first by γ1L, the second by −γ2L, adding
and subtracting the two equations one finds:
[
(p1L + p2L)− (h10 + h20)
]
G = −iδ4(x1 − x′1)γ1L
∞∑
j=1
G0,j − iδ4(x2 − x′2)γ2L
∞∑
i=1
Gi,0
+i
[
γ1Lγ
α
1
∫ 1
0
dσ(1− σ) δ
δxα(σ)
+ γ2Lγ
β
2
∫ 1
0
dσσ
δ
δxβ(σ)
] ∞∑
i,j=1
Gi,j
∣∣∣∣
x(σ)∈x1x2
, (6.8)
[
(p1L − p2L)− (h10 − h20)
]
G = −iδ4(x1 − x′1)γ1L
∞∑
j=1
G0,j + iδ
4(x2 − x′2)γ2L
∞∑
i=1
Gi,0
+i
[
γ1Lγ
α
1
∫ 1
0
dσ(1− σ) δ
δxα(σ)
− γ2Lγβ2
∫ 1
0
dσσ
δ
δxβ(σ)
] ∞∑
i,j=1
Gi,j
∣∣∣∣
x(σ)∈x1x2
. (6.9)
Equation (6.9) mainly determines the relative time evolution of the Green function, while
Eq. (6.8) mainly determines the dynamical properties of the two-particle system. Since
that equation does not involve the relative energy operator (p2L − p1L) in its left-hand
side, one is entitled to take in it the equal-time limit xL = 0; the equation becomes in
that case three-dimensional with respect to the transverse relative coordinates xT . After
determining, within a given approximation, the dynamical properties of the system from
Eq. (6.8) in the limit xL = 0, one can go back to Eq. (6.9) and determine, within the same
approximation, its relative time evolution law. We shall henceforth follow this method of
approach.
In the large separation time limit between the pairs of points (x1, x2) and (x
′
1, x
′
2)
the delta-functions that are present in the right hand-sides of Eqs. (6.8)-(6.9) do not
contribute and can be ignored. In order to extract from the right-hand side of Eq. (6.8) a
bound state wave function Φ, it is necessary that the actions of the functional derivatives
δ/δx(σ) on the various parts Gi,j yield among other terms common factors that factorize
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the Green function G again. The functional derivative δ/δx(σ) acts on a given Gi,j [Eq.
(5.6)] through the exponential factor containing the minimal area term and yields a term
proportional to δAi,j/δx(σ). This term may itself be acted on by the other functional
derivatives existing in the definition of Gi,j. One thus ends up with two types of term. The
first contains the first-order derivative δAi,j/δx(σ), which factorizes the other derivatives
on the left, and the second contains terms involving higher-order derivatives of Ai,j, one
of the derivatives acting along the straight segment x1x2. The dominant part in the large-
distance limit comes from the first type of term; higher-order derivatives of the minimal
area tend to weaken the large-distance behavior (cf. appendix A for the second-order
derivative). In the following we shall mainly concentrate on the contribution of the first
type of term; terms containing second-order derivatives will be considered in Sec. 7, in
connection with the self-energy parts of the quark propagators.
The term that is retained with Gi,j is an integral over σ of a function proportional
to δAi,j/δx(σ). According to Eq. (3.14), the latter depends only on the local properties
of the surface at the point x(σ, 0) lying on the straight segment x1x2, namely upon the
derivatives x′(σ, 0) and x˙(σ, 0). Because the line Cx2x1 is a straight segment, one has
x′(σ, 0) = x, independent of the form of the surface. In the equal-time limit (xL = 0)
the previous relation becomes x′(σ, 0) = xT . The derivative x˙(σ, 0) depends, however, on
the form of the minimal surface in the vicinity of the straight segment. Using methods
of analysis similar to those used at the end of appendix A one can show that in the large
separation time limit x˙(σ, 0) tends to a linear function of sigma. In that case, one can
parametrize it as x˙(σ, 0) = (1− σ)x˙1 + σx˙2, where x˙1 and x˙2 are the slopes at the points
x1 and x2, respectively, x˙1 = x˙(0, 0), x˙2 = x˙(1, 0). The latter make still reference to
the other end points of the corresponding segments; for the case of the simplest contour
C1,1, these are x
′
1 and x
′
2. In order to remove any explicit reference to the points of the
remote past an operator representation of the slopes, depending only on points x1 and x2
becomes necessary.
To find such a representation, we consider the simplest contour C1,1 corresponding to
G1,1. Here, one has x˙1 = (x
′
1− x1), x˙2 = (x′2− x2), x˙aL < 0 with our parametrization and
because of the facts that xaL → +∞ and x′aL → −∞ (a = 1, 2). Considering in general
the cases xL and x
′
L finite in the above limits, one can set, modulo negligible terms,
x1L = x2L. (This is exact in the equal-time cases xL = 0 and x
′
L = 0.) Furthermore,
a close examination of the integrals of the term δA1,1/δx(σ) shows that the x˙a terms
(a = 1, 2) appear after integration in the forms x˙αa/|x˙aL| and through their orthogonal
components to x1x2. An operator representation of the latter can be found by making
the quark momentum operators paµ act on the term G1,1. They generally yield three
different contributions. The first comes from their action on the corresponding free quark
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propagator, the second from the segment x1x2 and the third from the segment (x
′
a −
xa). Since the terms x˙
α
a/|x˙aL| already appear in expressions that are proportional to the
string tension σ, one can use for the latter terms, as a first approximation, free theory
expressions; in this case, it is sufficient to retain the contributions coming from the free
quark propagators. The latter, in the large time limit yield with massive quarks the
following dominant behavior:
paµSa0(xa − x′a) ≃ ma
(xa − x′a)µ√
(xa − x′a)2
Sa0(xa − x′a), (xa − x′a)L → +∞, a = 1, 2, (6.10)
from which one deduces:
− x˙aµ|x˙aL| ⇐⇒
paµ
|paL| , a = 1, 2, (6.11)
where the operators paL are the free theory expressions of the individual energies:
paL = ha0, |paL| =
√
m2a − pT2a ≡ Ea(pTa ), a = 1, 2, (6.12)
ha0 being defined in Eqs. (6.7).
This approximation will retain all terms of order up to O(1/c2) in the nonrelativistic
limit; terms that have been neglected, if they are nonzero, have contributions in the
nonrelativistic limit starting at order O(1/c4).
We next generalize the above evaluation to the higher-order contours Ci,j appearing
in Gi,j. Here, we make the assumption that in the large separation time limit between the
pairs of points (x1, x2) and (x
′
1, x
′
2) the derivatives δAi,j/δx(σ) can be expanded around the
driving term δA1,1/δx(σ) of the lowest order surface. Neglecting the higher-order terms
of these expansions, one ends up with the common operators δA1,1/δx(σ) to all factors
Gi,j, involving the segment x1x2 and the momentum operators paµ, a = 1, 2. Those terms
can then be factorized in front of G and interpreted as potentials.
The bound state equation obtained from Eq. (6.8) in the equal-time limit xL = 0 is
then: [
PL − (h10 + h20)− γ1Lγµ1A1µ − γ2Lγµ2A2µ
]
ψ(PL, x
T ) = 0, (6.13)
where ψ is the wave function φ in the equal-time limit,
ψ(PL, x
T ) ≡ φ(PL, xL = 0, xT ), (6.14)
and the potentials are defined through the equations (in Minkowski space)
A1µ = σ
∫ 1
0
dσ′(1− σ′) δA1,1
δxµ(σ′)
, A2µ = σ
∫ 1
0
dσ′ σ′
δA1,1
δxµ(σ′)
. (6.15)
They can be calculated either by using the minkowskian version of Eq. (3.14) and then
conditions (6.11)-(6.12), or by first writing Eqs. (6.8) and (6.13) in euclidean space, using
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Eq. (3.14) and then passing to Minkowski space. (In euclidean space the right-hand sides
of Eqs. (6.15) contain an additional (−i) factor.) Since δA1,1/δx(σ′) is orthogonal to x
[Eq. (3.15)], the resulting vectors will satisfy this property. We define transverse vectors
with respect to x with a superscript “t”:
qtµ = qµ − xµ
1
x2
x.q. (6.16)
However, x itself is orthogonal to the total momentum P in the equal-time limit (xL = 0)
and reduces to xT . The part of the three-dimensional relative momentum pT that is also
orthogonal to xT will be denoted pTt:
pTtµ = p
T
µ − xTµ
1
xT2
xT .pT . (6.17)
This vector enters in the definition of the relative orbital angular momentum. Defining
the corresponding Pauli-Lubanski vector WL (L referring here to the orbital angular
momentum) as
WLµ = ǫµναβP
νxαpβ, ǫ0123 = +1, (6.18)
one has the relations
W 2L = −P 2
(
xT2pT2 − xTαxTβpTαpTβ − 2ixT .pT
)
= −P 2xT2pTt2, −W
2
L
P 2
∣∣∣∣
c.m.
= L2. (6.19)
The expression of A1µ is:
A1µ = −σ
√
−xT2 E1E2
E1 + E2
{ [
gµL(ǫ(p2L)− ǫ(p1L)) E1E2
(E1 + E2)2
(
xT2P 2
2W 2L
E1E2 − 1)
−gµLǫ(p1L) E1
E1 + E2
+
xT2P 2
2W 2L
E1E2
E1 + E2
pTtµ
]
×
√√√√−xT2P 2
−W 2L
 arcsin ( 1
E2
√
−W 2L
−xT2P 2
)
+ arcsin
( 1
E1
√
−W 2L
−xT2P 2
)
−
[
gµLǫ(p1L) + gµL
(E2 − E1)
(E2 + E1)
(ǫ(p2L)− ǫ(p1L))− 1
E2
pTtµ
]
×
( E1E2
E1 + E2
)(−xT2P 2
−W 2L
)
√√√√1− −W 2L−xT2P 2E22 −
√√√√1− −W 2L−xT2P 2E21

−1
2
[
gµL(ǫ(p2L)− ǫ(p1L)) E1E2
E1 + E2
+ pTtµ
] (−xT2P 2
−W 2L
)
×
 E1
E1 + E2
√√√√1− −W 2L−xT2P 2E22 +
E2
E1 + E2
√√√√1− −W 2L−xT2P 2E21
 }. (6.20)
Here, ǫ(p1L) and ǫ(p2L) are the energy sign operators of the free quark and the antiquark,
respectively:
ǫ(paL) =
ha0
Ea
, a = 1, 2, (6.21)
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ha0 and Ea being defined in Eqs. (6.7) and (6.12). The expression of A2µ is obtained from
that of A1µ by an interchange in the latter of the indices 1 and 2 and a change of sign of
pTt. In particular, the longitunal parts of the potentials A1 and A2 add up in Eq. (6.13).
One has for their sum the expression:
A1L + A2L = σ
√
−xT2 E1E2
E1 + E2
{( E1
E1 + E2
ǫ(p1L) +
E2
E1 + E2
ǫ(p2L)
)
×
√√√√−xT2P 2
−W 2L
 arcsin ( 1
E2
√
−W 2L
−xT2P 2
)
+ arcsin
( 1
E1
√
−W 2L
−xT2P 2
)
+(ǫ(p1L)− ǫ(p2L))
( E1E2
E1 + E2
)(−xT2P 2
−W 2L
)
√√√√1− −W 2L−xT2P 2E22 −
√√√√1− −W 2L−xT2P 2E21
}.
(6.22)
For sectors of quantum numbers where W 2L = 0, the expressions of the potentials
become:
A1L + A2L =
1
2
(ǫ(p1L) + ǫ(p2L))σ
√
−xT2, (6.23)
ATt1µ = −
1
E1E2
(1
3
(E1 + E2)− 1
2
E1
)
pTtµ σ
√
−xT2,
ATt2µ = +
1
E1E2
(1
3
(E1 + E2)− 1
2
E2
)
pTtµ σ
√
−xT2. (6.24)
All expressions of the potentials have been written as classical functions of their argu-
ments, without taking into account ordering problems. These necessitate a detailed study
which will not be done here. We simply outline some general features that may be useful
for the resolution of the wave equation. (i) Many ordering problems that concern linear
momentum operators do not affect the energy eigenvalues and rather concern the defi-
nition of the kernel of the scalar product of the wave functions; one can pass from one
definition to the other by appropriate changes of function. (ii) The square-root and arcsin
functions which involve the variables xT2 and 1/E2a (a = 1, 2) could be treated in first ap-
proximation by replacing in Ea the radial momentum operator squared by its mean value
in the bound state, or, if the resolution is done in momentum space by replacing xT2 by
its mean value. (iii) A close study of the chiral properties of the wave equation suggests
us to further adopt the following rules: the doubly transverse momentum operator pTtµ ,
maintaining its definition of Eq. (6.17), and the energy sign operators ǫ(paL) (a = 1, 2)
should be placed on the utmost left.
Equation (6.13), together with expressions (6.20), is very similar to an equation pro-
posed by Olsson et al. on the basis of a model where quarks are attached at the ends of
a straight string or a color flux tube [34, 35]; the difference mainly concerns the energy
sign operators; in Ref. [34] the equation which was proposed is the Salpeter equation
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[30], in which generally the potential is proportional to a global energy projecter; here,
the energy sign operators, though they could be expressed through energy projectors, do
not match exactly the projector of the Salpeter equation; the doubly transverse parts
of the vector potentials do even not have energy sign operators. Apart from this slight
difference, however, the physical significance of Eq. (6.13) is the same as that of Ref. [34].
The vector potentials Aaµ (a = 1, 2) can be interpreted as representing contributions of
the energy-momentum vector of the straight color flux tube with variable length r; its
energy is represented by the sum A1L + A2L [Eq. (6.22)], while its angular momentum
contributes through the doubly transverse components ATta .
The norm of the wave function ψ can be obtained (after a few approximations) from
Eq. (6.8). The details are presented in appendix B. The result is:∫
d3xT trψ†
1
2
( h1
E1
+
h2
E2
)
ψ = 2PLNc, (6.25)
where ha and Ea, a = 1, 2, are the free Dirac hamiltonian and energy of each particle,
including now the self-energy contributions [cf. Sec. 7 and Eqs. (7.9)-(7.11)].
Finally, let us mention that Eq. (6.9) can be used to determine the relative time evolu-
tion of the wave function Φ [Eq. (6.2)]. Using in the right-hand side of Eq. (6.9) the same
types of approximation as in Eq. (6.8), taking the large separation time limit between the
pairs of points (x1, x2) and (x
′
1, x
′
2) and passing to the bound state wave function, one can
integrate Eq. (6.9) for the latter obtaining the relative time dependence in the form of
an ordered exponential function involving the various operators and potentials appearing
in the equation, the initial condition being given by the function ψ(PL, x
T ) [Eq. (6.14)].
We shall not need, however, that expression in the present work.
7 Quark self-energy
In general, there are functional relations between kernels of two-particle Green func-
tions and self-energies of the constituent particles [36]. In conventional Green function
equations (defined without phase factors), one easily factorizes the self-energy contribu-
tions and incorporates them into the external propagator contributions. Furthermore,
self-energy parts can themselves be evaluated by means of Schwinger–Dyson equations.
In the case of gauge invariant Green functions, however, the factorization of self-energy
contributions becomes a hard task, since the path-ordered phase factors and the result-
ing Wilson loops maintain all interacting pieces into global entities. The presence of
self-energies is, however, necessary for a consistent study of the properties of the sys-
tem under given symmetries, transcribed usually into Ward–Takahashi identities. In the
present case, the symmetry that is of interest is chiral symmetry. Also, when the dynam-
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ical equations of confining interactions are expressed in momentum space, the presence
of self-energy contributions becomes necessary to remove the infrared divergences from
observable quantities [37].
When the interaction kernel of the bound state equation is represented by the me-
diation of an effective propagator, one expects to obtain the self-energy contribution by
contracting the lines of the outgoing particles (assumed to be of the same type) through
a single particle propagator and forming a loop with the kernel. In the present case, the
interaction part of the bound state equation (6.13) can be visualized by multiplying it
back by the factor γ1Lγ2L. It has three different tensor parts: the first corresponds to ver-
tices with the matrices γ1Lγ2L; the second and third to vertices with matrices γ
Tt
1 .p
Tt
1 γ2L
and γ1Lγ
Tt
2 .p
Tt
2 , respectively. When these terms are incorporated in a two-point loop and
integrated in momentum space, the non-invariant pieces under spatial rotations disappear
and what remains is simply the part of the interaction with the γ1Lγ2L matrices, inside
which also the angular momentum operator has disappeared (cf. Eq. (6.23)). This cor-
responds to the situation where the interaction kernel is generated by the mediation of a
Coulomb-gluon propagator, proportional in x-space to δ(xL)
√−xT2.
The above result also coincides in form with that obtained in two-dimensional QCD.
Here, in the large Nc limit, one has two different but equivalent ways of obtaining the
bound state equation: either by working with the Schwinger–Dyson approach in the
axial gauge, or by working with the Wilson loops with minimal surfaces [12]. (It is
even easier to work in the light cone gauge [37], but the latter is less useful for our
purpose here.) The Bethe–Salpeter equation with the one-gluon exchange kernel and
the corresponding self-energies becomes an exact bound state equation and because of
the instantaneity of the propagator, it yields the Salpeter equation [30]. The procedure
developed in the present paper is also applicable to two-dimensional QCD. It is sufficient
to remove from the results that were obtained the rotational motion part. In this case,
the interaction potential reduces to the expression of Eq. (6.23) which is nothing but
Salpeter’s kernel. What misses however in the bound state equation is the corresponding
self-energy contributions. We shall now show that Eq. (6.8), which is at the origin of the
bound state equation, also yields the quark self-energies.
Since the formal expressions of the self-energies are the same in both two and four
dimensions in x-space, we shall directly work in two dimensions, by freezing the transverse
variables with respect to x and considering the simplified case of a plane. A self-energy
contribution for particle 1 will be recognized as depending only on the variables of that
particle, not making reference to the variables of particle 2, except for the directions of the
total momentum P of the bound state, which is chosen as the reference timelike direction,
and of the relative coordinate (x2 − x1). The simplest contribution to the self-energy of
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particle 1 comes from the term G2,1 in Eq. (6.8), a typical contour of which is shown in
Fig. 3.a.
y1
x′2x2
x′1
x1
x′1x1
x′2x2
y1
(a) (b)
Figure 3: (a) A typical contour C2,1 associated with the term G2,1 of the two-particle
propagator. (b) A configuration where the segments x1x2 and y1x
′
1 intersect.
The term that is relevant here is that in which the operator δ/δx(σ) (multiplying the
γ1 matrices) acts on the term δA2,1/δx(τ) of G2,1 [Eq. (5.6)]. One thus obtains the second-
order functional derivative δ2A2,1/δx
µ(σ)δxα(τ), where τ parametrizes the segment y1x
′
1
and σ the segment x1x2. The expression of the second-order functional derivative of
the minimal area has been given in Eq. (A.1), where now x(σ′, 0) and x(σ, 0) have to be
replaced by x(σ) and x(τ), respectively. Since x(σ) and x(τ) belong to different segments,
the terms proportional to the explicit delta-functions can be dropped; furthermore, since
the orthogonal variables to the surface have been frozen, also the last term of that equation
can be ignored; it is only the second term of the right-hand side of the equation that may
contribute:
δ
δxµ(σ)
δA2,1
δxα(τ)
= F
(
x(σ)− x(τ)
)
×
(
δλα(x2 − x1)ν − δνα(x2 − x1)λ
)(
δλµ(x
′
1 − y1)ν − δνµ(x′1 − y1)λ
)
, (7.1)
where x(τ) and x(σ) are parametrized as x(τ) = y1+τ(x
′
1−y1) and x(σ) = x1+σ(x2−x1).
In the limit when the regulator a vanishes, the function F , Eq. (3.3), tends to a two-
dimensional delta-function [Eq. (3.4)]; therefore, the above second-order derivative is
nonvanishing only when the two segments are intersecting (Fig. 3.b); we then have to
integrate with respect to σ and τ with the weight factors (1−σ) and (1−τ) [Eqs. (5.6) and
(6.8)]. The calculation can be done by replacing F by a two-dimensional delta-function
involving σ and τ and the arguments of which can be obtained by first writing the explicit
expression of (x(σ) − x(τ))2 with two-dimensional components x0 and x3 (in the bound
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state rest frame) for instance:
F
(
x(σ)− x(τ)
)
= δ
(
x0(σ)− x0(τ)
)
δ
(
x3(σ)− x3(τ)
)
= δ(z0 + σx0 − τy0) δ(z3 + σx3 − τy3)
= − 1
2x3y3
δ(z0 + σx0 − τy0) ∂
∂σ
∂
∂τ
|z3 + σx3 − τy3|, (7.2)
where we have defined x = x2 − x1, z = x1 − y1, y = x′1 − y1. Actually not the full
expression of the above integral is needed, but rather that part which depends only on
the points x1 and y!, which correspond to the integration endpoints σ = 0 and τ = 0.
Integrating that expression by parts and retaining only the latter endpoints, one obtains:∫ 1
0
dσdτ (1− σ)(1− τ)F
(
x(σ)− x(τ)
)
= − 1
2x3y3
δ(z0)|z3|+ . . . , (7.3)
where the dots stand for the remaining terms that do not contribute to the self-energy.
The contribution of the integral of the second-order derivative of the area, Eq. (7.1), is
then: ∫ 1
0
dσdτ (1− σ)(1− τ) δ
δxµ(σ)
δA2,1
δxα(τ)
= −δµ0δα0δ(z0)|z3|
= −δµLδαLδ((x1L − y1L)
√
−(xT1 − yT1 )2, (7.4)
where we have dropped additive terms not depending only on z and have done the tensor
calculation in two dimensions and restored at the end the covariant expression.
The presence of the delta-function along the temporal direction means that the seg-
ments x1x2 and y1x1 are parallel, or more generally lie in an orthogonal plane to the time
direction (Fig. 4).
x1
x′1
x′2
y1
x2
Figure 4: Configuration of the contour C2,1 corresponding to the self-energy contribution.
In the limit (x1L − x′1L) → ∞, the areas A2,1(x′2x2x1y1x′1x′2) and A1,1(x′2x2y1x′1x′2)
become almost equal and one may replace in G2,1 the former by the latter. The expression
(7.4), combined with the multiplicative free quark propagator S10(x1y1), then factorizes
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G1,1 and plays the role of a self-energy correction. In order to complete the derivation,
one must repeat the same calculations with the higher-order terms Gi,j (i ≥ 3, j ≥ 1),
where in the second-order derivatives of the type of (7.1), the functional derivative δ/δx(τ)
corresponds to δ/δx(τ1) and acts on the second segment y1y2 of the corresponding contour
(Fig. 2). One thus finds the first-order self-energy correction (in the string tension
σ) that factorizes the bound state wave function in Eq. (6.13); it corresponds to the
effective exchange of a Coulomb-gluon, with propagator proportional in momentum space
to δµLδαL1/((−qT )2)2.
The higher-order self-energy corrections are obtained by extending the above procedure
to terms that contain higher numbers of second-order derivatives of the areas Ai,j. The
next correction is provided by the terms Gi,j with i ≥ 4 and containing two second-order
derivatives of the area. Let us consider for definiteness the term G4,1 corresponding to
the contour C4,1 (Fig. 5.a).
x1
x′1
x′2x2
y3
x1
x′1
x′2
y1
x2
y3
y2
y1
(a) (b)
y2
Figure 5: (a) A configuration of the contour C4,1 corresponding to the second-order self-
energy correction. (b) A configuration corresponding to overlapping integrals.
The self-energy contribution comes from the term containing the product δ
2A4,1
δx(σ)δx(τ3)
δ2A4,1
δx(τ1)δx(τ2)
, where δ/δx(τ1) acts on the segment y1y2, δ/δx(τ2) on y2y3 and δ/δx(τ3) on
y3x
′
1. The resulting delta-functions imply intersection of the segments x1x2 and y3x
′
1
and parallelism of the adjacent segments y1y2 and y2y3. The two delta-functions can
be integrated as before in an independent way. The result is proportional to the prod-
uct δ((x1L − y3L)
√
−(xT1 − yT3 )2 δ((y1L − y2L)
√
−(yT1 − yT2 )2. Notice that in the case of
overlapping integrals, corresponding to the situation where two derivatives act on the
segments x1x2 and y2y3 on the one hand and on the segments y1y2 and y3x
′
1 on the other,
the delta-functions would imply intersections of the segments of each of the above pairs
(Fig. 5.b); integrating the delta-function of the second pair as before yields the delta-
function δ(y2L − y3L), the implementation of which prevents the segments x1x2 and y2y3
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from intersecting and the corresponding integral vanishes. Also notice that in the two-
dimensional limit that we are considering here (freezing of orthogonal deformations of the
areas) higher-order derivatives of the areas vanish, for they would involve derivatives of
the function F outside its support.
The generalization to higher orders is now straightforward. Any high-order contribu-
tion will contain in the term Gi,j a product of second-order derivatives of the area Ai,j ,
in which one of them is δ
2Ai,j
δx(σ)δx(τk )
(k ≤ i− 1), where δ/δx(τk) acts on the segment ykyk+1;
the others are nonoverlapping (disjoint or nested) and act on segments lying between x1
and yk+1, being thus nested within x1yk+1. The remaining part of the calculation repeats
the steps used for the first-order correction.
One thus generates the whole series of self-energy corrections that can be summed
into the Schwinger–Dyson integral equation, corresponding to a Coulomb instantaneous
kernel −σδµLδνLδ(xL − yL)
√
−(xT − yT )2.
Defining the momentum space Fourier transform of the function
√−xT2 through an-
alytic continuation of the power parameter [38], one finds:∫
d3xT eip
T .xT
√
−xT2 = − 8π
(−pT2)2 . (7.5)
Denoting by S(pL, p
T , m) the quark propagator in momentum space with free mass m tied
to the bound state of momentum P and defining the self-energy contribution through the
equation
iS−1(pL, p
T , m) = γ.p−m− Σ(pT , m), (7.6)
one has the Schwinger–Dyson equation:
Σ(pT , m) = 8πσγL
∫
d4k
(2π)4
S(kL, k
T , m)
1
(−(pT − kT )2)2γL. (7.7)
Because of the instantaneity of the kernel, the self-energy Σ actually depends only on
the three-dimensional transverse momentum pT . The tensor decomposition of Σ can be
written in the form
Σ(pT , m) = γT .pTA(−pT2, m) +B(−pT2, m). (7.8)
The self-energies of the quark and of the antiquark have now to be incorporated in the
Dirac energy operators in Eq. (6.13) and in the definitions of the energy sign operators
(6.21). Defining
h1(p
T
1 , m1) = h10 + γ1LΣ(p
T
1 , m1) = γ1L(m1 − γT1 .pT1 + Σ(pT1 , m1))
= γ1L
(
(m1 +B1)− γT1 .pT1 (1−A1)
)
,
h2(p
T
2 , m2) = h20 − γ2LΣ(−pT2 , m2) = −γ2L(m2 + γT2 .pT2 + Σ(−pT2 , m2))
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= −γ2L
(
(m2 +B2) + γ
T
2 .p
T
2 (1− A2)
)
, (7.9)
E1(−pT21 , m1) =
√
h21 =
√
(m1 +B1)2 − pT21 (1− A1)2,
E2(−pT22 , m2) =
√
h22 =
√
(m2 +B2)2 − pT22 (1− A2)2, (7.10)
ǫ(paL) =
ha
Ea
, a = 1, 2, (7.11)
equation (6.13) becomes[
PL − (h1 + h2)− γ1Lγµ1A1µ − γ2Lγµ2A2µ
]
ψ(PL, x
T ) = 0, (7.12)
where the potentials A are given by expressions (6.20) in which Ea and ǫa (a = 1, 2) are
replaced by expressions (7.10) and (7.11), respectively; furthermore, the self-energy func-
tions should also be incorporated in the appearances of the doubly transverse momentum
pTt and the orbital angular momentum WL. Since we have replaced p
Tt
1 and p
Tt
2 in favor
of pTt, the corresponding substitutions may not seem straightforward. However, the dif-
ficulty is circumvented easily. Each energy factor Ea (a = 1, 2) that appears explicitly in
the potentials is reminiscent of a term of the type pTta /Ea; p
Tt
a undergoes the substitution
pTta → (1 − Aa)pTta , where Aa (a = 1, 2) is the self-energy function, Eqs. (7.9). It is then
sufficient to replace each Ea in the potentials by Ea/(1 − Aa), without modifying the
momentum and orbital angular momentum operators.
The quark propagator is not a gauge invariant quantity and therefore could not lead
to observable effects. This feature manifests itself through the self-energy equation (7.7),
which, due to the infrared singularity of the integrand, provides an infrared divergent self-
energy. On the other hand, physical observables should be free of infrared singularities.
The treatment of infrared singularities in momentum space depends on the method of
regularization that is adopted. Dimensional regularization, which has the advantage of
preserving symmetry properties, and which we adopt throughout this work, gives zero for
the abovementioned singularities, but has the disadvantage of hiding the distinction be-
tween unobservable and observable quantities. This is why it is necessary to check at every
stage of calculations whether physical quantities are indeed free of infrared singularities
by also using an explicit infrared cutoff method.
In the present approach, we have to check that the wave equation (7.12), which de-
scribes the physical properties of the bound states, is free of infrared singularities. To
do this, we have to isolate the singularities coming from the self-energies. The properties
of the latter will be studied in Sec. 8; here, we mention the most relevant ones for our
purpose. Designating by V the linear confining potential, Eq. (8.3), it is found that the
singularities of the self-energy parts are contained in the energy factors Ea [Eqs. (7.10)],
while the ratios (1 − Aa)/(ma + Ba), a = 1, 2, are free of singularities; from the integral
equations satisfied by Ea, Eq. (8.10), it is seen that their singularity is represented by
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the three-dimensional integral in momentum space of −V/2. [Section 8 deals with the
equal-mass case and mainly with the massless limit; however, the infrared singularity
properties are not affected by the values of the quark masses and could be abstracted
from the equations of that section.] Therefore, the combinations (Ea + V/2) are free of
infrared singularities. Coming back to the potentials Aaµ [Eqs. (6.20)] their large-distance
behavior in x-space can be studied by expanding the various functions contained in their
expressions in terms of (1 − Aa)2L2/(E2ax2), a = 1, 2 (in the c.m. frame). Factorizing
the function σr, the expansions are of the type σr(1+O((1−Aa)2L2/(E2ax2))); therefore
the higher-order terms are nondominant at large distances and could not lead to infrared
singularities. For the present study it is sufficient to keep the leading terms, which are
represented by the expressions (6.23)-(6.24).
Considering first the contribution of (A1L + A2L) and replacing the energy sign op-
erators by their expressions (7.11), we immediately find that the energy factors and the
potential appear with the combinations (Ea + V/2), which ensure the infrared finiteness
of the result. Next, we consider the contributions of the spacelike potentials ATtaµ [Eqs.
(6.24), where each Ea should be replaced by Ea/(1−Aa)]. The doubly transverse momen-
tum operator pTt is equal in the c.m. frame to pt = − 1
x
2x×L. The effective potential that
matters is proportional to σrpt = −σ
r
x× L. The orbital angular momentum operator L
acts on spherical harmonics and does not modify the infrared properties of wave functions.
The term x/r has as Fourier transform a function proportional to p/p4, which does not
lead to infrared singularities, after the angular integrations in convolution integrals are
done. Therefore, the wave equation (7.12) is free of infrared singularities. Explicit cases
of the above cancellations can also be found in the equations presented in Sec. 8.
8 Chiral symmetry breaking
The presence of the self-energy contributions in the bound state equation (7.12) allows
us to study the possibility of the spontaneous breakdown of chiral symmetry. This is
intimately related to the existence of nonperturbative solutions to the Schwinger–Dyson
equation in the chiral limit when the quark mass m tends to zero [39, 36].
Using decomposition (7.8) and considering the bound state rest frame, the integral in
Eq. (7.7) can first be integrated with respect to the energy variable k0 giving rise to two
coupled equations:
B(p) = −1
2
∫
d3k
(2π)3
V (p− k) (m+B(k))(
k2(1− A(k))2 + (m+B(k))2
)1/2 , (8.1)
pA(k) = +
1
2
∫
d3k
(2π)3
V (p− k) k(1− A(k))(
k2(1−A(k))2 + (m+B(k))2
)1/2 , (8.2)
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where we have defined the potential V as
V (p) = −8πσ 1
p4
, p = |p|, V (x) = σr, r = |x|. (8.3)
In the chiral limit m = 0 they become:
B(p) = −1
2
∫
d3k
(2π)3
V (p− k) B(k)(
k2(1−A(k))2 +B(k)2
)1/2 , (8.4)
pA(p) = +
1
2
∫ d3k
(2π)3
V (p− k) k(1−A(k))(
k2(1− A(k))2 +B(k)2
)1/2 . (8.5)
These equations were extensively studied in the literature; they result from the as-
sumption that confinement is due to the exchange of Coulomb-gluons [40, 41, 42, 43, 44].
Using variational methods, it has been shown that the perturbative vacuum state is un-
stable under quark-antiquark pair creation. The existence of a new stable vacuum state
is ensured by the existence of a nontrivial solution to Eqs. (8.4)-(8.5). We summarize
below the main results that have been obtained and outline some salient features related
to physical aspects of the problem.
Equations (8.4)-(8.5) are solved by decomposing the functions B and p(1 − A) along
polar combinations, by introducing an angle and a modulus:
B(p) = E(p) sinϕ(p), p(1− A(p)) = E(p) cosϕ(p). (8.6)
Equations (8.4)-(8.5) can be rewritten in the form:
E(p) sinϕ(p) = −1
2
∫
d3k
(2π)3
V (p− k) sinϕ(k), (8.7)
E(p) cosϕ(p) = p− 1
2
∫
d3k
(2π)3
V (p− k)pˆ.kˆ cosϕ(k), pˆ = p
p
, kˆ =
k
k
. (8.8)
The latter equations in turn can be recombined to decouple the function ϕ from E:
p sinϕ(p) = −1
2
∫ d3k
(2π)3
V (p− k)
[
sinϕ(k) cosϕ(p)− pˆ.kˆ cosϕ(k) sinϕ(p)
]
, (8.9)
E(p) = p cosϕ(p)− 1
2
∫
d3k
(2π)3
V (p− k)
[
sinϕ(k) sinϕ(p) + pˆ.kˆ cosϕ(k) cosϕ(p)
]
.
(8.10)
From Eq. (8.9) one deduces that the function ϕ is an infrared finite quantity. From Eq.
(8.10), after expanding in the integrand k-dependent terms around p, one deduces that E
is infrared singular and its singularity is represented by the integral −1
2
∫
d3kV (k)/(2π)3,
a property mentioned and utilized at the end of Sec. 7 for the checking of the infrared
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finiteness of the wave equation (7.12). (We use, however, dimensional regularization for
analytic calculations throughout this work.)
The function sinϕ(p) wil be identified later with the Goldstone boson wave function.
Therefore, it should be a normalizable and presumably nodeless function. An analysis
of the above equations shows that the function ϕ behaves at infinity as p−5 and tends
at the origin to π/2. The solution that is found is indeed a monotonically decreasing
function with the above properties. On the other hand, due to the infrared singularity of
the potential V , the energy function E vanishes at some finite value p0 of p and becomes
negative for p < p0; it tends to a finite negative value at the origin and behaves as p at
infinity. The functions B and p(1−A) vanish simultaneously at p0; they are negative for
p < p0, with the limiting values B(0) = E(0) and limp=0 p(1− A) = 0; asymptotically, B
behaves as p−4 and A as p−2.
An order parameter for chiral symmetry breaking is the quark condensate < ψψ >.
For a given type of quark, say u, it can be defined as minus the trace (in color and Dirac
spinor spaces) of the quark propagator at the origin in x-space:
< uu >= −trc,spS(x)
∣∣∣
x=0
= −Nc
∫
d4p
(2π)4
trspS(p). (8.11)
Using definition (7.6) and decomposition (7.8), one finds:
< uu >= −2Nc
∫
d3p
(2π)3
sinϕ(p). (8.12)
From Eq. (8.7) one also sees that the quark condensate enters in the asymptotic behavior
of the mass term of the quark propagator in the chiral limit:
p sinϕ(p) ≃
p→∞
− 2πσ
Nc
< uu >
p4
. (8.13)
This relation is the analog of that obtained in perturbation theory from operator product
expansion and the renormalization group analysis [45].
We next turn to the bound state equation (7.12). A consistent study of the chiral limit
should be done starting from the situation where the quark masses are different from zero
and then taking the limits m1 = m2 = 0. In the present case, we directly consider the
equal mass case m1 = m2 = m, corresponding to the light quark sectors u and d without
isospin breaking.
In general, the resolution of Eq. (7.12) proceeds by first decomposing the wave function
ψ along a basis of 2× 2 matrices spanned by the matrices γL and γ5. In the following, we
consider the rest frame of the bound state (P = 0). One has the decomposition
ψ = ψ1 + γ0ψ2 + γ5ψ3 + γ0γ5ψ4, (8.14)
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where the functions ψa, a = 1, . . . , 4 are themeselves 2 × 2 matrices on which act the
spin Pauli matrices σ. The quantum numbers of the state are usually defined with
respect to the components that survive in the nonrelativistic limit; these are ψ3 and ψ4,
which have the same quantum numbers. For the present problem, we are considering the
sector characterized by the following quantum numbers: total spin s = 0, orbital angular
momentum ℓ = 0, total angular momentum j = 0. We adopt the rule of writing the
energy sign operators present in the potentials [Eqs. (6.20) and (7.10)-(7.11)] as well as
the factors ((1−A)/E)pt on the utmost left. The doubly transverse momentum operator
pt [Eq. (6.17)] annihilates S-states; it commutes with x2 and with all scalar operators
that act on S-states in x-space. In the equal-mass case, the transverse potentials At1 and
At2 are opposite to each other; defining
At2 =
(1− A)
E
ptA˜ = −At1, (8.15)
using definition (8.3), introducing the spin operators s1 and s2 of particles 1 and 2, and
removing indices 1 and 2 from various factors which are equal, we obtain the following
four equations:
P0ψ1 + 2(1− A)(s1 − s2).p
(
1 +
1
2E
V
)
ψ3 = 0, (8.16)
P0ψ2 = 0, (8.17)
P0ψ3 − 2(m+B)
(
1 +
1
2E
V
)
ψ4 + 2(1−A)(s1 − s2).p
(
1 +
1
2E
V
)
ψ1
−2(1 −A)
E
(s1 − s2).ptA˜ψ1 = 0, (8.18)
P0ψ4 − 2(m+B)
(
1 +
1
2E
V
)
ψ3 = 0. (8.19)
We have neglected in Eq. (8.18) the internal L2 dependent parts, present in the potentials
(A1L + A2L) and A
t acting on ψ1, which is a P -state, and used the limits (6.23)-(6.24);
these neglected parts do not seem to play a crucial role in the following calculations; with
the decomposition (8.15), A˜ = σr/6.
From Eqs (8.16) and (8.19) one deduces the relation:
(m+B)ψ1 + (1−A)(s1 − s2).pψ4 = 0. (8.20)
This equation, which is valid in general for m 6= 0 and P0 6= 0, should also be satisfied
in the limit m → 0 and for P0 → 0, if the Goldstone boson properties are expected to
vary smoothly under explicit chiral symmetry breaking. Then, the ground state solution
of the above equations in the limit m = 0 with zero energy is:
ψ1 = ψ2 = ψ4 = 0, ψ3 6= 0, (8.21)
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with ψ3 satisfying the equation
E(p)ψ3(p) = −1
2
∫
d3k
(2π)3
V (p− k)ψ3(k). (8.22)
This equation is similar in form to Eq. (8.7), indicating that ψ3 is proportional to the
self-energy function sinϕ:
ψ3(p) = C sinϕ(p), (8.23)
with C a constant.
In order to calculate the pion decay constant Fπ, one must again consider the case
where m 6= 0. The pion decay constant is defined as:
< 0|d(0)γµγ5u(0)|π+(P ) >= i
√
2FπPµ. (8.24)
This is related to the component ψ4:∫
d3k
(2π)3
ψ4(k) =
√
2
4
FπP0. (8.25)
The normalization condition (6.25) yields, after elimination of ψ1 through Eq. (8.20) and
replacement of ψ3 by its expression (8.23):
8C
∫ d3k
(2π)3
ψ4(k) = 2P0Nc. (8.26)
Using Eq. (8.25), one finds:
CFπ =
Nc√
2
. (8.27)
This result is actually a consequence of the Ward-Takahashi identity relative to the Green
function < Tu(x)γµγ5d(x)id(0)γ5u(0) >, which implies (in the chiral limit) the equation√
2Fπ < 0|id(0)γ5u(0)|π+ >= 2 < uu >; this is equivalent to the relation∫
d3k
(2π)3
ψ3(k) = −< uu >
2
√
2Fπ
. (8.28)
Using Eq. (8.12), one obtains Eq. (8.27).
The normalization condition (8.26) can also be analyzed by using Eq. (8.19). Inte-
grating that equation with respect to p and expanding in the second term all quantities
with respect to m to first-order in m and then using the integral equations satisfied by
the first-order self-energy functions, one ends up with the relation
∫
d3k
(2π)3
ψ4 =
2m
P0
∫
d3k
(2π)3
ψ3, (8.29)
35
which is equivalent to the well-known relation of Gell-Mann, Oakes and Renner [46]:
m2πF
2
π = −2m < uu >.
In order to be able to calculate Fπ, one needs to know the function ψ4. This information
comes from Eq. (8.18). Eliminating ψ1 through Eq. (8.20) and noticing that ψ4 iself is
proprtional to P0, one can take in all factors multiplying ψ4 the chiral limit. Defining
ψ4 ≡ P0ψ˜4 ≡ P01
2
gψ3, (8.30)
the function g(p) then satisfies the integral equation
E(p)g(p) = sinϕ(p)
−1
2
∫
d3k
(2π)3
V (p− k)
[
sinϕ(k) sinϕ(p) + pˆ.kˆ cosϕ(k) cosϕ(p)
]
g(k)
+
1
3p
cosϕ(p)
∫ d3k
(2π)3
V (p− k)(p− k).kˆ cosϕ(k)g(k). (8.31)
Except for the last term, which comes from the contribution of the rotational motion of the
flux tube, this equation is the same as a corresponding one derived in Refs. [40, 42]. The
infrared singular part of E cancels the singular part of the first integral and the function
g appears as infrared finite. This is also seen more explicitly by using Eqs. (8.9)-(8.10);
after a few algebraic manipulations one can cast Eq. (8.31) into the form [42]
pg(p) cosϕ(p) = sinϕ(p)
+
1
2
∫
d3k
(2π)3
V (p− k)
[
sinϕ(k) sinϕ(p) + pˆ.kˆ cosϕ(k) cosϕ(p)
](
g(p)− g(k)
)
+
1
3p
cosϕ(p)
∫
d3k
(2π)3
V (p− k)(p− k).kˆ cosϕ(k)g(k). (8.32)
which is free of infrared singularities. The function g has the same asymptotic behavior
as sinϕ and turns out to be nodeless. Integrating this equation with respect to p yields
the relation ∫ d3k
(2π)3
kg(k) cosϕ(k) =
∫ d3k
(2π)3
sinϕ(k)
+
∫ d3p
(2π)3
1
3p
cosϕ(p)
∫ d3k
(2π)3
V (p− k)(p− k).kˆ cosϕ(k)g(k), (8.33)
which can be considered as a consistency check for various approximations and numerical
calculations. The resolution of Eqs. (8.31) or (8.32) provides the function g and hence
ψ4.
A rough evaluation of the orders of magnitude of the quark condensate and of the
pion decay constant can be done using analytic approximations. Taking into account the
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properties of the function ϕ at infinity and near the origin and its nodeless character, the
following approximations can be used inside the integrals:
sinϕ(k) ≃ 1
(1 + k2/(bσ))5/2
, cosϕ(k) ≃ k√
bσ
{
1
(1 + k2/(bσ))1/2
+
√
5− 1
(1 + k2/(bσ))5/2
}
,
(8.34)
where b is a constant to be determined. For the numerical applications we use σ = 0.18
GeV2,
√
σ = 424 MeV. With these approximations, the integrals in Eqs. (8.7)-(8.8)
can be evaluated analytically (with dimensional regularization) yielding hypergeometric
functions. The parameter b is then determined by the requirement that the left-hand
sides have the same zero. We find b = 0.31. The evaluation of the integral in Eq. (8.12)
(with approximation (8.34) and Nc = 3) gives < uu >= −(115 MeV)3, in agreement with
the results found in Refs. [42, 44], < uu >≃ −(100 MeV)3.
Since the function g has similar asymptotic properties as sinϕ, we approximate it as:
g(p) ≃ γ√
bσ
sinϕ(p), (8.35)
where γ is a constant; it is determined from Eq. (8.33). At a first stage we neglect the last
integral; we find γ = 0.52. Equations (8.26), (8.27) and (8.30) then give Fπ = 16 MeV,
with the same order of magnitude as the results found in Refs. [42, 44], Fπ ≃ 11 MeV.
Consideration of the last integral in Eq. (8.33) increases the value of γ by an amount of
16% and brings Fπ to 18 MeV; it does not therefore change its order of magnitude. The
experimental value of Fπ is nearly 93 MeV. The quark condensate < uu > is not a directly
measurable quantity; QCD sum rules [47] give the prediction < uu >≃ −(225 MeV)3 at
the scale of 1 GeV.
In Ref. [41], numerical calculations have been done with the harmonic oscillator
potential, which makes it difficult to compare predictions. In Refs. [40, 43], rather large
values of Fπ and < uu > are presented, but these are obtained by fitting parameters in
order to fix the value of the constituent quark mass at 300 MeV, corresponding to big
values of the string tension (or of its equivalents).
The relative smallness (about one order of magnitude) of the theoretical predictions
for < uu > and Fπ found here and in Refs. [42, 44] seems to indicate that short-distance
forces should have sizable contributions in these quantities; this is corroborated by the
facts that, first, they act in momentum space with a potential having the same sign as the
confining one, and second, they induce much slower asymptotic behavior to the function
ϕ. A definite conclusion about the quantitative aspects of chiral symmetry breaking could
be reached only when both kinds of forces, long-range and short-range, are considered.
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9 Properties of the bound state spectrum
We turn in this section to a study of the main qualitative properties of the bound state
spectrum that emerge from the wave equation, leaving to a separate work a more quan-
titative study of it, in particular when short-distance effects are incorporated.
9.1 One-particle limit
We begin with the case when one of the particles becomes infinitely massive; this is
achieved by taking one of the masses, m2, say, to infinity. Defining P0 = m2 + p10,
x = x1 − x2, p = (p1 − p2)/2 = p1, the wave equation (7.12) reduces to a Dirac type
equation for the quark in the presence of a vector static potential:[
p10 − h1 − A0 + γ10γ.A
]
ψ = 0, (9.1)
where the potentials, in the classical limit, are:
A0 = σr
{√
E21x
2
L2
arcsin
√
L2
E21x
2
− (1− ǫ(p10))E
2
1x
2
L2
(
1−
√
1− L
2
E21x
2
)}
, (9.2)
A =
σr
2
( pt
E1
)E21x2
L2
{√
E21x
2
L2
arcsin
√
L2
E21x
2
−
√
1− L
2
E21x
2
}
. (9.3)
[r = |x|, pt is defined in Eq. (6.17), L is the orbital angular momentum operator, h1,
E1 and ǫ(p10) are defined in Eqs. (7.9)-(7.11).] They represent the energy-momentum of
a straight segment of length r with linear energy density σ turning around the point x2
(the position of the heavy antiquark).
Taking further the limit of a heavy quark, the potentials become to order 1/c2:
A0 = σr
(
1 +
L2
6m21x
2
)
, A =
σr
3
pt
m1
. (9.4)
9.2 Nonrelativistic limit
Next, we consider the case of two heavy quarks. The potential A1µ [Eq. (6.20)] becomes
(in the c.m. frame) to order 1/c2:
A10 = σr
[1
2
+
1
6
( m1
m1 +m2
)( 1
m21
+
1
m22
− 1
m1m2
)L2
x2
+
1
8
( m1m2
m1 +m2
)2( 1
m41
− 1
m42
)L2
x2
]
, (9.5)
A1 = −σr
2
pt
( 2
3m1
− 1
3m2
)
, (9.6)
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the definitions of x and p being the same as in Eqs. (6.3). A2 is obtained from A1 by
exchange of indices 1 and 2 and replacement of p by −p. The self-energy Σ [Eqs. (7.8),
(8.1)-(8.2)] behaves for large m as:
Σ(p, m) = − 2σ
πm
+O(1/m2). (9.7)
After having subtracted the masses and made a few changes of function to reach an
explicitly hermitian form, the nonrelativistic hamiltonian, to order 1/c2 takes the following
form (in the c.m. frame):
H =
p2
2µ
+ σr − 2h¯σ
π
( 1
m1
+
1
m2
)
− 1
8
( 1
m31
+
1
m32
)
(p2)2 +
h¯2
4
( 1
m21
+
1
m22
)σ
r
− σ
6r
( 1
m21
+
1
m22
− 1
m1m2
)
(L2 + 2h¯2) +
σ
2r
(L.s1
m21
+
L.s2
m22
)
−2σ
3r
( 1
m21
− 1
2m1m2
)
L.s1 − 2σ
3r
( 1
m22
− 1
2m1m2
)
L.s2. (9.8)
[µ = m1m2/(m1+m2), s1 and s2 are the spin operators of the quark and of the antiquark.]
Several remarks can be made at this stage. First, the hamiltonian is independent of spin-
spin interactions; this is already evident from the wave equation (7.12) where no direct
interactions involving the spacelike γ-matrices of both quarks exist. The absence of long-
range spin-spin interactions is compatible with experimental data. Second, we notice the
presence of purely orbital angular momentum dependent pieces (proportional to L2), the
origin of which is related to the contribution to the rotational motion of the system of
the moment of inertia of the flux tube, represented by the straight segment joining the
quark to the antiquark. The corresponding centrifugal energy produces a global plus sign
in front of those terms; the minus sign results from the additional contributions of the
momentum of the flux tube, which also couples, through the spacelike potentials A1 and
A2 to the quarks [Eq. (9.6)]. Those terms were also obtained in Refs. [18] and [34, 35].
Third, we have two kinds of spin-orbit term. The first, appearing after the term in L2,
comes from the contribution of a conventional timelike vector interaction represented by
the potential σr, which is the dominant part of the combination A10 + A20 [Eq. (9.5)].
The second type of contribution, provided by the last two terms of Eq. (9.8), comes from
the contributions of the direct interactions of the momentum of the flux tube with the
quarks, represented by the spacelike potentials A1 and A2 [Eq. (9.6)]. The latter terms
induce negative signs to the spin-orbit couplings, in opposite direction to the former one, a
feature which is also observed on phenomenological grounds for the large-distance effects
in fine splitting.
Adopting the notations of Ref. [16] for the potentials corresponding to spin-orbit (V1
and V2) and to spin-spin interactions (V3 and V4), we have:
V1 = −2
3
σr, V2 = +
1
3
σr, V3 = 0, V4 = 0. (9.9)
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Designating by V the nonrelativistic confining potential [Eq. (8.3)], the potentials V , V1
and V2 satisfy the Gromes relation [17]
V + V1 − V2 = 0, (9.10)
which is a consequence of Lorentz covariance.
The expressions of potentials V1 and V2 do not satisfy, however, Buchmu¨ller’s con-
jecture about the spin-orbit terms [48], according to which confinement is due to a pure
color electric field in the co-moving frame of the two quarks, thus reducing the spin-orbit
potential to a Thomas precession term and entailing V1 = −σr and V2 = 0. Leaving
aside the question of a phenomenological determination of these potentials, we notice
that lattice calculations [49, 50], which favor the negative sign of V1, do not, however,
clearly distinguish between the two possibilities above, due to the existing uncertainties.
In order to clarify the structure of the spin-orbit potentials, it is necessary to investigate
the contributions of higher-order terms not taken into account in the potentials (6.20) (of
the type of those considered for the extraction of the self-energy terms). Another inde-
pendent check consists in calculating the field correlators appearing in the nonrelativistic
expansion of Ref. [16].
Reviews about bound state problems of quarks can be found in Refs. [51] and [52].
9.3 Regge trajectories
Finally, we consider the high energy behavior of the mass spectrum for ultrarelativistic
systems. It has been known for a long time that the linear confining potential of the
static case produces in the ultrarelativistic limit of massless quarks, through the Salpeter
equation, linear Regge trajectories. The inclusion of a flux tube, represented by a straight
string, modifies the relationship of the angular momentum with the total mass of the
system and increases the slope α′ of the Regge trajectories by an amount of 15-20%,
enforcing the classical relation α′ = (2πσ)−1 with the string tension σ [53, 35].
We have checked these properties on Eq. (7.12), by solving it in an approximate
way that preserves its main qualitative features. The approximation that we use is the
Breit approximation [29], which consists in transforming the wave equation into a local
equation in x-space. The main lines of the approximation are presented in appendix C.
The resulting Regge trajectories for the π and ρ families are presented in Fig. 6, where
for comparison we have also presented the trajectories of the linear confining potential
corresponding to the situation where A10 + A20 = σr and A1 = A2 = 0 in Eq. (7.12).
One verifies, first, the linearity of the trajectories and, second, the increase of the slopes
when the flux tube is present. Similar trajectories and behaviors are also obtained with
the a0 and a1 families.
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There are uncertainties of a few percent in our results coming from the way of cal-
culating the mean values of operators present in the flux tube functions, depending on
whether one evaluates them on the full function ψ or only on the basic component ψ3
[Eq. (8.14)] and whether one uses for the latter a free norm or the norm relative to the
Pauli–Schro¨dinger equation that it satisfies.
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Figure 6: Regge trajectories of the π and ρ families and their first daughter trajectories.
Full lines correspond to the flux tube potential, dotted lines to the linear potential. Inputs:
m1 = m2 = 0, σ = 0.18 GeV
2.
On phenomenological grounds, one actually determines the value of the string tension
σ from the experimental Regge trajectories using the string theory relation α′ = (2πσ)−1.
From the slope of the π-family trajectory one obtains σ = 0.22 GeV2, while from the ρ-
family trajectory one obtains σ = 0.18 GeV2 [52]. A precise comparison of our results with
those data necessitates a more elaborate resolution of the wave equation and presumably
the inclusion of the short-distance potentials.
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10 Summary and concluding remarks
We have investigated, in the large Nc limit, the large-distance dynamics of QCD within
the quarkonium system through the saturation of Wilson loop averages by minimal sur-
faces. The dynamics is described by a wave equation of the Breit–Salpeter type, in which
the interaction potentials are provided by the energy-momentum vector of the straight
segment joining the quark to the antiquark and carrying a constant linear energy density,
equal to the string tension; the latter represents the effective contribution of the color flux
tube of the quarkonium system. In the static case, confinement is realized by the usual
linear potential, while in the general case of moving quarks additional contributions come
from the moments of inertia of the straight segment .
Taking into account the self-energy parts of the quark propagators, it was shown
that chiral symmetry is spontaneously broken with a mechanism identical to that of the
exchange of one Coulomb-gluon.
In the nonrelativistic limit, long range spin-spin potentials are absent, while the mo-
ments of inertia of the flux tube bring contributions to the orbital angular momentum
and spin-orbit potentials with negative signs, in opposite direction, for the latter case, to
the spin-orbit term of the pure timelike vector potential.
In the ultrarelativistic limit, the mass spectrum displays linear Regge trajectories, the
slopes of which tend to satisfy the classical relation with the string tension obtained in
straight string theories.
The potentials that have been isolated in the present work do not represent the com-
plete interaction kernel of the wave equation, but only the large-distance dominant con-
tributions to it. The determination of the higher-order terms necessitates further study.
Also, mathematical assumptions made for neglecting certain terms or approximating oth-
ers in the large separation time limit need to be analyzed in more detail.
The formalism that has been developed here, centering the Wilson loop representa-
tion on minimal surfaces, ignores the contributions of short-distance effects provided by
perturbation theory. A complete resolution of QCD requires the presence of both large-
and short-distance effects. A corresponding resolution of the loop equations is far from
being trivial, although approximate solutions might still provide a practical framework
for a quantitative investigation of the spectroscopic properties of the theory.
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A Properties of minimal surfaces
An important quantity in loop dynamics is the second-order functional derivative of the
area at two different points on the contour. For definiteness we consider the two points on
the line τ = 0 (line x1x2 of the contour C of Fig. 1). For a minimal surface, the variations
of the contour maintain at all stages the minimality property of the area; therefore the
second term of the right-hand side of Eq. (3.7) and all its variations are null and can be
ignored. The second-order functional derivative of the area is then:
δ
δxβ(σ′, 0)
δA
δxα(σ, 0)
= (δµαδνβ − δµβδνα) ∂
∂σ
δ(σ − σ′)
∫
dσµν(y)F (y − x(σ, 0))
+
(
δµαx
′ν(σ, 0)− δναx′µ(σ, 0)
)(
δµβx
′ν(σ′, 0)− δνβx′µ(σ′, 0)
)
F
(
x(σ, 0)− x(σ′, 0)
)
+
(
δµαx
′ν(σ, 0)− δναx′µ(σ, 0)
)
δ(σ − σ′) ∂
∂xβ(σ, 0)
∫
dσµν(y)F (y − x(σ, 0))
−
(
δµαx
′ν(σ, 0)− δναx′µ(σ, 0)
) ∫
dσ′′dτ ′′
δyλ(σ′′, τ ′′)
δxβ(σ′, 0)
×
[
(y′γ y˙ν − y′ν y˙γ)δµλ + (y′µy˙γ − y′γ y˙µ)δνλ + (y′ν y˙µ − y′µy˙ν)δγλ
] ∂
∂yγ
F (y − x(σ, 0)).
(A.1)
The evaluation of the the last integral can be done by expanding δyλ/δxβ(σ′, 0) about
the point x(σ, 0) that appears in F :
δyλ(σ′′, τ ′′)
δxβ(σ′, 0)
=
δyλ(σ, 0)
δxβ(σ′, 0)
+ (σ′′ − σ) ∂
∂σ
δyλ(σ, 0)
δxβ(σ′, 0)
+ τ ′′
∂
∂τ
δyλ(σ, τ)
δxβ(σ′, 0)
∣∣∣∣
τ=0
+ . . . , (A.2)
where the dots stand for terms that do not contribute in the limit a = 0. One notices that
the first term in the right-hand side of Eq. (A.2) is a derivative that lies on the contour
and hence is equal to δµνδ(σ − σ′):
δyλ(σ, 0)
δxβ(σ′, 0)
≡ δx
λ(σ, 0)
δxβ(σ′, 0)
= δβλδ(σ − σ′). (A.3)
It is also convenient, to complete the calculations, to stick to the following diagonal
constant metric:
x′.x˙ = 0, x′2 = const., x˙2 = const., λ ≡
√
x′2
x˙2
. (A.4)
The result is:
δ
δxβ(σ′, 0)
δA
δxα(σ, 0)
= 2
∂
∂σ
δ(σ − σ′)
∫
dσαβ(y)F (y − x(σ, 0))
+2
(
δαβx
′(σ, 0).x′(σ′, 0)− x′β(σ, 0)x′α(σ′, 0)
)
F
(
x(σ, 0)− x(σ′, 0)
)
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−δ(σ − σ′)1
a
√
x′2
(
δαβ − x
′αx′β
x′2
)
−
√
x′2
x˙2
∂
∂τ
δyλ(σ, τ)
δxβ(σ′, 0)
∣∣∣∣
τ=0
(
δλα − x
′λ(σ, 0)x′α(σ, 0)
x′2(σ, 0)
− x˙
λ(σ, 0)x˙α(σ, 0)
x˙2(σ, 0)
)
. (A.5)
The two points x(σ, 0) and x(σ′, 0) lying on the boundary, the function F
(
x(σ, 0)−x(σ′, 0)
)
is equivalent, in the limit a = 0, to 1
2a
√
x′2
δ(σ − σ′) and thus cancels the singular term
of the third line. (We assume here that the line under consideration does not have
self-intersections neither displays backtracking.) There remains to evaluate the quantity
∂
∂τ
δyλ(σ,τ)
δxβ(σ′,0)
∣∣∣∣
τ=0
. This in turn requires a more detailed knowledge of the derivative δy
λ(σ,τ)
δxβ(σ′,0)
.
That quantity does not have a compact expression for general contours. Studies of its
main properties can be found in Refs. [31] and [26]. In the formulation that we present
below, we follow partly the covariant approach adopted in Ref. [26] and put emphasis on
the aspects that will be needed in the present work.
Let us first point out the fact that a variation δx on the contour that lies in the tangent
plane to the minimal surface does not modify the internal part of the minimal surface but
only adds to it a new small piece on its boundary within the tangent plane; the variation
thus amounts to a simple extension of the boundary on the same surface. In that case δy
should lie in the tangent plane to the minimal surface at y, being a linear combination of
y′ and y˙ and corresponding to a reparametrization of the surface. In this respect, it can
be checked that if δyλ contains terms proportional to y′λ or to y˙λ then the contributions
of these in Eq. (A.1) are identically zero. Therefore, the nontrivial contributions to Eq.
(A.1) come only from the transverse variations of δy with respect to the surface, which
are themselves due to transverse variations δx on the contour with respect to that surface.
We shall therefore concentrate on these kinds of variation.
To proceed further and to exhibit some general features, we shall use for a while
covariant notations. The parameters of the surface will be denoted ξa, a = 1, 2, and the
metric gab:
gab =
∂xµ
∂ξa
∂xµ
∂ξb
, a, b = 1, 2. (A.6)
The entries of the inverse of g are denoted gab and raising and lowering of indices are done
with these tensors. The determinant of g is denoted |g|. We shall not meet below singular
quantities and therefore, as long as not needed, we shall not use regulated expressions.
The area is then A =
∫
d2ξ|g|1/2 and the equation of the minimal surface is:
|g|−1/2∂a
(
|g|1/2gab∂byµ(ξ)
)
= 0. (A.7)
The determinant |g| remains constant on the minimal surface.
Next, we introduce variations δy on the minimal surface, including the boundaries.
The equation of the new minimal surface is obtained by replacing in Eq. (A.7) y by y+δy.
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The linearized equation in δy is:
∆µνδy
ν ≡ |g|−1/2∂a
(
|g|1/2Mabµν∂bδyν(ξ)
)
= 0, (A.8)
where one has defined
Mabµν = δµνg
ab + ∂ayµ∂
byν − ∂ayν∂byµ − gab∂cyν∂cyµ. (A.9)
The operator ∆µν is transverse: it annihilates any tangential variation δy
ν = ωc∂cy
ν :
∆µνω
c∂cy
ν = 0. (A.10)
One next introduces the Green function of the operator ∆µν subject to the boundary
condition that it vanishes along the contour C:
∆µν(ξ)Gνρ(ξ, η) = |g|−1/2
(
δµρ −Qµρ(ξ)
)
δ2(ξ − η),
Gνρ(ξ, η)
∣∣∣
ξ∈C = Gνρ(ξ, η)
∣∣∣
η∈C = 0, (A.11)
where Qµρ(ξ) is the projector on the tangent plane of the initial minimal surface at y(ξ):
Qµρ(ξ) = ∂ayµ(ξ)g
ab∂byρ(ξ). (A.12)
Using then the Green identity, the symmetry property Mabµν = M
ba
νµ, the Stokes theorem
and the transversality of δy, one obtains for the transverse variations δy the following
successive expressions:
δyµ(η) =
∫
d2ξ|g|1/2
[
δyρ(ξ)∆ρν(ξ)Gνµ(ξ, η)−
(
∆ρν(ξ)δyν(ξ)
)
Gρµ(ξ, η)
]
=
∫
d2ξ∂a
[
δyρ(ξ)|g|1/2Mabρν(ξ)∂bGνρ(ξ, η)− |g|1/2Mabρν
(
∂bδyν(ξ)
)
Gρµ(ξ, η)
]
= −
∮
C
dξcǫca|g|1/2gabδyν(ξ)∂bGνµ(ξ, η)
=
∮
C
dλna(λ)δyν(ξ(λ))∂aGνµ(ξ(λ), η), (A.13)
where the contour C has been parametrized with the parameter λ and where n is an
orthogonal vector to the contour in the tangent plane to the minimal surface,
na(λ) = gab|g|1/2ǫbc dξ
c(λ)
dλ
. (A.14)
The functional derivative of yµ(η) with respect to xν(ξ(λ
′)) then becomes:
δyµ(η)
δxν(ξ(λ′))
= na(λ′)∂aGνµ(ξ, η)
∣∣∣
ξ=ξ(λ′)
. (A.15)
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Finally, the derivative of δyµ
δxν
along n is:
nb(λ)∂(η)b
δyµ(η)
δxν(ξ(λ′))
∣∣∣∣
η=η(λ)
= nb(λ)na(λ′)∂(η)b∂(ξ)aGνµ(ξ, η)
∣∣∣
ξ=ξ(λ′),η=η(λ)
. (A.16)
A consequence of Eq. (A.16) is the symmetry property of its right-hand side with
respect to the variables ξ and η for λ 6= λ′, a feature that is not evident in the left-hand
side. That property is intimately related to the symmetry property of the second-order
variation of the minimal surface with respect to the order of operations. To exhibit this
feature more explicitly we return to the (σ, τ) parametrization that we were using above.
The derivation na∂a is equivalent in the limit τ = 0 to the derivation −
√
x′2
x˙2
∂
∂τ
. Equation
(A.15) becomes, using the metric (A.4):
δyλ(σ, τ)
δxβ(σ′, 0))
= −
√
x′2
x˙2
∂
∂τ ′
Gβλ(σ
′, τ ′; σ, τ)
∣∣∣
τ ′=0
, (A.17)
which in turn yields for Eq. (A.5) the expression
δ
δxβ(σ′, 0)
δA
δxα(σ, 0)
= 2
∂
∂σ
δ(σ − σ′)
∫
dσαβ(y)F (y − x(σ, 0))
+
x′2
x˙2
∂
∂τ
∂
∂τ ′
Gβλ(σ
′, τ ′; σ, τ)
∣∣∣
τ ′=0,τ=0
(
δλα − x
′λ(σ, 0)x′α(σ, 0)
x′2
− x˙
λ(σ, 0)x˙α(σ, 0)
x˙2
)
.
(A.18)
The symmetry property of the second-order derivative of the minimal area can now be
discussed for the case σ 6= σ′. The Green function can be decomposed along symmetric
Lorentz tensors each multiplied with a scalar function. Because of the boundary conditions
(A.11) the two derivatives ∂
∂τ
and ∂
∂τ ′
must simultaneously act on at least one of the scalar
functions in order not to yield zero. In that case the product of the transverse projecter
present in the last term of Eq. (A.18) with the tensor factors of Gβλ gives a symmetric
result, which ensures the commutativity of the two functional derivatives when acting
at two different points of the contour. That symmetry property is evident when the
functional derivatives act on the Wilson loop average; then the two operators manifestly
commute. This study will be completed below by also including the case of coinciding
points.
Concrete calculations can be done when the Green function is specified more explicitly.
To this aim, one can try to construct the Green function by means of an iterative procedure
with respect to powers and derivatives of the curvature of the minimal surface:
Gβλ(ξ, η) =
∞∑
i=0
G
(i)
βλ(ξ, η), (A.19)
where the index i is related to the power or the order of the derivative of the curvature.
The lowest-order term of this iteration would correspond to the case of a plane with zero
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curvature. The solution to that problem can be explicitly constructed. Using the metric
(A.4), one can use the ansatz
G
(0)
βλ(σ
′, τ ′; σ, τ) =
{
δβλ(z
′.y′z˙.y˙ − z′.y˙z˙.y′)
−z˙.y˙(z′λy′β − z′βy′λ) + z′.y˙(z˙λy′β − z˙βy′λ)
−z′.y′(z˙λy˙β − z˙β y˙λ) + z˙.y′(z′λy˙β − z′β y˙λ)
}
1
y′2y˙2
h(0)(σ′, τ ′; σ, τ),
(A.20)
where we have defined z ≡ x(σ′, τ ′), y ≡ x(σ, τ) and kept in the decomposition of G(0)βλ
tangential components in order to satisfy at the end the boundary condition (A.3). The
function h(0) is assumed to satisfy the inhomogeneous Laplace equation
∆(ξ)h
(0)(ξ; η) = ∆(η)h
(0)(ξ; η) = δ2(ξ − η), ξ = (σ′, τ ′), η = (σ, τ), (A.21)
∆(η) =
1
λ
∂2
∂σ2
+ λ
∂2
∂τ 2
, (A.22)
and the boundary conditions
h(ξ, η)
∣∣∣
ξ∈C = h(ξ, η)
∣∣∣
η∈C = 0. (A.23)
The coordinates z and y represent points on the background minimal surface and with
parametrization (A.4) satisfy the Laplace equations
∆(ξ)zµ(ξ) = 0, ∆(η)yµ(η) = 0. (A.24)
Inserting G
(0)
βλ in Eqs. (A.11) one can reconstruct G
(1)
βλ by appropriately decomposing it
along Lorentz tensors as in Eq. (A.20) and determining its Lorentz scalar parts through
inhomogeneous Laplace equations involving as inhomogeneous terms h(0) and its first-
order derivatives. It should be noticed that the inhomogeneous part of Eqs. (A.11) is
already saturated by the function G
(0)
βλ (the factor |g|−1/2 being absorbed in the definition
of the Laplace operator (A.22)) and therefore the higher-order functions do no longer
have contributions to the delta-functions. The Lorentz tensor parts of the function G
(1)
βλ
contain at least one second-order derivative of y or z and therefore are of first-order in the
curvature of the surface. The procedure can be continued to higher orders; the function
G
(2)
βλ will be quadratic in the second-order derivatives of y and z, or will contain third-order
derivatives, and so forth. On technical grounds, it is advantageous to use also a tensor
notation for the parameters of the surface and to simultaneously decompose the higher-
order functions along tensors (defined essentially by the derivative operators) in parameter
space. We shall not develop here the above procedure, for we shall not need in the present
paper the explicit expressions of the functions G
(i)
βλ (i ≥ 1). In many instances, the sole
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knowledge of the function G(0)µν is sufficient to obtain or to check the main properties of
the system under study. This is in particular the case where the background minimal
surface from which deformations are calculated is itself a plane.
Let us now concentrate on the function G(0)µν . We consider a four-sided contour C as
in Fig. 1 with the additional restriction that the four sides correspond to the lines of
equations τ = 0, σ = 0, τ = 1, σ = 1. The explicit expression of the function h(0),
satisfying the boundary conditions (A.23) is then:
h(0)(σ′, τ ′; σ, τ) = − 4
π2
∞∑
n,m=1
sin(nπσ′) sin(nπσ) sin(mπτ ′) sin(mπτ)
(m2λ+ n2/λ)
. (A.25)
Calculating, in view of Eq. (A.17), the derivative of h(0) with respect to τ ′ at τ ′ = 0, one
obtains a series in m that can be summed into a hyperbolic function:
f (0)(σ′, 0; σ, τ) ≡ −λ∂h
(0)
∂τ ′
∣∣∣∣
τ ′=0
= 2
∞∑
n=1
sin(nπσ′) sin(nπσ) sinh
(
nπ(1− τ)/λ
)
sinh(nπ/λ)
. (A.26)
One checks that δy
λ
δxβ
satisfies, with G
(0)
βλ and through Eq. (A.17), the boundary condition
(A.3).
We next evaluate the derivative of δy
λ
δxβ
with respect to τ at τ = 0. The derivative
acts on f (0) and on the Lorentz tensor part of δy
λ
δxβ
. The latter action yields in Eq. (A.18)
the finite part of x′ν ∂
∂xβ
∫
dσαν(y)F (y − x(σ, 0)) multiplied by δ(σ − σ′) coming from the
restriction of f (0) on the contour. One finds for the second-order functional derivative of
the area the result:
δ
δxβ(σ′, 0)
δA
δxα(σ, 0)
= 2
∂
∂σ
δ(σ − σ′)
∫
dσαβ(u)F (u− y)
+2δ(σ − σ′)y′ν ∂
∂yβ
∫
dσαν(u)F (u− y)
∣∣∣
fp
−
√
y′2
y˙2
{
δβα(z
′.y′z˙.y˙ − z′.y˙z˙.y′)
−(z˙.y˙z′αy′β + z′.y′z˙αy˙β − z′.y˙z˙αy′β − z˙.y′z′αy˙β)
}
1
y′2y˙2
∂f (0)(σ′, 0; σ, τ)
∂τ
∣∣∣∣
τ=0
,
(A.27)
where y ≡ x(σ, 0), z ≡ x(σ′, 0) and the subscript “fp” means finite part. The last term
of Eq. (A.27) is invariant under the change of the order of derivations, as can be seen
from the tensor terms and with the use of the defining equations (A.25)-(A.26) of f (0),
reflecting the general property emphasized after Eq. (A.18). The symmetry property of
the contact terms will be established shortly.
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The singular part of ∂f
(0)(σ′,0;σ,τ)
∂τ
∣∣∣
τ=0
when (σ − σ′) approaches zero can be calculated
from Eq. (A.26). It is:
∂f (0)(σ′, 0; σ, τ)
∂τ
∣∣∣∣
τ=0
=
(σ−σ′)→0
1
π
√
x˙2
x′2
(σ − σ′)−2 +O((σ − σ′)0). (A.28)
It yields for the contracted second-order derivative δ
2A
δxα(σ′,0)δxα(σ,0)
, in which the contact
terms do not contribute, the behavior
δ2A
δxα(σ′, 0)δxα(σ, 0)
=
(σ−σ′)→0
− 2
π
(σ − σ′)−2 +O((σ − σ′)0). (A.29)
It is in agreement with the leading part of the short-distance behavior obtained in Ref.
[26]. The contracted second-order derivative contains also a logarithmic singularity [26]
which is obtained in the present approach by considering the contributions of the next
two nonleading terms in the curvature, i.e., the functions G(i)µν , i = 1, 2 [Eq. (A.19)].
We now check the symmetry property between two successive functional derivatives.
Let us first consider the problem in the Wilson loop case. The commutator of two func-
tional derivatives on the contour is, using Eqs. (2.3) and (2.10):(
δ
δxβ(σ′)
δ
δxα(σ)
− δ
δxα(σ)
δ
δxβ(σ′)
)
W (C) =
ig
∂
∂σ
δ(σ − σ′)〈Fβα(x(σ))〉W − ig ∂
∂σ′
δ(σ − σ′)〈Fαβ(x(σ′))〉W
+igδ(σ − σ′)x′ν(σ)〈
(
∇βFνα(x(σ))−∇αFνβ(x(σ))
)
〉W . (A.30)
Expanding in Fαβ(x(σ
′)) σ′ about σ and using in the last expression the Bianchi identity
one finds: (
δ
δxβ(σ′)
δ
δxα(σ)
− δ
δxα(σ)
δ
δxβ(σ′)
)
W (C)
= ig
[( ∂
∂σ′
δ(σ′ − σ)
)
(σ′ − σ) + δ(σ′ − σ)
] ∂
∂σ
〈Fβα(x(σ))〉W
= ig
∂
∂σ′
(
δ(σ′ − σ)(σ′ − σ)
) ∂
∂σ
〈Fβα(x(σ))〉W
= 0. (A.31)
When the Wilson loop average is saturated by the minimal surface [Eq. (2.15)] the
left-hand side of Eq. (A.30) becomes proportional to the commutator of the functional
derivatives applied on the minimal area. Using Eq. (A.27), one obtains:
1
2
(
δ
δxβ(σ′, 0)
δ
δxα(σ, 0)
− δ
δxα(σ, 0)
δ
δxβ(σ′, 0)
)
A(C) =
∂
∂σ
δ(σ′ − σ)
∫
dσαβ(y)F (y − x(σ, 0))− ∂
∂σ′
δ(σ′ − σ)
∫
dσβα(y)F (y − x(σ′, 0))
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+δ(σ − σ′)x′ν(σ, 0)
[ ∂
∂xβ(σ, 0)
∫
dσαν(y)F (y − x(σ, 0))
− ∂
∂xα(σ, 0)
∫
dσβν(y)F (y − x(σ, 0))
]∣∣∣
fp
. (A.32)
The right-hand side has the same structure as that of Eq. (A.30) and since the minimal
surface satisfies the Bianchi identity (3.10) the same operations as above lead to the result(
δ
δxβ(σ′, 0)
δ
δxα(σ, 0)
− δ
δxα(σ, 0)
δ
δxβ(σ′, 0)
)
A(C) = 0. (A.33)
[Actually, it is the finite part of the quantity ∂
∂xβ(σ,0)
∫
dσαν(y)F (y−x(σ, 0)) that is relevant
for the nontrivial content of the Bianchi identity, the singular part satisfying the Bianchi
identity as an identity, independent of the type of the surface.]
The diagonal constant metric (A.4) can also be used for the study of the forms of min-
imal surfaces in simple cases. In that metric the equation of the minimal surface is given
by the Laplace equation (A.24). Choosing a plane as a reference surface, the orthogonal
deformations of the surface with respect to the plane can be represented with functions of
the type (A.26), while the parallel deformations should be constructed according to the
orthonormality conditions (A.4). However, the sole knowledge of the orthogonal defor-
mations is sufficient to have a rough idea of the form of the surface. We apply this study
to one particular case of interest.
Let us consider the case where the contour C of Fig 1 has been restricted in the
following way: the line x1x
′
1x
′
2x2 represents now the three sides of a rectangle (lying in a
plane) while the line x2x1, denoted C21, is arbitrary but lying in an orthogonal plane to
the rectangle and having in it the equation u(σ, 0) = a(σ) (Fig. 7).
x1
C21
x′1
x′2x2
Figure 7: Contour C made of the three sides x1x
′
1x
′
2x2 of a rectangle and of the arbitrary
line C21 lying in an orthogonal plane to the rectangle.
Designating by u(σ, τ) the orthogonal deformation of the minimal surface with re-
spect to the plane, its expression can be obtained from Eq. (A.26) by using the Fourier
decomposition of the function a(σ): a(σ) =
∑∞
n=1 an sin(nπσ). One obtains:
u(σ, τ) =
∞∑
n=1
an
sin(nπσ) sinh
(
nπ(1− τ)/λ
)
sinh(nπ/λ)
. (A.34)
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In general this minimal surface does not have a simple form; u is different from zero all over
the rectangle, but is mainly peaked in the region τ ≃ 0. Let us next take the limit x˙2 →∞,
or λ→ 0. Then u goes to zero for any τ 6= 0. Therefore, in that limit, the minimal surface
shrinks to the surface made of the union of the rectangle x1x
′
1x
′
2x2x1 and of the minimal
surface bounded by the straight segment x2x1 and the line C21. Taking the time interval
T proportional to
√
x˙2 in that limit, we see that T is now contained in the contribution of
the rectangle only. Since the energy spectrum is provided by terms proportional to T , we
conclude that the energy spectrum provided by the previous contour is the same as that
of the rectangle. Therefore the shape of the contour C21 has no influence on the energy
spectrum and contributes only to the wave functional of the corresponding bound state,
made here of a static quark-antiquark pair. The meaning of this result is that minimal
surfaces, irrespective of the shapes of their contours, cannot produce quantum string-
like excitations in the bound state energy spectrum, since rectangles do not contain such
excitations. This was an expected result, for the minimal surface is the classical action of
the open string and quantum excitations of it should only be searched for in fluctuations
of surfaces about the classical trajectory [24, 25, 26]; the present derivation, however,
provides another insight into the same property.
B Normalization of the wave function
In order to derive the normalization condition satisfied by the wave function, we start
from Eq. (6.8):[
PL − (h10 + h20)
]
G
−i
[
γ1Lγ
α
1
∫ 1
0
dσ(1− σ) δ
δxα(σ)
+ γ2Lγ
β
2
∫ 1
0
dσσ
δ
δxβ(σ)
]
G
∣∣∣∣
x(σ)∈x1x2
= −iδ4(x1 − x′1)γ1L
∞∑
j=1
G0,j − iδ4(x2 − x′2)γ2L
∞∑
i=1
Gi,0. (B.1)
The series
∑
iGi,0 and
∑
j G0,j that appear in the right-hand side are reminiscent of the
series expansions of the quark and antiquark propagators in the presence of the gluon
field (Secs. 4 and 5). They have the definitions:
∞∑
i=1
Gi,0 = −〈trc U(x2, x1)S1(x1, x′1)U(x′1, x2)〉A,
∞∑
j=1
G0,j = 〈trc U(x2, x1)U(x1, x′2)S2(x′2, x2)〉A. (B.2)
They can be interpreted as generalized gauge invariant quark (antiquark) propagators in
the presence of the antiquark (the quark) at position x2 (x1). The detailed study of the
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structure of the series
∑
iGi,0 and
∑
j G0,j by means of the general formula (5.6) shows
that they involve surface terms formed by the propagator lines and the external particle
position, which implies that they contain, in addition to self-energy terms, interaction
terms with the external particles through the functional derivatives of these surfaces.
However, simplifications occur when one considers the equal time limits x2L = x1L and
x′2L = x
′
1L. Because of the presence of the four-dimensional delta-functions, the corre-
sponding surfaces lie now in planes orthogonal to the timelike surface lying to infinity and
containing x1x2 (or are integrated around such planes). Such types of surface are generally
negligible in front of surfaces that lie to infinity. In that case the main contributions that
arise in the above series are those coming from the segments representing the boundaries
of those surfaces and producing self-energy corrections. Those are calculated in Sec. 7
[Eq. (7.6)] and are found to be independent of the longitudinal momentum. We therefore
approximate the right-hand side quantities of Eq. (B.1) by the quark propagators with
self-energies. We have in momentum space
∞∑
i=1
Gi,0 ≃ −NcS(p1, m1) = −Nc i
γ1.p1 −m1 − Σ(pT1 , m1)
,
∞∑
j=1
G0,j ≃ NcS(−p2, m2) = Nc i−γ2.p2 −m2 − Σ(−pT2 , m2)
. (B.3)
The equal-time limit amounts to integrating with respect to the realtive energy variable
in momentum space. Defining
G˜(P, pT , p′T ) =
∫
dpL
(2π)
dp′L
(2π)
G(P, p, p′) (B.4)
(after having removed common factors (2π)4δ4(P − P ′)), and integrating Eq. (B.1) in
momentum space with respect to pL and p
′
L we find:
[
PL − h1 − h2 − iK
]
G˜ =
i
2
Nc
(
h1
E1
+
h2
E2
)
γ1Lγ2L(2π)
3δ3(pT − p′T ). (B.5)
In the left-hand side we have designated by iK the kernel that results from the functional
derivatives and which will survive in the bound state limit; it is essentially represented
by the vector potentials calculated in Sec. 6; furthermore, we have extracted from the
above functional derivative contributions, as in Sec. 7, the self-energy parts and included
them in the free Dirac hamiltonians h1 and h2 [Eqs. (7.9)-(7.11)]. Next, we multiply both
sides by G˜γ1Lγ2L
1
2
( h1
E1
+ h2
E2
) and take the bound state limit, represented in G˜ by a pole
in s ≡ P 2:
G˜ ≃
s→s0
− i ψψ
s− s0 . (B.6)
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Deriving both sides with respect to s and noticing that the left-hand side operator in Eq.
(B.5) annihilates the bound state wave function [Eq. (7.12)], one obtains:
ψ
[ ∫ d3pT
(2π)3
trψ†(PL, p
T )
1
2
( h1
E1
+
h2
E2
)
ψ(PL, p
T )
]
ψ =
2PLNcψψγ1Lγ2L
[1
2
( h1
E1
+
h2
E2
)]2
γ1Lγ2L. (B.7)
(The trace is over the Dirac spinor indices.) To simplify the right-hand side, we notice
that in the absence of the rotational motion of the flux tube, the vector potentials reduce
to their longitudinal components [Eq. (6.23)]. In that case, the wave function satisfies
the equation
[ǫ(p1L)− ǫ(p2L)]ψ = 0, (B.8)
similar to the Salpeter equation case [30], which implies that the right-hand side op-
erator in Eq. (B.7), γ1Lγ2L
[
1
2
(
h1
E1
+ h2
E2
)]2
γ1Lγ2L, can be replaced by 1. Adopting this
approximation, we obtain for the normalization condition:
∫
d3pT
(2π)3
trψ†
1
2
( h1
E1
+
h2
E2
)
ψ = 2PLNc. (B.9)
This formula is the same as that obtained from the Salpeter equation [30].
C The Breit approximation
The Breit approximation [29] consists in transforming the wave equation (7.12) into a local
equation in x-space. This is achieved by first replacing the energy sign operators appearing
in the potentials (6.20) by 1; in the nonrelativistic limit this approximation affects only
terms of order O(1/c4) or higher. Second, the operators Ea, a = 1, 2, and L
2/x2 that
appear in the potentials are replaced by their mean values. Third, the self-energy terms
are neglected. The wave equation takes then the form (6.13), where ha0, a = 1, 2, are the
free Dirac hamiltonians [Eqs. (6.7)] and potentials Aaµ, a = 1, 2, have been submitted to
the approximations described above. In order not to spoil the property of spontaneous
chiral symmetry breakdown realized by the self-energy parts of the Dirac hamiltonians
ha (a = 1, 2) [Eqs. (7.9)] in the massless limit, we replace the total c.m. energy PL
by
√
P 2 + 4E20 , where E0 is a constant the value of which is fixed by the requirement
that the ground state be massless. Those approximations do not affect the high energy
properties of the spectrum, since these are mostly determined by semi-classical properties
(in particular the Regge behavior).
The resulting equation is now a Breit type local equation in x that can be solved with
standard methods. In this form, however, a difficulty arises coming from the fact that
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vectorlike local potentials of the confining type at the classical level do not seem to confine
at the quantum level due to instabilities that appear at large distances [54]. The difficulty,
however, is only apparent. The study of the Pauli–Schro¨dinger equation that results from
the Breit type wave equation shows that the Darwin terms of the equation contain a
repulsive singularity at a finite distance, depending on the energy of the bound state, which
confines the quarks inside a baglike system with an energy dependent radius and forbids
any tunnelling between the inner domain of the bag and its outer domain. Therefore,
confining normalizable solutions do exist; they are obtained with the boundary condition
that the component ψ3 of the wave function [Eq. (8.14)] vanishes at the boundary of the
bag. That boundary condition, breaks, however, implicitly chiral symmetry, since it does
not operate in a symmetric way between chiral partners. This is why, in spite of the facts
that the whole interaction is vectorlike and self-energy parts have been neglected, the
spectrum displays chiral asymmetry and a massless ground state appears if the constant
E0 is correctly adjusted.
The existence of that type of confining solutions with vectorlike potentials was already
pointed out by Geffen and Suura [55]. In that work, the masslessness of the ground state is
ensured by the presence of the short-distance Coulomb-like potential and the adjustment
of the corresponding coupling constant.
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