Binomial Model
The simple binomial probability forms the basis of our hierarchical model and is used to compute sample specific quantities. The number of mutant reads r i out of total reads in run , .
We estimate the true fraction of the sample containing a mutation, θ, by the maximum likelihood method. The log-likelihood is 
Taking the derivative with respect to the parameter and setting equal to zero gives ( )
Under the assumption that the read depth for all runs is equal, , the MLE reduces to
where k is the average across runs.
Hierarchical Beta-Binomial Model
Since the number of runs per sample, , may be quite small we use a hierarchical model to incorporate information from adjacent positions to estimate the null model. The hierarchical model (Supplementary Figure SS10) is
The corresponding probability distribution functions are Pr | , 1 Pr | , , 1 1
We have used the mean, sample-size parameterization of the Beta distribution rather than the standard scale parameterization in order to use a common for all positions. The 1-1 conversion is and 1 .
Maximum Likelihood Estimate for the Beta-Binomial Model
The complete data likelihood of the Beta-Binomial model is Our data set provides observations on for all positions 1, … , and all replicates 1, … , , but is unobserved. The log-likelihood is then
The logarithm cannot move through to the probability distributions and we are forced to compute integrals in order to compute the log-likelihood.
We use the EM algorithm to compute a local MLE for the parameters. The algorithm alternates between computing the expected value of the unobserved variable and maximizing the likelihood with respect to the parameters , .
E-
Step: Setting the derivative of the complete log-likelihood with respect to to zero gives ℓ 1
The update for is then 1 2 M-step: Setting the derivative of the complete log-likelihood with respect to , to zero is done separately for each parameter. The update for does not have an analytical solution, but an optimization algorithm using the Hessian matrix is possible.
Simplifying yields
The second derivative is
The derivative of the complete log-likelihood with respect to is
The maximization step is carried out by the interior point algorithm.
Normal approximation Hypothesis Test
Each position was tested whether the reference error rate and the observed error rate were significantly different by a Normal z-test.
Given the parameters estimated from reference read data ( ̂ , ), the average read depths for the reference data ( ), and , observed data for the sample.
Compute the null distribution standard deviation for the Beta-Binomial model (iterated method of moments)
Compute the z-statistic for the observed sample data at that position, j, .
Compute the associated p-value from the normal distribution and the test statistic.
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The power curve estimates were derived by the same method using the iterated method of moments estimate for the alternative hypothesis as well. Supplementary Table S1 . Indexing accuracy assessment. Figure S1 . Synthetic gene sequence. The synthetic gene reference is shown and the companion sequence with 14 known mutant positions is shown marked on the sequence. A polylinker sequence facilitates cloning into a DNA vector.
Number of Mapped Mate Pair Reads
Supplementary Figure S2 . Sequencing experiment design. The overall design of the synthetic sequence mutation analysis is outlined. We used this experiment to create known sample fraction admixtures of the mutant to the reference synthetic sequence. are filtered. The error-prone direction reads are removed from the data set and only the lower error rate direction reads are retained for that position. The correlation between paired ends is high for both sequence reads in the forward direction and reverse direction (A and B) , similar to the synthetic DNA data. Each replicate of the reference is coded in a different color: red, blue, green. There is no correlation between forward and reverse reads for the first in the pair sequence (C) as well as forward and reverse reads in the second pair (D).
Each replicate of the reference is coded in a different color: red, blue, green. differential between forward direction reads and reverse direction reads. Positions called error-prone in the forward direction (red) or reverse direction (black) are filtered. The error-prone direction reads are removed from the data set and only the lower error rate direction reads are retained for that position. differential between forward direction reads and reverse direction reads. Using Lane 2 data, positions called error-prone in the forward direction (red) or reverse direction (black) are filtered. The error-prone direction reads are removed from the data set and only the lower error rate direction reads are retained for that position.
