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Abstract
Image anomaly detection is to distinguish a small portion of images that are differ-
ent from the user-defined normal ones. In this work, we focus on auto-encoders based
anomaly detection models, which assess the probability of anomaly by measuring recon-
struction errors. One of the critical steps in image anomaly detection is to extract robust
and distinguishable representations that could separate abnormal patterns from normal
ones. However, current auto-encoder based methods fail to extract such distinguishable
representations because their optimization objectives are not tailored for this specific task.
Besides, the architectures of those models are unable to capture features that are robust
to irrelevant distortions but sensitive to abnormal patterns.
In this work, two auto-encoder based models are proposed to address the aforemen-
tioned issues in optimization objectives and model architectures, respectively. The first
model learns to extract distinct representations for abnormal patterns by imposing sparse
regularizations on the latent space during the optimization process. This sparse regular-
ization makes the extracted abnormal features unable to be represented as sparse as the
normal ones. The second model detects abnormal patterns using Asymmetric Convolution
Blocks (ACB), which strengthens the crisscross part of the convolutional kernel, making
the extracted features less sensitive to geometric transformations.
The experimental results demonstrate the superiority of both proposed models over
other auto-encoder based anomaly detection models on popular datasets. The proposed
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In this chapter, the problem of anomaly detection is introduced first. Then, the chal-
lenges and drawbacks of current anomaly detection methods are pointed out. Finally, we
demonstrate the motivations for using the two proposed methods.
1.1 Problem
Anomaly detection is a pattern recognition task that distinguishes abnormal patterns from
the normal ones. Normal patterns are usually defined by humans in a specific use case
and abnormal ones are samples that deviate significantly from the normal ones. Anomalies
could be indicative of previously unknown mechanisms or could be generated by underlying
processes of manual designs [43]. Anomalies are also referred to as deviants, outliers, irreg-
ularities, and abnormalities in the statistics literature [11]. The main difference between
anomaly detection and traditional classification tasks is that the characteristics of anoma-
lies are diverse and hard to summarize into simple rules. This requires anomaly detection
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methods to capture abnormal patterns that do not appear in the model’s development.
However, classification tasks need clear definitions of all classes and cannot be generalized
to unseen data.
Due to its robustness and simplicity in use that does not require human-labeled data,
anomaly detection has been widely used in a variety of research fields and industrial ap-
plications in recent years.
1.2 Challenges
Detecting abnormal patterns in large scale and high dimensional data is still a big challenge
because most methods heavily rely on handcraft features obtained from feature engineering,
which is not comprehensive and may miss critical information for detecting anomalies.
Feature engineering requires domain knowledge and is labor-intensive. The diversity and
high dimensionality of real-life data also make it computationally expensive.
Except for this general challenge, there are many other specific ones for different
anomaly detection methods. Most abnormal detection techniques are unsupervised such as
distribution-based, clustering-based, depth-based, density-based, and distance-based. For
distribution-based models, Otey et al. [32] presented a tunable algorithm for distributed
anomaly detection in dynamic mixed-attribute datasets. For classification-based mod-
els, Kingdon [57] proposed an abnormal transaction detection method using a single-class
support vector machine with a Radial Basis Function (RBF) kernel. In terms of clustering-
based approaches, the work presented in [81] projects the customer’s transaction onto the
timeline to form a histogram. Anomaly detection is then performed on the clustered data
according to the segmentation of this histogram. For entropy-based ones, Armin et al. [12]
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present a semi-supervised anomaly detection algorithm to deal with extremely unbalanced
data.
Although the methods mentioned above have advantages, they also have critical short-
comings. For density-based models such as k -nearest neighborhood, one disadvantage is
that they rely on the local density assumption, which fails to apply to data having big
local fluctuations such as natural images.
1.3 Motivations
Recent years have witnessed an unprecedented development of deep neural networks that
achieve good performance learning the representations for high dimensional data. With
the proliferation of diverse architectures of deep neural networks, deep learning surpasses
traditional machine learning methods in many aspects. Speech translation, image classifi-
cation, object recognition, and anomaly detection, are cases in point. As proposed in [91],
using deep learning methods for detecting anomaly patterns has been extensively studied
across a wide range of domains. The notion of feature re-use is one of the key advantages of
deep learning, which is constructing hierarchical levels of features of the data. As shown in
the works of [52] [114] and [110] deep representations are significantly more efficient than
the ones that are insufficiently re-used. Also, a deep architecture could produce abstract
representations. For example, the Convolutional Neural Network (CNN) proposed in [116]
produces the abstract representations by the down-sampling mechanism.
Among these deep learning models, CNN has shown great promise in various computer
vision tasks such as image classification and object detection. By taking advantage of the
parameter sharing and local connectivity characteristics of convolution, CNN can capture
geometrical transformation invariant features. Theoretical research [62] also demonstrates
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that the hierarchical architectures of CNN help to capture both structural and semantic
features. Therefore, a deep convolution network is a good candidate for extracting feature
representations of high dimensional data such as images.
Among the CNN models, auto-encoders are good candidates for recognizing anomalies
for high-dimensional data due to their dimension reduction capabilities. Besides, the train-
ing process of auto-encoder based models only requires normal samples, which are easily
accessible. Collecting abnormal samples is labor-intensive and time-consuming due to the
sporadic nature of abnormal samples and the need of advice from human experts.
However, auto-encoder is trained to reconstruct the data as close as possible to the orig-
inal one and cannot pinpoint what kinds of features are distinguishable from the anomalies.
Also, the auto-encode is designed to preserve the quantity rather than the quality of the
information in the data. Therefore, the auto-encoder based models may lose information
that is relevant to detecting the anomalies. To unravel the above two problems, we need
to explore an optimization objective that makes the auto-encoder produce the feature rep-
resentations that are robust for normal images but distinguishable for abnormal ones. The
related work proposed in [86] and [87] try to solve the problems by de-noising the partially
corrupted versions of input images. However, both works pay a heavy price by altering the
original normal patterns of images in the quest of obtaining the feature representations.
Besides, the partially corrupted input may be accidentally treated as anomalies by the
model and the de-noising operation increases the computational complexity.
A possible solution for the disadvantage of auto-encoders is to incorporate entropy-
based methods. In classical statistical mechanics, entropy is the measure of uncertainty or
mixedupness according to Gibbs [22]. The entropy measures the degree of probability of the
given system spreading out to all possible set of microstates1. This measure is governed
1A microstate is a set of microscopic configurations of a thermodynamic system.
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by Gibbs entropy formula2 shown in Equation 1.1, where kB is known as Boltzmann’s




pi ln pi (1.1)
However, since the macroscopic properties are hard to define for natural images, we
instead seek help from the sparse coding theorem. As mentioned in [8], for most of the
high dimensional data, only a small part of the underlying factors are relevant to the
problem that the model aims to solve and the data could be represented by a vector with
mostly zero initial values. From the data representation learning perspective, the auto-
encoder and sparse coding can represent up to O(2k)3 dimension of data by only O(N)
parameters.
The first model proposed in Section 3.1.1 is based on a Convolutional Auto-encoder
(CAE) and incorporates sparse coding strategies to detect anomalies in images. This
method imposes sparse regularizations on the latent features of auto-encoder, instead of
adding penalties which is unsuitable for natural images, such as the derivatives of the Jaco-
bian matrix4 of the features. As a result, the proposed method can obtain low-dimensional
sparse feature representations for normal images while failing to do so for abnormal images.
In this way, the proposed model can differentiate abnormal images from normal ones.
The second method proposed in Section 3.1.2 is also based on a CAE. The proposed
model adopts ACB to strengthen the weights of the central part of the traditional convo-
lution kernels, making the model invariant to geometric transformations such as rotation
2The entropy of this distribution is given by the Gibbs entropy formula that state the macroscopic of
a system which is characterized by a distribution on the microstates
3k is the number of non-zero features in a representation vector
4Jacobian matrix of a vector-valued function is the matrix of its first-order partial derivatives.
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and translation. In most anomaly detection tasks, these geometric transformations are
usually considered noise and irrelevant to abnormal patterns. Traditional convolutional
kernels fail to extract such robust features and may not be able to deal with unexpected
geometric transformations.
1.4 Summary
This chapter introduces the problem of image anomaly detection, including the problem
formulation, challenges, and the motivations of the two proposed methods. The first model
learns to extract distinct representations for abnormal patterns by imposing sparse regu-
larizations on the latent space. The second model detects abnormal patterns using ACB,




The difficulty of establishing an appropriate target for training the model inspired re-
searchers to find innovative ways to obtain optimal feature representations. The work
presented in this chapter is consists of three aspects:
• Global feature learning methods and their extensions.
• Manifold learning methods that are motivated by the geometrical structure of the
data.
• Some salient approaches of deep learning representation:
1. Inference learning of probabilistic models, including the indirected types such
as Restricted Boltzmann Machine (RBM) and the directed types such as sparse
coding.
2. Reconstruction based approaches such as auto-encoders.
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2.1 Global Feature Learning
The most widely used unsupervised feature learning method Principal Component Analysis
(PCA) [89] aims at projecting the high dimensional data to a low dimensional feature
space. PCA has been widely used as a dimension reduction tool [100] because of its
simplicity. Linear Discriminant Analysis (LDA) is another well known supervised global
feature learning method LDA [33]. PCA and LDA have a number of extensions in later
works [15] and [98]. There are several versions of the PCA: the kernel PCA [98], the
probabilistic PCA [31], the probabilistic relational PCA [71], the sparse PCA [123], the
GPLVM [69] [105] and so on.
LDA is a linear feature learning method which could obtain new features used for recog-
nition tasks [16]. Another related work proposed in [100] learned features from gray-scale
images and applied the features to a supervised classifier to recognize anomalies. Gaussian
Discriminant Analysis (GDA) is an alternative method to analyze the data distribution.
However, the generalized GDA is not the optimal solution to the original trace ratio prob-
lem1 as mentioned in [106]. Therefore, the Newton-Raphson method and relational Fisher
analysis are introduced to GDA as mentioned in [58] and [121] respectively.
2.2 Manifold Learning
The manifold learning approaches are geometrically based methods that aim at discovering
the embedded structure of the high dimensional data. For example, the Isomap has been
proposed in [104] using Floyd-Warshall algorithm ([34]) to compute pair-wise distances
1The ratio problem is generally in the form of Tr(WTSaW )/Tr(W
TSbW ), W is the desired transfor-
mation matrix, Sa and Sb are constant positive semidefinite matrices.
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among data points. And the Locally Linear Embedding (LLE) proposed in [94] encodes the
data information with local neighborhoods. Inspired by the LLE, the laplacian eigenmaps
method is proposed in [17] that based on the relationship between the Laplace Beltrami
operator and graph laplacian. Another linear version of the Laplacian eigenmaps algorithm
is proposed in [45], the Locality Preserving Projections (LPP) could be used to obtain the
low dimensional features in recognition tasks [46]. Also, the local tangent space alignment
method that represents the manifold by tangent space is proposed in [118]. Furthermore,
the work proposed in [120] combined the Laplacian eigenmaps algorithm with a local
tangent space alignment method that computes the similarity of data in tangent space
and also uses the Laplacian eigenmaps algorithm to learn data embedding. The success of
manifold learning methods in applications involving shape based recognition as mentioned
in [21]. But manifold learning methods fail to apply to the data without low dimensional
manifolds.
2.3 Deep Representations
As mentioned in [70] and [99], the development of the deep learning theory brings research
interests to a wide range of domains. The breakthrough of deep learning in feature repre-
sentation field is extensively discussed in [107] and [19]. The key point proposed in [30] [77]
[113] and [42] indicates that the abstract representation of data is composed by the hierar-
chy learned features from previous layers. In particular, there are several ways to evaluate
the quality of the representations learned from deep neural networks. For example, the
work proposed in [23] measures the quality of representations by classification error, the
work in [50] evaluates the representation quality by the invariance properties of the learned
features, and as mentioned in [93] the representation ability of the model depends on the
9
quality of the samples generated from the proposed model.
Another alternative approach to train the deep neural networks is proposed in [54],
where it jointly trains every layer without explicit latent variables and iteratively constructs
the free energy function to achieve better results. However, the problem is how to define
the objective criteria for training the model with a free energy function? There are many
options proposed in the following work: the hybrid Monte Carlo2 proposed in [76], the score
matching methods proposed in [4] and [6], the ratio matching methods as the extension
of the score matching proposed in [5], the contrastive divergence proposed in [29] and the
noise contrastive estimation proposed in [74].
2.3.1 Probabilistic Models
From an inference learning perspective, the feature learning can be regarded as finding
the joint probability distribution over the observed data. And the training process can be
interpreted as obtaining the parameters that maximize the likelihood of the joint distribu-
tion of latent variables when giving the existing data samples. There are two paradigms
of the probabilistic models, one is direct and the other is indirect.
The theory behind the direct models are shown in Equation 2.1, which is adapted from
relevant research work as proposed in [75] [9] [31] and [49].
p(x, h) = p(h) p(x|h) (2.1)
2The Monte Carlo method is a computational algorithm that relies on repeated random sampling to
obtain numerical results, that is to use randomness to solve problems that might be deterministic in
principle.
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where p(x|h) is the conditional likelihood, p(h) is the prior to construct joint distribution
of p(x, h).
In particular, the sparse coding is the most popular research areas of the probabilistic
models. From the indirect inference learning perspective, the sparse coding can be regarded
as restoring the feature vector of the input x from Equation 2.2:
f(x) = h∗ = arg min
h
||x−Wh||22 + λ||h||1 (2.2)
where h is the representation coding and the W is the matrix of mapping.
From this interpretation, learning dictionaries in sparse coding is a process of maxi-
mizing the data likelihood when only given the “code” (h∗). The advantages of the sparse
coding, as proposed in the work of [2] and [7] significantly outperforms other encoding
schemes in object classification tasks. Comparing with general probabilistic learning mod-
els, the computationally efficient property of the sparse coding makes it one of the popular
feature encoding methods. The related applications including the visual cortex proposed
in [9], the image modelling mentioned in [2] [66] [63], the natural language processing pro-
posed in [1] and audio recognition mentioned in [92]. Also, the sparsity training criteria
can penalize the active features when other features are relatively small. As a result, the
generalized features are close to zero.
As for the indirect probabilistic models, the RBM [84] is the most popular one. In
the last few years, several improvements have been proposed to help RBM better capture
the real value data. The model proposed in [79] has been used to synthesize natural
images and [53] has been used to model the natural textures. To improve the ability of
the RBM model to learn the statistical information of natural images, [78] introduced two
statistical concepts (mean and covariance) to the RBM. In addition, the trained layers
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of deep generative models could be combined with Deep Boltzmann Machine (DBM) as
proposed in [93]. However, it is unclear how to train the generative model to approximate
the maximum likelihood of the data. The algorithm proposed in [30] introduced one
potential way to solve this problem.
2.3.2 Reconstruction based model
Since the inference learning in probabilistic models is always associated with the latent
variables, an alternative non-probabilistic approach that directly parametrizes the feature
representations is the auto-encoder framework proposed in [39]. The general auto-encoder
training criteria is to find parameter sets Φ,Θ that minimize the reconstruction error as
shown in Equation 2.3. In case the input data have a binary nature, the binary cross-







where xi is each normal image, fΘ(x) represents the encoding process and gΦ(x) represents
reconstruction process in decoder.
L(x
i, xj) = −
dx∑
i=1
xi log(xj) + (1− xi) log(1− xj) (2.4)
where xi and xj are a pair of data samples.
The reconstruction mechanism of auto-encoder also indicates the obstacle of obtaining
a good generalization ability of the auto-encoder during the training process. This is
achieved by various methods in the different forms of auto-encoder. For example, a study
presented in [113] explores the possibility of building deep networks by using auto-encoder
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rather than RBM for training. And another comparative study of the gradient of the
auto-encoder reconstruction error is presented in [109].
Based on this fact, recent research has made “constraints” on the latent representations
to form the so-called regularized auto-encoder. The effect of the regularization to the
auto-encoder is that it cannot reconstruct everything well, even though it performs well
in training samples, it will ultimately fail in generalizing test samples. By assuming that
only a few configurations of the input are needed, the work proposed in [80] uses a sparsity
penalty to avoid the magnitude of the hidden configurations. The sparsity penalty can
be used in hidden unit as proposed in [77] [42] [40] [50] or the product of the hidden unit
activation as shown in [80] [117] [90]. However, a comprehensive analysis about taking risks
of penalizing the output of the hidden unit to compensate the data variants is lacking.
An alternative regularized auto-encoder which is designed to improve the robust ability
of the model is called the denoise auto-encoder. As proposed in [87] and [86], the denoise
auto-encoder aims to reconstruct the original input with the latent representation that
learned from the synthetical corrupted input. As shown in Equation 2.5, the denoise auto-
encoder is trained to capture the underlying explanatory factors of the data and optimally






where x̃ is the corrupted version of the data sample xi, Eq(x̃|xi) take average of all corrupted
samples generated form the q(x̃|xi) corrupted process. Work done in [35] further generalizes
the denoise auto-encoder and the denoise auto-encoder with small Gaussian noise could
estimate the derivative of data log-density. The features learned by denoise auto-encoder
improved the performance of classification compared to the features learned from RBM as
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presented in [73]. Also, the work proposed in [65] has shown the advantages of applying
denoising to efficiently implement the score matching.
As with the denoise auto-encoder, the contractive auto-encoder proposed in [97] is also
designed for training the robust representations. The contractive auto-encoder achieves





i, gΦ(fΘ(x̃))) + λ||J(xi)||2F (2.6)
where λ is the parameter that controls the extent of regularization and ||J(xi)||2F is the
Frobenius norm of the Jacobian Matrix3 of an encoder.
The connection between denoise auto-encoder and contractive auto-encoder is studied
in [35]. Compared to denoise auto-encoder, the contractive auto-encoder has several ad-
vantages: it introduces an analytic penalty rather than a random one and introduces the
λ that controls the extent of the regularization. As mentioned in [36], the denoise auto-
encoder and the contractive auto-encoder both win the final stage of the transfer learning
contest.
2.4 Summary
This chapter describes the related work of three type of feature learning methods. Besides
the global feature learning and the manifold learning techniques, the deep representation
methods are among the most important approaches to deal with the issues raised in this
work. The proposed models in Chapter 3 are based on the theoretical development of deep
representation models.




In this chapter, two CAE based methods are proposed in Section 3.1.1 and 3.1.2 with
detailed descriptions of the drawbacks of existing methods and corresponding solutions.
The first model described in Section 3.1.1 learns to extract distinct representations for
abnormal patterns by imposing sparse regularizations on the latent space during the opti-
mization process. The second model described in Section 3.1.2 detects abnormal patterns
using ACB, which could extract features less sensitive to geometric transformations.
3.1 Proposed Models
3.1.1 Auto-Encoder with Sparse Representation
Problem Formulation
As mentioned in [20], one of the common challenges for feature representation by using an
auto-encoder is to produce a robust representation of the data in the latent space. This
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is a tough problem for high dimensional data with different local features such as natural
images since auto-encoders are designed to reconstruct the input rather than detecting
abnormal patterns.
Based on this premise, the key point of image anomaly detection is to explore the
optimization strategies of the auto-encoder to produce a robust latent representation that
can effectively detect abnormal patterns in images. The most common issue for training
auto-encoders is that they will end up producing output that is the same as the input.
The work in [86] addresses this problem by training the model with corrupted versions of
input images, but still aiming at reconstructing the pristine input images. Another work
in [87] performs layer-wise initialization with partially corrupted input and produces a
robust feature representation. This method further improves the robustness of the feature
representation of the data. However, it is worth noting that corrupted images may destroy
the original normal patterns and adding uncertainty in anomaly detection. Therefore, the
above two methods fail to meet the expectation of obtaining a robust representation of
images. So we need to explore an alternative way to achieve this goal.
We presume that the normal patterns of images are supposed to have consistent fea-
ture encoding in learned latent feature spaces. According to the sparse coding theorem, the
normal patterns have low entropy and they could be encoded into sparse representations.
However, for abnormal patterns, the entropy will be high and the corresponding represen-
tations will not be as sparse as the normal ones. Inspired by the sparse coding theorem,
sparse regularization could be imposed on the CAE to produce the sparse representations
for normal images and non-sparse ones for abnormal images. So we can detect the abnor-
mal images by measuring the sparsity of representations together with the reconstruction
loss.
Previous work in [61] incorporates sparse coding in a different way. It first encodes the
16
images using a pre-trained VAE [27]. Then it follows the traditional sparse coding strategy
that encoding the features with a learned dictionary. Finally, sparsity is measured based
on the encoded coefficients. The drawbacks of this model are two fold. First, the model
is not end-to-end optimized, making the extracted features sub-optimal for the anomaly
detection task. Second, pre-defined thresholds are needed to control the model’s sensitivity,
which needs manual tweaking for different datasets.
Another work in [14] aims at solving the real-time anomaly event detection task. This
method adopts the dynamic sparse coding approach, which could capture the possible
concepts drift in video contents and update the event dictionary continuously based on
the ability to reconstruct the query segment signals in an online fashion. Then the ab-
normality of the event is computed based on the sparse reconstruction cost proposed in
[115]. However, this model does not include sparsity regularization into its training pro-
cess. Therefore, the extracted representations may not be optimal to be applied with the
dynamic sparse coding method.
However, different from the above two models, the model proposed in this section is
end-to-end optimized. By incorporating the sparsity regularization into the optimization
objective, our model can extract features more optimal for measuring sparsity. Also, our
model does not require any pre-defined thresholds, which makes it easier to be applied to
different datasets.
Proposed Solution
The abnormal images can not be well represented by the auto-encoder trained on normal
images with the sparse regularization. Therefore, the abnormal images can not be well
reconstructed from the latent representations with high fidelity. So the reconstruction loss
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is used as the anomaly score for distinguishing the abnormal images.
The traditional criterion for training the auto-encoder is to minimize the reconstruction








||xi − gΦ(fΘ(xi))||22 (3.1)
where N is the number of normal images for training, xi is a normal image. Θ is the
learnable parameter set of the encoder fΘ(·) and Φ is the learnable parameter set of the
decoder gΦ(·).
The objective function contains two terms. The first term is the reconstruction loss.
We choose Mean Square Error as the reconstruction loss because of its simplicity. The
other term is a sparse regularization term. As in [37], the L1 norm is introduced as the
sparse regularization to control the sparsity of the latent representations. The L1 norm
penalizes the complexity of the latent representations. Therefore, we use L1 norm as the
sparse regularization term. By combining the two terms, the proposed model are not only
sensitive to the reconstruction quality but also takes into account the sparsity of the latent








||xi − gΦ(fΘ(xi))||22 + λ||fΘ(xi)||1 (3.2)
where λ is a balancing parameter.
The pseudo-code of the training and testing process of the proposed model is presented
in Algorithm 1.
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Algorithm 1: Auto-Encoder based Sparse Representation
1 Input: Normal images Xn, Abnormal images Xab, sparsity parameter λ
2 Random initialization of the model
3 Encoder parameter set Θ, Decoder parameter set Φ
4 repeat for each epoch:
5 foreach normal image xn ∈ Xn:
6 Loss = ||xn − gΦ(fΘ(xn))||22 + λ||fΘ(xn)||1
7 end for
8 end TRAINING
9 repeat for each test image:
10 foreach test image xab ∈ Xab:




As for the network architecture of the proposed model, we adopt the same architecture
as in [119]. Figure 3.1 shows the encoder part of the proposed model. The encoder contains
four successive convolution blocks: the first block only contains one convolutional layer and
one ReLU layer, the next three blocks contain an extra batch normalization layer between
the convolutional layer and the ReLU layer. The last convolution layer in the encoder is
followed by a Sigmoid function instead of ReLU. The decoder architecture is symmetric
to the encoder. The last deconvolution layer in the decoder is followed by Tanh function
instead of ReLU. The encoder architecture of the proposed model benefits from several
improvements developed in recent research work. The first improvement mentioned in [60]
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indicates that consequent convolutional layers will not compromise accuracy for feature
selection when compared to a down-sampling layer. The second improvement is the batch
normalization technique introduced in [95]. Batch normalization layers help stabilize the
distribution of each hidden unit in convolution blocks and reduce the randomness caused
by the random initialization of the model. As suggested in [10], by omitting the batch
normalization layer in the first block of the encoder and the last block of the decoder, we
alleviate the model oscillation problem caused by batch normalization. The third improve-
ment [13] suggests that introducing a non-zero slope to the negative part of the rectifier
linear unit could preserve the information when data is passing through a concatenation









3 x 128 x 128
128 x 32 x 32
512 x 8 x 8
2048 x 2 x 2 300 x 2 x 2
Latent
Representation
Figure 3.1: The architecture of the proposed convolutional encoder
Anomaly Score
The anomaly score is used to represent how well a given test image conforms to the nor-
mal patterns learned from the proposed model. Since the proposed model is not able to
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reconstruct the anomaly images from the sparse representation with high fidelity, the ab-
normality of images is evaluated by the reconstruction loss, which is calculated by Equation
3.1. The AUC is then employed to demonstrate the effectiveness of the proposed method.
3.1.2 Auto-Encoder with ACB
Problem Formulation
The performance of CNN has been significantly enhanced in recent years. Recent re-
searches are aiming at developing even more sophisticated architectures. Exploring a new
customized architecture of the CNN requires a lot of work and numerous GPU hours [122].
There are three active lines of research about the architecture of the CNN. One pertains to
building connections among layers and the other focuses on the combination of layer-wise
outputs to improve the quality of learned representations. For the first kind, the related
work in [48] enhances the feature propagation by concatenating the layer inputs from mul-
tiple directions. For the second kind, the works in [102] [103] [44] explicitly reformulate
the identity mapping between layers.
Except for the above two kinds of models, another kind of approach is to incorporate
the contextual information with multi-scale layer-wise representations, such as [18] and
[82]. The work in [18] uses spatial recurrent neural networks to extract contextual in-
formation and skipping pooling layers to exploit multi-level abstraction representations.
Moreover, the work in [82] developed hourglass modules to improve the model accurately.
The superior performance is achieved by the intermediate supervision done by successive
steps of down-sampling and up-sampling processes. Another work in [55] introduces the
spatial attention to the network architecture and explicitly transforms feature maps within
the network. The work in [47] explores the channel relationship among the convolution
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operator and proposes a novel unit that can be stacked together to strengthen the repre-
sentational power of the CNN.
However, due to the high computational cost, simply adding more adjustable param-
eters and building complicated connections among networks is not optimal for enhancing
the model. The kernel method is becoming another active research topic in the CNN
community. The work in [101] explores the relationship between the shape of convolution
kernels and the learned representations. Another work in [64] explores how kernel size
could influence the model performance and leads the trend of applying smaller kernels in
deep CNN.
Proposed Solution
The redundancy of the weights of the convolutional kernels has been extensively studied
through CNN literature. Previous works like [24] and [56] speed up the convolutional layers
by equivalently transforming the standard two-dimensional d × d convolutional kernels
to one-dimensional d × 1 kernel and one-dimensional 1 × d kernel. However, applying
transformed low-rank kernels may lead to significant information loss as mentioned in [59].
The work in [24] tackled this problem by employing the matrix decomposition to find the
low dimensional projections that could significantly decrease the number of fine-tuning
parameters. The experiment results shown in [24] also suggest that the regularized low-
rank approximations have improved the generalization ability of the model. The work in
[56] tackled this problem using both filter reconstruction optimization technique and data
reconstruction optimization technique to learn the horizontal and vertical kernels. The
work proposed in [59] achieves two times speedup comparing to the baseline model with ten
times fewer parameters by converting three-dimensional convolution to a sequence of one-
dimensional convolution. Similarly, [72] employs the asymmetric convolution structure and
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dense connectivity to increase the receptive field in a CNN. Moreover, the work proposed
in [88] factorizes the square kernels to save computational cost. Most recent researches
are working on developing information-preserving kernel transformations to enhance the
model performance.
The proposed model is inspired by the work in [25] that explores the effectiveness of
the kernel spatial locations for learning the feature representations. This work strengthens
the performance of the CNN by replacing each standard convolution kernels with the
ACB in every convolution layer of the model. The Figure 3.2 shows an example of the
ACB architecture. One of the advantages of using ACB in the CAE is that it does not
introduce extra parameters to the model, which makes it able to be simply incorporated
into main-stream CNNs without extra computational cost. ACB also benefits from one of
the important properties of the convolution operator shown in Equation 3.3. The equation
indicates that if several two-dimensional kernels with consistent sizes filtering have the
same feature mapping with the same stride, their respective resolution outputs could be
added up to form the same outputs from an equivalent kernel which is formed by adding
corresponding positions of these kernels.
I ∗ (K(1) ⊕K(2)) = I ∗K(1) + I ∗K(2) (3.3)
where I is the identity feature matrix, K(1) and K(2) are two-dimensional kernels, ⊕ is the
element-wise addition operator for adding weights from two kernels on the corresponding
spatial locations.
Based on Equation 3.3, the additivity may support two-dimensional convolutions with
different kernel sizes, for example, a “smaller” kernel may be patched to a “bigger” one.
As mentioned in [25], compared to the corner weights learned by convolution kernels, the
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Figure 3.2: An example of the architecture of the ACB. For example, every standard 3 x
3 convolution layer is replaced by ACB that consists of three layers with 3 x 3, 1 x 3, and
3 x 1 kernel. The outputs are summed up to construct the feature map.
weights obtained by the central crisscross part of the kernel are the key point of improving
the model accuracy. Therefore, adding one-dimensional horizontal and one-dimensional
vertical kernels to the standard square kernels could improve the model performance.
Our proposed model replaces each convolutional kernel in 3.1 by ACB. By using ACB,
the central part of weights is added twice in each convolution kernel. Unlike the sparse
coding method proposed in Section 3.1.1, the ACB method is another way to enhance the
robustness of the model. The sparse coding method proposed in Section 3.1.1 improves
the model performance by making constraints on latent representations. The ACB im-




In this chapter, we proposed two CAE based methods for image anomaly detection. The
two proposed models explore the potential of producing robust latent representations of
normal images in different aspects. The first model described in Section 3.1.1 learns to
extract distinct representations for abnormal patterns by imposing sparse regularizations
on the latent space during the optimization process. The second model described in Section
3.1.2 detects abnormal patterns using ACB, which could extract features less sensitive to
geometric transformations. These two proposed models provide examples of constraining
intermediate representations and establishing connections among the layers in improving
the visual recognition ability of models. Experimental results are tackled in Chapter 4 to




In this Chapter, the performance evaluations of the two proposed methods are presented.
Also, two datasets are presented in Section 4.1 to validate the two approaches. Compared
with several auto-encoder based models, the proposed methods achieve the best results in
detecting abnormal images.
4.1 Datasets
Two datasets were selected for testing the proposed models described in Section 3.1.1 and
Section 3.1.2. The two datasets are closely related to real-life challenges. One of the
challenges is that the need for medical experts who can diagnose disease using images has
increased tremendously, and the automation in diagnosis is required to support doctors.
The first dataset contains healthy skin images and several kinds of unhealthy ones that
we treated as anomalies. Also, the autonomous driving is becoming increasingly popular
in recent years. It needs to deal with a number of unexpected anomalous situations to
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ensure the safety of passengers. The second dataset contains images of different types of
distracted driving. The relevant information of the two datasets are provided in Section
4.1.1 and Section 4.1.2.
4.1.1 The HAM10000 dataset
The HAM10000 dataset is a pigmented skin disease image set that contains several der-
matoscopic lesions [85]. The dataset includes seven types of skin images: melanocytic
nevi (NV), actinic keratoses and intraepithelial carcinoma / Bowen’s disease (AKIEC),
basal cell carcinoma (BCC), benign keratosis-like lesions (BKL), dermatofibroma (DF),
melanoma (MEL) and vascular lesions (VASC). The number of images for each category
is shown in Table 4.1. Figure 4.1 shows an example of each type of skin disease.
Table 4.1: The number of images for each category in the HAM10000 dataset
Disease NV AKIEC BCC BKL DF MEL VASC
Number 6705 327 514 1099 115 1113 142
(a) NV (b) AKIEC (c) BCC (d) BKL (e) DF (f) MEL (g) VASC
Figure 4.1: The image of each type of skin diseases included in HAM10000 dataset
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4.1.2 Daytime Driving Distraction dataset
The daytime driving distraction dataset [83] is collected from the integral upper body
movement view of twenty-five drivers when they are driving on a simulated driving envi-
ronment. The original dataset contains two versions of images: daytime and nighttime,
the nighttime images are collected from an infrared camera. In this work, only daytime
distraction driving images are used. The dataset contains abnormal behaviors such as talk-
ing, texting, and focusing on the GPS while driving, as well as normal driving behaviors.
The number of images of each distraction driving class is given in Table 4.2.
Table 4.2: The number of images for each category in the Daytime Distraction Driving
dataset
Behavior Normal Talking Texting GPS
Number 4993 4921 4991 4926
The images are collected from 25 participants. The participants include 16 males and
9 females of different ages coming from different countries. Before the experiment, each
participant had enough time to get familiar with the simulator driving environment. Then,
each participant performs distraction behaviors shown in Figure 4.2: talking on a cell phone
with his/her right hand while driving, typing messages with a cell phone on his/her right
hand while driving, operating a device near the gear stick of the simulator to mimic using
GPS while driving, as well as the normal driving behavior. The camera is located on the
right frontal side of each participant and the images are extracted from a recorded video.
The images are captured in 5 frames per second.
28
(a) Normal (b) Talking (c) Texting (d) GPS
Figure 4.2: The image of each type of distraction driving class included in Daytime Dis-
traction Driving dataset
4.2 Experimental Settings
To show the superiority of the two proposed methods, we compare several variants of
auto-encoder based models against ours. The first model is the CAE trained with the
binary cross-entropy loss function. This model has the same auto-encoder architecture as
shown in Figure 3.1. The second model is the variational auto-encoder [27]. And the third
model is the CAE trained with the mean square error loss function. All models included
in the experiments have the same auto-encoder architecture and they only differ from each
other in terms of loss functions. These model also share the same training dataset and
pre-processing steps, which are listed below:
• Each model performs the same data pre-processing steps on both datasets: each
image is resized to 128× 128 and is normalized to the range of -1 to 1.
• The batch size is set to 64 and the Adam optimizer [26] is adopted for training all
models. The number of epoch and learning rate are adjusted to make sure all models
converge.
• For all auto-encoders in the models, the dimension of latent spaces is set to 300. And
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for the proposed auto-encoder based sparse representation method, the parameter λ
balancing the sparsity of the latent representations with the reconstruction quality is
set to 0.002 for the HAM10000 dataset and 0.0004 for the daytime driving distraction
dataset.
• The normal images {x1, x2, ..., xn} are used to train all models and are considered as
independent and identically distributed samples from an unknown distribution. For
both datasets, the prior distribution of the VAE is set to be Gaussian.
• During the testing stage, we randomly pick abnormal images from each abnormal
category with the same number of normal images. Training and testing images are
disjoint. We use Equation 3.1 to calculate the anomaly score of each testing image
and the AUC score is computed based on the anomaly scores of the testing images.
The experiment results on both datasets are presented in detail in the following sub-
section 4.3 and subsection 4.4.
4.3 Experiments on Sparse Representation Method
Symmetrical to the architecture of the encoder shown in Figure 3.1, the decoder of the
sparse representation model has four deconvolution blocks that could reconstruct the im-
ages from sparse representations. The CAE with sparse representation is trained with
normal images for 70 epochs in each run. By incorporating sparse regularization, the
model is able to learn the sparse representations that could be used to reconstruct normal
images. However, the trained model is not able to produce sparse representations for ab-
normal images. Therefore, the abnormal images reconstructed from those representations
will produce a big loss since the decoder could not reconstruct them with high quality.
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4.3.1 The HAM10000 data
All models are tested to detect skin diseases using the HAM10000 dataset. The experiment
results show the effectiveness of using a CNN in the image feature learning task. And the
superiority of the proposed model indicates the success of combining sparse coding with
the auto-encoder in learning sparse representations of images.
(a) the original images in test set (b) the reconstructed images
Figure 4.3: The test images and corresponding reconstructed images on the HAM10000
dataset without sparse coding
Some examples of the original testing images and the images reconstructed from the
latent representations without sparse coding are shown in Figure 4.3. Compared to the
images reconstructed without sparse representations, the images reconstructed from the
sparse representations shown in Figure 4.4 are less blurry and still maintain plenty of
textures such as the contours of the objects.
To alleviate the randomness caused by the random initialization of the model, the
experiment results presented in Table 4.3.1 are calculated based on the average of 10 runs
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(a) the original images in test set (b) the reconstructed images
Figure 4.4: The test images and corresponding reconstructed images on the HAM10000
dataset with sparse coding
of the experiments. As shown in Table 4.3.1, the proposed sparse representation model
achieves overall highest AUC scores which indicate the best anomaly detection performance
among other listed models.
The different types of pigmented skin are hard to distinguish by human eyes since many
skin diseases have similar shape and texture patterns. As shown in Figure 4.1, the sample
images of the NV (the normal type) and MEL (one of the abnormal types) type are similar
to each other. Even for an expert, it may be challenging to identify the normal one. The
experiment results in Table 4.3.1 show that the proposed sparse representation model could
improve the performance of detecting anomalous skin images, especially for the anomaly
types that performed poorly in the baseline model. For example, the proposed model
improves the detection performance of AKIEC disease from 0.59 AUC in the baseline
model to 0.78 AUC in the proposed model. For MEL, BCC, and VASC diseases, the
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Table 4.3: The AUC results of the HAM10000 dataset
AUC
MEL BCC AKI BKL DF VAS ALL
Baseline 0.60 0.57 0.59 0.71 0.57 0.48 0.59
VAE 0.78 0.57 0.68 0.60 0.56 0.59 0.63
CAE 0.80 0.65 0.76 0.69 0.60 0.60 0.68
CAE + sparse 0.79 0.74 0.78 0.70 0.65 0.66 0.72
* Baseline is the CAE trained by binary cross entropy loss.
proposed sparse representation model also greatly improves the AUC scores.
4.3.2 The Driving Distraction data
In recent years, autonomous driving is becoming an increasingly popular industrial field.
There is a high demand for anomaly detection in distraction driving scenarios. To improve
the safety of autonomous driving, anomaly detection techniques have been widely deployed
in the industry. The experiments run on the driving distraction data to test how the
proposed model performs on the distraction driving images. And same to skin disease
images, the experiment results of driving distraction images also show the superiority of
the proposed sparse representation model over several other variants of the auto-encoders.
The original images and the images reconstructed from corresponding latent represen-
tations without sparse coding are shown in Figure 4.5. Unlike the HAM10000 dataset, the
reconstructed images look quite similar to the original ones, indicating that the model with-
out sparse representation can learn the normal features. The images reconstructed from
their corresponding sparse representations are shown in Figure 4.6. The reconstructed
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(a) the original images in test set (b) the reconstructed images
Figure 4.5: The test images and corresponding reconstructed images on the Driving Dis-
traction dataset without sparse coding
(a) the original images in test set (b) the reconstructed images
Figure 4.6: The test images and corresponding reconstructed images on the Driving Dis-
traction dataset with sparse coding
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images have a darker background and have fewer details in the background. The recon-
structed images lose detailed features such as the color of the participants’ clothes and the
shape of the driving seat. But it can also be regarded as the sparse representation model
ignored unimportant features.
To minimize the impact of the random initialization of the model, the experiment results
presented in Table 4.3.2 are calculated based on the average of 10 runs of the experiments.
As shown in Table 4.3.2, the proposed sparse representation model achieves the best overall
AUC scores. It significantly improves the detection performance of the using GPS while
driving anomaly type from 0.63 AUC to 0.83 AUC and the talking on the phone anomaly
type from 0.56 AUC to 0.64 AUC. This surprising fact also reveals that the deep convolu-
tional encoder trained by normal images is able to extract useful normal information when
combined with sparse coding. Among those three different driving distraction abnormal
behaviors, using GPS while driving is the most similar to the normal driving behavior. But
sparse representations bring it the biggest improvement. The huge improvement also indi-
cates that the proposed sparse representation model could successfully detect the anomaly
images that look similar to the normal images.
4.4 Experiments on ACB Method
The proposed model has the same auto-encoder architecture as the model previously pro-
posed in 3.1, except that all convolutional layers are replaced with ACB. As shown in
Figure 3.2, the ACB combines every two-dimensional convolution kernel with two parallel
one-dimensional convolution kernels.
Similar to the settings in Section 4.3, the proposed auto-encoder with ACB is trained
with normal images. Without introducing extra computations, the ACB strengthens the
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Baseline 0.56 0.67 0.63 0.62
VAE 0.61 0.64 0.75 0.67
CAE 0.61 0.66 0.82 0.70
CAE + sparse 0.64 0.69 0.83 0.72
* Baseline is the CAE trained by binary cross entropy loss.
central intersection parts of standard convolution kernels. In consequence, the feature
mappings in the down-sampling layers are enhanced. Since the corner weights have less
impact in ACB, the proposed model is less sensitive to geometric transformations such as
rotation.
4.4.1 The HAM10000 data
The original testing images and their corresponding reconstructed images of the VAE model
are shown in Figure 4.7. As shown in Figure 4.1, the features of the HAM10000 skin images
are mainly located in the center of the images. The experiment results presented in Table
4.3.1 are calculated based on the average of 10 runs of the experiments. As shown in Table
4.3.1, the proposed model achieves the best AUC scores of each anomaly category.
The skin disease images of different types have many similar local characteristics and
are invariant to image rotation. Therefore, we need a robust representation sensitive to
different types of diseases and invariant to image rotation. The proposed model meets the
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(a) the original images in test set (b) the reconstructed images
Figure 4.7: The HAM10000 images and their corresponding reconstructed images of VAE
(a) the original images in test set (b) the reconstructed images
Figure 4.8: The HAM10000 images and their corresponding images reconstructed from the
proposed ACB model
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Table 4.5: The AUC results of the HAM10000 dataset
AUC
MEL BCC AKI BKL DF VAS ALL
Baseline 0.60 0.57 0.59 0.71 0.57 0.48 0.59
VAE 0.78 0.57 0.68 0.60 0.56 0.59 0.63
CAE 0.80 0.65 0.76 0.69 0.60 0.60 0.68
CAE + ACB 0.84 0.71 0.81 0.74 0.65 0.65 0.73
* Baseline is the CAE trained by binary cross entropy loss.
above two requirements by using ACB. Compared to the results of the sparse model shown
in Table 4.3.1, the proposed model further improves the detection performance by a large
margin. For example, the proposed model improves the detection of MEL disease from 0.60
AUC in the baseline model to 0.84 AUC, and the AKIEC disease from 0.59 AUC to 0.81
AUC. However, compared to the proposed sparse representation model, the model with
ACB cannot further improve the detection performance of the BCC and VASC diseases.
As shown in Figure 4.1, the BCC and VASC images are quite different from the normal
NV image. Based on the observations, the proposed model with ACB is more suitable for
detecting anomalies similar to the normal ones.
4.4.2 The Driving Distraction data
In the recorded driving scenarios, the images may suffer from different degrees of rotation
due to imperfect camera setups. Anomaly detection models should be able to deal with
images taken from different angles. ACB is a good solution to this problem. The proposed
model with ACB improves the detection performance by adding a one-dimensional hori-
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zontal kernel and one-dimensional vertical kernel to the standard two-dimensional kernel.
(a) the original images in test set (b) the reconstructed images
Figure 4.9: The driving distraction images and their corresponding reconstructed images
of VAE
The reconstructed images of the proposed model are shown in Figure 4.10. The experi-
ment results presented in Table 4.4.2 are calculated based on the average of 10 runs of the
experiments. The detection performance of the proposed model achieves the best AUC
scores over the listing models. The proposed model with ACB improves the detection of
talking while driving anomaly type from 0.56 AUC to 0.65 AUC and texting while driv-
ing anomaly type from 0.67 AUC to 0.72 AUC. The experiment results also reveal that
the proposed model is invariant to the image rotation and can extract rotation invariant
features that could represent the normal images.
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(a) the original images in test set (b) the reconstructed images
Figure 4.10: The driving distraction images and their corresponding images reconstructed
from the proposed ACB model
4.5 Summary
In this chapter, two datasets are presented in Section 4.1 to validate the two approaches.
And experiment results of the proposed sparse representation model are given in Section
4.3 and the experiment results of the proposed model with ACB are given in Section
4.4. The two proposed models enhance the anomaly detection performance by a large
margin compared to the baseline models. This demonstrates the effectiveness of sparse
representations and the ACB in detecting anomalies.
40




Baseline 0.56 0.67 0.63 0.62
VAE 0.61 0.64 0.75 0.67
CAE 0.61 0.66 0.82 0.70
CAE + ACB 0.65 0.72 0.83 0.73
* Baseline is the CAE trained by binary cross entropy loss.
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Chapter 5
Conclusions and Future Work
5.1 Conclusions
In this research work, two proposed methods aim at obtaining the feature presentation
for images in two different aspects. From the perspective of constraining the latent rep-
resentation in a sparse way, the proposed model combined the sparse coding to produce
the sparse representation in a low-dimensional feature space in which the abnormal images
are expected to present in a different way in this latent space. The proposed sparse repre-
sentation model is able to produce robust representations for normal images and improve
the anomaly detection performance in both datasets. From the perspective of the impact
of the convolution kernel spatial locations in extracting the feature representations, the
proposed model with ACB is another alternative at producing the robust features that
invariant to rotation images and distortion images among normal samples.
Both proposed methods could be easily combined with other anomaly detection tech-
niques. Especially for the proposed ACB, it could be adapted to most of the main-stream
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CNN. While the approaches used have provided advantages in terms of flexibility, there
are still challenges such as being unable at handling normal images with strong diversity
and thus deal with complicated anomaly detection scenarios. Further improvements are
required by adjoining other modules or by proposing new architectural designs of the deep
neural networks. Future work is summarized next.
5.2 Future Work
Although the proposed methods explore the potential of using the encoding and decoding
mechanism of the auto-encoder to identify abnormal images, some other relevant topics
still need to be tackled by researchers in future work:
1. The combination of the sparse representation with manifold learning techniques in pro-
ducing latent representations with geometrically sparse structures is one of the interesting
topics of anomaly detection. This idea makes an assumption that the normal patterns
follow a unified sparse structure and it can be applied to high dimensional data that
contains various structural anomalies.
2. Except for looking into the central crisscross part of the convolution kernels, an alternative
way to explore how spatial locations of the convolution kernels will affect the feature rep-
resentation performance is to see the problem from the opposite perspective. Therefore,
exploring the effectiveness of the corner weights of the learned feature maps for detecting
the anomalies can be regarded as another interesting topic in future work.
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