INTRODUCTION
Thanks to widespread availability of broadhand connections and decreasing cost of disk storage, it is now commonplace to publish, broadcast, or stream video sequences over the Internet. As video content becomes more popular on the web, there is a growing need to develop tools for analyzing, searching, and organizing visually similar video sequences. In the development of such tools, we are faced with two major algorithmic challenges: how to efficiently meamre the similarity between two video sequences, and how to identify video sequences similar to a given query out of possibly millions of entries on the web. In [I] , we introduce a class of techniques called ViSig for efficient video similarity measurement. The WSig method summarizes a video sequence into a compact video signature, consisting of a small number of representative feature vectors from the video. Compared to other summarization techniques, video signatures are simple to compute, robust against temporal re-ordenug, and capable of identifying similar video sequences regardless of their length. In this paper, we consider the problem of searching for signatures similar to a userdefined query in a very large database.
Tbe naive approach of sequential search is typically too slow to handle large databases. Faster-than-sequential solutions have been extensively studied by the database community, Elaborate data structures, collectively known as the Spatial Access Methods (SAM), have been proposed to facilitate similarity search 12, 31. Most of these methods. however, do not scale well to high dimensional metric spaces [4]. One strategy to mitigate this problem is to design a feature extraction mapping to map the original metric space to a low-dimensional space where a SAM structure can be efficiently applied. The approach of combining feature extraction with SAM is calledGEnenc Multimedia INdexlng(GEMIN1) 131. ' Such mappings, however, are ve'y complex, and effectively require the computations of all pairwise distances between entries in the database. A more practical version has been proposed in [9] for protein matching. An even simplerversion, called the TriangleInequality Pmning (TlP), has been proposed for similarity search on image datahases [IO] . TIP exploits the lower bound of the triangle inequality in approximating the high-dimensional metric. Our proposed technique improves upon TIP by taking into account both the upper and lower bounds offered by the triangle-inequality. In addition, it takes advantage of the classical PCA technique to achieve any user-defined target dimension. This paper is organized as follows: in Section 2, we briefly review the ViSig methcdand the GEMINI approach. The proposed feature extraction mapping and its performance evaluation on a large database of signatures are presented in Section 3.
REVIEW OF VISIG AND GEMINI
We begin with a brief overview of the ViSig method [I] . We assume that each video is represented hy a set of high-dimensional feature vectors, X, from a metric space (F,d(., .))I. The metric function d(., .) is used to measure the visual dis-similarity hetween two feature vectors. In this paper, we use four concatenated 178-bin HSV color histograms as our feature vector, each representing a quadrant of a video frame, and 11 as the metric between two histograms. In order to reduce the complexity in comparing two video sequences, the WSig method summarizes each video X in the database into a signature Xs, which consists of the feature vectom in X that are closest to a set of seed vectors (1)
The central idea behind the WSig method is that if two video clips share a large fraction of similar feature vectors, their signature vectors with respect to the same seed vectors are likely to be similar as well. The seed vectors are feature vectors randomly sampled 'ln the remainder of this paper. we refer to video and its feature vectors interchangeably.
from a training set that resembles the target video data under consideration. The robustness ofan individual signature vector can he evaluated by the following function [I] :
where e c is the maximum distance between similar vectors within the video. In order to guarantee the existence of robust signature vectors, we typically set the number of signature vectors in a signature, m, to be fairly large, hut use only the most robust, or highestranked, m' vectors in comparing two signatures. Specifically, two signature Xs and Y, are compared using the following asymmetric signature disrance: o f a metric-space similarity search is to identify the following:
A ( x ; t ) = { y E D : d ( x , y ) 5 e } (4)
It is easy to see that the signature similarity search on X s can he solved hy applying the metric-space similarity search on each of the m' top-ranked signature vectors in X S [ I I , ch. 41. Rather than computing A(x; e) by a sequential search, GEMINI first uses a feanire ertraction mapping 7 to map feature vectors into a very low dimensional range metric space (E", d'(., .)). A similarity, search on the transformed query 7 ( x ) is performed to identify the candidate set C(x; e') defined below:
6' is called a pruning threshold, which depends on E, 7 and the data. As mentioned in Section 1, such a low-dimensional search problem can be efficiently solved by any SAM method. The final step of GEMINI to identify those vectors in C ( x , e') that are tmly within t of x:
A'(? 6 e') = {y E C(x; e') : d(x, y) 5 E}.
(6)
By applying GEMINI to each top-ranked vectors in X s , we can define A s ( X s ; e), C s ( X s ; e'), and A k ( X s ; 6, e') for similarity search on a database D s of signatures that are analogous to those defined in (4), (5). and (6) respectively. GEMINI is more efficient than sequential search if a typical candidate set is small enough so that few full metric computations are required in the last step of GEMR'II. To assess the average complexity reduction of GEMMI over a large set of query signatures R, we measure the Pruning parameter defined below. It is based on the relative difference in the total number of full mehic computations between GEMINI and sequential search:
Pruning(e') = 1 -c x~~,~I 1 , l~s l ) c (.L;e')l .
As suggested in Equation (7). a high level o f p m i n g can he achieved by making candidate sets small. On the other hand, small candidate sets mav adverselv affect the occuracv of GEMINI. which is Our goal is to design a feature extraction mapping 7 that provides a reasonable trade-off between ptuning and accuracy In the next section, we introduce a novel design of 7 for signature data.
FEATURE EXTRACTION FOR SIGNATURE
Our proposed mapping consists of two steps: first, each signature vector is mapped into a particular form of low-dimensional mnge vector called a projection vecfoi. Second, classical PCA is applied to transform the projection vector into an index vector of even lower dimension, as specified by the user. The motivation behind our proposed mapping is explained in Section 3.1. In Section 3.2, we present experimental results to compare our scheme with other techniques proposed in the literature.
Proposed feature extraction
Let x s and y. be the signature vectors in signatures XS and YS that correspond to the same seed vectors E S. Consider the following m-dimensional vector, 'T(x.7) = ( d ( z , , s i ) , d ( z , ,~z ) ,
.. ., d(z,,s,) ),
as a feature extraction mapping of xs. We are interested in this particular formulation because of two reasons: first, it makes use of quantities that have already been computed in ( On the other hand, 1, is defined as,
We use a normalization factor of llm in the definition of I, so that it has the same order of magnitude as the 1,-metric. All the 1,-metric functions are composed of different powers of the ahsolute differences between the coordinates of 7 ( x . ) and 7 ( s S ) ,
i.e.
Id(x,, s,) ~ d(y,, s t ) \ fori = 1 , . . . , m. These absolute differences appear only in the lower-bound half of the triangle inequalities in (IO). By using a simple experiment, we can demonstrate that better pruning-accuracy trade-off can be achieved by comhining both the upper and lower hounds of the triangle inequalities. Our experiment is based on sampling random pairs of video sequences from a database of 46,33 I web video sequences called SIGDB [I 1, ch. 41. We sample 100,000 pain and generate their signature vectors with respect to a random s chosen from a set of m = 100 diverse seed vectors, also sampled from SIGDB using the seed vector generation algorithm described in [I] . For each pair of signature vectors x. and ys, we compute d(xg,y.) and their distances with respect to all m seed vectors. The distribution of d(x,, y.) is shown in Figure I as a function of a single lower and upper bound, defined as follows: for the lower hound, we take the maximum over all the individual lower hounds in (IO), which is identical to lw(7(zS),7(ys)). For the upper hound, we use a similar approach and take the minimum of the individual upper bounds in (IO) to form an a(.) function: In Figure 1 , data points of different shapes and shades represent metric values in different ranges. We separate all data points into two classes: the crosses and circles are the small-mebic points, and the dots in different shades correspond to the large-merric Fig. 1. LXstibution of the mehic d(z8,y,) fir IW.000 mndom pairs of sipature vectors in the coordinntes of 4 7 ( z 3 ) , 7 ( y 8 ) ) and L(7(%), 7(Y8)).
11-2 5 a(T(x).T(y))
points. Small-metric points are those with metric values smaller than z = 3.0, which we experimentally find to be a reasonable value to identify visually similar video clips. The goal of a similarity search is to separate the small-metric points From the largemetric ones. If we use I-(.) as the range metric, a typical candidate set based on the inequality 1-(7(?), 7(y,)) < e' will include all the points below a horizontal hne at level e', This is, as a maner of fact, the TIP scheme proposed in (IO] . An example of such a set with E' = 3 is shown in Figure 1 . Even though all the small-metric points are within the candidate set, many of the large-metric points are also erroneously included as they have small I,(.) values. It is clear, based on the shape of the distribution of the small-metric points, that a better separating function should combine both I-(.) and a(.). One possible choice is to base on their product, p(.): f l ( 7 ( 4 T ( Y a ) ) = ~( 7 ( x~) , 7 ( Y~) ) . 1 , ( 7 ( x~) , 7 ( Y~) ) ( 
14)
As shown in Figure 1 , even though the candidate set defined by 0(7(z3),T(yS)) S 9 misses a few small-metric points, it excludes a much larger set of large-metric points than I , (.). Nevertheless, we cannot directly use p(.) because it is not a true metric function.
The@(.) functionin(14)isdefinedastheproductofa(.)and I-(.), which represent the aggregate bounds ofall the inequalities in (10). Rather than using the two aggregate bounds, it is simpler to form a metric by using the product of the bounds from the individual inequalities as follows: 
. ,m (15)
Note that Equation (15) is in the form of an absolute difference.
While absolute differences also appear in the definitions of 1, metrics in Equation (1 I), the one in (15) is the absolute difference of squares of 7(.)'s coordinates. Thus, it is conceivable to propose a new metric C(.) that combines 1, with this absolute difference of squores of coordinates as follows:
We call P(x,) the projection vector of xs, and the collection of projection vectors for all the signature vectors in a signature apmjection. In Section 3.2, we demonstrate experimentally that using the 12 metric on P ( x s ) produces much better pmning and accuracy trade-off than using the 1, metric or the a( .) function in (14) on 7 ( x 3 ) .
Besides the superior pruning and accuracy performance, there is another reason for choosing to apply the 12 metric on the prcjection vectors. The dimension of a projection vector is m = 100 in the case of SIGDB. Despite the fact that m is smaller than the dimension of our original feature vectors, i.e. 178 x 4 = 712, it is still much larger than what most SAM StNCtllreS can handle. If 12 metric is used between two projection vectors, we can reduce the dimension of the projection vectors with minimum distortion by applying the classical PCA technique (51. We call the resulting lower-dimensional vector the index veclor, and the collection of index vectors for all the signature vectors in a signature the Index. In the next section, we compare our proposed indices with other dimension reduction schemes proposed in the literature.
Experimental results
We first justify the use of the projection mapping with 12 metric based on the experimental results on full signature data. The datahase consists of signatures ofall the video sequences in SIGDB with respect to the same set of m = 100 seed vectors. A random query set of 1000 signatures are drawn from the database, and used as the set R in Equations (7) and (8) for computing pruning and accuracy for different values of E'. For the signature similarity search, we set e to be 3.0 and use m' = 6 for computing the signature distance in (3). We measure the accuracy and pruning for three different feature exhaction mappings used within GEMINI: a) the "lower-bound" scheme based on the mapping 7(.) in (9) and the 1,-metric; (h) the "product" scheme based on I(.) and the p(.) function defined in (14); and (c) the projection mapping scheme based on P(.) in (17) and the 12-metric. The resulting plots of pmning versus accuracy, with e' varying across each plot, are shown in Figure 2. A good feature exhaction mapping should achieve pruning and accuracy that are as close to one as possible. As shown in the figure, our proposed scheme clearly out-performs both the "lower-hound" and "product" schemes by achieving much higher pruning at the same accuracy level. Also, as expected the "product" scheme out-performs the "lower-bound" scheme as the "product" scheme exploits both the upper and lower bounds of the triangle inequality. In the following experiments, we apply PCA to the projection vectors, and compare the resulting index vectors with other approaches in terms of their accuracy and pruning trade-off. These approaches include: a) PCA -while in our proposed scheme, PCA is applied on the projection vectors, it can also be directly applied onto the 712-dimensional color histogram feature vectors for dimension reduction; b) Fastmap, as described in [6]; and c) Haarwavelet on color histogram as described in the MPEG-7 standard 1121. Since most of the schemes require training data to generate the mappings, we arbitrary split SIGDB into two halveswe call one half the "training" SIGDB, which is used to build the mapping, and the other half the ?testing" SIGDB, which is used for the actual testing. In order 16 ensure the suitability of incorporating these schemes into GEMINI, we focus on very low dimensional index vectors. We test all the schemes for dimensions WO, four and eight. The corresponding pruning-accuracy plots are shown in Figures 3(a) through (c) . These plots are generated hy the same procedure used in the first experiment. As seen, our proposed scheme results in the best performance in all the dimensions tested, followed by Haar, Fastmap and PCA. The gain of the proposed scheme over the second best scheme, however, diminishes as the dimension increases. In applying the feature extraction scheme in a fast similarity search, we need to choose a particular value of pruning threshold. e' in order to compute the candidate set. Given the target dimen-, sion, accuracy, and pruning, one possible approach is to set c' to a value that attains the particular level of performance in a previously completed experiment. Thus, an important question to answer is whether the relationship between E' and the comsponding pruning and accuracy extends to other queries. To answer this question, we measure the pruning and accuracy, as defined in Equations (7) and (X), far three independent sets of random queries. Each set has 1000 signatures randomly drawn from the testing SIGDB. For each set of queries, different values of prun-' ing and accuracy an measured by varying e'. The experiment is also repeated for three different values of E, namely 2, 3, and 4.
The resulting plots of pruning and accuracy versus e' for the three query sets and different values o f f are shown in Figure 3 (dL As shown in the figure, there is little variation in the amount of pmning among the three sets. There is some variation in the accuracy for small e, but the variation diminishes as B becomes larger. The maximum differences in accuracy among the three sets over all possible values of e' are 0.12, 0.06, and 0.04 for L = 2, 3, and 4 respectively. These fluctuations are small compared to the high accuracy required by typical applications.
We conclude this section with a number of speed measure: The Index time is the time required for the sequential search on indices to identify the candidate sets. The averages and their standard e m r at 95% confidence interval are shown. As the Sequential scheme does not use any indices, no number is reported. The proposed scheme, Fastmap, and PCA all use the 12 distance on range vectors and thus, result in roughly the same index time. Haar requires slightly larger index time for its 11 distance computation. The refine time is the time required to perform the full signature distance computations on the candidate sets, and is proportional to the size of the candidate sets as shown in the last row. Our proposed scheme outperforms all other feature extraction schemes in refinement time. The large standard error in the refinement time is due to the variation in the size of candidate sets. Combining the index time and refinement time, the proposed scheme is roughly 41 times faster than the sequential search on signatures.
