This article concerns dominance conditions for an nY.m matrix. In the simplest kind of dominance, the (absolute) value of the diagonal element exceeds the sum of the absolute values of the nondiagonal elements on the same row. This condition has been generalized in the literature in several ways, of which we consider ways in which the rows of the matrix cooperate. Our work amounts to a sorting out of certain dominance conditions that belong to a class 6 of dominance conditions. We prove a theorem characterizing all true statements of the form
Introduction.
By way of orientation, we note the following. If the simplest kind of dominance obtains (i.e. if in any row the absolute value of the diagonal element exceeds the sum of the absolute values of the nondiagonal elements) the principal submatrix of an nXm matrix is necessarily nonsingular. Another sufficient condition for nonsingularity is the following: Let the rows of A be divided into disjoint sets, and suppose that in each set of rows, and for each I, the absolute value of the determinant of the principal submatrix exceeds the sum of the absolute values of those nonprincipal submatrices that can be obtained by replacing the ith (fixed) column of the principal matrix by another column (from the same set of rows). Then A is nonsingular. There exist generalizations of the dominance idea to contexts in which the elements of A are operators on assortments of vector spaces.
cases a set of indeterminate vectors. Let ^4Cn, and let cp:A->X be any one-to-one mapping, so that the image of cp is a set of m vectors (m^n). A (cp) denotes the nXn matrix obtained from Ai by replacing every column with index in A, the Xth column being replaced by </>(a) (XGA). Ca(^4) will denote the statement
where summation is effected over all one-to-one mappings cp from A into the column set of A\Ai. If the sum is empty, it is defined as 0. By card A we denote the cardinality of A. If we had chosen to require cp to be order-preserving (relative to any fixed order on X) we could restate (2.1) without the factor {(card A)! }_1.
Several questions arise naturally in connection with a matrix, or the set of matrices, that satisfy some set of conditions (2.1). For example:
I. What are the logical relations between the statements Ca(^4) for A fixed, but A variable?
II. What relations can be asserted between the various statements CaG4) as A ranges over the row sets of a given matrix?
III. What can be said about generalizations of C\iA), for example to the case where the right side is the sum of several partial sums, and in each partial sum a different set of columns of ^4i is held fixed?
Examples. Ordinary dominance |an| > Ej>i |ai>l *s tne condition CaC4) in case n = \ and A=(l).
Two-row dominance, with the first column replaced, is given by n = 2 and Ai = {1}. Two-row dominance with the second column replaced is the condition (A2 = {2}) cHde,,(;22)|>sHQ. Two-row dominance with both columns replaced is the condition
We show below that this condition is implied by the conjunction of the two preceding ones.
In this paper we shall consider only questions of type I. Questions of types II and III have been studied in [l] ; the methods used there even apply to questions (parallel to (2.1)) on permanents.
For any subset A,-of n, %i will denote the characteristic function defined by
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use We consider, more conveniently, the corresponding equations in
We shall prove the existence of a solution to (3.2), even with strict inequality in the last statement.
For this purpose we shall require the following somewhat more general result, which we state without proof. zero, implies that r/ = 0jor allfEQ, and s0 = 0for all gE^-(We remark that (3.3) is true without the hypothesis of finiteness for 4> and SF A proof can be based on Theorem (2.7) of [2] .)
We return now to the system (4.2) which we wish to solve. which is stronger than C2 of §2.
