a b s t r a c t
The hydrodynamic characteristics of liquid-liquid plug flow were studied in microchannels with 0.2 and 0.5 mm ID both experimentally and numerically. For the experiments high speed imaging and bright field micro-Particle Image Velocimetry were used, while the numerical simulations were based on the volume-of-fluid (VOF) method. The two immiscible liquids were a 1 M HNO 3 ). The thickness of the film surrounding the plugs, and the plug velocity and length were measured and compared against literature correlations. For the cases studied (0.0224 < Ca < 0.299) it was observed that the liquid film was largely affected by the changes in the shape of the front cap of the plug. The plug length was affected by both the Capillary number and the ratio of the aqueous to ionic liquid phase flow rates while the plug volume depended on the channel diameter and the mixture velocity. The numerical simulations showed that, in agreement with the measurements, a parabolic velocity profile develops in the middle of the plugs while the circulation patterns in the plug are affected by the channel size. The pressure profile along the channel with a series of plugs and slugs was predicted numerically while the pressure drop agreed well with a correlation which included the dimensionless slug length and the ratio Ca/Re. Ó 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http:// creativecommons.org/licenses/by/4.0/).
Introduction
Technical and environmental reasons are driving the development of small scale and miniaturised equipment within the frame of process intensification. The small scales reduce the molecular diffusion distances and increase the importance of surface/interfacial forces which bring new research challenges in the study of the hydrodynamic features and transport phenomena, particularly for multiphase systems [1] [2] [3] . Taylor (plug/segmented) flow in gasliquid and liquid-liquid systems, where a continuous liquid phase separates elongated bubbles or drops (plugs) is a preferred pattern because the plug sizes are regular and can be controlled via the choice of inlet geometry. In addition, recirculation patterns establish in the liquid phases while the thin films that separate the bubbles/plugs from the channel wall enhance interphase and bubble (plug)-wall mass transfer [4] [5] [6] [7] . Liquid-liquid microfluidic systems have found applications in solvent extraction [8] [9] [10] , dispersion/ emulsion formation [11] , chemical synthesis/catalysis and biomedical analysis.
For the design of microfluidic devices operating in liquid-liquid plug flow, knowledge of hydrodynamic parameters such as film thickness, plug length/velocity and pressure drop is particularly important [12] . The significance of the film, which is formed due to viscous effects between the liquid plug and the wall is that the whole enclosed plug surface can participate in mass transfer.
The film thickness depends on a number of parameters, including interfacial tension, the viscosity ratio between the two phases, and the phase flowrates, and can vary along the length of the plug [13] [14] [15] [16] . The length of the dispersed plugs and continuous phase slugs is also very important for heat and mass transfer processes and depends on many parameters such as fluid properties and superficial velocities, represented by dimensionless groups such as Re and Ca [6, 17] . It has been shown, however, that the inlet configuration has a significant effect on the plug or slug size and attempts have been made to predict it by studying the plug formation mechanisms. In the squeezing regime (10 À4 <Ca < 0.002, L p / W > 2.5), when the shear forces dominate over the interfacial ones, the plug break-up process is mainly controlled by the pressure drop across the plug, and the plug size is determined solely by the volumetric flow rate ratio of the two immiscible fluids [18] . In the dripping regime (0.01 < Ca < 0.3, L p /W < 1), the formation process is dominated by both the shear and the interfacial forces, and the size depends on the Capillary number only [19, 20] . In the transition regime (0.002 < Ca < 0.01, 1 < L p /W < 2.5), the plug size depends on all these forces [21] . Apart from the geometric characteristics of the plug, pressure drop in plug flows is important for the design of the pumps and for the choice of the flowrates while it can even affect the operation of the separation units at the channel outlet. In multiphase flows, the presence of the interfaces contributes an additional Laplace pressure term to the frictional component. The total pressure drop can then be calculated as a sum of the pressure drop due to the interfaces and of the frictional pressure drop of the various parts of the plug flow, i.e. film, slug and plug [12, 22, 23] . In these models it is assumed that the film is uniform along the plug. In simplified approaches, the overall pressure drop can also be calculated by adding in the continuous single phase pressure drop a term which accounts for the presence of the second phase [24] [25] [26] .
The hydrodynamics of liquid-liquid plug flow in microchannels have been studied numerically with Computational Fluid Dynamics (CFD) simulations by a number of investigators. Different aspects of plug flow were considered, such as plug formation at the inlet [27, 28] , film thickness [12] , velocity profiles and circulation inside the plugs [29] , and pressure drop [23, 30] . These studies have used either a fixed reference frame when plug formation is considered at the inlet or a moving one and periodic conditions when an isolated plug is investigated [31] . Kurup and Basu [32] compared simulated and experimental velocity profiles obtained with micro-Particle Image Velocimetry (lPIV) and found that the circulation patterns largely depend on the Capillary number. The simulated recirculation times, defined as the average time to displace material from one to the other end of the plug/slug, were found to be affected by a number of factors such as flow velocity, plug length, channel size, and viscosity ratio between the two phases [7, 33, 34] .
To improve the understanding of liquid-liquid microchannel plug flows and to validate the numerical predictions detailed velocity measurements are needed. Non-intrusive optical techniques, such as micro-Particle Image Velocimetry, can extract multipoint information in velocity fields with high accuracy and spatio-temporal resolution. Few studies are available with lPIV in liquid-liquid microchannel flows which explore the plug formation process [35] and the local mixing inside the plugs or slugs [36, 37] . In common lPIV approaches, laser light is used to volume illuminate the microchannels and the plane of measurement is defined by the focus of the camera; for temporally resolved measurements high speed lasers or a combination of continuous lasers with high speed cameras are required. A simpler approach, which does not require the use of lasers, is bright field (micro) PIV, where white light is used to illuminate the microchannel and the shadows of the tracing particles are captured by camera. For temporally resolved measurements high speed cameras can be used.
The improved heat and mass transfer rates in microscale units increase efficiencies and can reduce the overall solvent volumes required in two-phase processes such as liquid-liquid extractions. This enables novel and sometimes expensive solvents, such as ionic liquids, to be used economically. We have shown in previous work that the use of ionic liquids in small channel extraction units can enhance significantly mass transfer [10, 38] The experimental set up used for the hydrodynamic studies in the microchannel is depicted in Fig. 1 . Two Kds Legato syringe pumps (KD Scientific Inc., USA) were used to introduce the two liquid phases separately into the test section with a flow rate error of less than 1%. The test channel is made by quartz (Dolomite Centre Ltd, UK) and has a T-junction inlet with branches at the same diameter as the main channel. The channels have a cross section of either 0.2 or 0.5 mm internal diameter (ID). A schematic of the test section for the 0.2mm ID chip is shown in Fig. 2 . Measurements were carried out at 30 mm downstream the inlet before the first bend (shown with the box in Fig. 2 ). To ensure consistency, in all cases studied the aqueous phase was introduced from the side channel of the T-junction and the ionic liquid phase was introduced from the side that has the same direction as the test section. For the conditions studied, the ionic liquid always became the continuous phase irrespective of the phase that initially filled the channel.
Experiments were conducted for total volumetric flow rate Q mix varying from 0.653 to 35.34 ml/hr, with flow rate ratios (defined as the flow rate of the aqueous phase over the flow rate of the ionic liquid phase) varying from 0.5 to 2. These flow rates resulted in plug flow with the aqueous phase forming the dispersed plugs and the ionic liquid phase forming the continuous phase surrounding them. After each set of experiments, the microchannel was repeatedly cleaned with dichloromethane, acetone, and compressed air. Details of the cleaning process have been discussed in detail previously [10] .
Plug geometric characteristics and velocity field measurements
The velocity fields inside the aqueous plugs and the hydrodynamic characteristics of the pattern, such as film thickness and plug length, were investigated with bright field micro-Particle Image Velocimetry. The test section was volumetrically illuminated with a 60 Watt continuous arc lamp, with a diffuser plane added between the backlight and the test section to minimize reflections. The interface between the two immiscible fluids appeared as a shadow under this background illumination and was captured by a high speed camera (Photron Fastcam-Ultima APX; 1024 Â 1024 pixels) at frequencies adjusted between 2000 to 8000 Hz depending on the flow rates. To increase magnification, the camera was coupled with an air-immersion, long focal distance microscope lens (Leica monozoom 7) and an amplifier with magnification M = 18.9 (NA = 0.42).
For the velocity measurements, 3 lm red dyed polystyrene microspheres (Thermo Scientific; Firefili Fluorescent Red) were added as tracers in the aqueous phase, and the shadow of these Fig. 1 . Schematic of the experimental set up including the high speed micro-PIV system. particles was captured on a white background in the raw pictures. With the current configuration, the field of view diameter is 0.63 mm while the depth of field [40] is given by:
where n is the refractive index of the immersion medium between the microfluidic device and the objective lens (air), k is the light wavelength in vacuum (474 nm based on the arc lamp output profile), NA is the numerical aperture of the objective lens, d p is the diameter of the PIV tracer particles and h is the small light collection angle. For the present experiment, Eq. (1) yields d z around 16 lm.
Velocity field calculations between image pairs were processed with the Insight 4G Software (TSI Instruments). At first, the grayscale values of the raw images were inversed as the software requires bright particle signals on a black background [35, 41] . Then a median filter was applied to the images to eliminate any background noise. The images were further normalized with a minimum intensity mask to improve the velocity field computation, which yields high particle-to-background contrast signal. The displacement of tracer particles between two consecutive frames was calculated using a square domain discretization of 32 Â 32 pixels with 50% overlap to satisfy the Nyquist sampling criterion [42] , which gives velocity spatial resolution of 26.72 lm Â 26.72 lm in the 0.5 mm channel. The FFT correlation was used for correlation calculation while the correlation peak position was detected with a Gaussian curve by fitting the highest intensity pixel and its four nearest neighbours. The computed velocity vectors were evaluated based on three criteria: the median test as mentioned above, peak to noise ratio of 1.50, and the six-sigma validation [43] . The rejected vectors were replaced with the median value of neighbouring velocity vectors. A post-processing routine was developed in MATLAB to calculate the ensemble average of about 30 images of the instantaneous velocity vectors. For the averaging, the velocity profiles at different locations were repositioned using the plug tip location as a reference. The plug tip position was determined from the sudden change of the standard deviation of the greyscale profile across the axis of the plug. The location of the plug tip was determined with an error of ±20 pixels (±52 lm).
To obtain the plug geometric parameters for each set of flow rates about 30 plugs were averaged, with deviation between 4.25-7.10% for film thickness and 5.33-9.52% for plug length. The plug shape was determined by the clear black line between the two phases in the grayscale inversed images. Sample bright field images and their corresponding detected interface are presented in Fig. 3 . Then the film thickness was obtained by subtracting the width of the aqueous plug from the channel internal diameter and dividing by 2. The plug velocity was calculated by measuring the displacement of the plug tip between two successive high speed images. Over 30 image pairs were used to calculate average plug velocities at different conditions with a deviation of 2.25-13.71%. There were small variations in the plug velocity due to small changes in pressure in the channel during plug formation at the inlet and plug exit.
CFD simulations
A fixed, three dimensional computational domain with the same geometry as the experimental test section was used for the numerical simulations, as shown in Fig. 4(a) . The entrance lengths for the continuous ionic liquid and the dispersed aqueous phases are 0.7 mm and 1.5mm in the 0.2 and the 0.5mm ID channels respectively, to ensure fully developed laminar profiles [44, 45] . The test section has 44 channel diameters length and was chosen so that the plug flow could be fully developed [46] . To ensure consistency with the experiments, the computational domain is initially occupied by ionic liquid. Atmospheric pressure (101,325 Pa) is used as boundary at the test section exit instead of an outflow boundary to avoid backflow. No-slip condition is applied to all wall boundaries. For the simulations the commercial CFD software FLU-ENT 12.1 (ANSYS Inc.) was chosen, which employs the Volume of Fluid (VOF) method for tracking the liquid-liquid interface. The first order upwind and the Green-Gauss node based gradient calculation schemes were used for time marching of the momentum/-continuity equations and the pressure gradient calculations, respectively [31, 47] . The time step is controlled by a specified maximum value for the Courant number, Co = Dt/(Dx/V), where Dt, Dx and V are the time step, grid size and fluid velocity respectively. A high Co value leads to an unstable numerical approach while a low Co value means very small time steps and consequently long simulation times. A maximum Co of 0.25 was adopted in this work, since the elements are very fine close to the interface and the wall, which gives time steps in the order of 10 À7 s. The convergence criteria for velocities and pressure were set to 0.01. The absolute values of residuals achieved were found to be sufficiently low, Ο(10 À6 ) for velocities and Ο(10 À10 ) for continuity.
To correctly capture the plug formation at the microchannel inlet, the contact angle on the microchannel wall of the ionic liquid/nitric acid solution interface [28, 48] needs to be specified. The equilibrium contact angle was measured by placing a nitric acid drop on the microchip surface in an ionic liquid solution environment using a DSA 100 drop analyzer (Kruss GmbH, Germany), which gave an average value of 117.54°. Using this contact angle, plug lengths for U mix = 0.005 to 0.02 m/s were close to the experimental ones with an average deviation of 7.17%. However, for U mix = 0.03 to 0.05 m/s, slightly higher contact angles from 122°t o 131°were required to give plug lengths close to the experimental data with an average deviation ranging from 9.55 to 13.08% (see also in Li et al. [49] ).
To be able to capture accurately the film thickness between the plugs and the channel wall as well as the plug breakage at the channel inlet, a very fine mesh is required. The plug shape calculated from CFD at three different grid sizes is compared in Fig. 4 (b) against the experimental results for U mix =0.03 m/s. As can be seen, the film thickness from the 3 lm grid size fits best the experimental results, although it slightly underpredicts the plug length by 2.03%. A symmetric grid was used as shown in Fig. 4(b) . This size mesh will be used for further analysis and involves nearly 6 million hexahedron (82.84%) and tetrahedron (17.16%) type cells. 
Results and discussion
The plug geometric characteristics and pressure drop are discussed in the following sections.
Film thickness
Depending on the plug length the film thickness may not be uniform along the plug (see Fig. 3 ). The dimensionless plug length (L p /D) varied between 1.14 and 2.31 in both the 0.2 and 0.5 mm ID channels. It was found that for L p /D between 1.82 and 2.31, a region of uniform film thickness was always present between the hemispherical caps of the plug and the film thickness was measured in this area. However, for 1.14 < L p /D < 1.82, the film thickness varied along the plug length. In these cases the film thickness was obtained by averaging the thickness at 5 points along the plug.
Because the refractive indexes of the channel wall (n = 1.544), the ionic liquid phase (n = 1.427) and the aqueous phase (n = 1.334) do not match, there is an error in the calculation of the film thickness. The optical correction method proposed by Han and Shikazono [13] and Mac Giolla Eain et al. [50] was employed to calculate the actual film thickness. By considering the wall curvature and the refractive index difference, it was found that the error in the film thickness is between 8.36-14.48% for all conditions studied. The effect of gravity can be neglected in the present work as the Bond number, Bo, (ratio of gravitational over surface tension forces) is significantly less than 1 (0.016 and 0.052 in the 0.2 mm and the 0.5 mm ID channels, respectively).
In small channels, the liquid film thickness is dominated by the balance between viscous and surface tension forces, represented by the Capillary number, Ca [13, 17] . The normalized ionic liquid film thickness d/D against the Capillary number is shown in Fig. 5 for equal phase flow rates Q aq = Q IL = 0.653-35.34 ml/hr. The Ca number was calculated based on the plug velocity (Ca ¼ l IL U p =r) and varied between 0.0224 and 0.299. The Ca values are about 9.82-25.14% larger than those based on mixture velocity (U mix ).
As can be seen in Fig. 5 , the dimensionless film thickness increases non-linearly with increasing Capillary number. The dimensionless film thickness is slightly lower in the 0.2 mm ID channel compared to the 0.5 mm ID one for the same Ca. Also shown in the figure are plots of literature correlations as given in Table 1 . The Bretherton [51] model fails to predict the film thickness for both channels tested, as the current Ca numbers exceed the prediction range of this model (Ca < 0.003). The fitting parameters in the correlations proposed by Irandoust and Andersson [52] and Aussillous and Quéré [53] , which are based on gas-liquid flows, have been modified from least square regression analysis of the current experimental data. These models show that the film thickness is solely related to the Capillary number, and ignore the effects of inertial forces at relatively high velocities. They therefore, predict better the experimental data at low Ca. Poor agreement was found between the experimental data and the Dore et al. [36] model, which was developed for liquid-liquid plug flow, with a deviation between 6.63-73.76% (40.19% on average).
Han and Shikazono [13] proposed a correlation for gas-liquid flows which accounts for the effects of surface, viscous and inertial forces by incorporating the Reynolds and Weber numbers in addition to Ca. Their model, however, overpredicts the film thickness by 11.24-88.19% (55.13% on average). The viscosity difference between the phases is considered to be responsible for the poor agreement. In gas -liquid flows, the shear forces between the phases can be ignored as the gas viscosity is negligible. In liquidliquid flows, however, the reduced viscosity difference can increase significantly the interfacial shear forces. As a result, there may be non-negligible flow in the continuous film surrounding the plugs and the film thickness and plug velocity will be different to those in gas-liquid flows [50] . Langewisch and Buongiorno [54] suggested a film thickness correlation based on extensive numerical studies of gas-liquid slug flows (Table 1) , which agrees well with the Han and Shikazono [13] model (deviation < 3.9%), but is over a broader range of Ca and Re numbers (0.005 < Ca < 2; 0 < Re < 900). Mac Giolla Eain et al. [50] suggested a correlation from experimental data on liquid-liquid flows for 0.002 < Ca < 0.119, where the We number was included to account for inertial forces at high velocities. The correlation agrees well with the current experimental data with a deviation of 0.64-16.8% (8.72% on average). An expression including Ca and Re numbers was suggested by Tsaoulidis and Angeli [22] , for 0.03 < Ca < 0.18, which however overpredicts the current experimental data by 1.57-34.61% (19.54% on average). The effect of channel size could be almost negligible in gas-liquid flows; using the Han and Shikazono [13] model an average difference in film thickness of only 0.722% at 0.0224 < Ca < 0.299 was found between the 0.2 and 0.5 mm ID channels. In the current data, however, the average difference was 13.66% under the same conditions. An improved correlation, based on the Mac Giolla Eain et al. [50] model, is suggested 
Plug velocity
The plug velocity is shown in Fig. 6 for both the 0.2 mm and 0.5 mm ID channels for equal phase flow rates Q aq =Q IL =0.653-35.34 ml/hr. The plug velocity is always higher than the mixture velocity, because of the film which surrounds the plugs. With increasing mixture velocity, the normalized film thickness (d/R) in both channels increases, leading to a larger deviation between U mix and U p . It can also be seen that the plug velocity in the 0.5mm ID channel is higher than in the 0.2mm channel by 5.42-14.48% for the same mixture velocity (0.005 < U mix <0.03 m/s), which is expected since the film thickness is also larger in the 0.5 mm channel. The experimental results are compared with literature correlations from gas-liquid and liquid-liquid systems, as summarized in Table 2 . Since the plug velocity is related to the film thickness, the correlations in their majority include the Capillary number or the film thickness.
The correlation by Bretherton [51] overpredicted the experimental results with average deviation of 36.91%; as was mentioned above the model was developed for Ca < 0.003. The model by Liu et al. [55] showed good agreement with the experimental data, with average deviations of 6.91% and 12.76% for the 0.2 and 0.5 mm channels respectively. However, their correlation only includes the effect of Capillary number but not the channel size. The correlation by Kashid et al. [7] developed from experimental data on liquid-liquid plug flow, includes the film thickness rather than the Ca and agrees very well with the current data with an average deviation of 5.85%. A similar expression was proposed by Langewisch and Buongiorno [54] for gas-liquid Taylor flow, which [22] however overpredicts the experimental data by 9.94-68.21%. This difference is expected since the model did not predict well the film thickness compared to the current results. Gupta et al. [12] proposed a correlation for liquid-liquid flow by combining the effects of viscosity ratio and film thickness, which however overpredicts the current results by 3.55-29.16%. The velocity profiles inside the aqueous phase plugs were obtained with lPIV as discussed in Section 2. An example of average profiles, obtained from 30 instantaneous velocity fields, is shown in Fig. 7 (a) for Q aq = Q IL = 7.068 ml/h (L p = 1.155 mm) in the 0.5mm ID channel. Since the refractive index of the two phases is not matched there are reflections close to the interface particularly at the plug front and rear where the interface curvature is high and velocity fields cannot be obtained in these areas. The profiles of the horizontal velocity component, nondimensionalised with the maximum velocity, are shown in Fig. 7 (b) for 13 axial locations along the plug. The spacing between the profiles is 104.25 lm. All profiles have a parabolic shape with the peak located near the centreline of the channel (r/R = 0.091). The maximum velocity is found at the plug centre (X/Lp = 0.522). Moving towards the liquid/liquid interfaces at the plug front and back, the velocity reduces and the profiles become more flat. The average plug velocities can also be calculated by spatially averaging these time-ensemble profiles [35, 56] and is shown in Fig. 6 . As can be seen, they are higher than those calculated from plug displacement by 4.47-10.99%, which is expected because the profiles close to the front and rear of the plug, where velocities are low, could not be measured. The plug velocity based on the tip displacement method will be used subsequently.
Plug length
The dimensionless plug lengths in both channels were found to be 1.14 < L p /D < 2.48 and fall into the transition regime (1 < L p / D < 2.5 for circular T-junction microchannels) where the shear stresses, the surface tension and the pressure difference are all affecting the forming plug [20, 21, 57, 58] . In this regime, both the Capillary number and the phase flow rate ratio should be considered. The dimensionless plug length is plotted against Ca (based on plug velocity; Fig. 8a ) and Q aq /Q IL (Fig. 8b) for the 0.2mm and 0.5mm ID channels, as well as against the mixture velocity for equal flowrates in the inset graph in Fig. 8a . The effect of wall curvature and refractive index difference on plug length is less than 5% for all conditions studied, using the method discussed in Section 3.1. As can be seen, L p /D decreases with increasing U mix at equal phase flow rates, while it is larger in the 0.2mm channel compared to the 0. 
The plug lengths predicted from Eq. (3) agree slightly better with the experimental data for the 0.5 mm channel (deviation of 6.03%) compared to the 0.2 mm one (deviation of 8.81%). In the small channel, the plug lengths are more sensitive to pressure variations from the formation of the plugs or their exiting from the channel which could explain the increased deviation. A number Langewisch and Buongiorno [54] of different correlations have been developed in the literature to estimate the plug length in two-phase flows, either empirically or from physical models of the plug formation mechanism. Representative correlations are summarized in Table 3 and the empirical ones are compared with the experimental results in Fig. 9 . Laborie et al. [59] developed an empirical correlation from gas-liquid flow studies in 1-4 mm ID vertical circular channels at relatively high velocities (0.1-1 m/s). The gas bubble length was found to increase with increasing superficial velocities, contrary to the current observations. Qian and Lawal [60] from numerical simulations of gasliquid flow in a T-junction microchannel, proposed a correlation for different inlet geometries, superficial velocities and fluid properties, and found that the dimensionless length depended mainly on Re, Ca and gas hold up, e G . Similar models were also proposed by Sobieszuk et al. [61] and Tsaoulidis and Angeli [22] , which however over predict the results by 94.04-157.16% and 22.45-81.26%
respectively. The correlations by Garstecki et al. [18] and Prileszky et al. [62] , developed from considerations of the plug formation mechanism, are applicable to very low Ca. Fu et al. [58] proposed a plug length correlation for liquid-liquid flow in rectangular channels, which predicts the current data with a mean relative deviation of 32.29%.
Plug volume and shape
One of the main advantages of microfluidic systems is the ability to control the size and volume of the dispersed phase. The volume of individual plugs was calculated by 3D rotation of the detected interface along the channel centerline and is shown in Fig. 10 for equal flow rates of the two phases in both the 0.2mm and 0.5mm ID channels. At high mixture velocities, the relative long camera exposure time used slightly blurs the plug interface. This increases the uncertainty of locating the interface and the error when estimating the plug volume (about 10.49%). As can be seen from Fig. 10 the channel size has a profound effect on plug volume where an increase in the channel diameter from 0.2 mm to 0.5 mm increases the volume by 13-17 times. With increasing mixture velocity, the plug volume decreases in both channels because the plug length and width (due to thicker ionic liquid film around the plug) decrease. The non-dimensional equivalent diameter d ⁄ , defined as the ratio of diameter of a spherical droplet with the same volume as the plug to the channel diameter, decreases with increasing U mix , but is barely affected by the channel size.
At very low Capillary numbers (0.004 < Ca < 0.009), the plugs reach volume-independent shapes for d ⁄ > 1.1 [12, 63] , where only the droplet length changes with mixture velocity but the leading and trailing plug menisci are unaffected. However, at the high Capillary numbers of the current study (0.0224 < Ca < 0.299), both the front and the tail plug menisci change shape with velocity. The radii of the front and tail plug ends are presented in Fig. 11 . At the lowest Ca (U mix =0.005 m/s), both plug ends resemble a hemisphere with dimensionless radius close to unity; the r tail ⁄ = r tail /R %1, while the front meniscus radius is smaller, r front ⁄ = r front / R = 0.76. As the Capillary number increases the radius of the front plug cap decreases (curvature increases) while the rear cap becomes more flat and its curvature decreases. The channel size does not affect the plug shape significantly and there is only a difference of 1.87-6.11% between the two channels. It affects, however, more the front cap shape with a difference of 10.57-37.38% between the two channels for the same mixture velocities. Therefore the variations in the thickness of the liquid film surrounding the plug are mainly affected by changes in the front plug cap.
Velocity profiles
The velocity profiles in the aqueous plug phase obtained from the CFD simulations and the PIV measurements are shown in Fig. 12(a) and are compared with the laminar profile for U mix = 0.01 m/s in the 0.5 mm ID channel (Q aq = Q IL = 7.068 ml/hr, Lp/D = 2.28). The profiles have been non-dimensionalised using the averaged maximum velocity (at the centre of the plug). In the numerical simulations, the U max inside the aqueous plug was obtained by comparing the velocities in the dispersed phase using a user defined function. The measurements were taken at 2.05R from the plug front, which is almost free from the rear and front effects. The results are also compared against the profiles given by Eqs. ( (4)- (6)) for ideal annular flow with a known film thickness at a certain mixture velocity [12, 23, 63] :
Plug region: 0 < r < R p
Film region: R p <r < R 
Liquid/gas-liquid flow, rectangular channel, T-junction Ca < 10 where U x,p and U x,f are the velocity distributions in the aqueous plug and the ionic liquid film respectively, U f is the average film velocity, k is the ratio of the plug to the continuous phase viscosity, and R p =R -d is the plug radius in the middle of the plug. To develop the above model it was assumed that a uniform film thickness exists around the plug and the flow in the plug region is annular with equal pressure drop in both phases. A similar model for the film velocity profile was proposed by Fouilland et al. [64] , from time resolved PIV measurements in gas-liquid flows:
As can be seen from Fig. 12(a) there is good agreement between the CFD simulations and the experimental average velocity profiles in the plug (average deviation 20.94%), particularly in the centre of the channel. Close to the channel wall there is larger uncertainty in the PIV velocity measurements (up to 26.94%) due to high interface curvature. The differences of Eq. (4) from the laminar profile
indicate that the plugs are not long enough for the velocity to become fully developed even in the middle of the plug. The velocity profile in the film is shown in Fig. 12(b) , where the CFD predictions are compared against Eqs. (6) and (7). Near the wall the CFD simulations have spatial resolution of 2-3 lm in the 0.5mm ID channel. The results indicate a Couette local velocity profile. The maximum velocity occurs at the plug surface, while the maximum film velocity (U f, max ) is much smaller than the U max within the plug. The profile predicted by Eq. (7) [64] agrees better with the CFD results with a difference up to 19.78%. The CFD model slightly underpredicts the experimental film thickness by 3.37%. The velocity profiles in both the plug and the film at the middle of the plug for two different mixture velocities, 0.01 m/s and 0.03 m/s in the 0.2mm ID channel under equal phase flow rates are shown in Fig. 13 . The velocities obtained from the CFD simulations are about 5.85% different from the ones found from Eq. (4) for U mix =0.01 m/s. The difference increases to 16.92% for U mix =0.03 m/ s because in this case the plug length and width decrease and the film surrounding the plug becomes non-uniform. This also causes larger deviation from the laminar profile as U mix increases. Overall, using the velocity profile correlations by Gupta et al. [12] , Eq. (4), for the central region of the plug and by Fouilland et al. [64] , Eq. (7), for the film, the flow field can be satisfactorily described for axial locations in the middle of the plugs.
The circulation patterns in the plugs can be found by subtracting the plug velocity from the average velocity profiles. The patterns from both the PIV measurements and the CFD simulations are shown in Fig. 14a , for U mix = 0.01 m/s in the 0.5 mm channel (Q aq = Q IL = 7.068 ml/hr). The results are in good agreement and show two main vortices on the upper and the lower parts of the channel. The vortex centers are located in both cases at around r 0 /R = 0.747 (r 0 is the distance of the stagnation point from the channel centre), which agrees with the value of 0.718 given by Thulasidas et al. [65] . Two smaller counter-clockwise vortices in Fig. 14b , at the front and rear cap of the plug, are predicted by the simulations but cannot be detected in the PIV measurements as the velocity field is not well resolved in these areas. These vortices are attributed to the changes in Laplace as well as tangential stresses as the plug shape changes from the front or the end tips to the middle part of the plug. The Laplace pressure at the front or the back of the plug is DP = c (1/R 1 +1/R 2 ), where R 1 and R 2 are the two principal radii of curvature of the interface, while in the main body of the plug which has cylindrical shape it is DP = c/R 1 (R 2 approaches infinity; [32] ). In addition, the shear stresses near the interface change as the film thickness varies from the plug ends to the middle [66] . For low viscosity plugs (k<<1, k = l aq /l IL ), the ionic liquid in regions A and B (Fig. 14b) drives the recirculating flow inside the plugs after deformation [67] . The very small vortices at the front of the primary ones near the channel axis, are considered to be spurious results generated numerically [68] . The circulation patterns are influenced not only by the flow velocity, but also the channel size as can be seen by comparing Fig. 14b with Fig. 15a for U mix =0.01 m/s in the 0.5 mm and the 0.2 mm channels respectively. In the small channel the stagnation point of the main circulation is closer to the channel wall compared to the 0.5 mm channel, at around r 0 /R = 0.764 (4.58% different from the value of r 0 /R = 0.729 given by Thulasidas et al. [65] ). The small vortices at the two plug ends in the 0.2 mm channel are slightly weeker, due to the more curved hemispherical caps. The effect of mixture velocity can be seen by comparing Fig. 15a and b for U mix =0.01 m/s and U mix =0.03 m/s respectively in the 0.2 mm channel. With increasing U mix , the cores of the main vortices move towards the centre of the plug, suppressing the secondary vortices at the two ends until they completely disappear. The simulation results agree well with those by Lac and Sherwood [63] and experimental findings by Meyer et al. [69] .
A comparison of the velocity distribution at different channel cross sections along the plug is given in Fig. 16 for U mix =0.03 m/s in the 0.2 mm channel. The total velocity magnitude is significantly larger in the plug centre (plane b) and the plug main body compared to the ends (planes a/c). In the main part of the plug, the velocity also has a strong axial component and the radial velocity is very small. At the two plug ends, the radial velocity component is increased. This increased radial velocity at the plug ends can significantly enhance mass transfer between the two phases via the interface and explains why 99% of mass transfer has been found to happen in the cap regions of the plug compared to the film region [10] .
Pressure variation
The pressure in the channel was also calculated from the CFD simulations and an example of the profile along the 0.2mm ID channel is shown in Fig. 17 for Q aq =Q IL =3.39 ml/hr. The capillary contains a succession of dispersed plugs and slugs of the continuous fluid, separated by transition regions around the interfaces. The pressure gradient in the fully developed continuous slug can be described by the Hagen-Poiseuille law, while each plug has an additional component due to the Laplace pressure at the interfaces.
The detailed wall pressure distribution along a plug calculated from CFD is shown in Fig. 18 for three different cases. The tails of the plugs have all been brought to the same axial location, while the minimum pressure of all cases has been shifted to 0 to facilitate the comparisons. The dotted line represents the projected pressure based on a linear regression of the pressure variation before and after the plug in the continuous phase slug, which follows the Hagen-Poiseuille law. A typical wall pressure variation for a sufficiently long plug is given by U mix =0.01 m/s in the 0.5 mm ID channel case. Within the continuous phase slug, the pressure decreases linearly because of friction. When the interface at the plug rear is reached, the pressure first decreases, probably because at this region the laminar flow profile is disturbed, and then increases sharply because of the Laplace pressure. In the film region the pressure decreases slightly (as the liquid in the film is nearly stagnant) until the front of the plug is reached, where it reduces significantly. In the slug phase the pressure continues to reduce due to friction. Compared to the profiles in the 0.2 mm ID channel, the Laplace pressure (increase in pressure at the plug rear) in the 0.5 mm channel is much smaller at the same U mix . In the small channel, however, no uniform pressure decrease is observed in the plug as the film does not have a uniform thickness especially at U mix =0.03 m/s where the plug is short.
The total pressure drop for a unit cell (plug + slug) can be calculated as the sum of the single phase pressure drop and an additional Laplace pressure component as follows [24, 25] : 
The pressure drop per unit cell length, that includes a plug and a slug, from the CFD simulations is compared against Eq. (10) in Fig. 20 for both channels. The magnitude of the total pressure drop decreases significantly as the capillary size increases and the difference becomes more significant at the higher mixture velocities. With increasing mixture velocity, the differences between the model and the simulations also increase with a maximum deviation of about 13.68% in the 0.2 mm channel. The differences arise mainly because of two reasons: 1) Eq. (10) was developed for gasliquid flows and high Re (150 < Re < 1400; Kreutzer et al., 2005) , but the Re in the present work falls between 0.049 and 1.229; 2) The experimental slug lengths used in Eq. (10), deviate more from the CFD predictions for short plugs (Section 2.2), and result in larger errors in the calculation of pressure drop at high mixture velocities.
More detailed approaches have also been developed to calculate the pressure drop in plug flow [12, 23] . According to these models three contributions need to be taken into account. 1) Pressure drop in the continuous ionic liquid phase that can be described by the Hagen-Poiseuille law; 2) Pressure drop in the plug body where a uniform film thickness is assumed. The moving film pressure drop model by Fouilland et al. [64] will be used here (see Fig. 13 ); 3) Interfacial pressure drop at the front and rear ends of the plugs which depends on the interface curvature. These can be calculated following the model suggested by Bretherton [51] for drops of low viscosity compared to the continuous phase. The overall pressure drop per unit cell is given by Eq. (11): 
The constant C is used to account for the interface curvature [23] and Marangoni effects [25] . It was found that C = 1.03 gives the smallest average deviation of 20.71% from the CFD predictions over the range of Ca numbers studied (0.0224 < Ca < 0.299). The deviations are smaller for the 0.5 mm channel where also plugs are longer. The non-uniform film thickness surrounding the short plugs and the rapid curvature change at the plug ends are responsible for the deviations. 
Conclusions
A systematic study of the hydrodynamics of liquid-liquid plug flow in 0.2 and 0.5 mm ID channels has been carried out using bright field micro-PIV and CFD modelling. The dispersed plug phase was 1 M HNO 3 aqueous solution while the continuous phase was a mixture of 0.2 M CMPO and 1.2 M TBP in an ionic liquid [C 4 min][NTf 2 ]; this combination of liquids is used for enhanced Europium (III) recovery. It was found that the dimensionless film thickness is slightly smaller in the 0.2 mm channel than the 0.5 mm one under the same Ca. A correlation based on the one suggested by Mac Giolla Eain et al. [50] was proposed which predicts the film thickness within 0.27%-11.26% for Ca varying between 0.0224 and 0.299. The plug velocities in both channels were always higher than the mixture velocity, because of the nearly stagnant film surrounding the plugs. The plug length was found to be influenced by both the Capillary number and the flow rate ratio, which represent a balance of shear forces and Laplace pressure at the plug formation stage. The plug volume was highly dependent on the channel size and the mixture velocity.
Both the experimental and the computational velocity profiles showed that a parabolic profile forms in the middle of the plugs, while a Couette-shaped velocity profile develops in the surrounding continuous phase film. The recirculating flow patterns in the plugs were influenced by the flow velocities and the channel size. The pressure gradients predicted numerically agreed well with a correlation which included the dimensionless slug length and the ratio Ca/Re as parameters within 12.7%. These findings will help to optimise the properties of plug flow in microfluidic devices to improve mixing and enhance mass and heat mass transfer.
