A Riemannian manifold is called harmonic, if for any point x it admits a nonconstant harmonic function depending only on the distance to x. A.Lichnerowicz conjectured that any harmonic manifold is two-point homogeneous. This conjecture is proved in dimension n ≤ 4 and also for some classes of manifolds, but disproved in general, with the first counterexample of dimension 7. We prove the Lichnerowicz Conjecture in dimension 5: a five-dimensional harmonic manifold has constant sectional curvature. We also obtain a functional equation for the volume density function θ(r) of a harmonic manifold and show that θ(r) is an exponential polynomial, a finite linear combination of the terms of the form Re(ce λr r m ), with c, λ complex constants.
Introduction
A Riemannian manifold M is called harmonic if for any point x ∈ M there exists a nonconstant harmonic function defined on a punctured neighbourhood of x and depending only on the distance to x. Equivalently, for any point x ∈ M the volume density function θ x = det g ij (in normal coordinates centered at x) is radial, that is, depends only on the distance to x; the mean (the scalar) curvature of a small geodesic sphere depends only on its radius (see [2, Ch. 6 ; 1], [Ch. 2.6; 12] for other equivalent definitions).
Two-point homogeneous spaces are harmonic. In 1944, Lichnerowicz conjectured that the converse is true: any harmonic space is two-point homogeneous. This conjecture is proved in dimension ≤ 4 [15] , for compact simply connected manifolds and for Ricci-flat manifolds [13] , [14] , for negatively curved compact manifolds [3] , and also for some other classes of manifolds. However, in 1992, Damek and Ricci discovered a class of harmonic non-compact spaces, which are, in general, not symmetric, hence disproving the Lichnerowicz Conjecture [4] . For an account of results on harmonic spaces and Damek-Ricci spaces we refer to [1] , [14] , [17] .
The lowest dimension of a non-symmetric Damek-Ricci space is 7, and one might wonder if the Lichnerowicz Conjecture is true in dimension n = 5, 6. A partial answer is given by the following theorem:
Theorem 1. A five-dimensional harmonic space has constant curvature.
A similar result, under an assumption of pinched curvature, was obtained in [16] . On a harmonic manifold, the infinite sequence of algebraic conditions, the Ledger formulae, on the curvature tensor and its covariant derivatives must hold [2, Ch. 6 §C]. The first two of them are Ric(X, X) = Tr R X = C X 2 , Tr(R X ) 2 
where R X is the Jacobi operator defined by R X Y = R(X, Y )X, and the functions C and H are constant on the manifold. A Riemannian manifold satisfying (1) is called 2-stein (see, e.g. [6] ). Theorem 1 follows from Proposition 1 below and the fact that harmonic symmetric spaces are two-point homogeneous [5] , [9] .
Proposition 1. A five-dimensional 2-stein Riemannian manifold is either of constant curvature or is locally homothetic to the symmetric space SU(3)/ SO(3) or to its noncompact dual SL(3)/ SO(3).
One of the main ingredients of the proof of the Lichnerowich conjecture in the compact simply-connected case [13] is the fact that the volume density function is a trigonometric polynomial of a special structure. Moreover, the volume densities of Damek-Ricci spaces (including non-compact ROSS's) are polynomials of cosh r and sinh r. We prove the following theorem.
Theorem 2. The volume density function of a harmonic manifold is an exponential polynomial: a finite linear combination of the terms of the form Re(c i e λ i r r m i ), with c i , λ i complex constants.
This gives a partial answer to the question asked in [14] : what functions may occur as volume densities of harmonic spaces? Note that, in general, nonisometric harmonic spaces may have the same volume density function. However, in many cases, the volume density function determines a harmonic space uniquely: a harmonic space having the same volume density as that of one of the spaces H n , CH n , HH n , is isometric to it, provided it is Kähler or quaternionic Kähler in the last two cases, respectively ([10] ; the same is true under weaker assumptions: a manifold is Einstein and has the same volume growth of geodesic balls as that of the corresponding model space [7, Sec.8, 9] ). A harmonic space with a polynomial volume growth is flat [12] .
Note that Theorem 2 combined with the approach of [11] gives an alternative proof of the Lichnerowich conjecture in the compact case. Theorem 2 will follow from the functional equation (2) below. Let γ (t) be a parameterized geodesic on a Riemannian manifold M, and denote 
The restrictions imposed on the function θ(t) by (2) are quite strong, though implicit. For instance, if for a given exponential polynomial θ(t) the equation (2) has a unique solution Q(t), then the harmonic space with the density function θ(t) is two-point homogeneous (if it exists):
Proposition 3. Let M n be a harmonic manifold with the volume density function θ(t). Suppose that the equation (2)
for a symmetric operator function Q(t) : R n−1 → R n−1 with an asymptotic expansion t −1 id n−1 +O(t) at 0 has a unique solution up to a conjugation by a constant orthogonal transformation. Then M n is two-point homogeneous.
The paper is organized as follows. In Section 2 we give the proof of Proposition 1 using technical Proposition 4 (moved to Section 4) on the structure of algebraic curvature tensors satisfying (1) . The proof of Theorem 2 and Propositions 2 and 3 are contained in Section 3.
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Five-dimensional harmonic spaces. Proof of Proposition 1
We start with an algebraic description of the curvature tensor of a Riemannian manifold M 5 satisfying the first two Ledger formulae (1).
An algebraic curvature tensor in a Euclidean space is a (3,1) tensor having the same symmetries as the curvature tensor of a Riemannian manifold. Given an or-thonormal basis {e i }, denote R ij kl = R(e i , e j )e k , e l the components of the algebraic curvature tensor R, and let κ ij = R ij ij .
Proposition 4.
Let R be an algebraic curvature tensor in R 5 satisfying (1). Then there exists an orthonormal basis {e i } such that
and all the other components of R vanish.
The proof of Proposition 4 (which is somewhat technically involved) is moved to Section 4. In this section, we prove Proposition 1 assuming Proposition 4.
Let M 5 be a Riemannian manifold with the curvature tensor given by (3) . Then 2 , and so α and γ must be constant on M 5 . If γ = 0, then the sectional curvature of M 5 is constant as follows from (3) .
Assume that γ = 0. We want to show that M 5 is locally homothetic to SU(3)/ SO(3) or to SL(3)/ SO(3). To do that, we first prove that M 5 is locally symmetric using the second Bianchi identity, and then compare its curvature tensor with that of SL(3)/ SO(3).
Let ω i be the 1-forms dual to e i , and let ψ j i , j i be the connection and the curvature forms, respectively:
Introduce the 2-forms
and
. Since α and γ are constant, the second Bianchi 
Then we have 0
, and so α = 0 by (5). Then by (3) the nonzero components of the curvature tensor are
Using (12, 13) we find that the covariant derivative of R given by
vanishes, and so the Riemannian space M 5 is locally symmetric. Consulting the list of symmetric spaces [8] we find that the only possible candidates for M 5 are SU(3)/ SO(3), or its noncompact dual SL(3)/ SO(3). This is indeed the case: the tangent space m to SL(3)/ SO(3) at the origin can be identified with a Lie triple system of 3 × 3 real traceless symmetric matrices. The inner product and the curvature tensor are given by
Then, with respect to the orthonormal basis
the components of the curvature tensor of SL(3)/ SO(3) are proportional to those given by (13) . 
The volume density function and the matrix equation
In this section, we prove Theorem 2 and Propositions 2 and 3.
Let γ = γ (t) be a geodesic on a Riemannian manifold M n , with t an arclength parameter, γ (0) = x,γ (0) = T ∈ T x M n . Let γ (t 1 ), t 1 > 0 be the first point conjugate to x along γ .
For every t ∈ (0, t 1 ) we define the operator The operator Q(t) is symmetric. Indeed, for t 0 ∈ (0, t 1 ) and X, Y ∈ L, let
. Since for any two Jacobi fields I and J along a geodesic, the function I , J − I, J is constant, we obtain at the point t 0 :
and the claim follows.
Fix an orientation on a neighbourhood of γ |(0,t 1 ) . Choose orthonormal vector fields {e 1 , . . . , e n−1 , e n =γ (t)} parallel along γ and forming a positively oriented basis. Denote R(t) = (R ij (t)), i, j = 1, . . . , n − 1 the matrix of the Jacobi operator with respect to the basis {e 1 , . . . , e n−1 }. Let A s (t) be an (n−1)×(n−1)-matrix satisfying the Jacobi equationÄ s (t) + R(t)A s (t) = 0 along γ , with the initial conditions
If the space M n is harmonic, then for any choice of γ and s, θ
The volume density function θ(t) is analytic and θ(−t) = (−1) n−1 θ(t).

Proof of Proposition 2. Let A(t), B(t) be two matrix solutions of the Jacobi equation such that
A(0) =Ḃ(0) = 0,Ȧ(0) = B(0) = I n .
Then the matrix of the operator Q(t) is Q(t) = A −1 (t)B(t), and we have A s (t) = A(t)(Q(s)−Q(t))M(s), where M(s) = (Ȧ(s)A −1 (s)B(s) −Ḃ(s)) −1 , for s, t ∈ (0, t 1 ). Indeed, the matrix A(t)(Q(s) − Q(t))M(s) = A(t)(Q(s)M(s)) − B(t)M(s) satisfies the Jacobi equation
2 Remark 1. We can give another interpretation to (2) . Denote P t0 : T γ (t) M n → T x M n the parallel translation along γ , and for every t ∈ R define a linear map
and (2) has the form:
for all t, s ∈ R. The proof follows from the fact that det
A(s) B(s) A(t) B(t)
by (2), with A and B as in the proof of Proposition 2.
One might compare (14) to the fact that for a Nice Embedding of a harmonic manifold [2] , [13] , [14] , the equation (γ (t)), (γ (s)) = (t − s) holds, with some function , along every geodesic γ .
Proof of Theorem 2. Let t, s ∈ (0, t 1 ). Multiplying (2) by θ(t)θ(s)
and expanding the determinant on the left hand side, we obtain θ(t − s) = α f α (t)g α (s), with functions f α , g α being linear combinations of minors of the matrix Q multiplied by θ. Taking appropriate linear combinations, we can assume that both sets of functions {f α } and {g α } are linearly independent over R. 
Remark 2.
As it follows from the proof, the number of monomials of the exponential polynomial θ is not greater than
Proof of Proposition 3. Let γ (t),γ (t)
be two geodesics on M n . We equip all the objects related toγ (t) with the tilde. Construct the operators Q(t),Q(t) for γ (t) andγ (t) respectively. By assumption, we can choose orthonormal bases at T γ (0) M n and Tγ (0) M n such that Q(t) =Q(t).
Introduce the matrices A and B as in the proof of Proposition 2. Then Q = A −1 B and B tḂ −Ḃ t B = 0, A tḂ −Ȧ t B = −I , and a direct computation shows that
It follows thatB(t) = V (t)B(t) with V (t) an orthogonal matrix function. Sincẽ
So, for any two geodesics γ (t) andγ (t), we can choose parallel orthonormal bases such thatR(t) = R(t). In particular, for any point x ∈ M n and unit vec- 
This decomposition is orthogonal, with subspaces s 4 , p and q being R(t)-invariant and parallel along γ , sinceγ (t) ∈ s 4 and the two-dimensional subspace b = Span(V (t), J Y (t) V (t)) does not depend on t. Now s 4 is tangent to a totally geodesic CH 2 ⊂ M, and R(t) |p = − 1 4 id |p . Hence Q(t) is diagonalizable on the 4n − 1-dimensional space (s 4 ⊕ p) ∩γ (t) ⊥ , with diagonal entries coth(t) of multiplicity one and 1 2 coth(t/2) of multiplicity 4n − 2. The behavior of Q(t) is more complicated on the three-dimensional space q. First find six Jacobi fields along γ lying in q. Denote α = s + i Y and introduce a complex function φ(t) = α sinh(t/2) − cosh(t/2) and a real function
, the function h(t) defined in 4.1.11 of [1] ). Let X ∈ z be a unit vector orthogonal to Y . Then the vector field f (t)X is Jacobi, which can be checked directly.
Taking this into account we can rewrite the Jacobi equation for a vector field U(t) + g(t)X ⊂ q as follows:
Introduce complex valued functions w(t) = ( W (t), V + i W (t), J V )/ V , v(t) = ( V (t), V + i V (t), J V )/ V . The Jacobi equation now has the form
and its general solution is given by
with constants A ∈ R, B, C ∈ C and c = −2A Y 2 / V . This gives explicit formulae for Jacobi fields. The matrix of the operator Q(t) |q in the orthonormal basis e 1 = J X V / V , e 2 = −J X J V / V , e 3 = X has the form f (t) −3 V (t) tQ (t)V (t) , whereQ(t) is a 3 × 3 symmetric matrix with entrieŝ Q 11 = ( V 2 tanh(t/2) + coth(t/2))/2,Q 12 = 0,Q 22 = 2 coth(t/2),
So the matrix equation (2), with the function θ(t) = 4 sinh 2 (t/2) sinh(t), has a continuous family of solutions of the form given above.
Proof of Proposition 4
We prove Proposition 4 by explicitly solving the equations (1), the first two Ledger conditions. First, in Lemma 2, we construct a specific orthonormal basis for R 5 , in which the algebraic curvature tensor R has a simple structure. Then, with some computations, we find that R have the required form (3). Note that the constant curvature tensor is a particular case of (3), when γ = 0.
For an orthonormal basis {e i } for R 5 , denote R ij kl = R(e i , e j )e k , e l the components of the algebraic curvature tensor. Let κ(σ ) be the sectional curvature of a two-plane σ , in particular, denote κ ij = κ ji = R ij ij the sectional curvature of the two-plane spanned by vectors e i , e j . It will be convenient to set κ ii = 0.
The equations (1) have the following form [2, equation (6.50)]:
where δ ij is the Kronecker delta, all the summations are from 1 to 5, and Sym denotes the sum by all permutations of the subscripts i, j, k, l. Expanding the equation (16) we find
where i, j , k, l are pairwise nonequal. We will use the following index convention throughout this section:
unless the bounds are explicitly indicated. The sectional curvature κ = κ(σ ) is a differentiable function on the Grassmannian G(2, 5) of two-planes in R 5 . We call a two-plane σ ∈ R 5 critical if it is a critical point for κ. It is easy to see that σ = Span(U, V ), U, V ∈ R 5 is critical if and only 1 , e a ) is critical, or equivalently
Lemma 2. There exists an orthonormal basis
Proof. To construct the required basis we take a critical two-plane σ and choose an orthonormal basis e 1 , e 2 in it. Then the subspace L = σ ⊥ is an invariant subspace of the Jacobi operator R e 1 . Choosing e 3 , e 4 , e 5 to be orthonormal eigenvectors of the restriction of R e 1 to L we obtain
Then using (15, 16) we show that the basis e 1 , e 2 in σ can be chosen in such a way that all the remaining components R 1aba = 0, a = b also vanish, so that (22) 
Let λ 1 , λ 2 , λ 3 be the eigenvalues of R e 1 |L corresponding to the eigenvectors e 3 , e 4 , e 5 , respectively. Then R 1a1b = λ a−2 δ ab , a, b = 3, 4, 5, and (18) with i = 1, j = 3, 4, 5, 2 gives, respectively,
The equations (23, 24, 25) do not yet imply (22): we need to choose a specific basis e 1 , e 2 in σ .
For a fixed orthonormal basis E 1 , E 2 in σ , let X(φ) = cos φE 1 + sin φE 2 , φ ∈ [0, 2π). Since the two-plane σ is critical, both X(φ) and X(φ + π/2) are eigenvectors of the Jacobi operator R X(φ) , with eigenvalues 0 and κ(σ ), respectively. Therefore, their span σ and its orthogonal complement L are invariant subspaces of R X(φ) , for any φ. Hence we can define a symmetric operator M(φ) : L → L, the restriction of R X(φ) to L. It then follows from (1) that for all φ ∈ [0, 2π)
We have several cases depending on the eigenvalues of M(φ).
Case 1.
There exists φ such that all the eigenvalues of M(φ) are equal. Then by (26), C 2 = 3H and so the operator M(φ) is scalar: 
Let e 3 , e 4 , e 5 ∈ L be orthonormal eigenvectors of the operator N. Then R 1aba = N(e b × e a ), e a = 0 for all 3 ≤ a = b ≤ 5.
Combining this with (23) we find that (22) is satisfied, hence all the two-planes Span(e 1 , e a ) are critical.
Since the operator M(φ) is symmetric and analytic, its eigenvalues are analytic functions of φ. If λ(φ) is an eigenvalue of M(φ), which is simple at φ = φ 0 , then the corresponding unit eigenvector U(φ) is also analytic in a neighbourhood of φ 0 , and
We call φ 0 a critical angle if it is critical for the function det M(φ). Modulo Case 1, one of the following two cases may occur. Choose e 1 = X(φ 0 ), e 2 = X(φ 0 + π/2), and e 3 , e 4 , e 5 orthonormal eigenvectors of M(φ 0 ), with e 3 corresponding to λ 1 (e 4 , e 5 can be chosen up to a rotation in the λ 2 -eigenspace of M(φ 0 )).
Case 2. There exists a critical angle
As in Case 2, we find λ 1 (φ 0 ) = 0. Then by (27) R 1323 = 
. They correspond to the global extrema of det M(φ) subject to equations (26).
We have two possibilities:
(1) the operator M(φ) has the same set of eigenvalues (say λ 
where 3 ≤ a, b ≤ 5. Equating the coefficients of cos 3 φ sin φ in 2 × 2-minors to zero, we find
It remains to show that R 1434 = R 1535 = 0. The equations (28) (2) Since all the other possibilities are already considered, we can assume that for any initial choice of a critical two-plane σ , there exist two critical angles, φ + and φ − such that the eigenvalues of the operator M(φ ) are λ 1 , λ 2 , λ 2 , = ±, respectively.
From the above, we know that if e 3 is a unit eigenvector of M(φ ) corresponding to the eigenvalue λ 1 , then both two-planes σ = Span(X(φ ), e 3 ), = ±, are critical. Moreover, from (26) λ 1 + 2λ 2 =C, (λ 1 ) 2 + 2(λ 2 ) 2 =H and so λ 3 , X(φ ), e 3 ) = κ(σ ), we find that for every critical two-plane σ there exist two critical two-planes, σ + , σ − crossing σ by a line and such that κ(σ
We say that two critical two-planes (σ 1 , σ 2 ), with sectional curvatures κ(σ 1 ) = x, κ(σ 2 ) = y, form a critical pair, if they intersect by a line, and for a unit vector X on that line, the eigenvalues of the operator (R X ) |X ⊥ are x, y, z, z.
For any critical two-plane σ , the pairs (σ, σ + ) and (σ, σ − ) are critical with sectional curvatures (κ(σ ), λ σ 2 ) is a critical pair and X is a unit vector in σ 1 ∩ σ 2 , then the numbers x, y, z, z, the eigenvalues of (R X ) |X ⊥ , must satisfy the equations x + y + 2z = C, x 2 + y 2 + 2z 2 = H by (1) . So the point (x, y) lies on the ellipse
in the xy-plane, and for some angle ψ we have
The transformation (x, y) → (x,ỹ) = (− 
has an eigenvalue with multiplicity three, and we come to Case 1 with σ = σ 1 .
2
From now on, we fix the basis {e i } constructed in Lemma 2. In this basis, the equations (22) hold, and we also have a symmetry with respect to permutations of {e 2 , e 3 , e 4 , e 5 }.
Introduce two 4 × 4-matrices, T = (t a b ) and P = (P ab ) with entries t a a = 0, t a b = R 1cbd + R 1dbc , P aa = 0, P ab = R acad , where {a, b, c, d} = {2, 3, 4, 5}. We have, for any a,
from the symmetries of the curvature tensor. Moreover, P ab + P ba = Ric cd = 0 by (15), so P is skew-symmetric. From R 1abc = 0, a, b, c ≥ 2 and (22) we find that the equations (17) with i = 1 and (19) with i = 1, j = a have the form
= H, respectively. Summing up the second equation by a from 2 to 5 and using the first equation and the fact that
It follows from (1) that for any X ∈ R 5 , (Tr R X ) 2 Proof. Using (22) we obtain from (18) with j = 1, i = a > 1:
The equation (20) Introduce the numbers µ i as follows:
We have R acbd + R adbc = µ |a+b−7| with {a, b, c, d} = {2, 3, 4, 5}, and µ 0 + µ 1 + µ 2 = 0. Since P bb = t a a = 0, both (31) and (32) can be written in the form
Taking the sum by a from 2 to 5 and applying (30) on the left hand side and (31) on the right hand side we come to 
, and so 
If R bacd = 0, then T = 0 by (34) and the claim follows from Lemma 3. Assuming T = 0 we get that for any pair a = b from {2, 3, 4, 5} either R acbd + R adbc = µ |a+b−7| = 0, or R bacd = 0. From this and the first Bianchi identity we obtain
Using the result of Lemma 4, the equations (22) and the definition of the t b a 's and P ab 's we can simplify some of the equations (17)- (21): the equations (17) 
where {a, b, c, d} = {2, 3, 4, 5}. 
Therefore we obtain
The right hand side does not depend on a. However, for a = 2, the left hand side vanishes. Hence T = 0 and it remains to apply Lemma 3.
From now on we assume that at least one of the P ab 's is nonzero.
Using ( 
respectively, where {a, b, c, d} = {2, 3, 4, 5}. Adding (41) and (42) we obtain ) we get, respectively:
Up to a sign, there are three minors of the form P cb P da − P ca P db in the matrix P , depending on the choice of the pair {a, b} ⊂ {2, 3, 4, 5}.
If at least two of them are nonzero, then t c a = t c b = t c d for all {a, b, c, d} = {2, 3, 4, 5} and so T = 0 by (30). The proof is then completed with Lemma 3.
Let precisely one of the three minors P cb P da − P ca P db be nonzero, say P 23 P 54 − P 24 P 53 = P 23 P 45 − P 25 P 43 = 0 and P 34 P 25 − P 24 P 35 = 0. we get t 2 3 = −2t 2 , t 3 2 = −2t 3 , t 4 5 = −2t 4 , t 5 4 = −2t 5 from (30). From (43) with a = 4, b = 3, c = 1, d = 2, P 23 t 2 = P 53 t 5 . Then from (41) with b = 3 we get P 32 t 2 = P 34 t 4 , and so P 23 t 2 = P 43 t 4 = P 53 t 5 . Similar arguments show that P ab t a does not depend on a = b. In particular, P 53 t 5 − P 43 t 4 = P 52 t 5 − P 42 t 4 = 0 and so t 4 = t 5 = 0 since P 34 P 25 − P 24 P 35 = 0. Similarly, t 2 = t 3 = 0, that is, T = 0, and it remains to apply Lemma 3.
Finally, assume that all the minors P cb P da − P ca P db vanish. It is easy to see that P cb P da = 0 for all {a, b, c, d} = {2, 3, 4, 5}, and so the matrix P ab is of one of the following forms, up to relabelling the subscripts: 
and at least one of the P ab 's is nonzero. Proof. Taking a = 2 in (39) we obtain
First assume none of P 23 , P 24 , P 25 vanishes. Then we get κ 2c −κ dc = κ 2b −κ db for any triple {b, c, d} = {3, 4, 5}. Introduce the numbers ν 3 , ν 4 , ν 5 
and so κ 2c + ν c , c = 2 does not depend on c. Denote ξ = κ 2c + ν c . Then
Then by (15) ,
It follows that k 1a = k 12 + 2ν a , and so by (15) ,
Substituting this and (46, 44 1 ) to (35, 36) we obtain 2P 2 2a
and so
On the other hand, (45, 46) imply Proof. Assume that all three numbers P 23 , P 24 , P 34 are nonzero (otherwise, relabelling the subscripts we come to a subcase of (44 1 )). The equation (43) As Lemma 6 and Lemma 7 show, it remains to consider the case when only one of the P ab 's is nonzero. After relabelling we can assume that P 23 = 0, and all the other P ab 's vanish.
The equation (39) 
Then from (35), (36) with a = 4, and (37) with a = 4 we get 
where C = 4α − 6γ . Substituting (50) and (48) to (21) with i = 1, j = 2, k = 3, l = 5 we find ν = 3γ . From (50, 35, 36) we get 4α 2 −12αγ +18γ 2 = 4α 2 −12αγ +12γ 2 +2µ 2 = H , and so µ = ± √ 3γ . Replacing the vector e 5 by −e 5 , if necessary, we can take µ = √ 3γ . Using (48) and the fact that R 1abc = 
It can be checked directly that the algebraic curvature tensor with components given by (50, 51) satisfies the first two Ledger formulae (1).
