We develop a heuristic for a problem motivated by the loading of aircraft or trucks: pack blocks into a bin so that their center-of-gravity is as close as possible to a target point. Our heuristic either produces good solutions or else signals that none is possible. It also works when loading non-homogeneous blocks into a bin of non-zero and possibly nonhomogeneous mass.
and so can ignore the mass distribution of the bin itself. Later we shall show how to account for a bin of possibly non-zero and non-homogeneous mass.
In our formalization all the blocks t into the bin, so the only question is where to stow blocks, not which are to be stowed. By assuming that the blocks t into the bin, we are free to concentrate on the issue of balance.
A 1-dimensional model is reasonable for the loading of freight aircraft because the challenge is to balance the load fore and aft. In general it is not a signi cant problem to balance the load from side to side because thwartship imbalances are usually small and ailerons give the aircraft su cient stability to resist rolling. Chapel 1948, p. 32 says that since there is little movement of the CG center-of-gravity along the vertical and lateral axes of an airplane, airplanes are almost always loaded with regard to the longitudinal fore and aft axis and little attention is paid to the possibility of a shift of CG along the other axes". Accordingly we consider balance in only one dimension, along the length of the airplane.
The load need not be perfectly balanced fore and aft; it is enough that the center-of-gravity of the load fall within a speci ed region. If the load is not perfectly balanced, the pilot can adjust the elevators or trim tabs of the airplane to correct the imbalance in ight. This, however, increases drag, which decreases speed and increases fuel consumption. In extreme cases, imbalance can render the airplane dynamically unstable Chapel, 1948, p. 32 ..
The acceptable region for the center-of-gravity depends on the total weight of the load, and is generally available to the load planner as a chart called the payload center-of-gravity ight window". For example, the acceptable region for a Boeing 747 is an interval whose diameter is the length of a standard pallet MACP 1987 . For the Boeing 747 our heuristic will either produce a satisfactorily balanced load or else signal that it is impossible to achieve.
Currently, load planners rely on rules of thumb, not formalized procedures, for loading aircraft see, for example, Chapel, 1948; MACP 55-41, 1987 . Computerized systems such as those described by Cochard and Yost 1985 and Martin-Vega 1985 are used to help solve the higher level problem of assign-ing cargo to planes. Our work here could be incorporated into such planning systems.
Another application of our model is to the loading of trucks. To prevent damage to the roadway, trucks are forbidden to carry excessively heavy loads. This is formalized in federal and state laws that, among other restrictions, stipulate maximum weights allowed on any axle. weight a ects the weight measured at an axle, it can happen that axle weight, and not cargo capacity, limits the load carried on a truck. Stowing the cargo carefully can reduce the maximum axle weight and allow the truck to be more fully loaded.
We model a truck as a 1-dimensional beam with two simple supports axles arbitrarily placed. To remain within the weight limits, we w ant to load the truck so that the heaviest axle is as light as possible. A straightforward application of elementary mechanics shows that to minimize the maximum axle weight is equivalent to loading the truck so that the center-of-gravity is as close as possible to the point midway between the two axles. Thus our heuristic for loading airplanes applies equally well to the loading of trucks.
1 One-dimensional balanced loading
In the 1-dimensional version of the balanced loading problem, the bin and the blocks are intervals and p is collinear with the bin but need not fall within the bin. The jth block is given by its length l j and weight w j , and the bin is of length P n j=1 l j so that the blocks ll the bin exactly. The average density of the jth block i s w j =l j . For convenience we assume that the blocks are labelled in non-decreasing order of average density, so that w 1 =l 1 : : : w n =l n . Initially we require that all the blocks be homogeneous, so that the center-of-gravity o f each block is coincident with its geometric center. Later we will show h o w t o relax this restriction.
Most of our analysis is based on the following ideas from elementary mechanics see, for example, Yeh and Abrams, 1960. The moment exerted by a block about a point is the product of its weight and the distance between the point and the center-of-gravity of the block; similarly, the moment exerted by a set of blocks about a point is the sum of the moments of each block about that point. Then the resultant moment of a set of blocks about a point equals the product of the sum of the weights of the blocks and the distance between the point and the center-of-gravity C of the blocks. More formally, let the distance between points x and y bedx; y; then for any point x,
If the sense of a moment is to rotate the bin clockwise, then we consider its magnitude to be positive; and if counter-clockwise, then negative.
We assume a coordinate system superimposed on the bin in which the leftmost end of the bin is the origin.
A heuristic of guaranteed accuracy
We develop a heuristic that guarantees nearly-balanced packings. Let l max be the length of the longest block to be packed; our heuristic packs the bin so that the center-of-gravity of the packed blocks is either within 1=2l max of the target point p or else it is as close as possible. One might think of this as a minimum regret" guarantee, since if there is a good packing, then our heuristic nds one; if there does not exist a good packing, then our heuristic produces the best possible. Thus our heuristic gives useful information even when it fails to produce a good solution: if it produces a packing for which the center-of-gravity is far from the target point, then we know that there is no better packing.
This guarantee holds regardless of the location of p and the weights of the blocks. In fact, the bound holds even when the blocks are not homogeneous.
The worst-case computational e ort required by the heuristic is dominated by the On log n w ork required to sort the blocks.
Our heuristic packs the least-dense blocks rst, and lls the bin from the ends inward. It does this by the repeated alternation of two steps: 1. pack the next block; and 2. transform the problem to a similar one with a new target point and one fewer block t o b e p a c ked. This strategy is based on the following informal reasoning. Some block m ust be packed at the far end of the bin and that block induces a moment M about the target point p. If the currently packed blocks are nearly balanced, then we w ant M small to minimize the disruption.
Therefore pack the least-dense block at the far end of the bin. To o set the consequent disruption, compute a new target point for which a perfect balance of the remaining blocks will exactly countervail M.
We formalize the algorithm as follows. Figure 2 gives a time-expanded view of the progress of the heuristic for an example problem. Figure 3 shows that in the nal packing the blocks are not sequenced according to weight. This is is worth remarking since most commercial load planners do pack b y w eight. They generally try, in an ad hoc manner, to place successively lighter items to each side of the heaviest. In other words, their packings tend to be unimodal with respect to weight. In contrast, our heuristic produces packings that are unimodal with respect to density. For the example in Figure 3 solution is very good, and, moreover, is unlikely to be generated by a n y technique that packs by w eight.
Our heuristic repeatedly reduces the packing problem to a similar problem with one less block. Our rst result shows that solving the reduced problem is equivalent to solving the problem from which i t w as derived.
Lemma 1 In the completed p acking the moment induced by blocks j ; : : : ; n about p j equals the moment induced by blocks j , 1; : : : ; n about p j,1 .
Proof Let blocks j ; : : : ; n induce moment M about p j . Then blocks j ; : : : ; n must induce about p j,1 moment M ,p j ,p j,1 P n i=j w i , which b y expression 2 equals M ,M j,1 . Now the moment induced about p j,1 by blocks j ,1; : : : ; n equals the sum of the moments induced by block j ,1 and the moment induced by blocks j ; : : : ; n and so equals M j,1 + M , M j,1 = M. QED Some instances of the balanced loading problem are hard to balance because the target point is too close to one end of the bin. Paradoxically, for such instances it is easy to do the best possible. For convenience we analyze this situation separately. Let C be the center-of-gravity o f the blocks when they are packed in non-decreasing order of density. Then this packing is optimal for any target point greater than C. That it is optimal in this special case to sequence the blocks by density is equivalent to the result of Smith 1956 that weighted mean ow time on a single machine is minimized by sequencing Figure 2 : A time-expanded view of the heuristic in which successively-packed blocks are displaced upward so that the sequence of packing is apparent. The higher blocks are denser and therefore were packed later. The points labelled " are the successive target points p j ; the points labelled " are the successive centers-of-gravity of the partial packings. The completed packing is nearly optimal since the last block is nearly centered on the nal target point. The quality of the packing can also be seen by comparing the nal center-of-gravity the highest " with the original target point the lowest ". Proof If all the moments are of the same sense, then the blocks appear in non-decreasing order of density from left-to-right or right-to-left. Within any sequence of blocks that fails to satisfy this condition there must exist some adjacent pair of blocks that are in strictly decreasing order of density. It is straightforward to verify that interchanging two such blocks in the packing will move the center-of-gravity of the packed blocks closer to p. QED Our main result says that unless the heuristic packs the blocks from one side to the other as in Lemma 2, the resultant center-of-gravity is guaranteed to be close to the target point.
Lemma 3 If the sense of the moments M j changes, then the center-of-gravity of the packed blocks is within 1=2l max of p. Proof Since the heuristic always packs as far as possible from p j , u n til the last block has been packed there is exactly one unpacked interval in the bin. Let I j be the center of the unpacked interval just before the jth block has been stowed. Let C j be the center of gravity of the blocks j ; : : : ; n . Let the kth block be the last one whose placement c hanged the sense of the moment. Without loss of generality, assume that block k , 1 w as placed at the right end of the unpacked interval, as in Figure 4 . This means that M k,1 0 and so p k = p k,1 , M k,1 = P n i=k w i p k,1 . Furthermore, since the algorithm places each block j at the most distant a vailable position from p j , it must be that p k,1 I k,1 .
Since block k was the last one which reversed the sense of the moment, it must be that blocks k ; : : : ; n have been packed together from left to right. Now since blocks k ; : : : ; n are in non-decreasing order of density, their center of gravity m ust lie on the right, so that I k C k . Furthermore, since M k 0, and since block k was the last block for which the sense of the moment c hanged, it must be that C k p k . Therefore we h a ve established that I k C k p k p k,1 I k,1 : Combining the preceding results give bounds on the performance of our heuristic.
Theorem 1 Algorithm Balance produces a packing for which the center-ofgravity of the packed blocks is either within 1=2l max of p or else is as close as possible to p.
Our algorithm can produce suboptimal packings. For example, consider three unit-length blocks of weights W, W, and 1, with W 1. When our algorithm packs these blocks to place their joint center-of-gravity close to the midpoint of the bin, they appear in the sequence W -W -1, and the center-ofgravity is distance almost 1=2 from the center of the bin for large values of W. In an optimal packing these blocks appear in the sequence W -1 -W, and their joint center-of-gravity is exactly at the center of the bin. Note, however, that any suboptimal packing produced by our heuristic must nevertheless be good"; that is, the center-of-gravity m ust lie within l max =2 of the target point.
Non-homogeneous blocks
With insigni cantly more work, all of our bounds can be made to hold even when the blocks are non-homogeneous. In this case for each block we must determine not just a position in the bin, but also an orientation which tells whether the center-of-gravity of the block is to the left or right of its midpoint. One way to do this is to modify our heuristic slightly so that Step 3 becomes Place the jth block so that its geometric center O j is as far as possible from p j ; then orient the block so that its center-of-gravity and p j are on the same side of O j .
It is straightforward to extend the arguments of Lemmas 2 and 3 to show that the bounds continue to hold for this more general version of the heuristic.
A more general problem
Our heuristic enables us to solve a more general problem of balance in which w e are to pack the blocks to minimize the resultant moment about a given point p, about which there is an initial moment M. First transform the problem to one of minimizing the resultant moment about the point p , M= P n i=1 w i ; then apply our heuristic. The resultant moment about M will then be either no greater than 1=2l max P n i=1 w i or else it will be as small as possible.
Note that the bound is independent of the structural details that induce the initial moment M. Such details include locations and magnitudes of any forces acting on the bin, how the bin is supported, and so on. For example, the initial moment might arise because the bin has non-zero and possibly non-homogeneous mass.
Alternative heuristics
To help better understand the performance of our algorithm we compared it with two alternative heuristics. The rst, which w as suggested by an anonymous referee, is disarmingly simple. Furthermore it can be shown that this algorithm has the same worst-case performance as our heuristic.
Algorithm Permute: packs blocks so that their center-of-gravity lies close to target point p;
1 Sort the blocks from least dense to most dense; assume that the blocks are labelled so that this sequence is 1; 2; : : : ; n ; 2 Choose the best of the following n sequences: 1; : : : ; n ; 2; : : : ; n ; 1; 3; : : : ; n ; 2; 1; : : : ; n; n , 1; : : : ; 1
Of course this algorithm can be implemented to construct the candidate sequences only as long as each successive one has center-of-gravity closer to the target point than the previous one. In any case, the worst-case e ort is dominated by the On log n e ort to sort the blocks by density.
We tested algorithms Balance and Permute on randomly generated problems and found, as expected, that they required about the same computational e ort. However, even though they both provide the same guarantee a packing for which the center-of-gravity is either within 1=2l max of the target point o r else is as close as possible, in practice algorithm Balance was much more effective than Permute. We discovered this in repeated trials of the following experiment: Generate an instance of the 1-dimensional balanced loading problem; solve it for each i n tegral target point b e t ween 0 and the bin length and measure the directed distance from the target point to the resultant center-of-gravity. Figure 5 shows a typical outcome for algorithm Permute. The structure is apparent: the graph is piecewise linear, with each piece corresponding to one of the n solutions produced by the heuristic. For comparison, Figure 6 shows the outcome when the same set of blocks are repeatedly packed by algorithm Balance. Its performance is clearly superior. We attribute this to the fact that algorithm Balance is capable of generating many more sequences than algorithm Permute and so can be much more responsive to changes in the target point.
Another heuristic that is simple but capable of generating many sequences is 2-interchange. This is a standard procedure for performing local search The dashed horizontal lines are at heights 1=2l max . Figure 6 : Performance of algorithm Balance on a xed set of blocks for many di erent target points. The horizontal axis gives the location of the target point within the bin and the vertical axis gives the directed distance from the target point to the resultant center-of-gravity when the bin is packed by Balance.
The dashed horizontal lines are at heights 1=2l max .
in combinatorial problems. Its natural implementation here is to begin with an arbitrary sequence and repeatedly interchange any adjacent pair of blocks for which the balance is improved. As pointed out by an anonymous referee, 2-interchange has the same worst-case performance as our heuristic. This can be established by elaborating the following interchange argument: Consider a sequence at which 2-interchange terminates and assume without loss of generality that the resultant center-of-gravity is to the left of the target point. Searching from the left, nd an adjacent pair of blocks for which the denser block is to the left. If there is no such pair then the sequence is optimal. Otherwise interchanging those blocks would move the center-of-gravity no closer to the target point. From the algebraic formalization of this statement it follows that the loading produced by 2-interchange must have the center-of-gravity n o farther from the target point than one-half the length of the longest block. In testing we found the solutions produced by 2-interchange remarkably good, as illustrated in Figure 7 . However, despite its unreasonably good performance, 2-interchange has some disadvantages. First its running time exceeded that of the other heuristics by an order of magnitude or more. In fact we doubt whether 2-interchange can be guaranteed to terminate in polynomial time. In addition there is the aesthetic objection that 2-interchange does not give a n y insight i n to the problem of balanced loading. Nevertheless, our tests suggest that 2-interchange ought t o b e among those algorithms considered for practical use. 4 Related work Mosevich 1986 and Laporte and Mercure 1988 have studied the issue of balance in building hydraulic turbines. Their problem was to assign turbine blades to positions around the perimeter of a wheel so that the resultant centerof-gravity of the wheel is as close as possible to its geometric center. This problem is 2-dimensional and apparently more di cult than ours. Also this application required extremely accurate solutions and it made sense to invest considerable e ort toward this end.
The problem of 1-dimensional balanced loading is essentially a question of sequencing and so is similar to 1-machine scheduling. The problem of balanced loading is super cially similar to the problem of scheduling n jobs on a single machine to minimize weighted deviation from a common due date, which has been studied by Hall, Kubiak, and Sethi 1989, Hall and Posner 1989, and Hoogenveen and van de Velde 1989. In this problem, earliness costs are assessed against all jobs completed before the common due date and tardiness costs are assessed against all those completed after. The problem is to minimize the sum of costs. If we i n terpret the balanced loading problem as a scheduling problem, the target point is the common due date, moments about the target point are costs, and we w ant to minimize the di erence between earliness and tardiness costs.
Despite such tantalizing similarities, earliness-tardiness" scheduling and balanced loading seem to be fundamentally di erent. In a sense, earlinesstardiness scheduling is easier, since optimal schedules are highly structured: Let w j be the metaphorical weight" associated with the jth job and let l j be its processing time; then in any optimal schedule all jobs completed at or before the common due date are scheduled in order of nondecreasing w j =l j and all jobs started at or after the due date are scheduled in order of non-increasing w j =l j .
By exploiting this structure Hoogenveen and van de Velde 1989 have constructed a pseudo-polynomial time algorithm for earliness-tardiness scheduling with a common due date.
In contrast, no similar structure seems to hold for optimally-balanced loadings; and in fact, as we show i n the next section, apparently there can be no pseudo-polynomial time algorithm for 1-dimensional balanced packing.
Complexity of balanced packing
Marc Posner of Ohio State University has observed in private communication that the problem of 1-dimensional balanced packing is strongly NP-complete. His reduction is from the 3-partition problem, which is known to be strongly NP-complete Garey and Johnson, 1979. 3-partition GIVEN: 3n items, where item i has size" a i and b=4 a i b=2 for i = 1; : : : ; 3n, and b = P 3n i=1 a i =n. Now given any instance of 3-partition, one can in polynomial time construct an instance of 1-dimensional balanced packing for which there is an exact balance if and only if there exists a 3-partition. The construction is as follows. There will be a total of 4n blocks. The rst n blocks are all of unit length, but are especially heavy. Letting K = bn 2 , block 1 is of weight w 1 = b + 1 n 2 , n P n i=2 K i 2bi , 1 + 2 i , 3; and the weight of block i is w i = K i , for i = 2; : : : ; n . Each of the remaining 3n blocks has the same density: block n + i has l n+i = w n+i = a i , i = 1 ; : : : ; 3n. The length of the bin is n + 1 b and the target point i s 1 .
Now w e determine necessary and su cient conditions for there to a sequence of blocks with center-of-gravity at the target point 1 . First observe that because block 1 is so heavy, its left corner must be at position 0 in the bin, where it induces moment w 1 =2 about the target point 1. The only block that can o set the K n term of this moment is block n, which must be placed with its left corner at position n , 1b + 1. If block n is placed at any other integral position, then a balanced solution is not possible. If it is placed to the left, then the total moment due to all the remaining blocks must be less than K n and so it is not possible to balance about the target point. Similarly, if it is placed to the right, then it induces a moment greater than that due to block 1 and again the desired balance is impossible. By similar analysis, to countervail the K i term of the moment induced by block 1 , it is necessary that block i be placed with its left corner at position i , 1b + 1, as shown in Figure 5 . The remaining blocks must then be placed in the n gaps" of length b, where they would contribute a moment about the target point of b=2+b+1+b=2+2b+1+b=2+ +n,1b+1+b=2 = nb=2+b+1n,1n=2.
Therefore, to balance the 4n blocks about target point 1, it is necessary for there to exist a 3-partition of the fa i g. This condition is obviously su cient a s w ell.
Posner has also observed that 1-dimensional balanced loading is NP-complete in the weaker sense even for the special case in which the target point p is the midpoint of the bin. This reduction is from the partition problem, which is known to be NP-complete Garey and Johnson, 1979 . An instance of the partition problem consists of a set of indices J = 1 ; 2; : : : ; n and a set of positive integers fl j g j2J ; the question is whether there exists a partition J 1 ; J 2 such that P j2J1 l j = P j2J2 l j . Given such an instance, create an instance of balanced packing as follows. There are n blocks, with block j of length l j and weight l j , and there is an additional block of length l n+1 = 1 and weight 0 . The target point i s 1 =2 P n+1 j=1 l j , the midpoint of the bin. Now the center of gravity o f a packing will fall at the target point if and only if block n + 1 is centered over the target point; but this means the indices of the blocks to the left and right of block n + 1 m ust determine a partition of the fl j g j2J .
Conclusions
The 1-dimensional balanced loading problem is an example of a more general class that asks how a load should be distributed on a given structure. This is complementary to the traditional question of mechanical design, which asks for the structure to bear a given load. This class of problems seems rich and challenging and su ciently new that we have taken the liberty of naming it combinatorial mechanics". This is the rst of a planned sequence of papers exploring these issues. Common themes, which m a y be observed in this paper, seem to be the NP-hardness of the problems and the design of heuristics to exploit a central fact about Newtonian mechanics: that force systems can be separated into their component parts and considered independently.
