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Introduction
This paper presents a macroeconomic model that is both a completely specified dynamic general equilibrium and a probabilistic model for time series data. We view the model, perhaps with future refinements, as a potential competitor to existing ISL.M-based models that continue to be used for actual policy analysis in Institutions such as the Federal Reserve Board, the Congressional Budget Office, or the International Monetary Fund. Our approach is also an alternative to recent efforts to calibrate real business cycle models. In contrast to these existing models, the one we present embodies all the following characteristics:
I) It generates a complete muitivariate stochastic process model for the data it aims to explain, and the full specification is used In fitting the model. Ii) It integrates modeling of nominal variables --money stock, price level, wage level, and nominal Interest rate --with modeling real variables.
iii) It allows for increasing costs in the production of capital goods, breaking the tight relationship of the return on investment with the capitaloutput ratio. iv) It treats both monetary and fiscal policy explicitly.
v) It is based on dynamic optimizing behavior of the private agents in the model.
The paper displays results of fitting the model that are encouraging, though still highly preliminary. A restricted version of the model fit only to data on 3 real variables performs approximately as well as an unrestricted VAR, attributing most cyclical variability to real shocks, but not to shocks in the "Solow resldual.
A 10-variable flexible price version of the model has not yet been successfully fitted, possibly because of fundamental problems with matching data on prices and real variables together with that type of model. A 10-variable sticky price model fits worse than an unrestricted VAR, though the structural model is much more tightly parameterized. It fits about as well as a naive no-change model. The estimated structure Implies extreme price stickiness and effective monetary policy, but attributes little of observed cyclical variability to monetary policy shocks (and none to fiscal shocks).
t4ow we discuss in more detail each of the five aspects of the model listed above.
1)
We regard the fact that we have a complete stochastic process model as important because it allows us to bring all aspects of the data to bear in generating estimates, Improving efficiency relative to Instrumental variables approaches that in effect use a narrow band of the available information in estimation. We also can investigate any desired aspect of the discrepancy between our model's Implications and the behavior of the data, because we can simulate solutions of it. Any use of a model to trace out the Impacts of policy intervention will require use of its full set of dynamic implications. If the model has been estimated by single-equation methods, important aspects of Its dynamic structure may never have been confronted with the data, and Its policy implications may be correspondingly unreliable. Of course all these remarks apply a forttort to a comparison of this model with ones that are largely calibrated informally rather than estimated.
ii) Though our model in many respects follows the spirit of real business cycle (RBC) modeling exercises as pioneered by Kydland and Prescott (1982) , we do not follow that literature in paying attention almost exclusively to the behavior of real, rather than nominal aggregates. The RBC approach may be motivated in part by the fact that it has usually started from models In which real and price behavior dichotomizes, so that a complete model for the real variables in the system is possible without any reference to nominal variables. Of course such models have few Interesting implications for monetary policy --Indeed are in a sense aimed at showing that monetary policy is unimportant. Thus one reason for our emphasis on Including nominal variables is our aim of eventually exploring specifications in which price stickiness generates stronger nominal-real interactions. But even for models that do dichotomize, there Is information about the model structure in price as well as real data. RBC modelers sometimes Invoke the idea that nominal aggregates are less likely to correspond to the theoretical constructs that appear In their models than are real aggregates. The wage, for example, Is claimed not to be a true market-clearing price as assumed In the theory. But since It is left unspecified what mechanisms produce the results of a market-clearing model in a world where measured price variables are not market-clearing prices, we find the argument for Ignoring price variables unconvincing.
There are, after all, strong reasons to suppose that measured quantity variables are distant from the corresponding theoretical constructs as well.
lii) The curvature In the transformation curve relating output of Investment to output of capital is Important in matching some aspects of observed cyclical behavior. We would like the technology to be able to generate fluctuations In real rates of return without corresponding large shifts In the level of the capItal stock or output. With a relative price of C and I goods In the model, this can occur, with high rates of return generating above-normal I, but only smooth growth In K. In sticky-price models, we would like to allow the possibility that a monetary of fiscal expansion could lower nominal Interest rates. Increasing costs of capital goods production provide a mechanism that could contribute to this behavior in the model. Also, as recently shown by Nakornthob (1993) . models that make prices and wages sticky in the sense that they cannot move discontinuously may easily have no equilibrium solution unless they include a variable relative price of C and I. lv) Those few models In the RUC style that have considered "aggregate demand" policy variables have generally focused on monetary or fiscal policy alone. In fact, monetary and fiscal policy are intimately related, as Leeper (19911 and Sims (l992.a) show theoretically and as becomes evident in the estimation of a model like this. As we explain below, the parameters of monetary and fiscal policy equations must, in order to guarantee existence of a unique equilibrium, lie in a set of complicated geometry. While there are certain conditions under which monetary and fiscal policy dichotomize, with most of the equilibrium derivable from the monetary policy specif ication alone, these conditions are not generic. Even a model that aims mainly at guiding analysis of monetary or fiscal policy alone needs to treat both together to give reliable results. This Is especially true in a period like the recent history of the U.S.
• in which there have probably been changes In belief's about the political feasibility of keeping taxation in line with government commitments to spending and debt service, at all levels of government. Such Furthermore they are seldom Integrated into the generalequilibrium versions of Keynesian models, which usually tall back Instead on the ISLM framework, without even a clear distinction of real and nominal interest rates.
Expectational elements are, paradoxically, emphasized more In the wage and pricesetting components of such models than In their asset accumulation sectors. Yet the Keynesian and monetarist notion of nominal aggregate demand is at its root a theory about the relation of supply to demand for nominal government assets --debt and money.
Demand for these assets depends critically on the public's beliefs about future government monetary and fiscal policy. Any model that Is to be used to trace out effects of monetary and fiscal policy needs to consider the implications of dynamic optimization, and this is especially true of a model that intends to explore the implications of price stickiness.
Previous successful attempts to use maximum likelihood to estimate a maximizing equilibrium model, such as Altug (1989) . dealt with much simpler theoretical structures. Altug estimates a version of Kydland and Prescott's (1982) model, for which the simpler social planner's solution can be supported by a competitive equilibrium. The introduction of money requires solving the decentralized problem and brings with it the difficulties inherent in ensuring that a determinate equilibrium exists.
Though we. like Altug, impose stationarity, her approach is to extract deterministic trends from the data, while ours is to allow unit and near-unit roots that imply long-term deviations from steady state. Most Importantly, her approach postulates the existence of a measurement error in the data with well-defined stochastic properties but no economic Interpretation. Our model's stochastic disturbances are all structuz-al. This means in particular that we have a higher-dimensional vector of structural disturbances than In any previous model of this type. While we may eventually need to introduce something like measurement error In the model, we will do so reluctantly. The allocation of any substantial part of observed variation to such an uninterpreted source raises serious difficulties in using the model f or prediction and policy analysis. McGrattan (1992) and McGrattan. Rogerson. and Wright (1993) use maximum likelihood to estimate general equilibrium models with distorting taxes, so they also cannot rely on solving the social planner's problem. Like Altug, these authors Introduce measurement errors as additional sources of uncertainty. Watson (1993) Consumers are endowed each period with one unit of time, which they divide between work, 1.., and leisure. They derive utility from consumption net of transactions costs. C, and leisure. i-I.,, and discount utility at the rate of time preference, S. Consumers can hold two types of nominal assets, non-interest bearing money.
14, and interest bearing government debt. B. and one real asset, capital. IC. Income is earned from the capital and labor they rent to firms (which together make up factor income 1') and from the interest received from holding government debt, lB/P. In the sticky-price version of the model firms make temporary pure profits and losses, and these are assumed to be returned to consumers as dividends. We assume they maximize:1 'Note that, though 5 and (as we will see below) x vary through time, this objective function does not run afoul of the well-known result that time-varying discount rates generate time-Inconsistency. The usual Inconsistency result depends on the discount rate being thought of as indexed by the number of periods into the future at which the discounting is done. We think of consumers as understanding in advance that they will at the absolute date s discount at rate fl(s), so no time-inconsistency Is Involved.
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We assume that it (0.1) and > 0. The Lagrange multiplier associated with each constraint is listed at the left. The agents' choice variables are C , C, L, 1. M, B, K, Y and V.
The first equation is the consumers' budget constraint, where C Is gross consumption, I is investment, and t Is the level of lump-sum taxes. Consumption goods and investment goods are distinct from the output good, so they have prices X and Q relative to the output good. Government bonds earn the nominal rate of return i and P is the general price level. i.e. the price in dollars of the output good.
The second equation defines consumption net of transactions costs, with total output sening as a measure of the level of transactions at a given point in time.
Costs are assumed to be increasing In the volume of transactions and in velocity. V. This simple transactions technology implies that costs approach zero as the level of real money balances approaches infinity, pushing C toward C. As the level of real balances approaches zero, transactions costs are unbounded, which Implies that no non-monetary equilibrium exists. This feature of the model could easily be modified by specifying a transactions technology that places an upper bound on transactions costs,
Firms
The third and fourth equations are standard. Equation (4) specifies the law of qiotlon for capital, and (5) defines Income as the sum of dividends $ with factor payments to capital and labor, which consumers receive from the firm. Equation (6) defines the Income velocity of money.
Firms rent factor Inputs from consumers, transform them Into "output" according to a production technology, convert "output" Into salable C-goods and I-goods accordbig to another part of the production technology, and sell the C and I goods to consumers and the government. Because the technology Is linear bomogenous, there are no profits in a market-clearing competitive equilibrium and we need not keep track of who receives the profits in the flexible price version of the model. In the stickyprice version we need treat profits as part of consumer Income and must keep track of the difference between income and factor payments. The net profits from the firms' buying, selling and transforming activities are their maxirnand, S (written assuming that the number of firms matches the number of consumers so we can again avoid separate explicit market-clearing equations): max {x(c+)
with C"g, I (defined below), K, and L as choice variables. To keep the production technology concave, c"l, and to keep the costs-of-adjustment convex, pal. The borderline case c=O corresponds to Cobb-Douglas production and c<O corresponds to low elasticity of substitution. The g term that appears In this problem Is the level of government purchases, which shares a relative price with the consumption good. Since government purchases are exogenous, their appearance does not affect the firms' optimization problem.2 2The first-order conditions for the consumers and the firms appear in an appendix.
Government
The government uses consumption goods in amount g for a purpose that yields no utility to individuals. It also takes responsibility for endowing newly born agents with the same wealth as existing agents and for redistributing equally to living agents the wealth of all those that die. Population rows at the (possibly varying) proportional rate ii. With this device, the population can fluctuate while the model an maintain the assumption that there Is an infinitely lived representative agent.
Thus the government operates with the budget constraint
where QnK is net transfers of capital denominated in terms of output goods. The variables in this equation are In per capita terms to avoid having to introduce additional market-clearing equations for the policy variables. Aggregate money and debt row or shrink not only through the U and B terms In this equation, but also through net issuance of government paper to newborns. Thus only the real capital that is demanded by the newly born (or turned over by the newly dead) creates a resource drain (or inflow) for the government. Wealth in the form of government paper can be created or destroyed without any effect on per capita PA and B simply by the government's issuing or retiring new paper.
Investment goods produced by the firm, I • are both those bought by the existing population and those pw-chased by the government for distribution to the newborns.
Thus a market-clearing condition is S I -l+nX. The social resource constraint, which is redundant If both firm and government budget constraints are in the system, is
We treat g and ii as determined exogenously and P. IC and I as determined by market conditions. Thus the government has as choice variables 14, B, and r. Besides its constraints, it needs two policy equations.
The monetary and tax policy rules are motivated by two considerations: the need to satisfy the Intertemporal government budget Identity and the pursuit of countercyclical policy objectives.
In addition, monetary and fiscal policies must interact to determine the price level. Leeper (1991) and Sims (1992a) use simple rules in equilibrium models to compute the regions of the policy parameter space where unique equilibria exist. In those models, the monetary authority obeys a nominal Interest rate rule that depends on Inflation or money growth and the fiscal authority adjusts lump-swn taxes In response to the level of real debt held by the public. Alternatively, when the fiscal authority refuses to change taxes in the face of real debt expansions, then monetary policy must prevent nominal interest rates from rising and generating explosive growth in government debt. Such a policy mix Implies that total government liabilities --high-powered money plus government debt --determine the price level, while the ratio of money-to-debt Is determined by the For example, a disturbance that unexpectedly raises the nominal interest rate can be deflationary or inflationary, dependIng on the assumed fiscal behavior.3 Finally, a policy combination where taxes respond strongly to real debt and nominal interest rates respond weakly to nominal variables leaves the price level indeterminate. Although the ratio of money-to-bonds is determined, their sum is not: at each date, many different levels of total government liabilities are consistent with an equilibrium and associated with each level Is a different price level.
Explicitly modeling fiscal behavior generalizes the well-known Wicksellian view that a pegged nominal Interest rate does not determine prices. A pegged rate coupled with direct taxes that do not rise sufficiently when real debt Increases can uniquely determine the price level.
Actual policy behavior also contains strong countercyclical components. Monetary policy tends to lower Interest rates as unemployment rises and employment falls and to raise rates when Inflationary pressures mount. Fiscal policy, through both discretionary tax changes and automatic stabilizers, tends to lower revenues when employment and Inflation decline.
The policy rules are parameterlzed to embody both of these reasons for monetary and tax policy changes. In addition to these systematic responses of policy to observable data, the rules contain disturbances reflecting policy responses to unmodelled economic or political developments.
3Leeper (1993) simulates a wide range of policy effects in a simple model with interest rate and tax rules.
The policy rules in this model an more complex than those studied In earlier papers, so the relevant regions of the parameter space cannot be derived analytically. The underlying economic Intuition carries over, however. The monetary policy rule is
and the tax policy rule is
The overscored variables denote steady state values. Note that the steady state price level, P. and the steady state debt-to-CUP level, B/Y are free parameters of (11) and (12) Just as are the a's and b's.
Policy Analysis
The specification of policy behavior In equations (11) and (12) leads to two types of policy experiments one might conduct with the fitted model: interventions on the out-of-sample paths of the disturbances, c and c, and once-and-for-all changes in the policy parameters, the a's and b's. We view the first type of experiment as useful for policy analysis of the sort conducted in preparation for Federal Open Market Committee meetings or CongressIonal debates about fiscal policy. The analyst would choose several candidate paths for, say, c1, and present the model's predictions for each path to the policy-makers. Most commonly, the Ci paths themselves would be generated to provide responses to questions such as, What would happen if the Federal Reserve held interest rates below 4% for the next six months?' To do so. one would solve for c sequences that make the time path of Interest rates behave as desired. Because the model implies that there are many potential stochastic influences on Interest rates, this kind of projection is generally quite different from simply forecasting conditional on a given time path of the interest rate.
A menu of options generated along these lines would form the basis for the policy discussion. Osoices of paths of such shocks In this mariner is not a trivial exercise, and the process closely mimics actual policy practices, as has been argued in detail elsewhere [Sims 1982 [Sims , 1987 Cooley, LeRoy. Raymon 1984, and LeRoy 19931. Of course, repeated use of the model In this way for policy choice could eventually be seen by the public as changing the a's and b's. but this Is not necessarily true and Is In any case likely to take a long time. Even If policy-makers announce that they are making permanent changes In the way policy variables are set, the public will for good reason wait for the announcement to be backed by sustained action before accepting the change as even approximately permanent. And In any case for systematic use of the model to eventually change the a's and b's, It would have to be true both that users of the model had a strong Impact on policy debates and that the use of the model changed their conclusions about good policy, rather than simply letting them reach those conclusions more quickly and cheaply.
fly construction, changes In policy parameters are rare and permanent events --not the stuff of regular cyclical policy debates. Thus while It may be interesting to use the model to see whether an alternative set of the a's and b's would deliver a better equilibrium than the historically estimated one, it Is internally contradictory to evaluate policy "rules" In this way as if the result were a contribution to the usual year-to-year or decade-to-decade ebb and flow of macroeconomic policy arguments.
Sticky-Price Version
The sticky-price formulation we are working with does not have the flexible price model as a special case or even as a limit point. In particular, we drop equations (A4) and (AlE in the appendix, corresponding to the workers' matching of marginal utility of leisure to the wage and the firm's matching of marginal productivity of labor to the wage. In their place we postulate differential equations relating the rates of growth of I'/P and W to the discrepancies between the left-and right-hand sides of (A4) and (Al4):
These can be thought of as markup and Phlliips Curve equations. They have no rational expectations elements and can therefore be criticized as old-fashioned.
However, any element of stickiness Is going to violate canons of purity on the rationality front. We az-c using a modeling framework in which the inflation rate is stationary and do not regard it as unrealistic to treat price dynamics formulated as in (A4') and (A14') as "structural" relative to policy disturbances that come as a stationary time series of shocks. Note also that because (*4') is formulated with the second derivative on the left, it implies that when Inflation Is at a constant rate, there is no persistent gap between the wage and the marginal product of labor. And since (A14') is in terms of the real wage w, it again does not require any gap between the wage and the marginal utility of labor In the presence of steady inflationIn principle the speed-of-adjustment parameters x,,, and can be positive or negative. When negative, they fit an interpretation that requires P and w to have continuous time paths and be predetermined. When positive they are interpreted as allowing discontinuity in P and w paths, with the levels of these variables set to match average expected future values of the right-hand-side forcing variables. We actually do not impose these Interpretations directly, but instead simply treat (*4') and (Al4') as containing endogenous expectationai disturbance terms or exogenous disturbances, respectively, according to whether the model as a whole has the right number and location of unstable roots to support the Interpretation.4
We do not tie (A4') and (AlE) to a particular Institutional story. They are consistent with many of the stories that have been told in the literature about price adjustment mechanisms. For example, If we denote the right-hand side of (*4') as 4As the number of unstable roots in the system formed by the constraints and first order conditions increases, there are correspondingly increased numbers of stability conditions Imposed on the model. A new exact relation among the variables required to suppress an additional unstable root will In general conflict with the specification of the model, unless an additional equation is specified as having an endogenously determined disturbance. zCt), then a continuous-time adaptation of John Taylor's5 overlapping-contracts pricing mechanism would postulate • e(f-p) , (13) when p Is log price. B is the rate at which the stock of firms are selected, to adjust per unit time and p Is the value to which they adjust p when the adjust.
Then, recognizing that the price they set now will hold over a long future span, they form I? as If eq. as Is reasonable if adjusters average over a time span in the future that corresponds to their actual hazard rate for being selected for price adjustment.
exactly (A4') emerges, though with z,<O.
Another possible story to back up the price adjustment mechanism would be built on search. By explicitly modeling choice of search activity levels by firms and workers we could create a foundation for modeling unemployment and job vacancy data along with the rest of the model. Notice that our formulation, though It treats the price adjustment mechanism as an institutional datum. Involves no ad hoc or suboptimal behavior by firms or workers. The firms and workers simply treat both the price and quantity of labor as beyond their control. Given the prices and quantities turned out by the labor market mechanism, savings and Investment are carried out completely optimally, and with full accounting for expected future paths of inflation and output.
One might think that as the speed with which P and w react to gaps between the left-and right-hand sides of (A4) and (AlE Increases, we would smoothly move from a (l979l. Another example of a rational expectations sticky-price model is that in Money and Business Cycles" [1991) by Robert King. He uses a Taylor-style adjustment mechanism for wages, but assumes firms always to be on their labor demand curves and observes that this creates a strongly positive reaction of the nominal Interest rate to demand expansions.
sticky-price world to a flexIble-price world. However, as the speeds of adjustment of P and w increase, we converge to flexible-price behavior In a complicated way.
This point was shown a year ago by Don Nakornthab In a somewhat simpler version of this model. Its intuitive economic explanation traces back to a point that can be found in Keynes General Theory: making wages or prices more flexible will not eliminate Keynesian unemployment. Indeed it may make it worse. In a sticky-price model like that we have set up here, quantities respond strongly to fiscal and monetary policy shifts and to technological shocks. But if prices cannot jump downward In response to an initial contractionary demand shock, for example, the effect on real Interest rates of a more rapid deflationary response of prices may actually make the initial Impact on quantities greater. The result Is that as the speed of adjustment of wages and prices increases, the sensitivity of quantities to shocks increases rather than decreases. What Nakornthab shows that is not obvious from Keynes's informal discussion Is that the duration of the quantity responses decreases as their speed increases. The amount of time quantity variables spend away from steady state following a shock decreases with increased price and wage flexibility. but the amplitude of their movement stays about the same and the initial speed of their reaction increases.6 Stochastic SDecification
The model contains 11 sources of uncertainty in its neo-classical version and 11 to 13 (depending on whether the price-adjustment equations are backward or forwardlooking) In the sticky-price version.
BesIdes the serially uncorrelated policy disturbances. c. and c. the model is driven by stochastic behavior of some of the parameters and exogenous variables: n, g, u. 8. 6, 8, a, A, and 0. Each of these is a logarithmic first-order AR In continuous time, except for 5, which is a logarithmic first-order AR in unlogged form. Each has a steady-state parameter7, a decay parameter and a variance parameter associated with it. The shocks c1, c, n. g. 6. and 0 are Independent, the preference shocks s and 5 are correlated with each other, but 61n a sticky-price model that differs from that here in a number of important ways. DeLong and Summers (1986) have also made the point that Increasing rates of price adjustment does not necessarily reduce volatility of real quantities.
7As we see below, these "steady-state" parameters need not, If dynamics are nonstationary, correspond to actual means or steady-states. not with any other shocks, and the technoloa disturbances 8, a, and A are correlated with each other, but Independent of the other shocks.
Our approach is to carry out inference as an exploration of the shape of the likelihood function. We do not follow the procedure, common in time series inference, of using the likelihood conditional on initIal observations, as that loses information and may generate fits that embody large 'transients" at the beginning of the sample that are attributed to Initial conditions. (See Sims (1992b1) . Models that build in non-stationarity may easily absorb into the statistical 'trenC much of what economists think of as business cycle variation. This Is true whether the trend is modeled as difference-stationarity, determinIstic trend components, or as what Is removed by some high-pass filter. At an earlier stage of this work we used unconditional likelihood based on a stationarity assumption, arguing that a stationary model near enough to the non-stationary boundary of the parameter space could generate arbitrarily strong persistence and thus fit even apparently non-stationary data. However, numerical instabilities near the non-stationary boundary were difficult to handle, so we now generate likelihood conditional on an assumption that the model started up from its steady-state" value 100 years before the initial date of the sample. Well away from the nonstatlonary boundary, the likelihood formed this way is essentially identical to the unconditional likelihood formed under an assumption of stationarity, but at the boundary it does not have the sharp singularity of the stationary likelihood. It can still show numerical problems If the parameters imply rapidly explosive behavior, but the problems are rarer and easier to deal with than those of the stationary unconditional likelihood.
If the coefficient a on the price level in the monetary policy equation is zero, it becomes possible to write the entIre model and its first-order conditions as functions of real money balances M/P, real debt B,'?, and the inflation rate in place of the variables M, B and P. In this form, of course, P is by construction nonstationary. In earlier work we did not force a1, to zero and fit to levels of the data. While we have recently switched over to relying mainly on the a1,-0 version, the results we report below for a 3-variable fit are for the a1,*O version of the model. The results reported for the 10-variable sticky-price model are for the a,tO version.
Solving Estimating 1k Model
The first-order conditions, the constraints, and the policy rules of the model form a system of nonlinear stochastic differential equations. We set the model's disturbances to zero and solve for the steady state as a function of the fixed parameters and the mean values of the disturbances. Since the stochastic specification does not require stationarlty, this "steady state" may not correspond to an actual steady state of the deterministic version of the model. It is what the steady state would be it all the exogenously evolving stochastic parameters were fixed at their "steady-state" values, despite the possibility that the dynamic specification may imply that these exogenous parameters do not tend to stay near their "steadystate" values. We then compute a first-order Taylor expansion of the first-order conditions and the constraints around the steady state.
From the resulting system of first-order linear differential equations, we calculate the eigenvalues and eigenvectors. For a determinate equilibrium to exist.
the system must have a number of unstable roots8 that matches the number of forwardlooking first-order conditions.
The left elgenvectors associated with the unstable roots are the coefficients of linear constraints on the model's variables that must hold to suppress the unstable component of the solution. Combining these relationships with the remaining equations In the model produces a complete linearized solution. Our algorithm allows Interpreting the price and wage adjustment equations in the sticky-price version to be either forward or backward looking, depending on the number of unstable roots.
Once the linearized model has been solved, the matrix-valued autocovarlance function can be derived as a function of the matrices of coefficients In the linearized system. The autocovariance function is aggregated over time from the continuous time theoretical structure to correspond with quarterly time series observations. The likelihood function for the data can then be computed and estimated over 8What qualifies as unstable here In principle depends on the detailed structure of the model.
Roots that are slightly explosive may still be consistent with transversality conditions.
We allow "slightly" explosive roots and hope that our guess at a dividing line between stable and unstable regions does not affect results.
If we had guessed wrong, we might have expected to find maxima at the boundary of the allowable region of the parameter space, and this seems not to have occurred.
the tnt parameters of the model. The model consists of 17 endogenous variables and U to 13 exogenous shocks. Private and policy behavior and the statistical properties of the exogenous disturbances are summarized by 46 parameters in the flexibleprice model and 50 parameters In the sticky-price version. Before being sent through the estimation algorithm, the parameters are transformed to ensure the estimates satisfy some simple a priori bounds (mostly log transformations to ensure positivity).
The model is fit to two different sets of quarterly data over the sample period 1959:1 to 1992:3. InItially, three U.S. time series on real personal consumption expenditures, bows, and real gross private domestic Investment less Inventory accumulation are used to estimate a subset of the parameters associated with preferences, technologies, and the real exogenous disturbances. These estimates are used to Judge the model's ability to replicate some of the calibration exercises performed on real business cycle models. The present work, however, applies a more stringent set of measures of fit to the data than is typically employed in calibration exercises.
The second data set adds to these three series real wages, the rate of inflation in the GD? deflator, real total government purchases, real total government revenues, the real monetary base, the three-month Treasury bill rate, and working age population. At this stage the estimation Is extended to Include all the model's parameters, Including those In the policy equations. All series are converted into per capita terms and in the current version of the model, all series are logged except tax revenues, the inflation rate and the Interest rate.9
Our approach to inference is based on the likelihood principle --that Is, on the idea that the information In the data about the model Is completely captured in the shape of the likelihood function. From this point of view, we need not be concerned with the fact that for parameter values close to the nonstatlonary boundary of the parameter space the distribution of maximum likelihood estimators is not well approximated by the usual asymptotic theory for stationary models. The maximum of the log likelihood function and the second-order Taylor expansion of It around the 9betailed descriptions appear in a data appendix. 
Numerical Considerations
Estimation of this model presents some numerical difficulties, In addition to the usual requirement that most economic variables be positive, a determinate soiulion requires there to be the proper number of unstable roots In the linearized system of differential equations and that they generate a well-behaved mapping between exogenous disturbances and expectational error tenns. These requirements create complex and generally unknown boundaries to the set or feasible parameters in the parameter space. The model, and particularly the policy behavior, is specified to make the boundaries as simple as possible. But without Implausibly simple policy rules and a dichotomy between the real and nominal sectors of the economy, it is difficult to characterize the boundaries analytically.
The economics of the model implies that when parameters fall outside the feasible boundaries, either no equilibrium exists (too many unstable roots) or the equilibrium is underdetermined (too few unstable roots).1°I n either case, the likelihood function is not defined. This puts the numerical optimization problem into somewhat uncharted waters because It Is neither an unconstrained maximization nor a constrained maximization with • separate routine that checks if the constraint is satisfied.
Penalty function methods associated with constrained optimization typically assume the objective function Is defined In bad" regions of the parameter space and tack on to that function a smooth, continuously differentiable function that penalizes the objective function when the algorithm tries parameter values that violate the constraint. if, as In our case, bad" parameter values Imply that the t0More precisely, when there are too many unstable roots, an equilibrium exists only if the exogenous stochastic processes are linearly related, which violates the maintained assumption that they are uncorrelated. When there are too few unstable roots the price level is not determined. We can sometimes pick an equilibrium in this case by treating the largest stable root as If It were unstable. Then we can use penalty-function methods by using this equilibrium to calculate the Implied distribution of the data, adding on to the likelihood a penalty term that depends monotonely on the degree to which the largest stable root falls below zero. likelihood function Is not defined, the usual penalty function methods cannot be applied.
As an alternative, our likelihood-evaluation algorithm checks whether the candidate parameter vector implies nonsensical steady state values or the wrong number of unstable roots and returns a large negative likelihood value In these cases. This approach introduces discontinulties In the likelihood function, which can create difficulties for some gradient-based algorithms. There are two kinds of difficulties. Some algorithms may try to take a gradient of the objective function at points where the function value is worse than that at the beginning of the iteratIon. If such a point happens to be in the region where the objective function Is flat at a large negative value because of non-existence of equilibrium, this obviously creates a problem.
Other routines attempt sophisticated line searches that Interpolate polynomials across function values obtained in the line search. When the function is discontinuous, these methods may not only fail to be useful, they may fail to find an improved value even when a less sophisticated line search would easily find it. Our routine that avoids these difficulties Is available as a Matlab m-f lie.
Our procedure is to linearize the model's first-order conditions and constraints about the steady state and to use the resulting model to generate first and second moments I or the full data matrix. With 134 (when we use filtered data) observations and 3-10 variables, the covariance matrix we are using is of order 402-1340. Such a matrix cannot even be stored on PC's with the most common memory endowments. We are nonetheless able to compute the likelihood by using recursive methods to factor and invert the covariance matrix, therefore never having to store the entire matrix.
At early stages of our work, numerical difficulties in evaluating the likelihood led us to focus attention on fitting to quasi-differences, i.e. Y(t)-pY(t-l) for some p In (0.1). where these difficulties lessened. This allows deviation of Initial levels from steady-state to influence the fit, though the Influence Is diminished relative to use of levels data.11 Note that this does not mean we are modeling in 11We have greatly reduced our model's numerical difficulties by four main techniques. We have found a way to double the accuracy of Matlab's Ricatti equation solver lyap.m by essentially applying It twice, We have truncated the triangular orthogonalization generated by the block Levinson algorithm at a fixed lag length in every function quasi-differences. constraining the model to Imply nonstationarity as would be the case If we fit a VAR in quasi-differences. We are modeling in levels, using the result to generate Implications about the second-order moments of the time series of quasi-differences. It is true that as p approaches unity, using the differenced data will make the fit emphasize higher-frequency characteristics of the data, and In particular will pay less attention to the distance of the Initial value from the steady-state.
Our method for solving the linearized model, based on the QZ decomposition, is somewhat non-standard and probably competitive or superior In efficiency with standard methods. It makes no use of the fact that the model comes from optimization problems, working only off boundary conditions limiting the size of unstable roots. It handles singularities In the matrix of coefficients on derivatives automatically and does not require explicit casting of the model into state-space form. (The algorithm must be told how many unstable roots to squash, however.) Though we can make the code available, this part of our code Is model-specific In its current form.
Results
In Judging the model's goodness of fit, we are not simply testing the model to see whether It is true. We do use statistical measures of fit and compare, with likelihood-based test statistics, our model to others, including naive no-change predictions and VAR s. Like many REC researchers, we are not ready to cast our model aside as soon as we find a VAR that clearly fits better. On the other hand, we are also not ready to make excuses for our model that Imply we are ready to rely on It for policy conclusions even though It clearly misses or contradicts patterns of behavior observed in the data. Our model has been formulated with enough sources of random disturbanCe and enough free parameters that It Is not implausible that it could match the observed time-series variation In the 10 variables we aim at explaining. While the model does yet f it quite as well as an unrestricted VAR with a evaluation. At some stages of our work we used a Bayeisan hill-climbing algorithm that can be adjusted to make It Insensitive to modest levels of rounding error in likelihood evaluation. And finally we have used the likelihood conditioned on the data being at steady state" at a distant past point, as described in the text. A separate paper or papers describing these numerical Innovations Is in preparation. similar number of parameters, It comes close enough to suggest that with a little more work and a few judicious modifications of the model structure a I' It as good as a VAR fit may be attainable.
fl Three-VariabI Qa 5cS
First we report the parameter estimates Implied by fitting the flexible-price model to quasi-differences of time series on consumption, hours, and Investment. Table 1 reports the estimated values for the 33 free parameters associated with the version of the model that Is formulated In the levels of nominal variables.12 Because at this stage we are not using data on 7 of the 10 variables and policy shocks are neutral In the flexible-price model, the values for the remaining 12 parameters from the policy rules have no effect on the likelihood value and are not reported. Most of the estimated parameters look reasonable. The risk aversion parameter. ;. is estimated to be 8.82, which is in tine with some previous estimates. There is some slight convexity to the technology that transforms output goods into consumption and investment goods (M -1.025) and the elasticity of substitution between labor and capital is estimated to be quite low Ce • -.32). Point estimates for two Important parameters --the discount rate. $, and the depreciation rate, 6 --are less reasonable. but so Imprecisely estimated that they are within one standard error of plausible values. Most of the exogenous processes have roots away from the unit circle: only the shock to total factor productivity has a root above .95. Table 2 compares the forecast errors from the estimated model with those implied by naively assuming no change In the data and by fitting an unrestricted VAR to the three quasi-differenced time series. The VAR is estimated with 2 lags of each variable and a constant term. The number of free parameters in the VAR, then.
(Including the 6 rree parameters in the covariance matrix of the Innovations) is 27. 12we actually maximize the likelihood concentrated with respect to a scale factor for the variances. Thus we can fix the variance of one of the exogenous processes as a normalization, and the standard errors we compute on the variances are actually standard errors on their ratios to the pegged variance parameter. This follows from the fact that the concentrated likelihood Is almost exactly the same as the likelihood Integrated over the same parameter, so that the concentrated likelihood can be interpreted as an approximate marginal posterior p.d.f. The standard errors of the estimates are computed using a BItS-update of the inverse of the Hessian matrix.
By the log determinant criterion, the model fits the data about 22% better than does the assumption of no change and It fits only 1.8% worse than the unrestricted VAR.13 The model also comes close to matching the contemporaneous correlations among the VAR innovations.
On the other hand, the log determinant criterion Is proportional to the maxiniized likelihood for the VAR and for the naive no-change model for which the covariance matrix of first differences Is the innovation covariance matrix. For our structural model, the log determinant criterion Is not proportional to the maximized likelihood. For direct comparison of likelihood, we should compare -.5x134x(log det covarlance matrix)-.51343 for the two naive models to our fitted log likelihood or 1545.48.
The two naive models have, by this calculation, Jog likelihoods of 1469.04 and 1563.71, respectively. The likelihood" reported in the table for the model is computed from the log det covariance matrix just as It was for the two naive models. The model's actual likelihood is slightly lower. This Is partly because unlike the reduced-form models, It does not leave the covarlances among the Innovations unrestricted. However the model fits the data unconditionally, while the VAR is fitting only conditional on the initial observations, so the two likelihoods are not strictly comparable.14 For convenience, the table also reports Choleski decompositions of the covariance matrices, which make comparisons by variable across models easier. The model Improves on a random walk for consumption, hours, and investment. In the case of investment the model produces an error variance below that of the VAR.
The estimated parameters Imply a steady state that matches the means of the data in some but not all respects. Except for consumption, the steady state values of the three series are near their means, as are the ratios of hours and investment to see this, divide one half of the difference in the relevant log determinants by the number of variables. For the likelihood values, the same sort of estimate of average percentage difference In standard errors of forecast" Is the difference In likelihoods divided by sample size times number of variables.
14lt Is also true that the model Implies that the covariance matrix of Innovations varies over time, so that In computing its likelihood, errors at different dates are weighted differently. But it appears that this effect Is not strong here compared to the effect of restrictions on the covariances at a point in time.
consumption. The model also Implies a labor share of Income equal to .90, which is higher than the two-thirds typically cited. Figure 1 shows time series charts that compare the model's output with the innovations from the VAR. The shaded areas correspond to NBER business cycle peaks and troughs. For consumption, the model keeps pace with the VAR in the middle of the sample and during most recessions, but performs less well than the VAR in the l960s and outperforms the VAR In the 1980s. In the second panel, the model performs remarkably well in predicting hours fluctuations, though It has a slight tendency to exaggerate declines In hours during recessions. The model also predicts Investment is well as the VAR.
FIgure 2 contrasts the reduced-form moving average representations over 20 quarters from the VAR with those from the model. The covariance matrices are orthogonaliaed in the order consumption, hours, and Investment. Estimating the VAR in quasi-differences eliminates most of the dynamics in the response functions, with the responses of the three series dying out quickly following their own disturbance. The model appears to reproduce the contemporaneous correlations among Innovations well, but implies more persistent responses in consumption to consumption and hours innovations than observed in the data.
Once estimated, the model can be used to evaluate the underlying exogenous sources of fluctuations In consumption, hours, and Investment over the sample period.
It turns out that shocks to only three of the 11 exogenous processes in the model account for all the fluctuations In the three endogenous series. The three important disturbances are w, a shock to consumption's share In utility, G, a shock to Investment in the cost-of-adjustment technology, and a, a shock to the marginal product of capital in the production function. Table 3 reports the percentage of each variable's forecast error variance due to the three shocks in the short -and medium runs. In the short run, all three shocks contribute to consumption fluctuations, with w and 0 accounting for over one-third of the variance each and a accounting for one-quarter. As the forecast horizon extends, however, e becomes the dominant source of fluctuations in consumption. Two-thirds of the error variance of hours Is due to the preference shock and one-third is due to the cost-of-adjustment shock, regardless of the forecast horizon. Finally, fluctuations in investment arise almost entirely from shocks to the technology that transforms output goods into consumption and Investment goods.
For the model's implications to be credible, the estimates must produce sensible dynamic responses to the exogenous shocks. Figure 3 reports the responses of consumption, hours, and investment to the three Important structural disturbances.35 The first row shows that a transitory preference shock that makes consumption more desirable raises consumption and lowers leisure contemporaneously. Investment rises gradually, reaching a peak after about one year before declining smoothly. Responses to a shock to 0 appear in the second row. Higher 0, making investment goods relatively more expensive, can be thought of as a decline In the productivity of the capital goods sector. Because 6 is serially uncorrelated (p0 --3191 Implying almost no persistence). the shock lowers the one-period return to investment, causing Investment to fall precipitously and return Immediately to Its normal level. Hours worked fall with the caital stock, but then rise to compensate for the decline In capital. Consumption drops to a permanently lower level consistent with the one-time decline in the capital stock. The shock to the marginal product of capital, a, raises the rental price of capital and drives down investment and hours worked initially. The serial correlation of the shock (estimated root of .72) generates a smooth decline in consumption, which bottoms out after about two years. As noted in Table 3 , disturbances to a are unimportant sources of fluctuations in hours and investment, but relatively important for short-run movements in consumption.
fl 10-Variable Q We had substantial numerical difficulties with the 10-variable neo-classical version of the model, and did not achieve a respectable fit with it. The fit remained particularly bad for the price variables. We do not take these difficulties as proof that this version of the model cannot fit the data --we had substantial numerical difficulties with each version of the model at one point or another, so '5The responses are plotted over a five-year period as monthly samplings of the underlying continuous response function, not as responses of the time-aggregated actual data.
that the fact that we do not have results to display for this version of the model at the deadline for this manuscript could be simple misfortune. But the difficulty with the nec-classical model fit to price data does accord with speculation by one of the authors (Sims (1989) ). and may yet turn out to be a robust result.
For the sticky-price model we obtained apparently converged results.
The likelihood value at the best fit is 5348.91, quIte a bit lower than the 5742.26
obtainable with a first-order VAR containing constant terms and with an unrestricted covariance matrix of disturbances. The VAR in this case, however, has 165 parameters compared to 49 for the model. The difference In likelihoods Is still large relative to degrees of freedom, but again we must recognize that we cannot draw finn conclusions from comparing conditional and unconditional likelihoods. The log determinants of the residual covariance matrices are -95.705 for the VAR and -92.651 for the model, and these are on a comparable sample. The difference corresponds to an average improvement by the VAR over the model of 15% of the standard error of forecast. The model has almost the same log determinant of the covariance matrix of errors as does the naive no-change forecast. Table 7 shows that, In constrast to the 3-variable data set, here the model's fit is closer to that of a naive no-change forecast than to that of a VAR.
While the fit achieved here leaves plenty of room for Improvement, It is still Interesting to explore what son of economic interpretation this model supplies. Tables S and 6 give most of the story. The model is converged to a parameter value in the purely Ricardian region of the parameter space. Shocks to the tax equation (the Fpolicy column) have no effect on any of the 10 variables other than taxes themselves. Monetary policy looks weak, Judged by the size of the entries in column 1.
However this reflects a low estimate of the variance of shocks to monetary policy, and the tendency of larger shocks to dominate variance decompositions, where squared responses matter. In Table 6 , which shows cumulative per cent responses to sustained one-time shifts of one "standard error unit"16, we see that responses of C. An open question is whether in this fitted model the extreme price stickiness and strong influence of real shocks is dependent on the particular monetary and fiscal policy rules that are estimated here. We could simulate the model with alternative policy rules to check this. Is the first-order AR coefficient on the continuous-time process x. Is the coefficient determining how y depends on x, and 2 Is the variance of the process.PoIicy parameters do not affect the likelihood and were fixed arbitrarily to ensure a unique equilibrium exists. 
