Abstract: Modelling of spin transport and spin dynamics, as a prerequisite for designing spintronic devices, is considered. Spin injection into a semiconductor under charge depletion, charge neutrality, and charge accumulation is investigated. The existence of a maximum spin current density in the bulk at a large spin current density at the interface in charge accumulation is related to the spin current at the charge neutrality condition. Then, a novel multipurpose spintronic device is proposed and its structure as well as its working principle is explained. Two important applications for this structure, a flip flop and a nano-scale oscillator, are further elucidated and the properties related to these applications are investigated.
Introduction
Owing to the continuous demand for cheap electronics with increased performance, CMOS scaling became the key to stay competitive on the semiconductor market. The ITRS [1] offers a commonly accepted guideline for a collective effort to the upcoming technology generations. Owing to the struggle to keep control over the channel in CMOS devices when scaling them down, new processes, materials, and device structures were introduced, e.g., local and global strain techniques, high-k/metal gates, and Tri-gate FETs. In parallel the static power consumption growth and the interconnection delay increase started to become a significant obstacle for scaling [2] . A viable way to eliminate the static power loss is to cut off unused circuit parts from their power supply. However, this transition from permanently 'On' circuits to normally 'Off' circuits requires the introduction of non-volatility. The use of non-volatile elements, which do not need any energy supply to keep their state, is paramount for the successful implementation of this new type of information processing. Here, spin as a degree of freedom gains much attention. Spin-based devices are non-volatile and are characterised by fast operation and high endurance [3] . Additionally, they not only enable efficient information storage but also change the way information is processed and transferred between circuit blocks [4, 5] . This shift away from the Von Neumann architecture is promising, because it allows to avoid the nowadays performance limiting information transport between the storage and the computation unit over a common bus.
The most straightforward and by now commercially available application of non-volatile spintronic devices is as a supplement or even replacement for static and dynamic CMOS-based memory [6, 7] . The development started with the introduction of the giant magnetoresistance (GMR) [8, 9] and was further bolstered by the discovery of the tunneling magnetoresistance (TMR) effect [10] , which led to an improved performance of magneticbased memories and brought them to commercialisation [11, 12] . Initially, the developed magnetic random access memories (MRAM) required a magnetic field to write the logic state in the memory cells [11, 13] . This caused the need for an extra current carrying wire for the writing field generation and was accompanied by high writing energies as well as unfavourable scaling behaviour, which made the first generation of MRAM very disadvantageous for use in large scale integration applications. The theoretical prediction [14, 15] and the experimental proof [16, 17] of the spin transfer torque (STT) effect abolished the writing wire limitation by enabling purely electrically controlled switching of magnetic layers. Nevertheless, there are still challenges to overcome, like the up to now still rather high current required to switch the magnetisation orientation of the free magnetic layer and the decreasing thermal stability when the magnetic tunnel junctions (MTJ) are shrunk. Even though the introduction of perpendicular magnetic anisotropies in combination with magnesium oxide tunnel barriers reduced the switching energy to a level, where it is able to compete with CMOS SRAM cache [18] [19] [20] [21] , the CMOS logic transistors outperform MTJ devices with respect to switching energy [3] . However, the MTJ-based memory technology is superior with respect to static power loss and mature enough to encourage the introduction of STT-based MRAM products [7, [22] [23] [24] .
Owing to the excellence, experience, and vast knowledge related to silicon and CMOS technology, it is very attractive to introduce spintronic silicon devices by first supplementing and later partly replacing CMOS devices and circuits. This requires the integration of spintronic devices together with MOSFETS on the same chip. Additionally, silicon possesses features favouring for a long spin lifetime, e.g., a weak spin-orbit interaction and zero spin for 28 Si isotope nuclei, which makes it extremely attractive for spin-driven applications. Recent outstanding advances in essential spin-related properties needed for implementing spintronic devices such as injection of spin-polarised currents into silicon, spin transport, spin manipulation, and detection have been demonstrated [25, 26] . Therefore, the understanding of spin injection and spin transport in silicon is a key for novel spin-driven devices and will be discussed in the following section.
Modelling spin transport in silicon
Even though spin injection, detection, and the spin transport in silicon at room temperature have been demonstrated, thus promising advantageous performance, several observations are still lacking an explanation within the theories. For instance, there is an unrealistically high amplitude of the voltage signal related to the spin accumulation in silicon for a three-terminal spin injection/detection scheme [26] . Recently, a possible way to explain this behaviour by resonant tunelling was suggested [27] . Also the influence of a high electric field on the spin transport in semiconductors and the accompanied boost in magnetoresistance could be responsible [28] . Another explanation, indicating that the spin injection signal can be boosted by an order of magnitude, is to take properly into account space-charge effects at the interface [29] . Later the existence of an upper threshold spin current injectable into a semiconductor was predicted [30] . It was not clear, however, what determines the value of the maximum current and whether it can explain the discrepancy between the observed spin accumulation signal [26] and the theory [31, 32] . This discrepancy motivated us to study charge accumulation as well as depletion at the spin injection boundary.
The employed spin drift-diffusion model successfully describes the classical transport of charge carriers and their respective spins in a semiconductor. The expression for the current density J ↑(↓) , carried by the electrons with spin up(down), is given by [33] :
where D is the electron diffusion coefficient, µ is the electron mobility, E denotes the electric field, and e is absolute value of the electron charge. The spin concentration is expressed as n ↑ (n ↓ ), respectively. The electron concentration is thus given by n = n ↑ + n ↓ and the spin density can be defined as s = n ↑ − n ↓ . The electron charge (spin) current is determined analogously to the corresponding densities J c (J s ) = J ↑ ± J ↓ . Furthermore, the spin polarisation is given as P = s n . Inserting the definitions from (1) into the steady-state continuity equation and adding spin scattering leads to [33] :
where τ s is the spin relaxation time. The same procedure performed with the Poisson equation is used to define the electric field:
where ϵ Si is the electric permittivity of silicon and N D is the doping concentration. V th denotes the thermal voltage:
, where k B is the Boltzmann constant and T is the temperature. The intrinsic spin diffusion length is defined as L = √ Dτ s and the diffusion coefficient D is related to the mobility by the Einstein relation D = µ V th . The respective charge current and the spin currents are:
The spin density equation is given by:
where both s and E are position dependent. In order to study the spin injection into silicon one has to define boundary conditions. For simplicity we consider the case of complete spin polarisation at the interface. Since the spins' chemical potentials in a semiconductor are related to their concentration [33] , we define the boundary conditions as follows:
µ Chem defines the charge chemical potential. This equation allows to inject (release) only up-spin and hence charge at the same time. Therefore, (7) can describe: spin injection at charge neutrality (µ Chem = 0), spin injection at charge accumulation (µ Chem > 0), and spin injection at charge depletion (µ Chem < 0). In order to investigate how far the spin density from a single interface is able to penetrate into the silicon bar under varying conditions, the second boundary is positioned at a distance of several times the spin diffusion length (≥ 3L) and the spin density s is set to 0. Simulations were performed for an n-doped silicon bar with an intrinsic spin diffusion length of L = 1 µm, a bar length of several microns, a doping concentration of N D = 10 16 cm −3 , and an electron mobility of 1400 cm 2 V −1 s −1 . The potential U is applied at the right boundary and the left boundary is grounded. Therefore, the charge current may flow left or right depending on the sign of U , while the spin flow, owing to the injection at the left side, heads towards the right side.
By employing (7) and varying the chemical potential µ Chem as well as the applied potential U it is possible to tune the spin (charge) accumulation and the spin (charge) current densities. The results for the spin density and the spin current densities along the bar are obtained at a fixed current density of 11.9 MA/m 2 (see Figures 1 and 2 ). It is also demonstrated that the threshold spin current in the bulk is controlled by the spin current value injected under charge neutrality conditions, provided that the spin polarisation at the interface and the charge current through the system are fixed. Therefore, spin injection through the accumulation layer can boost the spin current only within the screening length from the interface, while the spin current in the bulk is determined by the spin injection at the charge neutrality condition (provided the spin diffusion length is much larger than the screening length). Under depletion the spin current is suppressed owing to the fact that the minority spin drift and diffusion currents flow towards the injection interface thus reducing the net spin current. µ Chem =100 mV, U=-300mV Figure 2 Spin current density as a function of the interface distance for depletion, charge neutrality, and accumulation (conditions as in Figure 1 ). The spin current density shows a significant drop for depletion, while under accumulation it relaxes to the charge neutrality curve (see online version for colours)
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Multipurpose spintronic devices
As stated in the introduction the seemingly endless demand for fast and cheap (consumer) electronics has propelled the scaling efforts since the very beginnings of CMOS. Currently, the miniaturisation level reached a stage where the upcoming technology nodes require to handle fundamental physical limitations as well as soaring factory costs. Therefore, the search for alternative materials and devices capable of pushing the scaling limits and power efficient computing gains momentum. Usually digital integrated circuits are associated with memory and combinatorial logic applications. However, there is another essential building block for information processing -namely sequential logic. The logic state of sequential logic not only depends on its current inputs, but also on its input history [34] . Flip flops as well as latches belong to this group of logic. Several circuit designs have been proposed to exploit non-volatility and are commonly based on CMOS-MTJ hybrid solutions [35] . While the non-volatility is introduced by MTJs, the actual computation is carried out by CMOS circuits. Thus, the MTJs act solely as memory and every time information is written or read the signal mismatch between the CMOS circuits and the MTJs has to be bridged. This requires additional CMOS (sense) amplifiers and results rather in an integration density decrease than a denser layout. Therefore, we proposed a non-volatile magnetic flip flop which handles the computation as well in the magnetic domain [36, 37] . This enables the creation of denser layouts as well as to harvest the beneficial features related to spintronics.
Device structure
Before further advancing into the modelling of the multipurpose structure one has to elucidate the basic assumptions and prerequisites used. The non-volatile multipurpose device structure comprises three fixed anti-ferromagnetically polariser stacks with perpendicular (parallel to the z-axis) magnetisation orientation (see Figure 3) . Two of the polariser stacks are used for input (A and B) and one polariser stack Q is used for read out. Owing to the antiferromagnetic configuration of the polariser stacks it is presumed that the stray fields of the stacks are small enough to be ignored. All three polariser stacks are connected to a shared free magnetic layer, with a constant perpendicular uni-axial anisotropy described by K 1 , by means of a non-magnetic layer, e.g., Cu, MgO, Al 2 O 3 . It is also assumed that the free layer exhibits a width of w 0 = 30 nm, a length of l 0 = 120 nm, and a thickness of t 0 = 3 nm. The width of the device is aligned along the x-axis, the length along the y-axis, and the thickness along the z-axis. Furthermore, the device is operated via voltage/current pulses and the polarity of the pulses is mapped to logic '0' for negative pulses and '1' for positive pulses, respectively. Applying a positive voltage to one of the terminals and assuming a grounded metal layer attached to the bottom of the shared free layer will cause a current flowing from the contacts (A,B,Q) through the free layer which is defined as positive (against z-axis) and the corresponding electron flow is oriented along the opposite direction (positive z-axis). The information is stored by the magnetisation orientation of the shared free layer and is read out either by employing the GMR or the TMR effect.
In the following the switching time is defined as the time it takes for the magnetisation of the free layer to reach 80% of its final state.
One has to note that the proposed device structure has a resamblance with the spin torque majority gate [38] . But while the majority gate requires three inputs to avoid a tie between the acting torques and the related unclear output state for evenly split inputs, the flip flop rests upon exactly two inputs to exploit the tie input combinations for realising its HOLD operation. Therefore, the flip flop can be operated without losing its initial information in contrast to the majority gate which loses its old state everytime it is operated.
Models
The investigated magnetic device structures are well covered by the Landau-Lifshitz-Gilbert equation [39, 40] supplemented with an STT term ⃗ T :
⃗ m denotes the reduced magnetisation, γ = 2.211 × 10 5 m/As the electron gyromagnetic ratio, α the dimensionless damping constant, and ⃗ H eff the effective field in A/m.
The first term in (8) describes the precessional motion due to the effective magnetic field ⃗ H eff . The second term introduces a power dissipation proportional to⃗ m and the last term describes the torque acting on the local magnetisation due to the electron spin polarisation when they pass the free magnetic layer. Depending on the non-magnetic layer the spin transfer torque ⃗ T has to be modelled either by [41] (Oxides, MTJs) or by the following expression [42] (metal, spin valve):
denotes the Planck constant, µ 0 the permittivity of vacuum, J the applied current density, l the free layer thickness, M S the magnetisation saturation, P the polarisation, ⃗ p the unit polarisation direction of the polarised current, and Λ a fitting parameter handling non-idealities. Both STT models, for the spin valve (later employed) and the model for an MTJ, exhibit an in-plane (
. But while in MTJs the out-of-plane component is non-negligible [43, 44] , in spin valves the contribution is only small [45] . In the case of two magnetic interfaces (penta layer structure) the total spin transfer torque is calculated as the sum of the corresponding spin torque interface contributions.
The effective field ⃗ H eff is calculated as the functional derivative of the free energy density containing uni-axial anisotropy, exchange, and demagnetisation contributions [46] .
Flip flop
If a positive current pulse is applied to one of the polariser stacks (A or B) of the multipurpose structure, the electrons flow from the shared free layer towards the non-magnetic layer (see Figure 1) . Depending on the electrons' spin orientation the electrons pass easily into the polariser stack (parallel oriented to polariser) or they get flipped. This leads to a local (beneath the polariser stack) surplus of unaligned spins. These spins relax to the local magnetisation orientation and excite precessions in the shared free layer's magnetisation orientation. The precessions spread through the free magnetic layer owing to magnetic exchange exciting precessional motions in the whole free layer [47] . During the excitation precessions in the whole free layer start to build up, until they eventually pass the energy barrier between the two stable magnetisation states and the system relaxes in the other stable state. If now, instead of one, two synchronous pulses are applied to the inputs A and B, two spin torques act on the free layer's magnetisation. Depending on the polarity of the input pulses (cf. (9)), the two torques either superimpose constructively speeding up the magnetisation flip or work against each other damping the switching of the free layer's magnetisation.
Two inputs allow four input combinations. Assuming two negative input pulses both generated torques will strive to align the free layer's magnetisation parallel to the z-axis and the free layer's magnetisation will stay unchanged. On the contrary for two positive pulses both torques will try to align the free layer's magnetisation anti-parallel to the z-axis and the free layer will switch faster, than in the case of a single input pulse. If the input pulses possess opposing polarities, there will be always one torque pushing towards the positive z-axis, while the other will push towards the anti-parallel orientation. This way they compensate each other and the magnetisation orientation stays unchanged. Mapping this behaviour to a logic table shows that for two sufficiently long and strong identical pulses (A = B = 0 or A = B = 1) '0' (antiparallel layers, high resistance state (HRS)) and '1' (parallel layers, low resistance state (LRS)) can be written into the free layer, while for two opposing pulses the initial state is held (A ̸ = B → Q(i) = Q(i − 1)). This perfectly fits to the definition of sequential logic, in particular, this is exactly what is required for flip flop logic [34] . Two positive pulses ('1') correspond to the SET (Q → 1) operation, while two negative pulses ('0') perform the RESET (Q → 0) operation. Figure 4 shows the switching time for the flip flop's SET/RESET operation (two identical pulses) as a function of current density (see Table 1 and [36] ). In analogy to a single MTJ stack the flip flop starts to flip its magnetisation orientation at a certain threshold current density and further increasing the current density leads to a steep decrease in switching times. On the other hand, the HOLD operation (opposing pulses) demands that the free layer's magnetisation does not change as depicted in Figure 5 . This holds true up to 4 × 10 11 A/m 2 , where the damping is not sufficient anymore and oscillations in the free layer are excited. One has to mention that the sharp drop in switching time at 4 × 10 12 A/m 2 does not mean that the flip flop holds its state again, but instead the torque becomes so strong that the magnetisation flips without extensive precessional motions. The proposed flip flop is capable of tolerating relatively large static normal-distributed field variations [48] . Figure 6 depicts three operations of the flip flop. For all three cases a normal-distributed constant external magnetic field with zero mean and variable distribution width was added to test the devices' ability to tolerate disturbances:
s denotes the disturbance strength and ξ i the normal-distributed random variable. 101 random field realisations for each disturbance strength s were simulated to allow for statistical analysis. The initial free layer magnetisation was set close to its upper equilibrium position for all three cases. The STANDBY operation was simulated without arbitrary STT to test the free layer's capability to hold its current state. Above ≈ 0.5M S disturbance strength s the structure starts to relax in the opposite direction for STANDBY and hence fails. The HOLD operation works at least until 20% of M S and the SET/RESET operation until ≈ 50% of M S for the parameters given in Table 1 . Flip flops are commonly utilised in time critical applications and operated with clocked signals. Therefore, it is essential to understand and to control their switching behaviour. Again the parameters from Table 1 are employed, the current density was fixed for both inputs at 7 × 10 10 A/m 2 and the free layer's (initial) dimensions were varied in length (60-200 nm), width (20-70 nm), and thickness (1-4 nm), independently. Figures 7 and 8 show that changing the free layer's thickness and length has a significant influence on the switching time. On the other hand, changes in the width cause only marginal shifts in the switching time (see inset of Figure 8 ). This behaviour is related to the switching time by the thermal stability barrier relationship t ∝ exp(E/k B T ) [49] . The thermal stability barrier E is proportional to the net anisotropy (perpendicular anisotropy minus shape anisotropy [50] ) times volume. In the precessional switching regime the switching time is determined by the thermal stability barrier [49] . Thus, changes in the geometry like length, width, thickness, and volume directly translate to shifts in the switching time through the changes in the minimum energy barrier separating the two stable states. While for the longer (thicker) layers the shape anisotropy contribution is mostly saturated and the linear volume dependence dominates, for smaller layer length (thickness) the shape anisotropy contribution starts to increase (decrease) the switching barrier and leads to deviations from the linear volume dependence (see Figures 7 and 8) . Therefore, the free layer thickness is the most critical parameter determining the switching time, followed by the layer length. Figure 8 shows the logarithmised switching time as a function of the free layer thickness. One can immediately see that the free layer thickness has a pronounced influence on the switching time (from 1 nm → 1.5 ns to 4 nm → 11.9 ns). It can also be observed that for thicker films the linear fit matches very well (linear fit → dashed line, simulation data → solid line), while for a thickness below 2 nm a shorter switching time than predicted by the linear fit is found. In order to explain this behaviour we assume the exponential dependence of the switching time t ∝ exp(E/k B T ) [49] on the thermal stability barrier E described by [51] : Here, µ 0 denotes the magnetic permeability, V describes the free layer volume, H K1 the uni-axial anisotropy field, and N z the demagnetisation factor along the z-axis. The linear behaviour for the thicker free layers is consistent with a saturated demagnetisation factor N z and the linearly growing volume when increasing the layer thickness [51] . On the other hand for thinner free layers the demagnetisation factor is not saturated as compared to thick layers and starts to grow when the thickness is decreased. Thus, the difference between the fixed uni-axial anisotropy field H K1 and the growing shape anisotropy [50] becomes smaller which lowers the switching barrier leading to a shorter switching time.
For changing the free layer width (shown in Figure 8 as inset) the linear volume change is compensated by the linear contact width change and, therefore, the dependence is nearly constant, until the shape anisotropy contribution starts to change significantly and raises the switching barrier (from 20 nm → 6.6 ns to 70 nm → 6 ns).
The opposite trend shown in Figure 7 is observed, when the dependence of the switching time on the free layer length is investigated (from 60 nm → 2.6 ns to 200 nm → 19.4 ns). This is caused by the reduction of N z for shorter lengths.
Nano-oscillators
Oscillators belong to the group of fundamental building blocks and are ubiquitous in modern electronics. They are used in measurement, navigation, communication systems, etc. The periodicity of their output signals is employed for clocking digital circuits, generating electromagnetic waves, as a reference source for system synchronisation, and much more. Owing to their nano-scale size, frequency tunability, CMOS compatibility, and broad temperature operation range, spin torque nano-oscillators are very promising as cost effective on-chip integrated microwave oscillators [52] .
The presented structure behaves like a flip flop, however, if one now looks at Figure 5 at the current density of 10 12 A/m 2 , where the flip flop's HOLD operation fails, and one plots the averaged normalised magnetisation orientation <m x (t)>, <m y (t)>, and <m z (t)> (as shown in Figure 9 ), one immediately recognises stable and large orbits of precessional motion. The depicted orbits vary with the free layer's dimensions and can also be tuned by changing the applied current densities [53] . The device structure and excitation principle differ from the spin torque nano-oscillators described in Berkov and Miltat [54] . Here, to achieve high frequency oscillations without external magnetic field, we employ two torques acting on opposite ends of the free layer in opposite directions. We note that this is precisely the same structure on which the flip flop was built. Therefore, depending on the operating conditions, the same structure can be employed as a flip flop or an oscillator giving an advantage of additional functionality to the same device. The precessions excited at one end propagate via exchange interaction through the free layer, until they hit the other end of the layer, where they are repelled, travel back again, and so on. As can be seen in Figure 9 the precessional motion is a superposition of an in-plane oscillation and a periodic out-of-plane movement. The oscillator's frequency can be tuned by changing the device dimensions. For instance, the longer the free layer the longer it takes for the precessions to travel through the layer and, therefore, the oscillation frequency is decreased (Figure 10 ). Changing the layer thickness and width also significantly influences the precession frequency (see Figure 11) . While width changes cause frequency shifts by a factor of 10 less than those by changing the length, changing the layer thickness causes a big frequency shift. This is due to the increase of the shape anisotropy along the z-direction, when the layer thickness is reduced. As described before the shape anisotropy and the uni-axial out-of-plane anisotropy oppose each other. Therefore, a stronger shape anisotropy weakens the net out-of-plane anisotropy of the free layer, which leads to less vertical oscillation movement and to more pronounced in-plane oscillations for thinner free layers (cf. Figure 9 and [50, 55] ). Additionally, the oscillations are not restricted to in-plane and perpendicular magnetisation structures [56] . There are also large and stable oscillations in stacks with in-plane magnetisation orientation (cf. Figure 12 ). Changing the anisotropies from out-of-plane to in-plane relocates the oscillations to the yz-plane instead of the xy-plane, as shown in Figure 13 . Figure 12 Alternative structure with in-plane polariser stacks and in-plane free layer magnetisation (see online version for colours) Figure 13 For in-plane polariser stacks and in-plane free layer orientation (cf. Figure 12 ) the oscillation plane changes from the xy-plane (Figure 9 ) to the yz-plane (see online version for colours)
Conclusion
Even though the degree of maturity of spintronics vastly varies and there are still many challenges to understand and explore, the up to now gained results and findings are already very promising for future exploitation and application in large scale integration. By modelling the spin injection from a space charge layer we demonstrated that the maximum spin current in the bulk is defined by spin injection at the charge neutrality conditions. The proposed multipurpose magnetic structure is capable of acting as a flip flop and as an oscillator. The flip flop is robust with respect to normal-distributed disturbances and the switching time can be tuned by the applied current densities as well as by optimising the free layer dimensions. At higher current densities when the HOLD operation fails the oscillatory behaviour of the free layer's magnetisation is observed. The found oscillations are large and stable, do not require an external bias-field, and can be tuned by the applied current densities and the free layer dimensions as well. Additionally, big and stable oscillations can also be gained for in-plane polarisers and an in-plane free layer magnetisation.
