This paper proposes a new part-of-speech tagging algorithm based on the fusion model which combines Maximum Entropy model and Error Correction model. According to the analysis of the two models, the fusion tagging model is utilized with the profits of conditional probability model and rule based model. The selection of features and rule templates in the fusion model is discussed. Experimental results show that the new model achieves impressive accuracy in terms of the Fscore: 93.73%.
Introduction
In the field of computational linguistics, the final goal is to make computers process and structurize human language, even understand it. Therefore, a series of processing procedures are worked up from the bottom to the top, including tokenization, segmentation, Part-Of-Speech (POS), name entity recognition, text chunking, full parsing, semantic parsing, etc. Based on good behavior of these procedures, intelligent computer systems can be built, such as information retrieval, question and answering, information extraction and machine translation.
Most previous works applied different kinds of machine learning algorithms to POS tagging. Two factors that determine the tag of a word are its lexical probability and its contextual probability. Some approaches have been adopted, which can mainly fall into rule-based approaches, such as Transformation-Based method [1] , and statistical approaches, such as Decision Tree [2] , Hidden Markov model (HMM) [3] , Maximum Entropy Model [4] and Support Vector Machines (SVM) [5] .
A recent trend in the POS tagging task is to train several classifiers on the task and to combine their results to produce a final result for improving the tagging performance [6] . In the present work, Maximum Entropy (ME) model is firstly applied to the task. ME tagging model has been confirmed to get fairly high performance in the past works. But it is difficult to correct the errors in ME tagging model. For further improving the accuracy of tagging, Error Correction algorithm is then utilized to correct part of errors which are brought from ME tagging model. This paper focuses on POS tagging with the spec and corpus of Chinese People's Daily Newspaper.
Section II describes in detail the ME POS tagging model. Section III introduce the Error Correction model and presents the fusion system combining two models Section IV presents experimental results of our system. Finally, we draw some conclusions.
Maximum entropy model
The ME model is an effective machine learning model which is proposed to solve the classification problem [7] . One of the main advantages of using the ME model is the ability to incorporate various features into the conditional probability framework.
Given the histories H, the goal of the ME model is to find the optimal tag sequence T = t 1 , t 2 , … , t k ..
Let j f denote the features of the ME model. j f is defined as follows:
where t * is a certain tag, and h * is a certain instance of context.
The conditional entropy of ( ) P t h is defined as:
By maximizing the conditional entropy subject to the constraints, we can estimate ( ) P t h based on the maximum entropy theory. The model's distribution ( ) P t h can be inferred by means of Lagrange transformation:
where ( ) h Z is the normalization constant. i λ is the multiplier parameter with respect to each feature function.
Given a set of features and training data, the improved iterative scaling algorithm can be used to find the optimal parameters i λ .
3. Part-of-speech tagging based on the fusion system
Error correction model
The formalism of Transformation based learning (TBL) is first introduced by Eric Brill in 1992. The transformational rules which correct the error tags to the right ones are stored and used in turn for the purpose of template correction learning. In Brill's TBL model, the base model is a heuristic probability which has low accuracy. For improving the performance of the TBL model, the ME model is used to replace the heuristic model.
The ME model is a supervised learning model which needs the training corpus. But it is the same as the training corpus used in TBL. The close test procedure results in few error tags exist. Therefor, the N-fold partitioning method is proposed to solve the problem. The one fold training corpus is tagged by the ME model which is trained by other N-1 fold training corpora. Through the crossvalidation, all the training corpora used in TBL are rebuilt.
System description
POS tagging can be seen as the sequence analysis and labeling task. This type of task is often described as models which are from input sequences to sequences of labels. Given a word sequence W = w 1 With the formalization of the tagging task and two learning models described above, the tagging system is built as follows. The ME model produces the initial tag for each position. Ten times crossvalidation is firstly applied to train the ME model. Then each part of corpus is tagged using the ME model which is trained by other nine parts of training corpora. The tagged corpora are used in the Error Correction model. In the test phase, the predictions of the tagging system on new text are determined by beginning with the ME model and then applying each correction rule of Error Correction model in turn.
The ME model highly depends on feature templates. The histories of the current position are sources for feature collection. We utilized the lexical information of the current word, the left and right context consisting of two words as atomic features. In addition, the affix information of the current word and the POS tag of the previous word are atomic features. Tab. 1 shows the features templates. 
The heuristic that low frequency features are not reliable is used to cut off the features that occurred less than three times. Through feature selection, more reliable features could be used.
The rule templates which are formed from conjunctions of atomic features (except the affix information) in Table 1 match to particular combinations of features in the histories of the current word W i . Tab. 2 shows the patterns of rule templates. 120 types of rule templates are built using the patterns. 
Evaluations
At first, the corpus and measurement are introduced briefly. Then we present the performance of POS tagging.
Corpus and measurement
The corpus which is used in our system comes from the Chinese People' The performance is measured with three rates: precision (P), recall (R) and F-score (F), which are equal in POS tagging task.
Experimental results
In this experiment, we compare the performances of different POS tagging models. Tagging results are listed in Tab. 3. The POS tag that has maximum occurrence probability for each word is used to tag its corresponding word token. By this method, we have got the baseline result that is listed in the first row of Tab. 3. The results based on the ME model are listed in the second row of Tab. 3. Based on the fusion model, the result is listed in the third row of Tab. 3. All the results are obtained in open tests. The accuracy of the fusion model is better than that of the ME model. The overall improvement is 1.32% in F-score. The fusion POS tagging model utilizes sufficient context information that can describe actual language phenomenon effectively. The correction rules make the relation of context words and tags much tight. For the fusion model can be seen as the combination of ME model and Error Correction model, the fusion model performs better than the ME model in combined characteristics of different models. Experimental results show that fusion POS tagging model is more efficient to resolve the POS tagging problem.
Conclusions
We propose a new algorithm of POS tagging based on the fusion model combining the ME model and the Error Correction model. The fusion model combines the conditional probability model and rule based model harmoniously. In open tests, the new tagging model obtained the Fscore of 93.93% which is better than the ME model for POS tagging. The improvement is 1.32%.
