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Abstract—Critical to evaluating the capacity, scalability, and
availability of web systems are realistic web traffic generators.
Web traffic generation is a classic research problem, no generator
accounts for the characteristics of web robots or crawlers
that are now the dominant source of traffic to a web server.
Administrators are thus unable to test, stress, and evaluate how
their systems perform in the face of ever increasing levels of
web robot traffic. To resolve this problem, this paper introduces
a novel approach to generate synthetic web robot traffic with
high fidelity. It generates traffic that accounts for both the
temporal and behavioral qualities of robot traffic by statistical
and Bayesian models that are fitted to the properties of robot
traffic seen in web logs from North America and Europe. We
evaluate our traffic generator by comparing the characteristics of
generated traffic to those of the original data. We look at session
arrival rates, inter-arrival times and session lengths, comparing
and contrasting them between generated and real traffic. Finally,
we show that our generated traffic affects cache performance
similarly to actual traffic, using the common LRU and LFU
eviction policies.
I. INTRODUCTION
Web robots are computer agents that send HTTP requests
to Web servers and are a growing source of traffic on the
World Wide Web. A common source of Web robot traffic
are crawlers for search engines, such as Google’s Google-
Bot [1], Microsoft’s bingbot 1, Baidu’s BaiduSpider 2 and
Apache Nutch [2], an open source search engine framework.
There are also more focused crawlers that search the web
for information about a specific topic, find prices on e-
commerce sites, collects e-mail address, and discovers broken
hyperlinks [3], [4]. Robots can also be malicious, attempting
to exploit vulnerabilities on a Web server or taking part in a
distributed denial of service (DDoS) attack with other robots
in a botnet [5].
In the past few years, multiple studies have found that
Web robots make up the majority of HTTP traffic. A 2015
industry report suggests that robots constitute 49.5% of all
HTTP requests to popular Web sites on the Internet [6], while a
recent academic report suggests a lower bound for this number
to be between 50 and 60% [7], [8], [9]. The rise in robot traffic
to these levels may be attributed to many factors, including
modern software frameworks that make it easy to develop
and test web robots (e.g., Python BeautifulSoup or Apache
Nutch) or commonplace social media linking, commenting,
1https://www.bing.com/
2http://baidu.com/
and sharing functions that encourage real-time engagement
(hence requiring aggresive crawling to stay up to date with
the latest information shared).
The high levels of Web robot traffic faced by web
servers can significantly hinder their performance. Server-side
web caches, for example, are especially vulnerable to web
robots [10] as their requests can evict resources likely to
be requested by humans, or admit resources seldom asked
for by humans. While the Robots Exclusion Protocol (REP)
allows web server administrators some control over robot
behavior [11], [12], it is an unenforced advisory that robots can
violate without concequence [13]. Web servers must therefore
be expected to handle traffic from unethical robots which do
not adhere to the REP.
Existing approaches to Web traffic generation tend to be
based on models of human behavior - predicting when a
person will click on a link and which links they are most
likely to click next [14]. Others attempt to model the global
properties of Web traffic which are shared between humans
and robots [15], [16]. These studies were also done in the late
1990s and early 2000s, and in the years after the structure
and size of the Internet have changed greatly [17]. Therefore,
in order to understand how modern Web robot traffic impacts
server performance, a new approach to traffic simulation is
necessary.
This paper introduces a system for generating Web robot
requests that resemble the pattern of requests observed on
actual Web servers. Our system combines models of the
temporal patterns of Web robot behavior with existing models
which predict the subdirectories and resources robots make
requests in. We compare the characteristics of traffic generated
by our system with actual traffic we are trying to model,
including the average session length, time between sessions,
and time between requests within a session. We compare the
effect of generated traffic and the effect of actual traffic on
two common caching algorithms, least recently used (LRU)
and least frequently used (LFU), showing that the generated
traffic has a similar impact on cache performance.
The remainder of the paper is as follows: Section II pro-
vides references to previous research on Web robot behavior,
cache evaluation, and simulation of HTTP traffic. Section III
introduces the generative models used to simulate Web robot
traffic. Section IV compares our generated traffic to actual Web
robot traffic and how each affects the performance of common
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caching algorithms.
II. RELATED WORK
The number of methods for generating web traffic is exten-
sive, but most were developed over a decade ago [14], [16],
[15]. Different traffic generators emphasize different qualities
of the users and their session behaviors. For example, Liu et
al. presented a model of Web traffic with applications to the
performance evaluation of Web servers [14] involving naviga-
tional patterns through hypertext They include a traffic model
at the session level which describes the arrival and browsing
behaviors of users, and describe WAGON, a graphical software
interface for generating traffic and evaluating how it impacts an
Apache Web Server. Mah developed an empirical model based
on HTTP packet traces which can be used for simulations [16].
The work uses packet traces in order to model the behavior
of a single user across multiple websites, which is much more
difficult to do if server logs are used. This model is more
suitable for testing higher-scale properties of the Web, such as
Internet routing and bandwidth usage, rather than the impact
of the traffic on a single server-side cache. Choi and Limb
developed a behavioral model of Web traffic which includes
the effect of caches [15]. However, this approach is based
off of the last-modified and if-modified-since
fields in the HTTP header, and not necessarily any server-side
caches.
The traffic generator we propose is made with an eye
towards supporting performance evaluation on web servers
as it faces varying levels of web robot traffic. This class of
traffic has seen only a small amount of study over the last
two decades. Almeida et al. studied the characteristics of Web
robot traffic and their impact on server-side caching [10]. Their
results indicate that Web robot traffic violates the locality
assumptions that hold for human traffic. They conclude that
in order to improve performance in the face of increased Web
robot traffic, servers should adopt different caching policies
for human and Web robot requests. Marshall and Roadknight
analyzed the impact a single human user can have on a
cache [18]. Their study shows that users can have varying
hit rates, meaning some may degrade performance more than
others. Doyle et al. describe what they call the trickle-down
effect the most popular resources on a Web server have on
caching [19]. This process involves upstream caches storing
the most popular resources, while off-loading less popular
resources and dynamically generated resources to downstream
sources. These less popular and dynamic resources can neg-
atively impact the performance of down-stream caches, even
while up-stream caches maintain good performance.
Our work differs from traffic generators in two ways: it
is meant specifically for generating Web robot traffic, and
it makes less assumptions about the browsing behavior of
agents. Previous traffic generation models such as those in
[14] tend to assume that agents follow the hyperlink structure
of a website; with human agents, this is often the case, but it
may not be so for Web robots. Our traffic generation approach
also generates Web robot traffic that has a similar effect on
Fig. 1. High-level description of the traffic generator
Web server (proxy) caches as actual Web robot traffic, whereas
other models seek to imitate the overall impact performance
has on the Web server itself.
III. METHODOLOGY
This section presents the methodology behind our Web
robot traffic generator. The three main components of the
model can be seen in Figure 1: (i) an inactive robot pool from
which new sessions are drawn; (ii) an active robot pool, from
which the robot making the next request is chosen; and (iii) a
request generator, which chooses the subdirectory and resource
which is to be requested next. Whenever a new session is to
be created, a robot is chosen from the inactive robot pool by
sampling from a categorical distribution. Each robot in the ac-
tive robot pool is associated with a session, which keeps track
of the time the robot became active and the session length,
the number of requests the robot will make before becoming
inactive. The resource generation components are responsible
for choosing which subdirectory the next request will be made
in, and then which resource within the subdirectory is to be
requested, as well as the inter-arrival time, which is the time
between the last request made by the robot making the next
request.
In the process of generating a request, several probability
distributions are sampled from. The parameters of these dis-
tributions in practice are fit based on actual Web server logs.
This allows for generating traffic matching the characteristics
of a particular server, which can then be used to test the
performance of that server. Furthermore, the parameters can
be tweaked to simulate hypothetical situations such as a
huge volume of Web robot traffic, or robots requesting large
resources which can negatively impact server performance.
The generator that we develop models web robot traffic as
coming from a robot pool, which is simply a list of sessions
which are still ongoing. The number of sessions at any given
time is a hyperparameter of our traffic generation simulation,
denoted N . In practice N is estimated from existing Web
server logs as the average over the number of active sessions
as each request is processed. Since the size of the robot pool is
fixed, a new session is added whenever another ends to ensure
that there are always N active sessions.
A central concept of the model is thus a session, which
represents a sequence of requests made by a single agent to
the same Web server over a period of time. This notion is
based off of the approach used in [20] and [21] for finding
sessions in Web server logs. We model a session as a tuple
S = (A, t0, k) (1)
where A is an identifier of the agent making the requests, t0
is the time of the first request in the session, and k is the
total number of requests to be made in the session, called
the session length. Each of these components are viewed as
a random variable which follow distributions as described in
the sequel.
A. Session Generation
Session generation requires a model for the number of new
sessions that arrive over a time period and their length. We
use the following definition of a session.
Definition 1: Let S = (r1, r2, . . . , rn) be a sequence of
n requests for resources ri made by the same agent, and let
t(ri) be the time that resources ri was requested. Given some
T > 0, we say that S is a session with timeout T if for all
i = 2, . . . , n, we have that t(ri)− t(ri−1) ≤ T .
Many empirical studies of Web server traffic suggest that a
Poisson process is a realistic model of session arrival rates and
times [22]. This means that the probability of a given number
of sessions j appearing in a fixed interval of time follows a
Poisson distribution:
j ∼ Poisson(λ) (2)
To sample the time at which sessions begin, we consider
the random variable ∆t, which is the time between two
sessions from any robots that occur in sequence, also known
as the session inter-arrival time. Since j is Poisson distributed,
∆t follows an Exponential distribution with the same rate
parameter λ:
∆t ∼ Exponential(λ) (3)
Then the initial time for a new session tk is generated as
follows: first, sample ∆t as in (3). If tk−1 is the start time of
the last session, then
tk = tk−1 + ∆t (4)
The Poisson distribution used to generate session times is fit
using maximum likelihood estimation (MLE); given a time
period T and ns, the number of sessions observed in that
period, the MLE estimate for λ is
λˆ =
ns
T
(5)
To model the distribution of web robot session lengths, we
use the Zeta distribution, which is often called a power-law or
Zipf distribution [23]. The family of power-law distributions
are distinguished by having a density or mass function pro-
portional to some (negative) power of the random variable x:
f(x) ∝ x−s (6)
The Zeta distribution is a discrete probability distribution with
mass function
f(k) =
k−s
ζ(s)
(7)
with parameter s > 1. Here ζ(s) is the Riemann zeta function,
which is determined by the infinite series
ζ(s) =
∞∑
i=1
i−s (8)
which converges for real s > 1. The session length k is
sampled from a Zeta distribution which describes the session
length of all robot sessions:
k ∼ Zeta(s) (9)
There is no closed form solution for the MLE of parameter
s. We chose to approximate the solution numerically using
methods described in [23]. The methods directly maximize
the log-likelihood function using numerical maximization al-
gorithms. If the observed session lengths are x1, . . . , xn, then
the MLE estimate of s is
sˆ = arg max
s∈(1,∞)
{
−n ln ζ(s)− s
n∑
i=1
lnxi
}
(10)
assuming a minimum value of xmin = 1.
Once temporal information for a new session has been
generated, it must be assigned to an inactive robot. This robot
is selected from the pool of inactive robots with a probability
determined by how frequently it made requests in the data
used to fit the traffic generator. If there are R robots and
the ith robot made ni requests, then we define a vector ~ρ
of probabilities given by
ρi =
ni∑R
j=1 nj
(11)
When a robot becomes active, it is removed from ~ρ and the
remaining values are renormalized to sum to one. When it
becomes inactive, it is added back in. Given the vector ~ρ
containing only inactive robots, a new active robot a can be
sampled from a Multinomial distribution:
a ∼ Multinomial(1; ~ρ) (12)
Within the generator, there are always N active sessions
maintained. When a robot ends its session, a new one is drawn
to fill its place.
B. Request Time Generation
Next, the generator assigns times to each request in a
generated web robot session. Based on past studies [10]
and empirical measurements shown in Figures 4a and 4b, a
lognormal distribution is used to generate the time between
requests within a session. Given n data points x1, . . . , xn,
maximum likelihood-estimates for the lognormal parameters
µ and σ are
µˆ =
1
n
n∑
i=1
log xi (13)
and
σˆ2 =
1
n− 1
n∑
i=1
(log xi − µ)2 (14)
i.e. the mean and standard deviation of the logarithm of the
samples.
Lognormally distributed random variables can be generated
by sampling from a normal and exponentiating the result.
To maintain a small number of parameters, a single global
lognormal distribution is fit based on the times between
requests within sessions for all robots. Given the initial time of
a robot session t1, and the length of the session k, the times
of each request are generated as follows. For i = 2, . . . , k,
sample a time delta from the global lognormal distribution
τi ∼ logN
(
µ, σ2
)
(15)
Then the time of the mth request in the session is
tm = t1 +
m∑
i=2
τi (16)
C. Subdirectory and Resource Generation
The last components of the traffic generator decides on the
subdirectory of a request and the resource to be requested
within it. To minimize the number of parameters for this com-
ponent, we consider the generation of subdirectories globally
(i.e. for all robots), and generation of resource requests by a
robot given the previously generated subdirectory.
The simplest method for generating a subdirectory is to just
pick one from all possible subdirectories at random, with equal
probabilities. This is equivalent to placing a discrete uniform
probability distribution over the subdirectories. Although this
method is simple and easy to implement, it ignores the fact
that certain subdirectories, such as the root directory /, are
more likely to be requested from than others. A factor that can
influence which subdirectories are more likely to be requested
from others is the number of resources in the subdirectory.
If there are M subdirectories d1, . . . , dM , with di having Ri
resources, then we define a vector ~σ with components
σi =
Ri∑M
k=1Rk
(17)
Then whenever we need to generate a new subdirectory d we
can sample it from a categorical distribution:
d ∼ Multinomial(1;~σ) (18)
This model privileges subdirectories with a large number of
resources; a subdirectory with the minimum of one resource
will be the least likely to be generated, since subdirectories
with no resources are not even considered.
To generate a resource given the robot making the request
and subdirectory the request will be in, we define a probability
distribution over the resources in that subdirectory. This model
takes into account the types of resources, which are determined
by the file extension. To fit the parameters of the distribution,
we do Bayesian inference using maximum a posteriori (MAP)
~α
Dir
~θ
Multi
t
Multi
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P
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Fig. 2. Bayesian network for the request path model
estimation. Our priors are chosen to incorporate information
about resource and type frequencies in requests from all robots
in the subdirectory.
We select a resource by turning to a generative Bayesian
model. Given a vector ~θ where θi is the probability of
requesting a resource with type i, draw a resource type t as
t ∼ Multinomial(1; ~θ) (19)
Given a resource type t, there is another vector ~Pt, where
the i-th component ~Pt,i is the probability of requesting the
i-th resource of type t in the subdirectory, we can draw the
resource r as
r ∼ Multinomial(1; ~Pt) (20)
When using MAP to estimate the parameters ~θ and all of the
~Pt, we place Dirichlet conjugate priors [24] on them:
~θ ∼ Dirichlet(~α) (21)
and
~Pt ∼ Dirichlet(~γt) (22)
This entire generative process is summarized in Figure 2
using the notation described in [25]. Here P stands for all
of the ~Pt, and Γ stands for all of the ~γt. Given an observed
sequence of M requests R = (r1, . . . , rM ) with corresponding
types T = (t1, . . . , tM ), the data likelihood can be written
Pr(R, T |~θ, P ) =
exp

K∑
j=1
mj log(θj) + Rj∑
l=1
nj,l log(pj,l)
 (23)
where K is the number of resource types, mj =∑M
k=1 I [tk = j] is the number of requests for resources of
type j by the robot, Rj is the number of resources of type j
in the subdirectory, and nj,l is the number of requests for the l-
th resource of type j. Since we are using MAP for parameter
estimation, we seek values for ~θ and P that maximize the
posterior
Pr(~θ, P |R, T ) = Pr(R, T |
~θ, P ) Pr(~θ) Pr(P )
Pr(R, T )
(24)
Since we chose conjugate priors, the MAP parameter estimates
can be found analytically as
θ˜j =
αj +mj − 1
α+M − 1 (25)
for 1 ≤ j ≤ K and
p˜j,l =
γj,l + nj,l − 1
Γj +mj − 1 (26)
for 1 ≤ j ≤ K and 1 ≤ l ≤ Rj , where α =
∑K
j=1 αj and
Γj =
∑Rj
l=1 γj,l.
The hyperparameters ~α and Γ are chosen based on global
statistics; let (mG)j be the number of requests for a resource
of type j in the subdirectory across all robots. Also, let (nG)j,l
be the number of requests for the l-th resource of type j in
the subdirectory across all robots. Then for α > 0 and γ > 0,
we set
αj = α
(mG)j∑M
k=1(mG)k
(27)
and
γj,l = γ
(nG)j,l∑
k = 1
Rj (nG)j,k
(28)
The values α and γ allow for control over the strength of the
prior information; the larger their values, the more the hy-
perparameters contribute to the probabilities in Equations (25)
and (26). By default, we either set α and γ to a constant, or to
be related to the number of data points included in the prior
information.
IV. EVALUATION
To evaluate our web robot traffic generator, we fit its
parameters to those of actual traffic and compare the charac-
teristics of the generated traffic to those of the original traffic.
Two datasets were used for evaluation: the first consists of
web robot traffic across every web server at Wright State
University3 (WSU) for the months of April, May, and June
in 2016. The second consists of web robot traffic from the
servers of the University of Pavia in Italy4 (Univ. of Pavia)
from December 2013 to May 2014. As the original datasets
were server logs of all traffic, we extracted web robot traffic
by comparing the User-Agent HTTP header field with the
crowd-sourced database BotsVsBrowsers [26]. Each log entry
includes at least the time and date the request was observed,
HTTP request including method, path, and HTTP version,
HTTP response code from the server, and IP address of the
requester. Other fields which may or may not be present are
the response size, referrer field in the HTTP header, and User-
Agent string. Agents are identified by their User-Agent string,
IP address, or both.
Table I summarizes the Web robot traffic extracted from
the datasets. We find that a significant amount of traffic is
observed on both servers, exceeding 250,000 robot requests
over the past three months, but there are important differences
in their summary statistics. For example, sessions on Univ.
of Pavia is smaller, with an average length of 9.42 requests,
whereas sessions last 34.49 requests on average on WSU. The
diversity of robot traffic on WSU is also much stronger, with
nearly twice as many unique robots visiting this server. This
3wright.edu
4www.unipv.eu/site/en/home.html
TABLE I
SUMMARY OF WEB ROBOT TRAFFIC DATASETS
Metric Univ. of Pavia WSU
Num. Requests 269,516 1,790,036
Num. Sessions 28,583 51,898
Num. Agents 226 576
Num. IP addresses 3,796 9,578
Num. Resources 59,286 145,369
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Fig. 3. CDFs of times between sessions
may be due to the fact that the WSU website is much richer in
information, having over twice the number of unique resources
available for download. These differences are a positive aspect,
as it allows us to evaluate if the generator can mimic patterns
from two diverse and distinct sets of robot traffic.
To evaluate the quality of the generated traffic, we compare
the distribution of the time between new session arrivals across
all Web robots, the inter-arrival times between requests within
the same session, and the distribution of session lengths across
all robots. Finally, we implement a simple cache with least-
frequently used (LFU) and least-recently used (LRU) eviction
policies and compare the impact of generated and original
traffic on these caching policies.
A. Time Between Sessions
Comparison of the time between the arrival of new sessions
in generated and actual data are shown in Figure 3. Notice
that in the case of the Univ. of Pavia dataset, the original
dataset approximately follows an exponential distribution. This
observation further justifies the use of a Poisson process
to generate the time between sessions as described in Sec-
tion III-A. The fit exponential is different between the actual
and generated traffic. This is because only a finite number of
requests were generated, which can lead the fit parameters
of the generated data to differ from those of the original
data. The interaction of session arrival time generation with
other components of the traffic generator could also impact
the resulting distribution. However, as can be seen from the
figure, the resulting empirical distribution is still quite close
to the underlying exponential distribution.
B. Inter-Arrival Times within a Session
Plots showing the empirical and theoretical cumulative
distributions of the times between requests within sessions are
given in Figure 4. Recall that a lognormal distribution was
used to model these times. For the Univ. of Pavia dataset,
the fit distributions for generated and real traffic match quite
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Fig. 4. CDFs of inter-arrival times within a session
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Fig. 5. PDFs of session length distributions
closely. The empirical distribution for the real traffic is not
a close match to the fit, while the generated traffic is. This
is because the time between requests was generated using a
lognormal distribution, while in the original dataset a more
complicated process, something other than lognormal, could
have led to the resulting empirical distribution. While the
differences between the fitted log-normals are more marked
in the plot for the WSU dataset, these differences are not
significant. In all cases, the empirical distribution of the
generated data matches its fit, indicating that other components
of the traffic generator have less impact on the time between
requests than they do, say, the time between sessions.
C. Session Length
Log-log plots of the empirical and theoretical probability
mass functions of session lengths for generated and actual
data are shown in Figure 5. In the Univ. of Pavia dataset, the
theoretical distributions differ in the tail, possibly due to high
variation in the tails making it difficult to achieve a good fit to
a power law. This variance can be seen in both generated and
original data points, and is a consequence of not having an
extremely large number of observations so that enough high
values, which have a low but not negligible probability of
occurring in power-tailed distributions, are observed to make
the power-tail behavior apparent throughout the entire support.
D. Cache Performance
There are many ways that Web robot traffic could impact
the performance of a Web server. For example, a high volume
of traffic could cause delays in server responses due to large
amount of threads being spun off on the server machine to
process each request. A common way to speed up server
response is by caching commonly requested static content.
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Fig. 6. Simulated cache hit rates with LFU eviction policy
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Fig. 7. Simulated cache hit rates with LRU eviction policy
Large variations in the resources requested by Web robots
can negatively impact cache performance. In order to test
new caching algorithms that may be able to handle Web
robot traffic well, large amounts of traffic, either observed or
generated, are needed. By seeing if our generated Web robot
traffic impacts a hypothetical Web cache in the same way as
actual traffic, we can know if our generation system is useful
in testing new caching algorithms.
To evaluate how our traffic generation affects Web server
caches, we implemented a simulation of a simple cache with
two eviction policies: Least-frequently used (LFU), which
removes the object with the least amount of hits when the
cache is full, and least-recently used (LRU), which removes
the object which has been in the cache the longest. These and
other cache replacement strategies are described in more detail
in [27], [28]. We then computed the average cache hit rate for
varying cache sizes on generated and actual traffic, and plotted
the results. The results are in Figure 6 for the LFU policy and
Figure 7 for the LRU policy.
The curves for the University of Pavia dataset closely
match, meaning that the traffic generator is able to reproduce
characteristics of Web robot traffic at that server which impact
cache performance in the same way as actual traffic. The
generated LRU hit-rate curve is closer to the actual curve than
the LFU curve. This may be due to the fact that the LRU
policy is based on the time a resource was last requested,
and the traffic generator could be better at simulating the
temporal aspects of traffic. However, the curves for the WSU
dataset do not match as well. This indicates that there may be
some unusual Web robot behavior in the traffic which is not
accounted for by the traffic generator. In particular, there is
some divergence in cache performance for large cache sizes,
compared to the University of Pavia curves which grow closer
as the cache size increases. Since the original data has worse
cache performance for large cache sizes, we hypothesize that
this is due to dynamic and new resources on the wright.edu
domain, which appear later in the original traffic but which
may appear throughout the entire generated traffic.
The hit-rate curves for generated data appear to be smoother
than the curves for actual data. This may be due to the
fact that the generated data maintains the same characteristics
(session length etc.) throughout the entire trace, while actual
data may exhibit local differences in characteristics, such as
higher activity during the daytime, which can cause variations
in the hit-rate of a cache at differing times. The integration and
modeling of these local variations are left for future work.
V. CONCLUSION
In this paper we introduced a new system for generating
Web robot requests which share some of the characteristics of
actual Web robot traffic. We described how the temporal as-
pects of the traffic, such as the times between session arrivals,
are modeled by various probability distributions which can be
sampled from to generate a sequence of requests whose tempo-
ral characteristics are similar to that of actual traffic. We then
introduced methods for choosing robots to assign sessions to,
and generating a sequence of subdirectories to draw resources
from. For the actual generation of resources, we introduced
a Bayesian model, fit using MAP, which incorporates prior
information from all robots in a given subdirectory along
with data from a single robot, to produce a model which is
influenced by all robots but is still unique for each robot.
To evaluate our traffic simulator, we generated many re-
quests and compared the statistical properties of the results
with those of the original traffic we were attempting to model.
We used two datasets from different academic Web servers,
one located in the United States, and the other in Italy. The
characteristics we used for comparison were time between
sessions, inter-arrival times within a session, session length,
and impact on a hypothetical Web server cache with LFU and
LRU eviction policies. We showed that our generated traffic
is able to match the trends observed in the original datasets.
There are two main ways our traffic generation approach
could be improved: we could use better models, particularly
for selecting the next active robot, and choosing subdirectories
and resources, or we could add completely new components to
our generator to capture characteristics of traffic which were
previously unnoticed. For selecting the next active robot, it
might be better to take into account any possible seasonality
robots exhibit, i.e. the probability of a given robot becoming
active depends on the internal clock of the traffic generator.
We could choose the subdirectory and resource at the same
time, based on which robot is making the resource and the
past requests of that robot. New components could use mea-
surements such as the size of resources, hyperlink structure,
and types of robots (Web crawler, link checker, etc.) to further
improve our models and the quality of the generated data.
Future studies could also look at datasets from commercial
web servers, or any other non-academic site. The traffic at
these websites may have properties which are not as ade-
quately modeled by our system, and understanding them could
lead to future improvements in the generation of Web robot
traffic. These studies could also look at properties of the traffic
we didn’t consider; among these are the sizes of resources,
sequential structures (what resources are likely to be requested
in sequence?), and changes in all previous properties over
time.
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