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ABSTRACT 
Consideration of wind load is important for design of engineered structures. Codification of wind 
load for structural design requires the estimation of the quantiles or return period values of the 
annual maximum wind speed. The extreme wind speeds are estimated based on the measured 
wind records at different meteorological stations and affected by the length of the wind record 
(i.e., sample size) and other factors such as the surrounding terrain and so on. This study is 
focused on 1) the spatial interpolation of wind speed statistics, 2) the potential of using regional 
frequency analysis in estimating the extreme wind speed, and 3) the reliability of designed 
structure at sites with and without sample size effects. 
 
For the spatial interpolation, both code recommended values of the wind speed as well as those 
based on at-site analysis are used, and commonly used spatial interpolation methods including 8 
deterministic methods and 6 geostatistical methods have been applied.  The preferred methods 
for each data set are determined based on the (leave-one-out) cross validation analyses.  It is 
shown that the preferred method depends on the considered data set; the use of the ordinary 
kriging is preferred if a single method is to be selected for all considered data sets. 
 
The historical wind records and available meteorological stations are often short and insufficient 
or unavailable, and the limited sample size will cause the uncertainty in the estimated quantiles. 
To deal with the data insufficiency in the wind speed records at the meteorological stations, the 
regional frequency analysis was applied to the data from the same 235 Canadian meteorological 
stations as mentioned above to calculate the quantiles of the annual maximum wind speed for 
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Canada. The obtained estimates of the quantiles of the extreme wind speed based on the regional 
frequency analysis are compared with those obtained based directly on the at-site analysis. The 
analysis uses the k-means, hierarchical and self-organizing map clustering to explore potential 
clusters or regions; statistical tests are then applied to identify homogeneous regions for 
subsequent regional frequency analysis. Results indicate that the k-means is the preferred 
exploratory tool for the considered data and the generalized extreme value distribution provides a 
better fit to the data than the Gumbel distribution for regional frequency analysis. However, the 
former is associated with low values of the upper bound that do not influence the estimation of 
10- to 50-year return period values of annual maximum wind speed but do influence the return 
period values with return period greater than 500 years. Based on these observations, regional 
frequency analysis may not be needed as an alternative to the at-site analysis. 
 
Furthermore, since the estimated quantiles of the extreme wind speed at a site are uncertain due 
to the limited sample size, the effect of this statistical uncertainty on the estimated return period 
value of the wind speed and structural reliability is investigated and two strategies (i.e. (i) a low 
return period for the nominal wind speed combined with a wind load factor greater than one and 
(ii) a high return period for the nominal wind speed combined with unity wind load factor) for 
specifying the factored design wind load are also evaluated to determine the optimal one. Results 
indicate that at least 20 years of useable data are needed for a station to be included in the 
extreme value analysis, and the first strategy is preferred to cope with sample size effect for the 
design at a particular site or in a region with statistically homogeneous wind climate, while the 
second strategy is recommended for the code making for a country with spatially varying 
iv 
 
coefficient of variation of annual maximum wind speed since it leads to better reliability 
consistency. 
 
Key words: extreme wind speed, quantile of wind speed, spatial interpolation, NBCC, kriging, 
cross-validation, regional frequency analysis, k-means clustering, hierarchical clustering, self-
organizing map, code calibration, reliability, sample size, wind load, load factor 
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Chapter 1 INTRODUCTION 
1.1 Introduction 
Wind load is an important factor in the design of engineered structures. It usually deals with the 
strongest winds or extreme wind speeds that occur during the lifetime of the structure. 
Codification of wind load for structural design requires the estimation of the quantiles or return 
period values of the extreme wind speed. In the National Building Code of Canada (NBCC), the 
extreme wind speed of interest represents the annual maximum of the moving average (AMMA) 
of the 60-minute mean (i.e., hourly-mean) wind speed at a 10 m height in open country terrain, a 
standard condition used in the NBCC (NRCC 2010). Unless otherwise indicated, in the 
remaining part of this thesis the wind speed refers to the hourly-mean wind speed defined in the 
previous sentence. 
 
The extreme wind speeds are estimated based on the measured wind records at different 
meteorological stations. However, it is unrealistic to set up meteorological stations everywhere. 
For sites which are not covered by the measured values at meteorological stations, the statistics 
and quantiles of the annual maximum hourly-mean wind speed could be spatially interpolated 
from those measured. Although there are various spatial interpolation methods including the 
deterministic methods and the geostatistical methods (Isaaks and Srivastava 1989, Cressie 1993, 
Goovaerts 1997, Chiles and Delfiner 1999), it is difficult to draw a general conclusion indicating 
which method convincingly outperforms the others because the adequacy of the methods is data 
dependent and different methods can result in significantly different interpolated values. Most 
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applications of spatial interpolation methods to climatic data deal with rainfall, relative humidity, 
solar radiation and temperature (Apaydin et al. 2004). Luo et al. (2008) conducted a comparison 
of seven interpolation methods for estimating the daily mean wind speed surface from data 
across England and Wales. However, their observations may not be translated to other regions or 
extreme values of the climatic data since their analysis was focused on average values of the 
climatic data. 
 
In this thesis, 14 different spatial interpolation methods are applied to the 50-year return period 
value of the annual maximum hourly-mean wind speed tabulated in the last two versions of 
NBCC (i.e. NBCC-2005 and NBCC-2010) as well as the at-site extreme value analysis results 
from 235 meteorological stations (each station, except three stations, with more than 20 years of 
useable data) in Canada. The preferred method(s) which can produce the best predictions for the 
statistics and quantiles of the extreme wind speed are determined based on the (leave-one-out) 
cross validation results. 
 
As mentioned above, the statistics and quantiles of the extreme wind speed could be estimated 
based on the at-site analysis of the annual maximum wind speed using records at different 
meteorological stations. One possible limitation of such an at-site analysis of the annual 
maximum wind speed is the insufficient historical wind records at the meteorological stations 
because the scarcity of the useable historical data will cause the uncertainty in the estimated 
quantiles. To overcome the problem with data deficiency, the “superstation” approach (Peterka 
and Shahid 1998), regional frequency analysis (Hosking and Wallis 1997) or pooled frequency 
analysis (Reed et al. 1999) could be considered. In this thesis, the regional frequency analysis 
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method advocated by Hosking and Wallis (1997) is adopted to estimate the quantiles of the 
annual maximum wind speed for Canada by using wind records from 235 meteorological 
stations. 
 
Given a specified or nominal wind load, the wind load factor is calibrated based on structural 
reliability theory for selected target reliability indices (Madsen et al. 2006). In both NBCC-2005 
and NBCC-2010, the 50-year return period value of the annual maximum hourly-mean wind 
speed to calculate the nominal wind load and a wind load factor of 1.4 are adopted to achieve a 
(50-year) target reliability index of 3.0 (i.e., failure probability of 1.35×10
-3
) (Bartlett et al. 2003a, 
b). It should be noted that the combination of the nominal wind load and the load factor is not 
unique because the selection of the return period to specify the wind speed or the reference wind 
velocity pressure is not unique. The same target reliability is achieved as long as the factored 
design wind load remains the same. However, as mentioned above, the annual maximum wind 
records used to calculate the distribution model parameters of the annual extreme wind speed are 
often limited, resulting in the estimated distribution model parameters to be uncertain. This 
uncertainty can affect the calculated quantile or return period value of the wind speed as well as 
the structural reliability.  Therefore, with the statistical uncertainty in the probability distribution 
model or its parameters for the annual maximum wind speed, two different approaches need to 
be investigated for specifying the factored design wind load: a single set of low return period for 
the specified wind speed combined with a wind load factor greater than 1.0 versus a single high 
return period for the specified wind speed combined with a wind load factor of unity. The 
selection of the optimal strategy is significant especially for a region or a country with spatially 
varying coefficient of variation of wind speed such as Canada. 
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1.2 Objectives 
The present study is focused on the spatial variation and interpolation of the statistics of the 
annual maximum hourly-mean wind speed and its implication in design wind load. The main 
objectives are: 
1) To select the preferred methods for interpolating the 50-year return period value of the 
annual maximum hourly-mean wind speed tabulated in NBCC-2005 and NBCC-2010. 
2) To select the preferred methods for interpolating the mean, coefficient of variation and 
quantiles of the annual maximum hourly-mean wind speed in Canada and to investigate 
the performance of different approaches in estimating the T-year return period value of 
the wind speed. 
3) To apply the regional frequency analysis method to estimate the quantiles of the annual 
maximum wind speed for Canada and compare the results with those based on the at-site 
analysis. 
4) To investigate the influence of the limited sample size on the calibration of design wind 
load and to select an optimal combination of the return period and the load factor for 
specifying the wind load in codified design. 
1.3 Organization of the thesis 
Chapter 2 of this thesis discusses the spatial interpolation of the 50-year return period value of 
the annual maximum hourly-mean wind speed tabulated in NBCC-2005 and NBCC-2010. 14 
interpolation methods including both the deterministic methods and the geostatistical methods 
are employed and the performance of the considered methods is also evaluated by carrying out 
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the (leave-one-out) cross-validation analysis. Discussions and recommendations based on the 
cross-validation results are provided for practical applications as well. 
 
Chapter 3 is focused on the spatial interpolation of the statistics (i.e., mean and coefficient of 
variation) and quantiles of the annual maximum hourly-mean wind speed in Canada. The 
extreme wind records from 235 meteorological stations (each station, except three stations, with 
more than 20 years of useable data) in Canada are considered. Similar to Chapter 2, 14 
interpolation methods including deterministic methods and geostatistical methods are applied 
and the (leave-one-out) cross-validation statistical analysis is carried out in order to compare the 
performance of the considered methods. Following that, two possible approaches in estimating 
the T-year return period value of the wind speed are considered: 1) directly interpolate it from T-
year return period value of the wind speeds at the meteorological stations, and 2) calculate it 
using the mean and coefficient of variation (cov) of the extreme wind speed that are interpolated 
from those obtained at meteorological stations. A comparison is conducted to investigate 
whether the latter is an accurate substitute for the former. 
 
Chapter 4 applies the regional frequency analysis method to estimate the quantiles of the annual 
maximum wind speed for Canada.  The same data used in Chapter 3 is considered in the analysis. 
Potential homogeneous regions for the extreme wind speeds are identified by using three 
different clustering methods (i.e. k-means clustering, hierarchical clustering and self-organizing 
map clustering). The regional frequency analysis and statistical tests are then applied to the 
identified regions.  Quantiles of the annual maximum wind speed are estimated based on the 
regional frequency analysis and compared with those based directly on the at-site analysis. 
6 
 
Potential implications of using the regional analysis results versus the at-site analysis results in 
developing the wind hazard maps which are important for the development of codified structural 
design are discussed. 
 
Chapter 5 presents the influence of the limited sample size on the calibration of design wind load 
and the evaluation of the optimal strategy for specifying the factored design wind load by using 
the Monte Carlo technique. The two considered strategies are: a single set of low return period 
for the specified wind speed combined with a wind load factor greater than 1.0 versus a single 
high return period for the specified wind speed combined with a wind load factor of unity (e.g., 
the approach adopted in the NBCC versus the approach adopted in ASCE-7-10). The optimum is 
judged based on the reliability consistency for a realistic range of the coefficient of variation of 
the annual maximum wind speed, and the ratio of the design wind load to the design dead load. 
 
Finally, in Chapter 6, the major conclusions of this thesis are summed up and the 
recommendations for practical applications and future research are given as well. 
1.4 Format of the thesis 
This thesis is prepared in a manuscript format as specified by the School of Graduate and 
Postdoctoral Studies at the University of Western Ontario. Each chapter, except Chapters 1 and 6, 
is presented in a manuscript format with its own list of notations and references. 
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Chapter 2 SPATIAL INTERPOLATION OF EXTREME 
WIND SPEEDS BASED ON CODE SUGGESTED 
VALUES 
2.1 Introduction 
Nominal wind load is required in structural design and code calibration. In the last two 
versions of the National Building Code of Canada (NBCC) (NRCC 2005, 2010), the 
nominal design wind load is specified based on the reference wind velocity pressures 
which are calculated using the estimated 50-year annual maximum hourly-mean wind 
speeds (i.e., the 0.98 quantile of annual maximum hourly-mean wind speed) (NRCC 
2010). The extreme wind speeds are estimated based on the wind records at different 
meteorological stations, and considering expert opinion. Values are tabulated in NBCC-
2005 for 639 locations and NBCC-2010 for 675 locations. For sites which are not 
covered by the tabulated values, the reference wind velocity pressures or the 
corresponding 50-year return period values of the wind speed could be spatially 
interpolated from those tabulated.  
 
The spatial interpolation methods fall into two categories: 1) deterministic methods and 2) 
geostatistical methods (Isaaks and Srivastava 1989, Cressie 1993, Goovaerts 1997, Chiles 
and Delfiner 1999). The deterministic methods calculate the predictions from the 
measured values (or values at sample points) based on either the extent of similarity or 
the degree of smoothing without considering uncertainty. Typical deterministic methods 
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include the inverse distance weighting, global polynomial interpolation, local polynomial 
interpolation, and radial basis functions methods. They have no assessment of errors 
associated with the predicted values. Geostatistical methods incorporate the randomness 
into the interpolation and use the statistics of the measured values. The commonly used 
geostatistical methods are kriging and co-kriging. In addition to predicting values, the 
geostatistical methods evaluate the prediction error as well. The spatial interpolation 
methods can be either an exact or an inexact interpolator. The exact interpolator provides 
an estimated value that is the same as the measured value at a sample point.  An inexact 
interpolator predicts an estimate that differs from its known value at a sample point. 
 
However, the method which provides the best predictions is usually not clear because the 
adequacy of the methods is data dependent and different methods can result in 
significantly different interpolated values. A (leave-one-out) cross-validation analysis can 
be used to determine the best interpolation method among all potential methods. To 
perform the cross-validation analysis, data at one or more measurement locations are 
withheld and are predicted using a selected spatial interpolation method with the 
remaining samples (Cressie 1993, Johnston et al. 2003); statistics of the differences 
between the measured and predicted values obtained for the measurement locations are 
evaluated and used as performance indicators. 
 
A review of some of the applications of spatial interpolation methods to climatic data 
given by Apaydin et al. (2004) shows that most applications and case studies deal with 
climatic data such as rainfall, relative humidity, solar radiation and temperature, and it is 
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difficult to draw a general conclusion indicating which method convincingly outperforms 
the others. They applied six spatial interpolation methods to the climatic data of a region 
in Turkey, and indicated that completely regularized spline and simple co-kriging are the 
preferred methods based on the root mean square error (RMSE) in the cross-validation 
analysis. A comparison of seven methods for interpolating the daily mean wind speed 
surface from data across England and Wales was conducted by Luo et al. (2008).  Their 
results show that the co-kriging was most likely to produce the best estimation of a 
continuous surface with temporal consistency, and that the co-kriging surfaces reflect the 
wind features more accurately, especially in mountain areas, than the kriging surfaces 
because of the use of terrain’s elevation as a covariate. However, the above observed 
performance of the methods may not be translated to other regions or extreme values of 
the climatic data since their analysis was focused on average values of the climatic data. 
 
The present study is focused on the spatial interpolation of the 50-year return period 
value (i.e. 0.98 quantile) of the annual maximum hourly-mean wind speed tabulated in 
NBCC-2005 and NBCC-2010.  The spatial distribution of the tabulated locations in 
NBCC-2005 and NBCC-2010 are shown in Figure 2.1. The analysis is aimed at selecting 
the preferred method for interpolation of extreme wind speeds. 14 interpolation methods 
including both the deterministic methods and the geostatistical methods are employed in 
this study. The (leave-one-out) cross-validation analysis was carried out to compare the 
performance of the considered methods. Discussions and recommendations based on the 
cross-validation results are provided for practical applications. 
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2.2 Spatial interpolation methods used for the numerical analysis 
Interpolation methods are used to estimate values for spatially continuous phenomena 
from the measured values at limited sample points. Nearly all spatial interpolation 
methods are based on the same idea that the estimations are represented as the weighted 
averages of the (measured) values at the sample points. The general estimation formula is 
depicted as follows: 



n
i
iii yxZwyxZ
1
00
~
),(),(  (2.1) 
where ),( 00
~
yxZ  represents the predicted value at the unmeasured point ),( 00 yx , 
),( ii yxZ  represents the measured value at the sample point ),( ii yx , iw  is the weight 
assigned to the sample point ),( ii yx , n is the number of sample points considered in the 
prediction (Webster and Oliver, 2001). The specific mathematical formulation of each 
interpolation methods may have some kind of variation on the general formula depicted 
in Eq. (2.1). For example, different interpolation methods may have different ways to 
assign the weights for each sample point, or a stationary or nonstationary mean may be 
considered to exist among the sample points, or multi-variable instead of one single 
variable may be involved. Eight deterministic methods (i.e., inverse distance weighting, 
global polynomial interpolation, local polynomial interpolation, and five sub-types of 
radial basis functions) and six geostatistical methods (i.e, various kriging and co-kriging) 
are used in this study. Some explanations of the methods which are based on Isaaks and 
Srivastava (1989), Cressie (1993), Goovaerts (1997), Chiles and Delfiner (1999) and 
Johnston et al. (2003) are given below. For more details about the mathematical 
formulation, please see Appendix A or the references. Moreover, Johnston et al. (2003) 
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described their implementation in ArcGIS that is employed for the numerical analysis in 
the following sections. 
 
2.2.1 Deterministic methods 
The deterministic methods considered in the present study include the inverse distance 
weighting (IDW) method, global polynomial interpolation (GPI) method, local 
polynomial interpolation (LPI) method and radial basis functions (RBFs) method. 
 
The IDW is based on a fundamental geographic principle that the observations at near-by 
locations are more alike. It calculates the predictions using a linearly weighted 
combination of a set of observed values, and the weight is a function of the inverse 
distance resulting in a decrease of the influence of the measured location on the predicted 
location as the distance increases. The parameter that controls the decrease is optimized 
in ArcGIS.  Since it is an exact interpolator, the IDW is likely to produce surfaces with 
sharp peaks or troughs. It estimates surface values between the maximum and the 
minimum of the measured values at sample points. 
 
The GPI method uses a polynomial to fit the observed values and interpolate the surface. 
The coefficients of the polynomials are determined by using a least-squares regression to 
minimize the residuals. The GPI is an inexact interpolator and the smoothing of the 
interpolated surface is determined by the order of the polynomial. The LPI method is 
similar to the GPI, except that the considered polynomial is applied to a localized 
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“window” and weights are considered. The coefficients of the polynomials in this case 
depend on the moving window. 
 
The RBFs, also known as splines, are exact deterministic interpolators which are 
conceptually similar to fit a rubber membrane through measured values while minimizing 
the total curvature of the surface. Splines are adequate for surfaces with gentle slopes and 
are inadequate for surfaces defined by dataset with large changes within a short 
horizontal distance. Unlike the IDW, splines can estimate surface values above the 
maximum and below the minimum of the measured values. Five special splines (i.e., 
completely regularized spline (RBF-CRS), spline with tension (RBF-SWT), thin plate 
spline (RBF-TPS), multiquadric (RBF-M), inverse multiquadratic (RBF-IM)) available in 
ArcGIS are tested since the spline that is best suited to interpolate the extreme wind 
speed is unknown. 
 
2.2.2 Geostatistical methods 
Unlike the deterministic methods, the geostatistical methods incorporate the concept of 
randomness and provide both the predicted surfaces and the assessment of the errors 
associated with the predicted values. The geostatistical methods employed in this study 
are the kriging and co-kriging. Similar to the IDW, kriging uses a linear combination of 
weighted measured values to generate estimates for unmeasured locations. However, the 
weights in kriging are based not only on the distance between the measured locations and 
the predicted location, but also on the spatial correlation (i.e., semi-variogram) of the 
measured locations. Kriging is suitable for the cases in which a spatially correlated 
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distance or directional bias exists in the data. Co-kriging is similar to kriging, except that 
it incorporates additional covariates and the correlations among different variables. Co-
kriging can be effective for data with significant inter-variable correlation.  In this study, 
since the extreme wind speed could be affected by the terrain’s elevation, the 
interpolation may be improved by using co-kriging with the terrain’s elevation at the 
meteorological station as a covariate, which will be discussed in the next section. 
 
Three different types of kinging and three different types of co-kriging (i.e., the ordinary 
kriging (KO), simple kriging (KS), universal kriging (KU), ordinary co-kriging (CoKO), 
simple co-kriging (CoKS), universal co-kriging (CoKU)) with spherical model for the 
semi-variogram are used in the present study. The KO assumes that the interpolated 
surface has an unknown but constant mean.  The weights are determined based on the 
minimization of the variance of the error of the prediction. The KS and KU are similar to 
the KO, except that the KS assumes that the mean of the surface is a known constant; the 
KO assumes that there is a trend in the local mean of the surface which can be defined by 
a deterministic function. 
 
2.3 Analysis results 
2.3.1 Interpolated surfaces for the 50-year return period value of wind speed 
Some interpolated surfaces of the 50-year return period value of wind speed by using 
IDW, LPI, RBF-SWT, RBF-M, KO, KS, CoKO, and CoKS are illustrated in Figure 2.2 
and Figure 2.3, when values tabulated in NBCC-2005 and NBCC-2010 are used, 
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respectively. The surfaces generated by other interpolation methods are not included 
because they produce very similar results or lead to relatively large RMSE. A comparison 
of Figure 2.2 and Figure 2.3 shows that the interpolated surfaces based on NBCC-2010 
are smoother than those based on NBCC-2005. In Figure 2.2, typical “bulls eye” patterns 
can be observed from the surfaces interpolated by using the IDW as well as those by 
using the RBF-SWT and RBF-M but with a lesser degree. This is expected because the 
IDW, RBF-SWT and RBF-M are exact interpolators. Geostatistical methods, especially 
the KS and CoKS, have significant smearing effect on the interpolated surfaces. In Figure 
2.3Error! Reference source not found., the “bulls eye” pattern still exists in the 
surfaces obtained by using the IDW and RBF-M; the surface obtained by using the RBF-
SWT does not exhibit that much of this pattern. Again, the use of the KS and CoKS 
results in much smoother surfaces than others. In both Figure 2.2 and Figure 2.3, the 
surfaces interpolated by using the kriging and co-kriging look pretty similar indicating 
that there is no strong correlation between the extreme wind speed and the terrain’s 
elevation.  
 
It is noteworthy that the KO can be an exact interpolator by setting the nugget value equal 
to zero. The interpolated surfaces obtained using the KO with zero nugget are depicted in 
Figure 2.4. It can be observed that the smearing effect of the KO with nonzero nugget 
was reduced and the “bulls eye” pattern starts to appear (especially on the surface based 
on NBCC-2010). 
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2.3.2 Cross-validation statistics for the interpolated surfaces of the 50-year return 
period value of wind speed 
To determine the preferred interpolation methods, the cross-validation analysis was 
carried out for the 14 considered spatial interpolation methods and the results are 
tabulated in Table 2.1 and Table 2.2 for deterministic methods and geostatistical methods, 
respectively. Statistics from the cross-validation for deterministic methods include the 
mean of the prediction error (ME) and the RMSE. The method which produces the lowest 
RMSE value and/or the ME value close to zero (i.e., least biased model) is considered as 
the preferred one. It is observed from Table 2.1 that for NBCC-2005, the preferred 
deterministic method to interpolate the 50-year return period value of wind speed is the 
RBF-M. This preference is followed by the RBF-SWT, IDW, and RBF-CRS. For NBCC-
2010, the RBF-M, and IDW, providing similar ME and RMSE values, are the preferred 
deterministic methods which are followed by the RBF-SWT, and RBF-CRS.  
 
Besides the ME and RMSE, the statistics from the cross-validation analysis for the 
geostatistical methods include the average standard error (ASE), the mean of 
standardized prediction errors (M-SE), root mean square standardized prediction errors 
(RMS-SE) (Johnston et al. 2003). As mentioned earlier, the geostatistical methods 
provide predictions as well as the assessment of prediction standard errors. The ASE is 
defined as the mean of the prediction standard errors; the standardized prediction error is 
equal to the prediction error divided by the prediction standard error. The preferred 
geostatistical method is selected based on the lowest RMSE, and/or RMS-SE close to one. 
Considering these criteria and the results shown in Table 2.2, the KO, followed by the 
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CoKO, is the preferred geostatistical methods for the 50 year return period value of wind 
speed in NBCC-2005. The KS and CoKS, although giving smoother interpolated surfaces 
than others, produce high RMSE values, and RMS-SE far away from one, therefore 
cannot be considered as suitable for interpolating the extreme wind speeds in the present 
study. The same results are shared for the 50 year return period value of wind speed in 
NBCC-2010. 
 
A comparison of the results in Table 2.1 and Table 2.2 indicates that for NBCC-2005, if 
only the RMSE is considered, all the preferred deterministic methods including the RBF-
M, RBF-SWT, IDW and RBF-CRS are superior to the preferred geostatistical method – 
the CoKO; the RBF-M, RBF-SWT and IDW also outperform the preferred geostatistical 
method – the KO. For NBCC-2010, the preferred deterministic methods such as the RBF-
M and IDW outperform both the KO and CoKO, while other preferred deterministic 
methods such as the RBF-SWT and RBF-CRS are considered to provide similar results 
as the KO and CoKO. 
 
2.4 Conclusion 
The quantiles of the annual maximum hourly-mean wind speed tabulated in NBCC-2005 
and NBCC-2010 are only for limited locations. For sites which are not covered by the 
code values, spatial interpolation is required to estimate the quantiles of the extreme wind 
speed. The present study is focused on the selection of the preferred method for spatially 
interpolating the 50-year return period value of the annual maximum hourly-mean wind 
speed. 14 interpolation methods (i.e. both deterministic and geostatistical methods) have 
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been applied to the data tabulated for 639 locations in NBCC-2005 and 675 locations in 
NBCC-2010. The interpolated surfaces and the statistics of the cross-validation analysis 
indicate that for both NBCC-2005 and NBCC-2010, the RBF-M is the preferred 
deterministic method and the KO is the preferred geostatistical method. The RBF-SWT, 
RBF-CRS, and IDW produce comparable results as the RBF-M; the CoKO produces 
comparable results as the KO. The KS and CoKS generate surfaces with significant 
smearing effect. If the selection is based only on the RMSE value, the RBF-M 
outperforms the KO. 
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Table 2.1 Statistics from the cross-validation analysis for deterministic methods. 
Methods 
50-year return period value 
of wind speed in NBCC-
2005 
50-year return period value 
of wind speed in NBCC-
2010 
ME (km/h) RMSE(km/h) ME (km/h) RMSE(km/h) 
IDW -1.82E-01 5.49 -1.88E-02 5.39 
GPI 2.67E-02 11.16 1.80E-02 8.84 
LPI 2.20E-01 6.33 1.72E-01 6.03 
RBFs 
CRS -2.40E-01 5.65 -1.79E-01 5.67 
SWT -1.72E-01 5.26 -1.79E-01 5.66 
M -7.64E-02 5.00 -2.17E-02 5.36 
IM -3.89E-01 7.57 -2.30E-01 6.56 
TPS 1.93E-02 10.24 3.74E-01 25.41 
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Table 2.2 Statistics from the cross-validation analysis for geostatistical methods. 
Methods 
50-year return period value of wind speed in NBCC-
2005 
50-year return period value of wind speed in NBCC-
2010 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS-
SE 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS-
SE 
KO -6.20E-02 5.52 6.08 -4.49E-03 0.820 -4.30E-02 5.59 4.69 -5.05E-03 1.096 
KS -7.25E-01 7.93 12.01 -5.56E-02 0.642 -5.92E-01 7.12 9.85 -5.68E-02 0.708 
KU -1.18E-01 6.63 13.32 -7.64E-03 0.466 6.10E-02 7.22 9.90 -3.82E-03 0.633 
CoKO -7.24E-02 5.88 7.02 -6.61E-03 0.780 -6.00E-02 5.70 5.25 -8.05E-03 1.010 
CoKS -6.15E-01 8.22 12.24 -4.71E-02 0.659 -5.34E-01 7.19 9.97 -5.11E-02 0.711 
CoKU -2.62E-01 6.80 13.00 -1.15E-02 0.474 1.64E-02 7.02 9.92 -5.06E-03 0.629 
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Figure 2.1 Locations tabulated in NBCC-2005 and NBCC-2010. 
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Figure 2.2 Interpolated surfaces based on v50-NBCC05 (In Figure 2.2 to Figure 2.4, v50-NBCC05 and v50-NBCC10 represent the 50 year return 
period value of annual maximum wind speed calculated from the tabulated wind pressure values in NBCC-2005 and NBCC-2010, 
respectively.). 
“bulls eye” pattern 
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Figure 2.2 (cont.) Interpolated surfaces based on v50-NBCC05. 
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Figure 2.3 Interpolated surfaces based on v50-NBCC10. 
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Figure 2.3 (cont.) Interpolated surfaces based on v50-NBCC10. 
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Figure 2.4 Interpolated surfaces based on v50-NBCC05 and v50-NBCC10 using the KO with nugget set equal to 0. 
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Chapter 3 COMPARISON OF SPATIAL INTERPOLATION 
TECHNIQUES FOR EXTREME WIND SPEEDS OVER 
CANADA 
3.1 Introduction 
Specified extreme wind speed or its corresponding wind velocity pressure is tabulated in 
structural design codes and used for design.  Statistical methods and probabilistic models 
used to estimate the wind speed for Canadian design code were presented by Yip et al. 
(1995). Models and techniques used to estimate the quantiles of the extreme wind speed 
for other countries and regions were presented, among others, by Peterka and Shahid 
(1998), Holmes and Moriarty (1999), Palutikof et al. (1999), Simiu et al. (2001), Sacre 
(2002), Kasperski (2002), and Harris (2005).  The estimated extreme wind speed 
represents those at the sites where the wind speeds are recorded.  The specified values in 
the 2010 version of the National Building Code of Canada (NBCC) are based on 50-year 
return period value of annual maximum hourly-mean wind speed (i.e., the 0.98 quantile 
of annual maximum hourly-mean wind speed) (NRCC 2010).  The values tabulated in the 
code for many locations are spatially interpolated from the extreme value analysis results 
of wind records at the meteorological stations.  The interpolation is partly based on expert 
opinion.  Furthermore, statistical characteristics of the annual maximum wind speed, 
including the mean and coefficient of variation (cov), are needed to evaluate the 
structural reliability (Madsen et al. 2006).  The statistics can be spatially interpolated for 
locations where wind records are unavailable. 
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Many spatial interpolation methods (Isaaks and Srivastava 1989, Cressie 1993, Goovaerts 
1997, Chiles and Delfiner 1999, Webster and Oliver 2001) have been applied in different 
fields including: geosciences, water resources, environmental sciences, agriculture or soil 
sciences, ecology, civil engineering, petroleum engineering and limnology (Zhou et al. 
2007).  These methods can be used to spatially estimate the climatic data such as extreme 
wind speed, although the method that best reproduces the surface or contour map of the 
wind speed is usually unknown because it is data driven.  The selection of the best 
method among all potential methods depends on the analysis objective (Caruso and 
Quarta 1998), and could be based on the statistics from the validation and cross-
validation analyses.  In the cross-validation and validation analysis, data at one or more 
measurement locations are withheld and are predicted using a selected spatial 
interpolation method with the remaining samples (Cressie 1993, Johnston et al. 2003); 
statistics of the differences between the measured and predicted values obtained for the 
measurement locations are evaluated and used as performance indicators. 
 
The spatial interpolation methods are classified as deterministic methods and 
geostatistical methods (Isaaks and Srivastava 1989, Cressie 1993, Goovaerts 1997, Chiles 
and Delfiner 1999).  Geostatistical methods, which include kriging and co-kriging, 
incorporate the randomness into the interpolation.  The deterministic methods such as the 
inverse distance weighting, global polynomial interpolation, local polynomial 
interpolation, and radial basis functions methods have no assessment of errors with the 
predicted values.  The spatial interpolation methods can be either exact or inexact 
31 
 
interpolator.  The exact interpolator provides an estimated value that is the same as the 
observed value at a sample point.  An inexact interpolator predicts an estimate that differs 
from its known value at a sample point. 
 
Large differences in appearances exist between the surfaces obtained from different 
interpolation methods.  A review of some of the applications of the methods to climatic 
data found in the literature is given in Apaydin et al. (2004).  Their summary shows that 
different studies have compared different sets of methods, and general conclusions are 
difficult to draw.  Furthermore, most applications and case studies are focused on the 
rainfall, relative humidity, solar radiation, and temperature, and that there is no single 
method that convincingly outperforms other methods.  For the average climatic data of a 
region in Turkey, they indicated that the completely regularized spline and simple co-
kriging are the preferred methods as these methods are associated with lowest root mean 
square (prediction) error (RMSE) obtained from cross-validation.  The spatial 
interpolation of daily mean wind speed surface was carried out by Luo et al. (2008) by 
using the data from England and Wales and seven spatial interpolation methods.  Their 
results show that the co-kriging was most likely to produce the best estimation of a 
continuous surface with temporal consistency, and that the co-kriging maps provide more 
details than the kriging maps because of the use of terrain’s elevation as covariate.  Note 
that the above observed performance of the methods may not be applicable to other 
regions or extreme values of the climatic data since their analysis was focused on average 
values of the climatic data.   
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The present study is focused on the spatial interpolation of statistics of extreme wind 
speed (i.e., mean and cov) and quantiles of the annual maximum hourly-mean wind speed 
in Canada.  The analysis has the purpose of selecting the preferred method for 
interpolating the mean and cov that are needed for site specific reliability analysis, the 
quantiles of wind speed that are required for structural design code writing.  For the 
analysis, multiyear wind records from 235 meteorological stations (each station, except 
three stations, with more than 20 years of useable data) in Canada are considered.  The 
interpolation methods include deterministic methods, and geostatistical methods (kriging 
and co-kriging).  To compare the performance of the considered methods, (leave-one-out) 
cross-validation statistical analysis was carried out.  Also, a comparison is conducted 
considering two possible approaches in estimating the T-year return period value of the 
wind speed:  1) directly interpolate it from T-year return period value of the wind speeds 
at the meteorological stations, and 2) calculate it using the mean and cov of the extreme 
wind speed that are interpolated from those obtained at meteorological stations.  The 
comparison is aimed at investigating whether the latter is an accurate substitute for the 
former. 
 
3.2 Extreme wind speed used for the analysis 
Historical wind records for more than 1200 meteorological stations, with unequal number 
of years of recording, are available in the Environment Canada (EC) HLY01 digital 
archives.  However, the wind records for some stations are not suitable for extreme wind 
speed analysis as the documentation of the location and height of anemometer location, 
the period of recording, and the frequency of observation are not always available.  
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Furthermore, the historical records for some stations are very short.  In an effort to assess 
the at-site extreme wind speed for Canada, the wind speed records in the digital archives 
were considered by Hong et al. (2012).  By imposing that at least 20 years of useable data 
is needed for a station to be included in the extreme value analysis, and ignoring the sites 
that are significantly affected by the local terrain or climatic conditions, a total of 232 
stations in the EC HLY01 digital archive were identified as shown in Figure 3.1.  Three 
additional stations which are also identified in Figure 3.1, each with at least 17 years of 
useable data, are also considered to improve the spatial representation.  Wind records for 
each of the meteorological stations shown in Figure 3.1 were obtained from EC; the 
measurements were adjusted for anemometer height and corrected for the exposure (Mara 
et al. 2012).  This adjustment involves applying the power law relationship with an 
exponent of 1/7 that is consistent with the suggested practice in NRCC (2010) and in 
using the method recommended in ESDU (2002) (see also Harris and Deaves 1980 and 
Deaves 1981) for roughness correction.  The processed wind speed data represents the 
annual maximum of the moving average (AMMA) of the 60-minute mean (i.e., hourly-
mean) wind speed at a 10 m height in open country terrain, a standard condition used in 
the NBCC (NRCC 2010).  Unless otherwise indicated, in the remaining part of this study 
the wind speed refers to the hourly-mean wind speed defined in the previous sentence. 
 
A histogram of the distribution of the years of useable data for each meteorological 
station is shown in Figure 3.2.  It indicates that the measurement periods for the 
considered stations range from 17 to 58.  It can be observed that there are about 30 
stations, each with more than 50 years of useable data; about 80 stations, each with about 
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43 years of useable data; and about 120 stations each with less than 35 years of useable 
data. 
 
The statistics of the annual maximum hourly-mean wind speed such as the mean and 
coefficient of variation are calculated; the histogram of the calculated mean and 
coefficient of variation are shown in Figure 3.3.  Figure 3.3a indicates that the most likely 
mean of the annual maximum wind speed is 65 km/h, and that majorities of the stations 
have a mean of the annual maximum wind speed within 45 km/h to 80 km/h.  There are 
only two stations with the mean of annual maximum wind speed greater than 130 km/h.  
Figure 3.3b shows that majorities of stations have a cov value within 0.09 to 0.2, and that 
only two stations have a cov value greater than 0.25.  A more detailed inspection of the 
data indicates that 81% of stations have a cov within 0.11 to 0.17, 15% of stations have a 
cov of 0.12, 15% of stations have a cov of 0.13, 15% of stations have a cov of 0.14 and 
the mean of the cov equals 0.138. 
 
To further inspect the data set, a plot of mean versus cov for the considered stations is 
presented in Figure 3.4, indicating that there is no identifiable relation between the cov 
and the mean.  Also, extreme value analysis of the annual maximum wind speed for each 
site was carried out by adopting the Gumbel distribution model and the method of 
moments.  The use of the Gumbel distribution with the method of moments is based on 
the consideration that this approach was applied to develop the basic T-year return period 
wind speed data for the National Building Code of Canada (Yip et al. 1995, NRCC 2010).  
The analysis results indicate that T-year return period value of wind speed (km/h) ranges 
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from 52 to 184 for T equal to 50, 62 to 218 for T equal to 500, and 65 to 228 for T equal 
to 1000.  
 
The wind data that are measured at meteorological stations are valid only for the 
corresponding measurement locations; extreme wind speeds for any locations within a 
jurisdiction are required for the codified structural design.  The required extreme wind 
speeds can be spatially interpolated using the spatial interpolation techniques summarized 
in the next section, even though the technique that best reproduces the actual wind 
climate condition is unknown and depends strongly on the characteristics of the data set.  
An assessment and comparison of the spatial interpolation techniques for the wind data 
set are presented and their implication in codified design is discussed.  For the assessment, 
the digital elevation for each of the considered meteorological stations is also extracted 
from the EC digital archives and used in the spatial interpolation technique that requires 
the covariates. 
 
3.3 Spatial interpolation methods used for the numerical analysis 
The interpolation methods used in this study are four deterministic methods (i.e., inverse 
distance weighting, global polynomial interpolation, local polynomial interpolation, and 
radial basis functions) and several geostatistical methods (i.e, various kriging and co-
kriging).  A deterministic method creates surfaces from measured or assigned values at 
points (or measurement locations).  In contrast, geostatistical methods consider that the 
surface to be interpolated is uncertain and the surface is associated with the known data at 
observation points.  Some explanations of the methods which are based on Isaaks and 
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Srivastava (1989), Cressie (1993), Goovaerts (1997), Chiles and Delfiner (1999) and 
Johnston et al. (2003) are given below. For more details about the mathematical 
formulation, please see Appendix A or the references. Moreover, Johnston et al. (2003) 
described their implementation in ArcGIS, which is employed for the numerical analysis 
in this study.   
3.3.1 Deterministic methods 
The considered deterministic methods are the inverse distance weighting (IDW) method, 
global polynomial interpolation (GPI) method, local polynomial interpolation (LPI) 
method and radial basis functions (RBFs) method. 
 
The IDW explicitly considers that the observations at near-by points are more alike, and 
that the influence of the measured (or assigned) point on the predicted point decreases 
with increasing distance.  The parameter that controls the decrease is optimized in 
ArcGIS.  Since the IDW is an exact interpolator, its use may result in sharp peaks or 
troughs in the output surface. 
 
The GPI method considers that the surface to be interpolated and the pattern in the 
measured values at the observation points can be described using a polynomial.  The 
smoother variation of the surface is associated with low-order polynomials and 
judgement is needed to select the order of the polynomial.  The coefficients of the 
polynomials are determined by minimizing the residuals, and the GPI is an inexact 
interpolator.  The LPI method is similar to the GPI, except that the considered polynomial 
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is applied to a localized “window” and weights are considered.  The coefficients of the 
polynomials in this case depend on the moving window. 
 
The (RBFs), also known as splines, are deterministic interpolators that aim to fit a rubber 
membrane through measured values while minimizing the total curvature of the surface.  
The linear combination of the weighted basis functions is used to form the predictor.  
Splines are adequate for surfaces with gentle slopes and are inadequate for surfaces 
defined by dataset with rapid changes.  Splines can estimate surface values above the 
maximum and below the minimum of the measured values. 
 
There are five special splines (i.e., completely regularized spline (RBF-CRS), spline with 
tension (RBF-SWT), thin plate spline (RBF-TPS), multiquadric (RBF-M), inverse 
multiquadric (RBF-IM)) that are available in ArcGIS.  All five splines are tested for the 
wind speed data set considered in this study since the spline that best reproduces the 
considered extreme wind speed is unknown. 
 
3.3.2 Geostatistical methods 
The geostatistical methods employed in this study are the kriging and co-kriging.  
Kriging is a stochastic technique; it uses a linear combination of weighted measured 
values to estimate the value of the surface at point without measurement, and the surface 
is treated as a random field.  Unlike the IDW where the weights are determined based 
only on the distance alone, the weights in kriging are determined based on the spatial 
correlation (i.e., semi-variogram) and the distance between the predicted points and the 
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measured points.  Co-kriging is similar to kriging, except that it incorporates additional 
covariates and the correlations among different variables.  Co-kriging can be effective for 
data with significant inter-variable correlation.  Three different types of kinging and three 
different types of co-kriging (i.e., the ordinary kriging (KO), simple kriging (KS), 
universal kriging (KU), ordinary co-kriging (CoKO), simple co-kriging (CoKS), 
universal co-kriging (CoKU)) with spherical model for the semi-variogram are used in 
the following sections for the numerical analysis. 
 
The ordinary kriging assumes that the expectation of the (spatially autocorrelated) surface 
(to be interpolated) is unknown but constant.  The weights are determined based on the 
minimization of the variance of the error of the prediction.  The simple kriging is similar 
to the ordinary kriging, except that it assumes that the mean of the surface is a known 
constant.  The universal kriging is also similar to the ordinary kriging, but assumes that 
there is a trend in the local mean of the surface.  The use of a trend for local mean is an 
attempt to accommodate a nonstationary mean of the surface that can be defined by a 
deterministic function of the coordinates. 
 
Co-kriging is similar to kriging and is applied if there are covariates or secondary 
variables that can be used to improve the interpolation.  For example, since the extreme 
wind speed could be affected by the terrain’s elevation, its interpolation may be improved 
if the terrain’s elevation at the meteorological station is used as covariate, which was 
mentioned in the introduction.  Application of co-kriging is advantageous for cases where 
the covariates are highly correlated. 
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3.4 Analysis results 
3.4.1 Cross-validation statistics for the mean and coefficient of variation surfaces 
Before carrying out the cross-validation statistics, two sets of the interpolated surfaces are 
illustrated in Figure 3.5Error! Reference source not found. and Figure 3.6, one for the 
mean and the other for the cov, based on the statistics obtained from the 235 
meteorological stations discussed earlier.  In the figures, we only included a few typical 
interpolated surfaces obtained using the IDW, LPI, RBF-CRS, RBF-SWT, KO, KS, Co-
KO, and Co-KS, since some of the 14 interpolation methods included in this study 
provide very similar results or lead to relatively large RMSE as will be discussed in the 
next section. 
 
Figure 3.5 shows the interpolated surface of the mean of the wind speed.  In general the 
surfaces are relatively smooth.  However, there are, and as expected, typical “bulls eye” 
patterns due to the application of the IDW.  Such an effect is not observed for other 
methods included in the figure.  In fact, a smearing effect could be appreciated from the 
surfaces obtained using the geostatistical methods, resulting in large regions with similar 
mean of the wind speed.  The (over) smearing effect is most significant for the KS and 
Co-KS.  Moreover, the “bulls eye” pattern is much more pronounced for the plot shown 
in Figure 3.6 for the cov values if the IDW method is used; the use of the RBF-CRS and 
RBF-SWT retains some of this pattern but to a lesser degree.  Again, the use of the 
geostatistical methods results in much smoother surfaces of the cov of the wind speed.  It 
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should be noted that the KO can be an exact interpolator by setting the nugget equal to 
zero, and a lesser smearing effect is observed in the interpolated surfaces.  These surfaces 
are not presented to reduce the clutter and limit arbitrariness.  
 
To objectively select the interpolation method, the (leave-one-out) cross-validation 
analysis was carried out for the 14 considered spatial interpolation methods.  Statistics 
from the cross-validation analysis such as the mean of the prediction error (ME) and the 
RMSE for the deterministic methods are reported in Table 3.1, where the preferred 
method could be selected based on the lowest RMSE and/or the ME value that is close to 
zero (i.e., least biased model).  The results shown in the table indicate that for the mean 
of the annual maximum wind speed the preferred method among the considered 
deterministic methods is the RBF-SWT which is followed by the RBF-CRS.  The 
differences between the estimated ME and RMSE by these two methods are negligible.  
For interpolating the surface of the cov of the annual maximum wind speed, the preferred 
method among the considered deterministic methods is the GPI which is followed by the 
RBF-SWT, RBF-CRS and LPI.  The surface of the cov obtained by the GPI is shown in 
Figure 3.7.  A comparison of Figure 3.6 and Figure 3.7 indicates that the application of 
the GPI results in a very unnatural or artificial looking surface of the cov.  This makes the 
use of the GPI questionable, and it is not considered further below. 
 
The statistics from the cross-validation analysis for the geostatistical methods are shown 
in Table 3.2.  In this case, the reported statistics are the ME, RMSE, the average (kriging) 
standard error (ASE), the mean of standardized prediction errors (M-SE), and root mean 
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square standardized prediction errors (RMS-SE) (Johnston et al. 2003).  A method that 
results in the lowest RMSE, and leads to RMSE closer to ASE, and/or RMS-SE close to 
one is the appropiate and preferred method.  Based on these considerations and the results 
presented in Table 3.2, the preferred method to interpolate the surface of the mean of the 
wind speed is the Co-KO.  This preference is closely followed by the KO.  For the cov of 
the extreme wind speed, the preferred method is the KS which is followed by the Co-KS 
and KO. 
 
By considering the results shown in Table 3.1 and Table 3.2, and based on the RMSE 
alone, the preferred deterministic methods that are the RBF-SWT and RBF-CRS 
outperform the preferred geostatistical methods that are the Co-KO and KO if the 
interpolation of the mean is of interest.  For interpolating the surface of the cov of the 
wind speed, it can be considered that the performances of the RBF-SWT, RBF-CRS, KS, 
Co-KS and KO are similar. 
 
The preceding analysis indicates that although the preferred interpolation method for 
different statistics of the annual maximum wind speed differs, in general the RBF-SWT, 
RBF-CRS, KO and Co-KO can be considered for interpolating the surfaces of both the 
mean and cov of the wind speed.  The use of any of these methods results in relatively 
consistent RMSE and interpolated surfaces (see Table 3.1 and Table 3.2 and Figure 3.5 
and Figure 3.6). 
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3.4.2 Interpolated surfaces for the quantiles of wind speed 
Consider that the mean and cov of the wind speed at a meteorological station, denoted by 
mvo and vvo, respectively, are given, and the wind speed is a Gumbel variate.  The Gumbel 
distribution is given by (Benjamin and Cornell 1970), 
  auvvF /)(expexp)(  , (3.1)  
where F(v) denotes the cumulative distribution function, v is the wind speed, a and u are 
the scale and location parameters of the distribution.  u equals amvo 5772.0  and a equals 
  /6 vovomv .  The T-year return period value of the wind speed, vTo, is given by, 
  TauvTo /11ln(ln  . (3.2)  
which can be written as, 
  T
mv
mvmvv vovovovovoTTo /11ln(ln5772.0
6
),( 

 . (3.3)  
where ),( vovoTTo vmvv   emphasized that vTo is a function of the mean and cov of the 
extreme wind speed. 
 
Two approaches may be used in developing the surface of the T-year return period value 
of the wind speed.  The first one is to directly interpolate the T-year return period value of 
the wind speed, vTs, from vTo obtained at the meteorological stations.  The second 
approach is to calculate the T-year return period value using the adopted Gumbel model 
with the mean and cov interpolated from those at meteorological stations.  The former is 
focused on the spatial variation of the T-year return period value, while the latter 
concentrates on the spatial variation of the mean and cov of the extreme wind speed that 
are used to define the probabilistic distribution model of the wind speed at a site of 
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interest.  These two approaches may not necessarily lead to the same predicted return 
periods. 
 
Consider the first approach.  The (leave-one-out) cross-validation analysis was carried 
out for the 14 considered spatial interpolation methods and using the T-year return period 
value of the wind speed.  The obtained statistics from the cross-validation analysis are 
presented in Table 3.3 for the deterministic methods and Table 3.4 for geostatistical 
methods considering T= 50, 500 and 1000 years. 
 
Statistics shown in Table 3.3 indicate that the RBF-CRS is the preferred method judged 
based on the RMSE values.  This preference is closely followed by the RBF-SWT.  The 
ME values for these methods are also small as shown in the table.  Results presented in 
Table 3.4 suggest that the preferred method among the considered geostatistical methods 
is the Co-KO and followed by the KO for all the considered return periods.  This 
indicates that the use of the terrain’s elevation as the covariate improves the spatial 
interpolation of the surface of the quantile of the wind speed only slightly because the 
differences between the estimated statistics by considering the Co-KO and KO are 
relatively small, as can be observed from the table.  Also, the comparison of the results 
shown in Table 3.3 and Table 3.4 indicates that the RBF-CRS and RBF-SWT outperform 
KO and Co-KO based on the RMSE alone. 
 
A comparison of the interpolated surface of the T-year return period value of the wind 
speed by using RBF-CRS, RBF-SWT, KO and Co-KO is presented in Figure 3.8 and 
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Figure 3.9.  It indicates that these methods lead to similar surfaces, except that more 
details are provided if the deterministic methods (i.e., the RBF-CRS and RBF-SWT) 
instead of the geostatistical methods (i.e., the KO and Co-KO) are used. 
 
Now consider the second approach, where the return period values are calculated using 
the Gumbel distribution with the mean and cov interpolated using the RBF-CRS, RBF-
SWT, KO and Co-KO.  To assess the adequacy of this approach, we carry out the cross-
validation analysis as follows: 
1)  Withold the mean and cov of the wind speed at one meteorological station, denoted by 
mvo and vvo, respectively.  Estimate the mean and the cov for the station, denoted by mvs 
and vvs, using the data from all the remaining stations.  If the KO or Co-KO are used the 
standard errors of the estimates mvs and vvs, denoted respectively by σmvs and σvvs, are also 
calculated.  This step is the same as was done in the section of cross-validation for the 
mean and coefficient of variation surfaces of the extreme wind speed. 
2)  Calculate the predicted value (i.e., the mean) and standard error of the T-year return 
period value of the wind speed, vT, denoted by vTsp and σTsp, respectively.  Since these 
quantities cannot be obtained directly from ArcGIS and the joint probability density 
function of mvs, vvs, σmvs and σvvs are not available, an approximated method by using the 
first order second moment approximation based on Taylor series expansion (Benjamin 
and Cornell 1970) is used.  This and Eq. (3.3) leads to, 
),,( vsvsTTsp vmvv  . (3.4a)  
since 
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where the derivatives are evaluated at mvs and vvs. 
3)  Repeat 2) and 3) for all stations and, calculate the ME and RMSE for each methods, 
and the ASE, M-SE and RMS-SE for KO and Co-KO based on vTsp and vTo. 
 
The obtained statistics are reported in Table 3.5 and Table 3.6.  The results show that 
based on RMSE alone, the RBF-CRS and RBF-SWT outperform KO and Co-KO, which 
is consistent with the observation drawn from the first approach. 
 
The comparison of the ME and RMSE values shown in Table 3.3 and Table 3.5 indicates 
that the second approach outperforms the first approach.  However, the differences in the 
estimated RMSE values are less than about 2%.  This implies that the application of one 
or the other approach for interpolating the return period values is equally adequate and 
leads to similar statistics. 
 
If the KO and Co-KO are used, the results presented in Table 3.4 and Table 3.6 indicate 
that based on the RMSE alone, the use of the second approach is preferred.  This 
preference is reversed if the decision is based on the closeness of RMS-SE to unity.  
Again, in all cases, the numerical differences in the obtained statistics from the cross-
validation analysis, including RMSE and RMS-SE, are not large.  This implies that the 
selection of the best approach (approach one or two) and spatial interpolation methods is 
difficult, and their performances are comparable. 
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3.5 Conclusions 
Spatial interpolation of the statistics (i.e., mean and coefficient of variation (cov)) and the 
T-year return period value of the annual maximum (hourly-mean) wind speed is needed 
for site dependent structural reliability analysis and the codification of the wind load.  
This study is focused on the selection of the preferred method for spatially interpolating 
the mean, cov, and return period value of the wind speed for Canada.  The analysis used 
both deterministic and geostatistical methods and the wind records at 235 sites with 
temporal coverage ranging from 17 to 58 years of useable data.  The cross-validation 
analysis results for the surfaces of the mean and cov of the extreme wind speed indicate 
that: 
 
Overall the RBF-CRS, RBF-SWT, KO and Co-KO are preferred methods among 14 
considered deterministic and geostatistical methods.  In general and as expected, the 
deterministic methods result in surfaces with more details or less smoother transition than 
the geostatistical methods. 
 
Based on RMSE alone, the RBF-CRS and RBF-SWT outperform the KO and Co-KO if 
the surface of the mean of the wind speed is of concern, and this is reversed if the surface 
of the cov of the wind speed is of interest. 
 
A cross-validation analysis is also carried out for two possible approaches in estimating 
the T-year return period value of the wind speed: the first approach spatially interpolates 
the return period value alone, while the second approach concentrates on the spatial 
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interpolation of the statistical characteristics of the extreme wind speed and its use for 
estimating the return period values at sites of interest.  In general, for both approaches, 
the RBF-CRS and RBF-SWT outperform the KO and Co-KO.  Based on the estimated 
ME and RMSE values, the second approach is more preferred than the first approach for 
all the 4 interpolation methods.  In all cases, the differences between the estimated ME 
and RMSE are not very large (see Table 3.3 to Table 3.6). 
 
Based on the above observations, it is recommended that the RBF-CRS or RBF-SWT to 
be employed for the spatial interpolation of the mean, cov and the T-year return period 
values if more details on the interpolated surfaces are desired.  If an increased smearing 
effect is preferred, the use of the KO or Co-KO can be adopted. 
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Table 3.1 Statistics from the cross-validation analysis for deterministic methods. 
Method 
Mean of annual maximum wind 
speed 
cov of annual maximum wind 
speed 
ME (km/h) RMSE (km/h) ME (km/h) RMSE (km/h) 
IDW -2.49E-1 10.19 -2.96E-4 3.27E-2 
GPI 3.54E-2 12.11 -1.90E-5 3.07E-2 
LPI 5.64E-1 10.22 3.26E-5 3.26E-2 
RBF-CRS -2.01E-1 9.961 -2.48E-4 3.20E-2 
RBF-SWT -1.99E-1 9.957 -2.36E-4 3.18E-2 
RBF-M 7.73E-3 10.10 -4.93E-5 3.51E-2 
RBF-IM -2.91E-1 10.06 -2.98E-4 3.18E-2 
RBF-TPS 2.58E-2 11.09 1.94E-4 4.15E-2 
  
Table 3.2 Statistics from the cross-validation analysis for geostatistical methods. 
Method 
Mean of annual maximum wind speed cov of annual maximum wind speed 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE RMS-SE 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE RMS-SE 
KO -0.17 10.32 10.7 -1.3E-2 0.956 -9.86E-5 3.18E-2 3.0E-2 -2.8E-3 1.047 
 KS -0.42 10.59 12.6 -3.1E-2 0.834 -1.65E-4 3.12E-2 3.1E-2 -5.3E-3 1.002 
 KU 0.20 12.80 15.7 -2.3E-3 0.874 1.09E-3 3.58E-2 3.6E-2 
 
1.1E-2 1.002 
 Co-KO -0.15 10.27 10.6 -1.1E-2 0.963 -1.13E-4 3.18E-2 3.0E-2 -3.3E-3 1.046 
 Co-KS -0.33 10.98 12.3 -2.6E-2 0.887 -1.45E-4 3.12E-2 
 
3.1E-2 -4.7E-3 1.007 
 Co-KU 0.22 11.65 13.5 -5.9E-4 0.850 1.24E-4 3.67E-2 
 
3.8E-2 -4.9E-3 1.009 
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Table 3.3 Statistics from the cross-validation analysis for T-year return period value of wind speed by deterministic methods. 
Method 
50-year return period value of 
wind speed 
500-year return period value of  
wind speed 
1000-year return period value of  
wind speed 
ME (km/h) RMSE (km/h) ME (km/h) RMSE (km/h) ME (km/h) RMSE (km/h) 
IDW -4.03E-1 14.45 -5.10E-1 18.12 -5.43E-1 19.28 
GPI 4.35E-2 16.13 4.91E-2 19.53 5.08E-2 20.61 
LPI 7.46E-1 14.55 8.78E-1 18.22 9.18E-1 19.37 
RBF-CRS -2.72E-1 14.04 -4.43E-1 17.69 -5.03E-1 18.84 
RBF-SWT -3.33E-1 14.08 -4.71E-1 17.71 -5.23E-1 18.85 
RBF-M 4.07E-3 14.49 1.52E-3 18.36 1.36E-1 21.69 
RBF-IM -5.23E-1 14.12 -7.25E-1 17.76 7.52E-4 19.59 
RBF-TPS 8.36E-2 15.89 1.24E-1 20.29 -7.89E-1 18.92 
 
Table 3.4 Statistics from the cross-validation analysis for T-year return period value of wind speed by geostatistical methods.  
Method 
50-year returen period value of wind speed 500-year return period value of  wind speed 1000-year return period value of  wind speed 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS-
SE 
ME 
(km/h) 
RMSE 
(km/h)  
ASE 
(km/h)  
M-SE 
RMS-
SE 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS-
SE 
KO -2.1E-1 14.32 14.2 -1.2E-2 1.00 -2.6E-1 17.82 17.3 -1.2E-2 1.02 -2.7E-1 18.92 18.3 -1.2E-2 1.03 
KS -6.4E-1 14.73 17.3 -3.4E-2 0.84 -8.1E-1 18.33 21.3 -3.6E-2 0.86 -8.7E-1 19.46 22.4 -3.6E-2 0.86 
KU 8.8E-1 18.94 20.5 5.9E-3 0.92 1.3E+0 24.30 25.5 1.3E-2 0.95 1.2E+0 25.98 27.2 7.6E-3 0.95 
Co-KO -1.7E-1 14.26 13.9 -9.2E-3 1.02 -2.1E-1 17.77 16.9 -9.1E-3 1.04 -2.2E-1 18.88 17.9 -9.2E-3 1.04 
Co-KS -5.4E-1 15.17 16.9 -3.0E-2 0.89 -6.9E-1 18.80 20.7 -3.2E-2 0.90 -7.3E-1 19.95 21.9 -3.2E-2 0.91 
Co-KU 3.2E-1 17.73 18.4 -4.0E-3 0.91 4.9E-1 22.55 22.7 -1.4E-3 0.94 5.2E-1 24.07 24.1 -1.7E-3 0.94 
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Table 3.5 Statistics from the cross-validation for the T-year return period value of wind speed estimated using the mean and cov 
interpolated using deterministic methods. 
Method 
50-year return period 
value of wind speed 
500-year return period 
value of wind speed 
1000-year return period 
value of wind speed 
ME 
(km/h) 
RMSE 
(km/h) 
ME 
(km/h) 
RMSE 
(km/h) 
ME 
(km/h) 
RMSE 
(km/h) 
RBF-CRS -0.21 14.03 -0.22 17.57 -0.22 18.69 
RBF-SWT -0.21 14.02 -0.21 17.55 -0.21 18.67 
 
Table 3.6 Statistics from the cross-validation for the T-year return period value of wind speed estimated using the mean and cov 
interpolated using geostatistical methods. 
Method 
50-year returen period value of wind speed 500-year return period value of  wind speed 1000-year return period value of  wind speed 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS
-SE 
ME 
(km/h) 
RMSE 
(km/h)  
ASE 
(km/h)  
M-SE 
RMS-
SE 
ME 
(km/h) 
RMSE 
(km/h) 
ASE 
(km/h) 
M-SE 
RMS-
SE 
KO -9.9E-2 14.30 12.97 -3.5E-3 0.82 -5.0E-2 17.78 15.40 -8.8E-5 0.80 -3.6E-2 18.89 16.14 6.6E-
4 
0.80 
Co-KO -6.8E-2 14.25 13.13 -1.7E-3 0.83 -1.6E-2 17.74 15.58 1.5E-3 0.81 -3.2E-4 18.84 16.32 2.2E-
3 
0.81 
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Figure 3.1 Locations of the meteorological stations considered in this study. 
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Figure 3.2 Histogram of the years of useable data for each station. 
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Figure 3.3 Histogram of the mean and coefficient of variation of the annual maximum 
hourly-mean wind speed for each station. 
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Figure 3.4 Scatter plot of the mean versus of the coefficient of variation of the annual 
maximum hourly-mean wind speed. 
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Figure 3.5 Interpolated surfaces of the mean of the annual maximum hourly-mean wind speed (km/h) using different interpolation 
methods. 
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Figure 3.5 (cont.) Interpolated surfaces of the mean of the annual maximum hourly-mean wind speed (km/h) using different 
interpolation methods. 
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Figure 3.6 Interpolated surfaces of the cov of the annual maximum hourly-mean wind speed using different interpolation methods. 
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Figure 3.6 (cont.) Interpolated surfaces of the cov of the annual maximum hourly-mean wind speed using different interpolation 
methods. 
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Figure 3.7 Interpolated surface of the cov of the annual maximum hourly-mean wind speed using 
the GPI. 
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Figure 3.8 Interpolated surfaces of the T-year return period value of the annual maximum 
hourly-mean wind speed (km/h) using the RBF-CRS and RBF-SWT. 
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Figure 3.9 Interpolated surfaces of the T-year return period value of the annual maximum 
hourly-mean wind speed (km/h) using the KO and Co-KO. 
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Chapter 4 ESTIMATING EXTREME WIND SPEED BASED 
ON REGIONAL FREQUENCY ANALYSIS 
4.1 Introduction 
Codification of wind load for structural design requires the estimation of the quantiles or 
return period values of the annual maximum wind speed. The wind speed of interest can 
be the hourly-mean wind speed (NRCC 2010) or the gust wind speed (ASCE-07). Given 
wind records, the tasks of extreme value analysis of wind speed for a single 
meteorological station are: the extraction of necessary number of samples of maximum 
wind speed from the wind records with/without an imposed threshold; the choice of 
probabilistic model (e.g., the selection of probability distribution type); and the extreme 
value analysis using the selected model and extracted data. The peak or maximum wind 
speed data can be extracted based on several criteria: maximum per constant specified 
time interval (e.g., per year), over a specified threshold, or the r-th largest values. The 
major advantage of using annual extreme values is the simplicity in data processing, 
although its use potentially reduces the amount of available wind data that can be 
considered for extreme analysis. The use of the r-th largest order statistics (Coles 2001), 
and the data over a peak threshold can ameliorate the data scarcity, but the results could 
be sensitive to the size of r and the threshold selected. Moreover, if multiyear and multi-
station data are considered, significant efforts are needed to process and inspect the data 
and to ensure that they are from independent events. 
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Extreme value analysis of the annual maximum wind speed at a site by using different 
probabilistic models was presented and debated (e.g., Palutikof et al. 1999, Holmes and 
Moriarty 1999, Cook and Harris 2001, Simiu et al. 2001, Harris 2005). It seems that the 
Gumbel distribution is the most widely used probabilistic model for extreme value wind 
speed analysis (Yip et al. 1995, Peterka and Shahid 1998, Sacre 2002). The distribution 
fitting methods used include the method of moments, the method of the maximum 
likelihood, the generalized least-squares, and the method of L-moments (MLM) (Hosking 
1990). The use of the generalised Pareto distribution and the generalized extreme value 
(GEV) distribution to maximum wind speeds has also been considered (Holmes and 
Moriarty 1999, Kasperski 2002).  The application of generalised Pareto distribution is 
debated (Holmes and Moriarty 1999, Cook and Harris 2001, Harris 2005). For the wind 
speed data from 235 meteorological stations in Canada, the at-site extreme value analysis 
results and the calculated values of the Akaike information criterion (AIC) (Akaike 1974) 
indicate that the Gumbel model for majority of stations outperforms the GEV distribution 
(Hong et al. 2012). 
 
Since the available resources and the planning needed to place, operate and maintain the 
meteorological stations to record the wind speeds are limited, the historical wind records 
for locations of interest are often short or unavailable. The decreased sample size 
increases the uncertainty in the estimated quantiles of the extreme wind speed. If the data 
at a site are scarce or insufficient for a reliable estimation of the quantiles, the 
“superstation” approach (Peterka 1992, Peterka and Shahid 1998), regional frequency 
analysis (Hosking and Wallis 1997) or pooled frequency analysis (Reed et al. 1999) could 
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be considered. The “superstation” approach basically scales the wind record at each 
station based on the mean of the extreme wind speed of the station to produce the 
homogeneous “standardized” wind records for all considered stations. Simiu and Filliben 
(1999) were critical of using the “superstation” approach to estimate the return period 
values of the wind speed. An application of the pooled frequency analysis for the extreme 
wind speed is presented by Goel et al. (2004) to estimate wind speed considering 26 
meteorological stations located in Ontario, Canada.  In their analysis, data from a 
particular station may be pooled to several other stations or sites and used in extreme 
value analysis. In other words, data originated from a meteorological station could be 
pooled to several different sites. This pooled frequency analysis differs in concept from 
the regional frequency analysis where the stations within any two different regions are 
mutually exclusive. 
 
The identification of the regions can be carried out based on the cluster analysis, which 
reduces complex data sets to a small number of data groups, each group sharing similar 
characteristics.  The application of cluster analysis to identify the climatic zones in the 
United States was presented by Fovell and Fovell (1993).  Lin and Chen (2006) 
compared several clustering analysis methods, including the self-organizing map (SOM), 
to explore potential homogeneous regions for regional frequency analysis dealing with 
rainfall data.  The SOM is an artificial neural network based approach (Kohonen 2001), 
which maps high-dimensional input space into low-dimensional space allowing the 
number of clusters to be determined.  Other clustering methods are hierarchical/non-
hierarchical methods (Hastie et al. 2001, Tan et al. 2006).  An often used non-hierarchical 
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cluster analysis method is the k-means method.  The k-means clustering is 
computationally faster and may produce tighter clusters than the hierarchical clustering. 
A disadvantage of the k-means clustering is that the number of clusters must be assigned 
a priori and, there is no objective measure to determine the best number of clusters. The 
hierarchical clustering groups data based on a cluster tree or dendrogram (Hastie et al. 
2001, Tan et al. 2006).  The number of clusters in the hierarchical clustering analysis 
depends on the level where the tree is cut.  Comparison of these clustering analysis 
techniques can be found in Mingoti and Lima (1998) and de Smith et al. (2007), 
indicating that their performance is data driven. 
 
In the present study, we apply the regional frequency analysis method advocated by 
Hosking and Wallis (1997) to estimate the quantiles of the annual maximum wind speed 
for Canada.  For the analysis, the wind speed records from 235 Canadian meteorological 
stations are considered.  The analysis uses the k-means, hierarchical and self-organizing 
map (SOM) clustering to identify potential homogeneous regions for the extreme wind 
speeds.  The regional frequency analysis and statistical tests are then applied to the 
identified clusters or regions.  Quantile estimates of the annual maximum wind speed 
based on the regional frequency analysis are obtained and compared with those obtained 
based directly on the at-site analysis.  Potential implications of using the regional analysis 
results versus the at-site analysis results in developing the wind hazard maps that are 
important for the development of codified structural design are discussed. 
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4.2 Wind speed and estimated L-moment ratios 
Historical wind records (with different number of years of recording) for Canadian sites 
are available in the Environment Canada (EC) HLY01 digital archive for 1224 
meteorological stations.  The wind records for some stations are not suitable for extreme 
wind speed analysis since the historical records for some stations are very short or the 
documentation of the location and height of the anemometer, the period of recording, and 
frequency of observation is not available.  In an effort to assess the at-site extreme wind 
speed for Canada, the wind speed records in the digital archives were considered by Mara 
et al. (2012) and Hong et al. (2012).  By imposing that at least 20 years of useable data is 
needed for a station to be included in the extreme value analysis, and ignoring the sites 
that are significantly affected by the local terrain conditions, a total of 232 stations in the 
EC HLY01 digital archive were identified and shown in Figure 4.1.  To improve the 
spatial coverage, three additional stations, each with at least 17 years of usable data, are 
also considered. 
 
Wind records for each identified station were obtained from EC and inspected for data 
quality; the measurements were corrected for the anemometer height and the exposure 
(Mara et al. 2012).  The correction for the wind speed is necessary so the corrected values 
represent the same standard condition and can be compared from station to station.  The 
adjustment uses the power law relationship with an exponent of 1/7 (NRCC 2010) and 
the method recommended in ESDU (2002) (Harris and Deaves 1980 and Deaves 1981) 
for roughness correction.  The corrected wind speed data represents the annual maximum 
of the moving average (AMMA) of the 60-minute mean (i.e., hourly-mean) wind speed 
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for the standard condition (NRCC 2010) (i.e., at a 10 m height in open country terrain).  
Unless otherwise indicated, the wind speed in the remaining part of the study refers to 
this corrected wind speed; the samples and statistics of the corrected wind speed are used 
to form potential homogeneous regions, and for the regional frequency analysis of the 
wind speed. 
 
For each meteorological station, the statistics of the wind speed such as the mean, the 
coefficient of variation (cov), the first four L-moments λr, r = 1, 2, 3, 4, and L-moment 
ratios (Hosking 1990) are estimated. λ1 represents a measure of location (mean) and λ2 a 
measure of scale.  Estimates of the L-moment ratios τ = λ2/λ1 and τr = λr/λ2, r =3 and 4 are 
also evaluated, where τ is analogous to the cov and is called L-coefficient of variation (L-
cv), τ3 is called L-skewness and τ4 is called L-kurtosis. For estimating λr, their 
corresponding unbiased estimators, denoted by lr, are used (Hosking 1990), where 01 bl  , 
012 2 bbl  , 0123 66 bbbl  , 01234 123020 bbbbl  , and bi is given by, 
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In Eq. (4.1), xj:n denotes the j-th ordered sample (in ascending order) of a set of random 
sample of size n.  The estimators of τ, τ3 and τ4, defined by t = l2/l1, t3 = l3/l2, and t4 = l4/l2, 
that are used in the calculation are not unbiased. 
 
Frequencies of the estimated mean and cov of wind speed for the considered stations are 
shown in Figure 4.2.  The figure shows that the mean wind speed ranges from 40 to 140 
km/h and the cov varies from 0.06 to 0.30.  About 84% of 235 stations have a mean of 
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the wind speed within 45 km/h to 80 km/h; and about 71% of stations have a cov within 
0.11 to 0.17.  The calculated L-cv, L-skewness and L-kurtosis for each station are 
illustrated in Figure 4.3. Figure 4.3a shows that the L-cv varies from 0.03 to 0.16.  The 
mean of L-cv equals 0.08 and its standard deviation equals 0.02.  Although no clear trend 
between the L-skewness and L-kurtosis can be identified from Figure 4.3b, the points are 
clustered around the averages of L-skewness and L-kurtosis, which are 0.12 and 0.14, 
respectively.  These averages do not equal those for a Gumbel variate, which are 0.17 and 
0.15, respectively (Hosking 1990).  Also, the scattered L-skewness and L-kurtosis pairs 
do not follow exactly to the curve for the GEV distribution.  These indicate that the 
Gumbel distribution for at-site analysis could, on average, fit the data better/worse than 
the GEV distribution, and that it does not reveal a clear preferred distribution model. 
 
4.3 Identification of homogeneous regions and frequency analysis 
results 
4.3.1 Forming potential homogeneous regions  
Three clustering analysis methods, the k-means clustering, hierarchical clustering and 
SOM clustering are used below to form possible homogeneous regions.  The k-means is 
one of the simplest unsupervised algorithms that solve the clustering problem (Hastie et 
al. 2001, Tan et al. 2006).  The analysis starts by assigning a number of clusters (or 
regions) and has the objective of finding the centroid for each cluster such that the sum of 
distances from each observation point (i.e., meteorological station) to its cluster centroid 
is minimized, where the sum is over all clusters.  The algorithm for finding the centroids 
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is iterative, and the centroids change their location in each iteration step.  Analysis is 
complete until no more changes of centroids (i.e., the sum of distances cannot be 
decreased further).  Hierarchical cluster analysis is an exploratory tool designed to find 
natural clusters within a dataset (Hastie et al. 2001, Tan et al. 2006).  The analysis 
produces a set of clusters and a tree-like diagram (dendrogram) that records the 
sequences of merges and can be used to visualize how clusters are formed.  The tree 
represents a multilevel hierarchy, and clusters at one level can be joined as clusters at the 
next level.  Any desired number of clusters, therefore, can be obtained by cutting the tree 
at a proper height.  The SOM, which is an example of artificial neural networks, produces 
an orderly mapping of a high-dimensional information space into a low-dimensional 
space through an unsupervised competitive learning process (Kohonen 2001). The 
frequently used SOM contains a two-dimensional regular grid of cells. During the 
learning process, the cells are tuned to various input information patterns and used to 
identify the clusters.  The computation is a nonparametric and recursive regression 
process.  
 
All the clustering methods utilized in this study are based on the combinations of the site 
characteristics (i.e., latitude, longitude, elevation) and statistics of the annual maximum 
wind speeds (i.e., the cov, L-cv, L-skewness and L-kurtosis); the objects exhibiting 
relatively similar characteristics will be grouped into one cluster while the objects 
possessing distinct characteristics will be separated. Since the scales of the variables are 
different, and the clustering methods are sensitive to such scale difference (Lin and Chen 
2006), the variables are normalized to deal with the scale difference. The normalization is 
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done by dividing the original data value to the maximum value if the variable is 
positively defined or to the difference between the maximum and minimum. 
 
For the clustering analysis, the following combinations of the characteristics and 
variables are considered: 1) Latitude and longitude; 2) Latitude, longitude and cov; 3) 
Latitude, longitude and L-cv; 4) Latitude, longitude and L-skewness; 5) Latitude, 
longitude L-skewness and L-kurtosis; and 6)-10) Combination 1) to 5) but including 
elevation. 
 
It is acknowledged that the use of L-moment ratio(s) as a variable in the clustering 
analysis, especially if it is used alone, might compromise the validity of the heterogeneity 
measure of each cluster (Hosking and Wallis 1997), which is based on the L-moment 
ratios.  However, since the analysis results obtained by using the three mentioned 
clustering methods and homogeneity test indicate that the consideration of Combination 3) 
outperforms those by using other combinations of variables in terms of definitely 
heterogeneous regions, in the following only the regional analysis based on Combination 
3) will be reported. 
 
First, we apply the hierarchical cluster analysis. The obtained dendrogram is shown in 
Figure 4.4, where 30 nodes along the bottom of the plot are presented considering the 
meteorological stations depicted in Figure 4.1.  A node may contain a right and left sub-
branch of clustered objects (i.e., meteorological stations); a node that has a single object 
is known as a leaf node (Hastie et al. 2001).  The vertical axis refers to a distance 
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measure between the objects or clusters of objects used in clustering analysis.  Clusters 
can be selected by cutting the hierarchical tree at a specified threshold, although the 
threshold to achieve the best clustering result cannot be determined from the dendrogram. 
For the dendrogram shown in Figure 4.4, clusters are formed by selecting different 
thresholds, resulting in the total number of clusters, NTC, ranging from 6 to 12. The 
number of stations in each cluster is summarized in Table 4.1.  Each identified cluster are 
plotted on the Canadian map and visually inspected.  For illustration purpose, only the 
case for NTC = 12 is shown in Figure 4.5a.  The assessment for NTC < 6 and for NTC > 12 
is not considered, as will be seen, the use of NTC < 6 does not leads to sufficient number 
of homogeneous regions, while the consideration of NTC > 12 results in the reduction of 
the number of meteorological stations within a cluster to less than 5 for a number of 
clusters. 
 
Similarly, the clustering analysis by applying the k-means method for the same dataset is 
also carried out with the number of clusters varying from 6 to 12.  For the analysis, the 
squared Euclidean distance is used and the centroid of each cluster, to which the sum of 
distances from all objects in that cluster is minimized, is also calculated iteratively until 
the sum cannot be decreased further.  The obtained number of sites within each cluster is 
presented in Table 4.2.  Again, the identified clusters for NTC = 12 are depicted in Figure 
4.5b, as an illustration. 
 
In addition to the hierarchical and the k-means clustering, the analysis by using the SOM 
implemented in Matlab (Beale et al. 2012) with default link distance and 6000-iteration 
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learning process is also carried out considering (regular) 3×2, 4×2, 3×3, 5×2 and 4×3 grid 
of cells.  The identified clusters are summarized in Table 4.3.  For comparison purpose, 
the identified clusters are depicted in Figure 4.5c for NTC = 12.  Comparison of the 
identified clusters presented in Figure 4.5a to Figure 4.5c shows that the details of the 
clusters (i.e., the spatial distribution and the number of the meteorological stations within 
a cluster) identified by different clustering methods differ. 
 
4.3.2 Test for homogeneous regions  
The formed clusters in the previous section including those shown in Figure 4.5 are used 
as exploratory assessment of homogenous regions.  To investigate whether the samples of 
the annual maximum wind speed within an identified cluster (i.e., region) could be 
considered homogenous, the regional frequency analysis, including the heterogeneity test, 
developed by Hosking and Wallis (1997) is applied in this section. 
 
The regional frequency analysis considers that samples for a region are obtained at N 
stations or sites, and the i-th station has ni samples.  It is assumed that the frequency 
distributions of the (normalized) samples for all the sites within a region are identical.  
The quantile of nonexceedance probability F, at the i-th station, Qi(F) is given by, 
)()( FqFQ ii  , (4.2)  
where μi is the scaling factor which is taken to be the mean value for the i-th station, and 
q(F) is the regional quantile of nonexceedance probability F. 
 
76 
 
Before carrying out heterogeneity test and to screen out unusual sites within a region due 
to inconsistency or gross error, we calculate the discordancy measure, Di, defined as 
(Hosking and Wallis 1997), 
   Tiii
N
N
D uuSuu 

 1
)1(3
, (4.3)  
where the vector  iiii ttt ,4,3u  denotes the L-moment ratios (t, t3 and t4) for the i-th 
site (or station), the mean value of ui, u , equals 
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stations within the region, and the sample covariance matrix S is given by, 
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Di can be calculated only if 3N  because for 3N  S is singular. Therefore, no regional 
frequency analysis is carried out for cases with N ≤ 5 in this study as the number of 
stations is deemed to be too small. Sites with Di > 3 are deemed discordant from the 
region with more than 14 sites; the critical Di value for a region with less number of sites 
is tabulated in Hosking and Wallis (1997). 
 
Based on the above criteria, the number of discordant sites for each cluster in the 
considered cases presented in Table 4.1 to Table 4.3 is identified and included in the 
same tables. It can be observed from the tables that the total numbers of discordant 
stations are not very sensitive to the total number of considered clusters, NTC. In fact, a 
few stations were always identified as discordant stations independent of NTC and the 
clustering methods.  In particular, the discordant stations are illustrated in Figure 4.5 for 
NTC = 12.  It can be observed that there are 5 discordant stations common to Figure 4.5a 
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to Figure 4.5c. The wind data from these stations must be further scrutinized through 
detailed study of the wind archives, the anemometer types and placements, and the local 
terrain and climate investigation - a task that will be carried out in a future investigation. 
 
For a region with discordant sites removed, a test of the homogeneity can be carried out 
using the heterogeneity measure H defined as (Hosking and Wallis 1997),  
  VVVH  / , (4.5)  
where V denotes a dispersion measure for a region (i.e., sample dispersion from the data 
within the region), μV is the mean of the dispersion measure and σV is the standard 
deviation of the dispersion.  V represents one of the following dispersion measures, Vi, i = 
1, 2, 3,  
  


N
i
i
N
i
ii nttnV
11
2
1 / , (4.6a)  
     


N
i
i
N
i
iii nttttnV
1
2/1
1
2
3,3
2
2 / , (4.6b)  
and, 
     


N
i
i
N
i
iii nttttnV
11
2/12
4,4
2
3,33 / , (4.6c)  
in which 


N
i
i
N
i
ii ntnt
11
/ , and 


N
i
i
N
i
irir
ntnt
11
,
/  for r = 3 and 4, are the regional 
average L-moment ratios with stations weighted proportionally to their record lengths. 
The determination of μV and σV using simulation technique is explained in detail in 
Hosking and Wallis (1997).  It consists of fitting the four parameter kappa distribution 
(Hosking 1994), 
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   hxhxF /1/1/)(11)(   (4.7)  
to the regional average L-moment ratios (1, t , 3t , 4t ), where the use of the kappa 
distribution is an attempt to avoid committing to a particular probability distribution of 
the observed data at an early stage of analysis.  Using the fitted distribution, samples for 
the i-th station with the sample size equal to ni are generated, and Vi, i =1, 2 and 3, are 
calculated using the generated samples.  The simulation run and calculation are repeated, 
and the mean and standard deviation (μV and σV) of Vi are estimated.  A simulation cycle 
of 5000 is considered throughout this study. Since the statistics of H calculated by using 
V2 or V3 for V in Eq. (4.5) often lack the power to discriminate between heterogeneous 
and homogenous regions (Hosking and Wallis 1997), the use of H calculated by using V1 
for V in Eq. (4.5) is adopted in the following. 
 
Based on the above procedure, V, μV, σV and H values for each cluster are calculated 
considering V1 and the obtained values are depicted in the tables as well. Also, each 
region is classified to one of the following three types according to the calculated H value: 
acceptably homogeneous if H<1, possibly heterogeneous if H is within 1 and 2, and 
definitely heterogeneous if H > 2 (Hosking and Wallis 1997). It is observed from the 
tables that the percentage of the number of homogeneous clusters increases as the total 
number of the considered clusters increases. For the three considered clustering analysis 
methods, the best clustering analysis results in terms of the number of homogeneous 
clusters and the number of stations within homogeneous clusters is obtained for NTC = 12. 
In such a case, the use of the k-means clustering analysis leads to all clusters being 
classified as acceptably homogeneous or possibly heterogeneous, except for one cluster 
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where there are only four stations. However, this is not the case if the analysis is carried 
out using the hierarchical clustering and SOM. 
 
Based on these observations, the probability distribution fitting, goodness-of-fit and 
estimation of the return period values are carried out in the following sections based on 
the 12 clusters identified by the k-means clustering. 
 
4.3.3 Probabilistic model selection and fitting 
Given the homogeneous clusters obtained from the above procedure, a frequency 
distribution that fits the data needs to be assessed. As mentioned in the introduction, 
several probabilistic models are used for the extreme value analysis of wind speed. Two 
of these distribution models are considered below. The first one is the Gumbel 
distribution for a random variable X, )(xFG , 
  auxxFG /)(expexp)(  , (4.8)  
where u and a are distribution parameters. The second one is the GEV distribution 
)(xFGE , 
  kGE auxkxF /1/)(1exp)(  , for 0k  (4.9)  
where u, a and k are the model parameters.  If 0k , kaux / and the random 
variable X has a upper bound that equals kau / ; if 0k ,  xkau /  and the 
random variable has a lower bound.  If k = 0, )(xFGE  reduces to the Gumbel distribution 
shown in Eq. (4.8). 
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These two distributions are used to fit the regional (or cluster) average L-moment ratios.  
The goodness-of-fit is to be judged by the closeness of the L-skewness τ3 and/or L-
kurtosis τ4 of the fitted distribution and the regional average L-skewness 3t  and/or 
average L-kurtosis 4t  (Hosking and Wallis 1997).  If the Gumbel distribution and the 
GEV distribution are employed, the goodness-of-fit test is carried out based on DistZ3  and 
DistZ4 , respectively, where 
  rrr
Dist
r tZ  / , r =3 and 4 (4.10)  
where DistrZ  is the goodness-of-fit measure; τ3 is the L-skewness and τ4 is the L-kurtosis 
of the fitted distribution; and σ3 is the standard deviation of the regional average L-
skewness and σ4 is the standard deviation of the regional average L-kurtosis. σr can be 
obtained by simulation technique.  A bias correction may be considered to calculate DistZ4 .  
64.1DistrZ  indicates that the selected distribution may not be rejected as the underlying 
frequency distribution for the region. 
 
The fitted distribution parameters for the considered clusters and values of DistrZ  are 
calculated and shown in Table 4.4. The values of DistrZ  for all the clusters by using the 
GEV distribution is less than 1.64, while this is not the case if the Gumbel distribution is 
employed.  This indicates that the GEV distribution provides a better fit to the data than 
the Gumbel distribution for the regional frequency analysis.  However, it must be noted 
that the use of the GEV distribution could be associated with a finite upper bound values 
of the annual maximum wind speed.  For the cases considered in Table 4.4, a simple 
calculation shows that the upper bound of the annual maximum wind speed at a 
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meteorological station can become as low as 81.3 km/h (40.46×2.01) for Cluster 1, 91.4 
km/h (43.74×2.09) for Cluster 5, 87.7 km/h (45.89×1.91) for Cluster 7, 81 km/h 
(51.24×1.58) for Cluster 9, and 77 km/h (45.03×1.71) for Cluster 11.  The low values of 
the upper bound may not be important if one is only interested in estimating the quantiles 
with relatively small value of the return period T, say in the order of 10 to 50 years.  
However, these upper bound values may not be acceptable for structural design code 
calibration, as one is interested in the upper tail of the distribution in the reliability 
analysis. 
 
4.4 Comparison of quantiles estimated using at-site analysis and 
regional frequency analysis 
In the previous section, it was shown that GEV distribution provides acceptable fit to the 
annual maximum wind speed by following the regional frequency analysis procedure.  
Although for several clusters the application of the Gumbel distribution is not acceptable, 
it is also included in the following for comparison purpose. 
 
Let vRE-T denote the T-year return period value of the annual maximum wind speed 
obtained based on the regional frequency analysis and using the GEV distribution; Let 
vRG-T denote the T-year return period value obtained based on the regional frequency 
analysis and using the Gumbel distribution.  As the at-site extreme value analysis of wind 
speed is carried out by using the Gumbel distribution for Canadian design codes (Yip et 
al. 1995, NRCC 2010), and the AIC results for the at-site extreme value analysis indicate 
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that the Gumbel model outperforms the GEV distribution (Hong et al. 2012), the use of 
the Gumbel distribution for the at-site analysis is also included in the comparison.  In 
such a case, the T-year return period value of the annual maximum wind speed is denoted 
by vT and for consistency (with the regional analysis) the method of the L-moments is 
employed for the distribution fitting. 
 
For those stations that are included in the regional frequency analysis, the ratio of vRE-T to 
vT is depicted in Figure 4.6 while the ratio of vRG-T to vT is depicted in Figure 4.7 for T = 
50, 500 and 1000 years.  Figure 4.6 shows that the mean of vRE-T/vT is close to unity for T 
= 50 years and decreases with increasing return period, which is a consequence of using 
the GEV distribution with an upper bound.  The standard deviation of vRE-T/vT increases 
as T increases, indicating increased differences between vRE-T to vT as T increases.  Unlike 
the case of using the GEV distribution, the use of the Gumbel distribution for the regional 
frequency analysis results in that the mean of vRG-T/vT is near unity as shown in Figure 4.7 
for T = 50 to 1000 years.  This implies that, on average, the at-site analysis and the 
regional frequency analysis for the considered dataset lead to consistent return period 
values of the annual maximum wind speed.  Comparison of the standard deviations 
shown in Figure 4.6 and Figure 4.7 indicates that those presented in Figure 4.7 are 
smaller than those presented in Figure 4.6. This is again expected, as better agreement is 
expected if the same probability distribution is used for at-site and regional frequency 
analysis. 
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To further illustrate the differences in the estimated return period values of the wind 
speed based on the at-site analysis and regional frequency analysis, the spatially 
interpolated contour maps (or the surfaces) of the wind speed based on vRE-T, vRG-T and vT 
are shown in Figure 4.8. For the spatial interpolation, the ordinary kriging method is 
employed since this method leads to the lowest root-mean-square-error from cross-
validation analysis (Cressie 1993, Johnston et al. 2003) among the considered methods: 
the local polynomial interpolation method, radial basis functions (RBFs) method, 
ordinary kriging, simple kriging and universal kriging.  Furthermore, to better reflect the 
wind conditions at the meteorological stations, the nugget is set equal to zero for the 
spatial interpolation such that the ordinary kriging method becomes an exact interpolator. 
 
Comparison of the contour maps presented in Figure 4.8, confirms that in general the 
wind contour maps obtained based on the at-site analysis results are similar in shape and 
trend to those based on the regional frequency analysis results, especially for T = 50 years.  
However, significant discrepancy can be observed between the maps based on vRE-T and 
vT for T = 500 and 1000 years. 
 
4.5 Conclusions 
Use of the regional frequency analysis in dealing with annual maximum wind speed is 
investigated by using wind speed records from 235 Canadian meteorological stations.  
The analysis involves exploratory identification of the clusters or homogeneous regions 
for annual maximum wind speed using the k-means clustering, hierarchical clustering and 
self-organizing map clustering, carrying out heterogeneity test, and selecting the 
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probabilistic models to fit the annual maximum wind speed from meteorological stations 
within a considered region. 
 
The analysis results for the considered wind speed records indicate that the k-means 
clustering is more preferred than the hierarchical clustering and SOM clustering as an 
exploratory tool to identify clusters that could be used to form homogeneous regions. The 
application of the discordancy measure showed that the number of discordant sites is not 
sensitive to the total number of clusters.  This indicates that there are potential 
abnormalities in the wind records for these discordant stations or localized climatic 
conditions that warrant further scrutiny. 
 
Both the Gumbel and GEV distributions are considered for the regional frequency 
analysis of the annual maximum wind speed.  The statistical test results indicate that the 
GEV distribution provides a better fit to the data than the Gumbel distribution for 
regional frequency analysis.  However, the fitted distribution parameters of the GEV 
distribution resulted in the upper bound values of the annual maximum wind speed lower 
than 85 km/h for some of the considered meteorological stations.  The unrealistically low 
values of the upper bound do not influence the estimation of 10- to 50-year return period 
values of annual maximum wind speed; they do influence the estimated return period 
values for return period greater than 500 years – implying that they affect the estimated 
structural reliability and structural design code calibration. 
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Comparison of the return period values of annual maximum wind speed from the regional 
frequency analysis to those obtained from the at-site analysis was presented in terms of 
ratios and interpolated wind speed contour maps.  It shows that if the Gumbel model is 
considered, the results from the at-site analysis are, on average, in agreement with those 
from the regional frequency analysis, and the interpolated wind speed contour maps in 
both cases exhibit similar trends for the return period T equal to 50, 500 and 1000 years.  
However, this is not the case if the GEV distribution is adopted for the regional frequency 
analysis because of the low values of the upper bound. Therefore, physical justification 
and caution must be exercised in accepting the low values of the upper bound. 
 
References 
Akaike, H. (1974). A new look at the statistical model identification. IEEE Transactions 
on Automatic Control, 19 (6), 716–723. 
Beale, M. H., Hagan, M.T. and Demuth, H. B. (2012)  Neural Network Toolbox, User’s 
guide, The MathWorks, Inc., Natick, Massachusetts. 
Coles, S. (2001). An introduction to statistical modeling of extreme values. Springer, 
London, UK. 
Cook, N.J. and Harris, R.I. (2001). Discussion on “Application of the generalized Pareto 
distribution to extreme value analysis in wind engineering” by J.D. Holmes, W.W. 
Moriarty. Journal of Wind Engineering and Industrial Aerodynamics, 89: 215-224. 
Cressie N. (1993). Statistics for spatial data. John Wiley & Sons, New York. 
de Smith, M. J., Longley, P. A. and Goodchild, M. F. (2007). Geospatial analysis: A 
comprehensive guide to principles, techniques and software tools. Winchelsea Press. 
86 
 
Fovell, R.G. and Fovell, M.Y.C. (1993). Climate zones of the conterminous United States 
defined using cluster analysis. Journal of Climate 6, 2103–2135 
Goel, N.K., Burn, D.H., Pandey, M.D. and An, Y. (2004)  Wind qunatile estimation usig 
a pooled frequency analysis approach.  Journal of Wind Engineering and Industrial 
Aerodynamics, 92: 509-528. 
Harris, R.I. (2005). Generalised Pareto methods for wind extremes. Useful tool or 
mathematical mirage. Journal of Wind Engineering and Industrial Aerodynamics, 93: 
341–360. 
Hastie, T., Tibshirani, R. and Friedman, J.H. (2001) The elements of statistical learning: 
data mining, inference, and prediction, Springer New York. 
Holmes, J.D. and Moriarty, W.W. (1999). Application of the generalized Pareto 
distribution to extreme value analysis in wind engineering. Journal of Wind 
Engineering and Industrial Aerodynamics, 83: 1-10. 
Hong, H.P., Li, S.H. and Mara, T.G. (2012). Performance of the generalized least-squares 
method for the Gumbel distribution and its application to annual maximum wind 
speeds. Report BLWT-3-2012, Boundary Layer Wind Tunnel Laboratory, the 
University of Western Ontario. 
Hosking, J.R.M. (1990). L-moments: Analysis and estimation of distributions using 
linear combinations of order statistics. Journal of the Royal Statistical Society B, 52: 
105–124. 
Hosking, J. R. M. (1994). The four-parameter kappa distribution. IBM Journal of 
Research and Development, 38, 251–258. 
87 
 
Hosking, J.R.M. and Wallis, J.R. (1997). Regional frequency analysis: an approach based 
on L-moments, Cambridge University Press, Cambridge, UK. 
Johnston, K., Ver Hoef J.M., Krivoruchko, K. and Lucas, N. (2003) ArcGIS 9, Using 
ArcGIS Geostatistical Analyst, Redlands, CA: Environmental Systems Research 
Institute. 
Kasperski, M. (2002). A new wind zone map of Germany. Journal of Wind Engineering 
and Industrial Aerodynamics, 90: 1271–1287. 
Kohonen, T. (2001). Self-Organizing Maps. Berlin-Heidelberg, Springer. 
Lin, G.-F. and Chen L.-H. (2006)  Identification of homogeneous regions for regional 
frequency analysis using the self-organizing map, Journal of Hydrology 324 (2006) 
1–9. 
Mingoti, S.A. and Lima, J.O.  (2006)  Comparing SOM neural network with Fuzzy c-
means, K-means and traditional hierarchical clustering algorithms, European Journal 
of Operational Research, 174(3): 1742-1759. 
NRCC (2010). National Building Code of Canada. Institute for Research in Construction, 
National Research Council of Canada, Ottawa, Ontario. 
Palutikof, J.P., Brabson, B.B., Lister, D.H. and Adcock, S.T. (1999) A review of methods 
to calculate extreme wind speeds, Meteorol. Appl. 6, 119–132 
Peterka, J. and Shahid, S. (1998). Design gust wind speeds in the United States, Journal 
of Structural Engineering, 124: 207–214. 
Reed, D.W., Jacob, D., Robson, A.J., Faulkner, D.S., Stewart, E.J. (1999). Regional 
frequency analysis: a new vocabulary, in Gottschalk, L., Olivry, J.-C., Reed, Rosbjerg 
88 
 
(Eds.), Hydrological Extremes: Understanding, Predicting, Mitigating, Proceedings of 
the Birmingham Symposium, IAHS publication 255: 237-243. 
Sacré, C. 2002. Extreme wind speed in France: the ’99 storms and their consequences. 
Journal of Wind Engineering and Industrial Aerodynamics, 90: 1163–1171. 
Simiu, E. and Filliben, J.J. (1999). Discussion of ‘Design gust wind speeds in the United 
States’ by Peterka, J. and Shahid, S., Journal of Structural Engineering, 125: 1077–
1078. 
Simiu, E., Heckert, N.A., Filliben, J.J., and Johnson, S.K. (2001). Extreme wind load 
estimates based on the Gumbel distribution of dynamic pressures: an assessment. 
Structural Safety, 23:221-229. 
Yip, T., Auld, H. and Dnes, W. 1995. Recommendations for updating the 1995 National 
building code of Canada wind pressures. In: Proceedings of the 9
th
 International 
Conference on Wind Engineering. International Association for Wind Engineering, 
New Delhi, India. 
 
89 
 
Table 4.1 Results of hierarchical cluster analysis and statistics. 
NTC ID Ns NDS 
Estimated statistics base on V1 H TR NTC ID Ns NDS 
Estimated statistics base on V1 H TR 
V μV σV V μV σV 
6 
1 3 - - - - - - 
10 
3 1 - - - - - - 
2 76 4 9.70E-03 8.47E-03 7.22E-04 1.69 PH 4 4 - - - - - - 
3 42 2 1.23E-02 1.04E-02 1.17E-03 1.61 PH 5 13 1 9.96E-03 8.74E-03 1.90E-03 0.64 AH 
4 15 1 8.32E-03 8.52E-03 1.64E-03 -0.12 AH 6 29 0 1.18E-02 1.06E-02 1.42E-03 0.82 AH 
5 5 0 6.43E-03 1.10E-02 4.02E-03 -1.15 AH 7 38 2 1.05E-02 8.86E-03 1.07E-03 1.53 PH 
6 94 5 1.20E-02 9.16E-03 7.05E-04 3.98 DH 8 3 - - - - - - 
7 
1 38 2 1.05E-02 8.86E-03 1.08E-03 1.52 PH 9 76 4 9.70E-03 8.49E-03 7.15E-04 1.68 PH 
2 56 3 1.29E-02 9.20E-03 9.16E-04 4.05 DH 10 15 1 8.32E-03 8.55E-03 1.69E-03 -0.13 AH 
3 3 - - - - - - 
11 
1 34 2 8.42E-03 8.04E-03 1.02E-03 0.37 AH 
4 76 4 9.70E-03 8.50E-03 7.16E-04 1.67 PH 2 42 2 1.15E-02 8.49E-03 9.84E-04 3.10 DH 
5 42 2 1.23E-02 1.04E-02 1.19E-03 1.58 PH 3 6 0 7.88E-03 8.78E-03 2.85E-03 -0.32 AH 
6 15 1 8.32E-03 8.55E-03 1.68E-03 -0.14 AH 4 50 3 1.17E-02 9.04E-03 9.42E-04 2.78 DH 
7 5 0 6.43E-03 1.11E-02 3.89E-03 -1.19 AH 5 1 - - - - - - 
8 
1 13 1 9.96E-03 8.78E-03 1.86E-03 0.63 AH 6 4 - - - - - - 
2 29 0 1.18E-02 1.06E-02 1.46E-03 0.80 AH 7 13 1 9.96E-03 8.73E-03 1.89E-03 0.65 AH 
3 38 2 1.05E-02 8.88E-03 1.07E-03 1.51 PH 8 29 0 1.18E-02 1.07E-02 1.43E-03 0.79 AH 
4 56 3 1.29E-02 9.18E-03 9.00E-04 4.14 DH 9 38 2 1.05E-02 8.90E-03 1.09E-03 1.48 PH 
5 3 - - - - - - 10 3 - - - - - - 
6 76 4 9.70E-03 8.49E-03 7.15E-04 1.68 PH 11 15 1 8.32E-03 8.55E-03 1.70E-03 -0.14 AH 
7 15 1 8.32E-03 8.55E-03 1.69E-03 -0.13 AH 
12 
1 8 0 7.64E-03 7.52E-03 2.05E-03 0.06 AH 
8 5 0 6.43E-03 1.11E-02 4.03E-03 -1.17 AH 2 7 0 8.16E-03 9.27E-03 2.79E-03 -0.40 AH 
9 
1 1 - - - - - - 3 34 2 8.42E-03 8.03E-03 1.04E-03 0.38 AH 
2 4 - - - - - - 4 42 2 1.15E-02 8.51E-03 9.89E-04 3.06 DH 
3 13 1 9.96E-03 8.78E-03 1.86E-03 0.63 AH 5 6 0 7.88E-03 8.73E-03 2.84E-03 -0.30 AH 
4 29 0 1.18E-02 1.06E-02 1.46E-03 0.80 AH 6 50 3 1.17E-02 9.06E-03 9.74E-04 2.67 DH 
5 38 2 1.05E-02 8.88E-03 1.07E-03 1.51 PH 7 1 - - - - - - 
6 56 3 1.29E-02 9.18E-03 9.00E-04 4.14 DH 8 4 - - - - - - 
7 3 - - - - - - 9 13 1 9.96E-03 8.76E-03 1.88E-03 0.63 AH 
8 76 4 9.70E-03 8.49E-03 7.15E-04 1.68 PH 10 29 0 1.18E-02 1.07E-02 1.42E-03 0.79 AH 
9 15 1 8.32E-03 8.55E-03 1.69E-03 -0.13 AH 11 38 2 1.05E-02 8.88E-03 1.06E-03 1.53 PH 
10 
1 6 0 7.88E-03 8.71E-03 2.82E-03 -0.30 AH 12 3 - - - - - - 
2 50 3 1.17E-02 9.06E-03 9.65E-04 2.69 DH                   
Note: For Table 4.1 to Table 4.3, NTC = total number of clusters; ID = Cluster ID; Ns = Number of stations within a cluster; NDS = number of discordant 
stations within a cluster; TR = type of region; AH = acceptably homogeneous; PH = possibly heterogeneous; DH = definitely heterogeneous. 
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Table 4.2 Results of k-means cluster analysis and statistics. 
NTC ID Ns NDS 
Estimated statistics base on V1 H TR NTC ID Ns NDS 
Estimated statistics base on V1 H TR 
V μV σV V μV σV 
6 
1 19 1 1.79E-02 9.37E-03 1.59E-03 5.40 DH 
10 
3 35 3 1.24E-02 1.01E-02 1.30E-03 1.77 PH 
2 49 4 1.08E-02 8.64E-03 9.45E-04 2.25 DH 4 25 2 6.19E-03 7.46E-03 1.12E-03 -1.14 AH 
3 48 3 1.32E-02 9.47E-03 1.03E-03 3.63 DH 5 5 1 6.46E-03 9.86E-03 4.18E-03 -0.81 AH 
4 48 2 1.67E-02 9.56E-03 1.01E-03 7.11 DH 6 21 1 6.07E-03 7.45E-03 1.23E-03 -1.12 AH 
5 25 1 1.16E-02 9.23E-03 1.35E-03 1.73 PH 7 25 1 1.16E-02 9.25E-03 1.36E-03 1.71 PH 
6 46 2 1.01E-02 8.77E-03 9.54E-04 1.35 PH 8 23 1 5.89E-03 1.10E-02 1.74E-03 -2.93 AH 
7 
1 49 2 9.91E-03 8.79E-03 9.34E-04 1.20 PH 9 25 2 9.05E-03 8.93E-03 1.35E-03 0.10 AH 
2 14 0 1.25E-02 9.97E-03 1.98E-03 1.25 PH 10 14 0 1.08E-02 8.88E-03 1.76E-03 1.06 PH 
3 16 1 9.76E-03 8.41E-03 1.59E-03 0.84 AH 
11 
1 21 0 7.79E-03 9.37E-03 1.50E-03 -1.05 AH 
4 48 3 1.60E-02 9.64E-03 1.02E-03 6.16 DH 2 22 0 9.14E-03 9.43E-03 1.51E-03 -0.19 AH 
5 48 3 1.32E-02 9.49E-03 1.03E-03 3.60 DH 3 40 3 1.25E-02 9.50E-03 1.13E-03 2.64 DH 
6 45 4 1.06E-02 8.40E-03 9.55E-04 2.26 DH 4 15 0 2.05E-02 1.34E-02 2.49E-03 2.86 DH 
7 15 0 1.94E-02 9.88E-03 1.90E-03 5.03 DH 5 5 1 6.46E-03 9.85E-03 4.12E-03 -0.82 AH 
8 
1 27 1 9.38E-03 8.06E-03 1.18E-03 1.11 PH 6 13 0 1.09E-02 1.00E-02 2.08E-03 0.43 AH 
2 5 1 6.46E-03 9.95E-03 4.14E-03 -0.84 AH 7 11 0 1.44E-02 9.18E-03 2.07E-03 2.52 DH 
3 48 2 1.67E-02 9.55E-03 1.03E-03 6.96 DH 8 35 3 1.11E-02 8.04E-03 1.03E-03 3.03 DH 
4 14 0 1.08E-02 8.93E-03 1.76E-03 1.04 PH 9 14 0 9.30E-03 8.37E-03 1.62E-03 0.57 AH 
5 44 2 9.74E-03 8.86E-03 9.87E-04 0.90 AH 10 23 2 6.52E-03 7.55E-03 1.23E-03 -0.83 AH 
6 25 1 1.16E-02 9.25E-03 1.38E-03 1.68 PH 11 36 2 9.72E-03 8.95E-03 1.11E-03 0.69 AH 
7 48 4 1.08E-02 8.56E-03 9.31E-04 2.43 DH 
12 
1 29 2 7.85E-03 7.36E-03 1.03E-03 0.47 AH 
8 24 1 7.81E-03 1.07E-02 1.67E-03 -1.76 AH 2 22 2 8.27E-03 1.22E-02 1.98E-03 -1.98 AH 
9 
1 11 0 1.65E-02 9.04E-03 2.10E-03 3.52 DH 3 20 0 8.52E-03 9.58E-03 1.62E-03 -0.66 AH 
2 27 1 9.38E-03 8.07E-03 1.15E-03 1.13 PH 4 20 1 6.53E-03 1.03E-02 1.77E-03 -2.11 AH 
3 35 3 1.24E-02 1.01E-02 1.30E-03 1.78 PH 5 23 1 7.76E-03 9.28E-03 1.43E-03 -1.06 AH 
4 26 2 9.54E-03 8.53E-03 1.26E-03 0.80 AH 6 4   - - - - - 
5 15 0 1.77E-02 1.00E-02 1.88E-03 4.11 DH 7 36 2 9.52E-03 8.93E-03 1.11E-03 0.53 AH 
6 23 1 7.97E-03 1.06E-02 1.64E-03 -1.60 AH 8 20 1 1.27E-02 9.94E-03 1.68E-03 1.66 PH 
7 43 3 1.25E-02 8.33E-03 9.54E-04 4.39 DH 9 14 1 6.65E-03 7.43E-03 1.51E-03 -0.51 AH 
8 17 1 1.06E-02 8.61E-03 1.59E-03 1.24 PH 10 13 0 7.98E-03 8.04E-03 1.64E-03 -0.04 AH 
9 38 2 9.70E-03 8.80E-03 1.08E-03 0.84 AH 11 21 3 5.38E-03 7.06E-03 1.22E-03 -1.37 AH 
10 
1 44 3 1.26E-02 8.24E-03 9.32E-04 4.73 DH 12 13 0 1.28E-02 9.41E-03 1.97E-03 1.71 PH 
2 18 2 8.52E-03 1.09E-02 2.06E-03 -1.13 AH                   
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Table 4.3 Results of SOM cluster analysis and statistics. 
NTC ID Ns NDS 
Estimated statistics base on V1 H TR NTC ID Ns NDS 
Estimated statistics base on V1 H TR 
V μV σV V μV σV 
6 
1 25 1 1.16E-02 9.18E-03 1.38E-03 1.73 PH 
10 
1 15 0 1.21E-02 9.99E-03 1.91E-03 1.13 PH 
2 19 1 1.79E-02 9.38E-03 1.61E-03 5.33 DH 2 13 1 8.24E-03 7.92E-03 1.69E-03 0.19 AH 
3 47 3 1.32E-02 9.54E-03 1.05E-03 3.47 DH 3 10 0 2.05E-02 9.58E-03 2.26E-03 4.83 DH 
4 49 3 1.61E-02 9.62E-03 1.02E-03 6.39 DH 4 14 0 1.41E-02 9.38E-03 1.84E-03 2.56 DH 
5 48 4 1.09E-02 8.63E-03 9.34E-04 2.39 DH 5 43 3 1.24E-02 9.15E-03 1.06E-03 3.08 DH 
6 47 2 1.02E-02 8.75E-03 9.34E-04 1.51 PH 6 15 0 2.05E-02 1.34E-02 2.53E-03 2.81 DH 
8 
1 21 1 1.51E-02 1.26E-02 2.07E-03 1.21 PH 7 29 1 1.15E-02 8.88E-03 1.23E-03 2.12 DH 
2 38 3 1.10E-02 8.82E-03 1.07E-03 2.00 PH 8 35 3 1.10E-02 8.20E-03 1.04E-03 2.67 DH 
3 40 2 9.22E-03 8.12E-03 9.49E-04 1.15 PH 9 21 1 9.20E-03 8.67E-03 1.41E-03 0.37 AH 
4 42 2 9.75E-03 8.80E-03 1.02E-03 0.94 AH 10 40 2 9.77E-03 8.75E-03 1.03E-03 0.98 AH 
5 23 2 1.14E-02 9.56E-03 1.52E-03 1.19 PH 
12 
1 12 0 1.14E-02 9.91E-03 2.16E-03 0.68 AH 
6 15 0 1.80E-02 9.21E-03 1.75E-03 5.02 DH 2 4 - - - - - - 
7 16 0 1.46E-02 9.25E-03 1.67E-03 3.19 DH 3 10 0 1.20E-02 8.89E-03 2.15E-03 1.45 PH 
8 40 3 1.25E-02 9.24E-03 1.12E-03 2.95 DH 4 24 1 7.00E-03 1.03E-02 1.61E-03 -2.07 AH 
9 
1 16 1 1.55E-02 1.27E-02 2.41E-03 1.16 PH 5 13 1 1.62E-02 1.17E-02 2.54E-03 1.79 PH 
2 24 2 1.13E-02 9.65E-03 1.50E-03 1.13 PH 6 17 0 1.08E-02 8.98E-03 1.60E-03 1.17 PH 
3 15 0 1.80E-02 9.15E-03 1.77E-03 5.00 DH 7 9 0 9.14E-03 8.00E-03 2.02E-03 0.56 AH 
4 25 1 1.12E-02 8.76E-03 1.30E-03 1.89 PH 8 24 0 6.61E-03 8.37E-03 1.28E-03 -1.38 AH 
5 31 2 1.14E-02 8.78E-03 1.19E-03 2.17 DH 9 28 1 1.13E-02 8.91E-03 1.25E-03 1.90 PH 
6 16 0 1.46E-02 9.19E-03 1.68E-03 3.21 DH 10 33 3 1.06E-02 7.97E-03 1.05E-03 2.49 DH 
7 28 2 8.91E-03 8.19E-03 1.19E-03 0.60 AH 11 23 2 9.38E-03 8.99E-03 1.43E-03 0.27 AH 
8 41 2 1.00E-02 8.76E-03 1.01E-03 1.23 PH 12 38 2 9.61E-03 8.73E-03 1.06E-03 0.83 AH 
9 39 3 1.25E-02 9.26E-03 1.15E-03 2.82 DH                   
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Table 4.4 Fitted distribution parameters and estimated DistrZ (r = 3 or 4) for each region 
identified by using k-means clustering for NTC = 12. 
Cluster 
ID 
Min. 
mean 
(km/h) 
Max. 
mean 
(km/h) 
Gumbel distribution GEV distribution 
Parameters 
 Z3
Dist
 
Parameters Upper 
bound 
Z4
Dist
 
a u a u k 
1 40.46 85.78 10.37 0.94 -4.00 0.10 0.95 0.0984 2.01 -1.03 
2 37.89 83.32 7.08 0.92 -0.89 0.14 0.92 0.0270 6.28 -0.68 
3 64.91 135.08 9.52 0.94 -1.50 0.11 0.94 0.0432 3.47 1.49 
4 46.82 84.62 8.29 0.93 -1.46 0.13 0.93 0.0428 3.86 0.64 
5 43.74 75.78 8.61 0.93 -4.13 0.13 0.94 0.1107 2.09 0.83 
6 - - - - - - - - - - 
7 45.89 69.90 9.36 0.94 -5.46 0.12 0.94 0.1232 1.91 1.21 
8 50.91 83.13 8.32 0.93 -2.21 0.13 0.93 0.0668 2.84 0.25 
9 51.24 102.74 11.53 0.95 -4.00 0.10 0.96 0.1566 1.58 0.74 
10 52.19 79.69 9.73 0.94 -1.95 0.11 0.94 0.0728 2.45 -0.97 
11 45.03 116.73 10.81 0.95 -4.64 0.10 0.95 0.1374 1.71 0.18 
12 59.76 105.72 8.55 0.93 -0.82 0.12 0.93 0.0294 5.02 -0.86 
Note: 1) Min. mean represents the minimum mean of the annual maximum wind speed from a station 
within the cluster; and 2) Max. mean represents the maximum mean of the annual maximum wind speed 
from a station within the cluster. 
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Figure 4.1 Meteorological stations considered for the extreme wind speed analysis. 
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Figure 4.2 Histogram of the mean and coefficeint of varaition of the annual maximum 
hourly-mean wind speed of each considered station. 
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Figure 4.3 Variation of the L-moment ratios for the considered stations: a) L-cv, b) L-
kurtosis versus L-skewness (The station number is not in any preferred order). 
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Figure 4.4 Dendrogram showing up to 30 nodes along the bottom of the plot considering 
the meteorological stations depicted in Figure 4.1 (The node along the horizontal axis 
represents a meteorological station or a cluster of meteorological stations; the vertical 
axis represents the city block metric distance between two stations or two clusters of 
stations calculated by using variables normalized to within 0 to 1 or within -1 to 1.). 
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    a) Hierarchical clustering analysis          b) k-means clustering analysis             c) SOM clustering analysis 
Figure 4.5 Identified clusters/regions and discordant stations:  a) Hierarchical clustering analysis, b) k-means clustering analysis and c) 
SOM clustering analysis. 
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Figure 4.6 Scatter of the ratio vRE-T/vT for T = 50, 500 and 1000 years (The station 
number is not in any preferred order). 
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Figure 4.7 Scatter of the ratio vRG-T/vT for T = 50, 500 and 1000 years (The station 
number is not in any preferred order). 
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Figure 4.8 Contour maps of annual maximum wind speed based on vRE-T, vRG-T and vT for T =50, 
500 and 1000 years. 
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Chapter 5 SAMPLE SIZE EFFECT ON THE RELIABILITY AND 
CALIBRATION OF DESIGN WIND LOAD 
5.1 Introduction 
In the limit state design format, the factored design load is calculated using the specified nominal 
values and their associated load factors.  The load factors are calibrated based on structural 
reliability theory for selected target reliability indices and specified or nominal loads (Madsen et 
al. 2006).  For example, the 2005 version of the National Building Code of Canada (NBCC) 
(NRCC 2005) adopts the 50-year return period value of the annual maximum hourly-mean wind 
speed to calculate the nominal wind load and a wind load factor of 1.4.  The load factor is 
calibrated for a (50-year) target reliability index of 3.0 (i.e., failure probability of 1.35×10
-3
) 
(Bartlett et al. 2003a, b).  This approach is unchanged in the 2010 version of the NBCC (NRCC 
2010). 
 
If there is no statistical uncertainty in the probability distribution model or its parameters for the 
annual maximum wind speed at a site, the use of a specified return period value of the wind 
speed or reference wind velocity pressure and a calibrated wind load factor can lead to the 
desired target reliability.  The combination of the specified value and load factor is not unique.  
This is because the selection of the return period to specify the wind speed or the reference wind 
velocity pressure is not unique; the same target reliability is achieved as long as the resulting 
factored design wind load remains the same.  In fact, the ASCE-7-10 adopts a wind load factor 
of 1.0 with the design wind speed estimated using a return period, T, of 700 years for the strength 
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design of Category II structures.  The return period of 700 years was estimated based on the use 
of the return period of 50 years to specify wind speed and a wind load factor of 1.6 
recommended in the ASCE-7-05 (Cook et al. 2011).  The ASCE-7-10 also adopts T = 300 years 
to specify the wind load for Category I structures, and T = 1700 years to specify the wind load 
for Category III and IV structures.  These return periods are estimated in a manner similar to that 
used for Category II structures. 
 
It should be noted that the distribution model parameters of the annual extreme wind speed are 
often estimated from the annual maximum wind records with limited sample size - the record 
length at a meteorological station to update the wind loads at different sites for the 2005 version 
of the NBCC ranges from about 10 to 54 years (NRCC 2010).  The limited sample size leads to 
the estimated distribution model parameters to be uncertain, and this uncertainty can affect the 
calculated quantile or return period value.  The propagation of this uncertainty to the return 
period value of wind speed and the structural reliability should be assessed, and its influence on 
the selection of the return period value of the wind speed and on the calibration of the wind load 
factor should be investigated. 
 
For the estimation of the return period values of the wind speed, probabilistic models such as the 
Gumbel distribution, the generalized extreme value distribution (GEVD) (Jenkinson 1955) and 
the generalized Pareto distribution (GPD) (Pickands 1975) have been used in the literature.  The 
Gumbel distribution has been traditionally used to develop and update the wind load for the 
NBCC (Yip et al. 1995, NRCC 2010).  The Gumbel model was also considered by others 
(Peterka and Shahid 1998, Frank 2001) to model the annual maximum wind speeds.  The 
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commonly used fitting methods are the method of moments (MOM), method of maximum 
likelihood (MML), method of L-moments (MLM) (or probability weighted moments) (Landwehr 
et al. 1979, Hosking 1990), the generalized least square method (GLM) and weighted-least 
squares method (WLM) (White 1969, Lieblein 1974, Harris 1996, David and Nagaraja 2003).  A 
comparison of the MOM, MML, MLM, WLM and GLM in terms of efficiency (i.e., ratio of 
variances of the estimators for two different methods), bias and root mean square error (RMSE) 
was given in Hong et al. (2012).  The GLM, MML and MLM outperform the MOM; the MML is 
the most efficient method, and the GLM is the least biased method, especially if the sample size 
is small. 
 
The GPD and GEVD have also been considered for the analysis of extreme wind speed (Holmes 
and Moriarty 1999, Kasperski 2002, Miller 2003).  The application of the GPD remains under 
debate (Holmes and Moriarty 1999, Cook and Harris 2001, Harris 2005); the distribution fitting 
methods such as the MOM, MML and MLM for the GEVD have been investigated for 
estimating quantiles (Hosking et al. 1985, Hosking 1990; Martin and Stedinger 2000).  For small 
sample size, the quantiles obtained by the MLM are biased but preferable to the MML estimators 
that are associated with greater scatter; the MML sometimes gives unrealistic predictions.   
 
The main objectives of the present study are to investigate the influence of the limited sample 
size on the calculated return period values and the calibration of design wind load, and to assess 
the optimal strategy for specifying the factored design wind load.  The considered two strategies 
are: a single set of low return period for the specified wind speed combined with a wind load 
factor greater than 1.0 versus a single high return period for the specified wind speed combined 
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with a wind load factor of unity (e.g., the approach adopted in the NBCC versus the approach 
adopted in ASCE-7-10).  The optimum is judged based on the reliability consistency for a 
realistic range of the coefficient of variation of annual maximum wind speed, and the ratio of the 
design wind load to the design dead load.  It also includes the consideration of limited sample 
size effect.  Numerical analyses are carried out using the Monte Carlo technique to achieve the 
stated objectives, and the well accepted Gumbel distribution and the GEVD are used to model 
the annual maximum wind speed.  
 
5.2 Effect of sample size on quantile and exceedance probability 
5.2.1 Models and analysis procedure 
The Gumbel distribution (also known as extreme value type I distribution) can be expressed as 
(Madsen et al. 2006), 
  auxxFGU /)(expexp);(   (5.1) 
where FGU(x;θ) denotes the cumulative distribution function, x denotes the value of the random 
variable X, θ = (u, a), u and a are the location and scale parameters.  The coefficient of variation 
of X, vX, equals σX/μX, where the mean μX equals au  , the standard deviation σX equals 
6/a , and γ ≈ 0.5772. 
 
The T-year return period value of X, xT, is given by, 
   TauxT /11lnln   (5.2)  
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Given a set of samples of size n, the MOM, MML, MLM and GLM can be used to estimate the 
distribution parameters and the return period values.  The equations to calculate the estimator of 
θ, denoted by ˆ  = ( uˆ , aˆ ), for the mentioned methods are listed in Table 5.1. 
 
As mentioned in the introduction, the GEVD has also been applied to model the extreme wind 
speed.  The cumulative distribution function of GEVD, );( xFGE , is given by (Jenkinson 1955), 
  kGE auxkxF /1/)(1exp);(  , for 0k  (5.3)  
where in this case θ = (u, a, k); u, a and k are model parameters. The model shown in Eq. (5.3) 
tends to the Gumbel model depicted in Eq. (5.1) if k tends to 0.  The quantile of X for the GEVD 
is, 
     kT Tkaux /11ln1/   (5.4)  
The MOM and MLM for estimating the model parameters of the GEVD (see Table 5.1) are 
considered while the MML is excluded as it may give unrealistic predictions (Hosking et al. 
1985, Martin and Stedinger 2000). 
 
Once the distribution parameters are estimated using the above mentioned methods, the estimator 
of the T-year return period value, Txˆ , is obtained by using Eq. (5.2) for the Gumbel model and 
Eq. (5.4) for the GEVD with xT and θ replaced by the same symbols but with hat, respectively.  
To emphasize that Txˆ  is uncertain because of the uncertainty in the estimated parameters ˆ  due 
to limited sample size and distribution fitting method, the notation )ˆ(ˆ Tx  is used in place of Txˆ  
whenever it aids the exposition. Given ˆ , the probability that the estimated )ˆ(ˆ Tx  being 
exceeded, ))ˆ(ˆ(ˆ  TE xP  equals ));
ˆ(ˆ(1  TxF , where );();(  GUFF  for the Gumbel 
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distribution and );();(  GEFF  for the GEVD.  However, )
ˆ(ˆ Tx  is uncertain and this 
uncertainty affects the probability that )ˆ(ˆ Tx  is being exceeded.  By considering the uncertainty 
in ˆ , the probability that )ˆ(ˆ Tx  is being exceeded, ))
ˆ(ˆ( TE xP , representing the expected value 
of ))ˆ(ˆ(ˆ  TE xP , can be expressed as, 
  



 

ˆ)ˆ());ˆ(ˆ(1))ˆ(ˆ())ˆ(ˆ( ˆˆˆ dfxFxPExP TTETE  (5.5)  
where )ˆ(ˆ f  denotes the joint probability distribution of the estimated distribution parameters ˆ , 
and  
ˆ
E  denotes the expectation over ˆ . The term TxP TE /1))
ˆ(ˆ(   represents the bias.  
Similarly, The standard deviation (SD) of ))ˆ(ˆ(ˆ  TE xP , )))
ˆ(ˆ(( ˆˆ  TE xPSD , is given by, 
   
2/1
2
ˆ
2
ˆˆ ))
ˆ(ˆ(ˆ)ˆ());ˆ(ˆ(1)))ˆ(ˆ(( 



    TETTE xPdfxFxPSD  (5.6)  
The expectation, bias, SD of ))ˆ(ˆ(ˆ  TE xP  all depend on the sample size n. Although the 
analytical equation for the joint probability distribution )ˆ(ˆ f  is unavailable, 



 

))ˆ(ˆ(ˆˆ TE xPE  
and )))ˆ(ˆ(( ˆˆ  TE xPSD  can be evaluated using the simulation procedure according to the 
following steps: 
1) Generate n samples of X distributed as );( xF  where as indicated earlier 
);();(  GUFF  for the Gumbel distribution and );();(  GEFF  for the GEVD; 
2) Estimate ˆ  for the selected distribution and distribution fitting method; 
3) Estimate )ˆ(ˆ Tx , and calculate ));
ˆ(ˆ(1))ˆ(ˆ(ˆ  TTE xFxP ; and 
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4) Repeat Steps 1) to 3) N times, and estimate 




 

))ˆ(ˆ(ˆˆ TE xPE  and )))
ˆ(ˆ(( ˆˆ  TE xPSD . 
Note that for a selected T value, the estimates of ))ˆ(ˆ(ˆ  TxE  and ))
ˆ(ˆ(ˆ  TxSD  for the Gumbel 
model are already available elsewhere (Hong et al. 2012), indicating that )ˆ(ˆ Tx  is an almost 
unbiased estimator of xT, especially for the, MLM and GLM.  As mentioned in the introduction, 
the combination of the specified wind load and wind load factor that leads to the desired target 
reliability is not unique.  The approach, that uses a low return period TL = 50 to specify the wind 
speed 
LT
x  for the nominal wind load and a higher load factor αW = 1.4, is referred to as Option-1 
for easy reference (i.e., current NBCC code approach).  An equivalent approach, termed Option-
1E, is to use the corresponding high return period TH to specify the wind speed 
HT
x  for the 
nominal wind load and a wind load factor of 1.0, where 
HL TTW
xx   is used to determine TH.  
This equivalence implicitly assumes that other variables involved in calculating the wind 
pressure such as the air density and pressure coefficient have already been taken into account 
appropriately.  The condition that 
HL TTW
xx   can be used to establish the relation between 
the return periods TL and TH using, 
    ;;
HL TTW
xFxF  (5.7)  
 
However, it is unclear whether the use of )ˆ(ˆ 
LTW
x  and )ˆ(ˆ 
HT
x  is statistically equivalent since 
they are affected by the samples and the sample size.  To investigate this, the statistics of 
))ˆ(ˆ(ˆ  LTWE xP and ))
ˆ(ˆ(ˆ  HTE xP  are assessed based on the numerical simulation outlined 
previously. 
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5.2.2 Analysis results 
5.2.2.1 Wind speed modeled as a Gumbel variate 
First, consider that X is Gumbel distributed.  As the positive linear scaling of model parameters 
(u, a) results in the same positive scaling to ( uˆ , aˆ ), only the results for the cases by varying u 
while maintaining a = 1 are considered in the following.  For the analysis, the value of u is taken 
equal to 25.07, 12.25, 7.97, 5.84 and 4.55, which correspond to the coefficient of variation of X, 
vX, equal to 0.05, 0.10, 0.15, 0.20 and 0.25, respectively (for a =1, u equals   5772.06/  Xv ).  
This range of vX covers the wind climate in most locations in Canada.  Furthermore, the sample 
size equal to 10 to 50 with an increment of 10 is considered.  The estimated values of 





 

))ˆ(ˆ(ˆˆ TE xPE  (i.e., ))
ˆ(ˆ( TE xP  See Eq. (5.5)) and )))
ˆ(ˆ(( ˆˆ  TE xPSD  by using number of 
cycles N = 50,000, that is considered throughout this section, are shown in Figure 5.1a to Figure 
5.1f.  The results presented in these figures are for vX equal to 0.05 only, and the results for vX 
equal to 0.10, 0.15, 0.20 and 0.25 are not presented as they are insensitive to the considered 
value of vX and follow the same trends. 
 
Figure 5.1a-Figure 5.1c show that ))ˆ(ˆ( TE xP  (i.e., 




 

))ˆ(ˆ(ˆˆ TE xPE ) decreases as the sample 
size n increases.  ))ˆ(ˆ( TE xP  tends to 1/T from above as n increases, indicating that the statistical 
uncertainty has led to the exceedance probability ))ˆ(ˆ(ˆ  TE xP , on average, greater than the target 
of 1/T.  The GLM and MLM outperform the MML and MOM since they lead to the estimated 
))ˆ(ˆ( TE xP  closer to the target of 1/T.  The overestimation (i.e., ))
ˆ(ˆ( TE xP  > 1/T) is the most 
evident for sample size n equal to 10.  This overestimation drops drastically by increasing n to 20. 
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To see the implication of the results, note that if only the annual maximum wind speed, which is 
Gumbel distributed with known distribution parameters, is of concern in designing a structure, 
the annual failure probability equals 1/T for the structure designed to just capable of sustaining 
the T-year return period value of wind speed Tx .  However, by considering the statistical 
uncertainty and that the structure is designed for )ˆ(ˆ Tx  estimated from n samples, the (expected) 
annual failure probability that equals ))ˆ(ˆ( TE xP  is greater than 1/T.  More specifically for n 
varying from 20 to 50 and vX ranging from 0.05 to 0.25, the annual failure probability ranges 
from 0.031 to 0.022 for T = 50 years, 0.0051 to 0.0026 for T = 500 years and 0.0030 to 0.0013 
for T = 1000 years.  The highest values are within three times of the annual failure probability 
which equals 1/T for the case without statistical uncertainty (i.e., infinite sample size). In 
addition, calculated results for vX ranging from 0.05 to 0.25 and for n ≥ 20 indicate that the 
values of ))ˆ(ˆ( TE xP  lead to the corresponding return periods (i.e., 1/ ))
ˆ(ˆ( TE xP ) within 32 to 44, 
200 to 380, and 330 to 720 (years) for T = 50, 500 and 1000 years, respectively. 
 
It must be emphasized that the over-estimation in ))ˆ(ˆ( TE xP  does not imply that the estimators 
)ˆ(ˆ Tx  for the considered methods are biased estimators because ))
ˆ(ˆ( TE xP  is a nonlinear 
function of )ˆ(ˆ Tx .  The unbiasness of )
ˆ(ˆ Tx , at least for the, MLM and GLM, is shown in 
Hosking (1990) and Hong et al. (2012).  Also, a plot of the histogram of the samples of 
))ˆ(ˆ(ˆ  TE xP  indicates that it is not normally or symmetrically distributed; in many cases the plots 
of the samples of ))ˆ(ˆ(ˆ  TE xP  suggest that it follows the lognormal distribution. 
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The results depicted in Figure 5.1d to Figure 5.1f for )))ˆ(ˆ(( ˆˆ  TE xPSD  exhibit the same trends 
as those discussed for ))ˆ(ˆ( TE xP .  The magnitude of )))
ˆ(ˆ(( ˆˆ  TE xPSD  is greater than or 
comparable to ))ˆ(ˆ( TE xP ; the magnitude of )))
ˆ(ˆ(( ˆˆ  TE xPSD  is the most noticeable for n = 10.  
The GLM, MLM and MML outperform the MOM. 
 
Before assessing the statistics of ))ˆ(ˆ(ˆ  LTWE xP  and ))
ˆ(ˆ(ˆ  HTE xP , it is emphasized that the 
NBCC essentially considers that the factored design wind load is directly proportional to the 
square of 50xW , where αw equals 1.4 and 50x  is the 50-year wind speed (i.e., TL =50 years).  
From Eq. (5.7), it can be shown that TH for the condition that 
HL TTW
xx   and X is a Gumbel 
variate, can be calculated using, 
      ))/11ln(ln(5772.0/2826.11expexp1/1 LWXWH TvT   (5.8)  
For αW = 1.4, the calculated TH is depicted in Table 5.2 for vX varying from 0.05 to 0.25, showing 
that TH is highly dependent on vX.  This indicates that Option-1 leads to the factored design wind 
load corresponding to different return period values in different regions in Canada because vX in 
Canada is spatially varying (Hong et al. 2013).  It implies that the reliability of the designed 
structure is spatially varying; the magnitude of this variation is to be evaluated and discussed 
shortly.  Note that only if vX = 0.115 and αW = 1.4, the calculated return period equals 700 years 
(i.e., exceedance probability = 1.43×10
-3
), which is used in ASCE 7-10 as mentioned in the 
introduction. 
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By including the effect of the sample size, the assessment of the statistics of ))ˆ(ˆ(ˆ  LTWE xP  
and ))ˆ(ˆ(ˆ  HTE xP  are carried out following the procedure discussed in the previous section and 
considering the αw and vX values shown in Table 5.2.  As the trends of the mean and standard 
deviation of the mentioned variables for different combinations of αw and vX values are similar, 
only the results for αw = 1.4 and vX = 0.10 are shown in Figure 5.2a to Figure 5.2d. 
 
Figure 5.2a and Figure 5.2c show the variation of 




 

))ˆ(ˆ(ˆˆ LTWE xPE  and 





 

))ˆ(ˆ(ˆˆ LTWE xPSD  versus n for TL = 50 (with the corresponding TH = 955 as shown in 
Table 5.2). 




 

))ˆ(ˆ(ˆˆ LTWE xPE  decreases and tends to 1/TH as n increases.  The slope of the 
decrease is steep for n within 10 and 20.  Similarly, 




 

))ˆ(ˆ(ˆˆ LTWE xPSD  decreases as n 
increases as well. 




 

))ˆ(ˆ(ˆˆ LTWE xPSD  is comparable to or greater than 





 

))ˆ(ˆ(ˆˆ LTWE xPE  for n up to about 20.  The results indicate that the statistical uncertainty 
due to sample size leads to the return period corresponding to )ˆ(ˆ 
LTW
x  to be lower than TH.  
The reduction is very noticeable if the sample size is less than about 20.  For comparison purpose, 
the estimated 




 

))ˆ(ˆ(ˆˆ HTE xPE  and 



 

))ˆ(ˆ(ˆˆ HTE xPSD  for the corresponding TH = 955 (see 
Table 5.2) are plotted in Figure 5.2b and Figure 5.2d.  The comparison shows that in general 





 

))ˆ(ˆ(ˆˆ HTE xPE  is greater than 



 

))ˆ(ˆ(ˆˆ LTWE xPE , and 



 

))ˆ(ˆ(ˆˆ HTE xPSD  is greater than 
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




 

))ˆ(ˆ(ˆˆ LTWE xPSD .  The differences are marked for n = 10; and are largely reduced for n 
greater than about 20.  This indicates that Option-1 is more preferred than Option-1E, especially 
if n is less than 20.  The results shown in the figures again indicate that the GLM outperforms the 
other methods, and the worst performer is the MOM for the considered n values.  
 
To further appreciate the differences in using TL and TH in defining the design wind load, the 
ratio between the means,    )ˆ(ˆ/)ˆ(ˆ ˆˆ   HL TTW xExE , and the ratio between the standard 
deviations,    )ˆ(ˆ/)ˆ(ˆ ˆˆ   HL TTW xSDxSD , are calculated and shown in Figure 5.3.  The figure 
shows that  )ˆ(ˆˆ  LTW xE  is greater than  )ˆ(ˆˆ  HTxE , which is in agreement with that 





 

))ˆ(ˆ(ˆˆ LTWE xPE  is smaller than 



 

))ˆ(ˆ(ˆˆ HTE xPE . The ratio 
   )ˆ(ˆ/)ˆ(ˆ ˆˆ   HL TTW xSDxSD  is about 0.7, indicating that the uncertainty in )ˆ(ˆ  LTW x  is less 
than that in )ˆ(ˆ 
HT
x .  
 
Therefore, if the wind speed is the only uncertainty that needs to be considered in structural 
design for a particular site or a region with statistically homogeneous wind climate, the use of 
Option-1 is preferred to cope with statistical uncertainty due to the limited sample size of the 
annual maximum wind speed.  However, the use of Option-1 (or Option-1E) may not be 
desirable for code making for a country with spatially varying coefficient of variation of wind 
speed, since it leads to the factored design wind load to correspond to non-uniform return period. 
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5.2.2.2 Wind speed modeled using the generalized extreme value distribution 
For X that follows the GEVD (see Eq (5.3)), a complete statistical assessment of )ˆ(ˆ Tx  and 
))ˆ(ˆ(ˆ  TE xP  requires the consideration of all combinations of the parameters (u, a, k).  However, 
since k > 0 results in an upper bound for X and there is no commonly accepted upper bound for 
the annual maximum wind speed, the reported simulation results in this section are only for k = -
0.1 and -0.26.  The selection of these two values are based on the consideration that the 
distribution fitting of the annual maximum wind speed for records from more than 200 
meteorological stations indicates that in all cases k is greater than -0.26 (Hong et al. 2013).  
Moreover, for simplicity and without loss of generality, similar to the previous section (i.e., for 
the Gumbel distribution), a = 1 is considered for the numerical analysis.  Typical results are 
presented in Figure 5.4 for the statistics of ))ˆ(ˆ(ˆ  TE xP .  The results depicted in the figure are for 
vX equal to 0.10 only; the results for vX equal to 0.05, 0.15, 0.20 and 0.25 that follow the same 
trends are not presented.  Also, for vX = 0.10, αW = 1.4 and TL = 50, comparison of 
))ˆ(ˆ(ˆ  LTWE xP  and ))
ˆ(ˆ(ˆ  HTE xP  is shown in Figure 5.5. 
 
In general, the observed trends from Figure 5.4 to Figure 5.5 for the GEVD are similar to those 
presented in Figure 5.1 to Figure 5.2 for the Gumbel distribution; however the differences 
between 




 

))ˆ(ˆ(ˆˆ HTE xPE  and 



 

))ˆ(ˆ(ˆˆ LTWE xPE , and between 



 

))ˆ(ˆ(ˆˆ HTE xPSD  and 





 

))ˆ(ˆ(ˆˆ LTWE xPSD  for the GEVD are much greater than those for the Gumbel distribution, 
especially if n = 10.  This again indicates that Option-1 is more preferred than Option-1E.  Figure 
5.4 and Figure 5.5 show that the MLM outperforms the MOM, except in some cases when the 
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sample size is less than about 20.  Comparison of the values shown in Figure 5.4 and Figure 5.5 
to those depicted in Figure 5.1 and Figure 5.2 indicates that for a given sample size, the bias and 
standard deviation of ))ˆ(ˆ(ˆ  TE xP  for the GEVD are greater than those for the Gumbel 
distribution.  Therefore, to achieve the values of the statistics of ))ˆ(ˆ(ˆ  TE xP  that are similar to 
those for a Gumbel variate, a large increased sample size is needed if the random variable 
follows the GEVD.  In particular, n needs to be more than 100 for the considered statistics to be 
similar to those for the Gumbel distribution with n = 20 if the estimation of the return period 
value with T greater than 500 years is of interest.  In practice, n for the annual maximum wind 
speed is unlikely to be greater than 100.  Since the bias and standard deviation of ))ˆ(ˆ(ˆ  TE xP  are 
large for the GEVD with n < 100, and the most preferred probabilistic model for extreme wind 
speed in Canada is Gumbel rather than GEVD (Hong et al. 2013), no further analysis is made by 
using the GEVD. 
 
5.3 Effect of sample size on the reliability and required load factor 
5.3.1 Consideration of limit state function 
For typical design code calibration, probabilistic models of member resistance, loads, and load 
transformation factors need to be considered (Ellingwood et al. 1980, Madsen et al. 2006).  The 
calibration of the wind load factor in the NBCC (NRCC 2005, 2010) was presented in Bartlett et 
al. (2003a, b).  The calibration results were presented for the structural steel where the resistance 
R is modeled as a lognormal variate with the ratio of the mean to nominal resistance Rn equal to 
1.17, coefficient of variation (cov) of 0.108, and a resistance factor of 0.9.  The dead load D is 
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considered to be a normally distributed random variable.  The ratio of the mean to nominal dead 
load Dn is considered to be 1.05 and the cov of D is considered to be equal to 0.10.  The wind 
load effect, W, is represented by, 
 2/ Tn xXZWW   (5.9)  
where Z is an uncertain transformation factor (which includes the uncertainty in the exposure 
coefficient, the external pressure coefficient, and the gust factor) relating the wind velocity to the 
wind pressure and is considered as a lognormal variate with mean of 0.68 and cov of 0.22; Wn, is 
the reference (or nominal) wind load effect calculated according to Canadian design code (for 
low buildings); X is the annual maximum hourly-mean wind speed, and T = 50 years.  The gust 
and pressure coefficients specified for low building design in the NBCC have been reduced to 
account for directionality.  For most locations in Canada, analysis results based on records from 
235 meteorological stations (Hong et al. 2013) indicate that the the cov of X, vX, is within 0.11 
and 0.17 for 81% of the stations, and its mean value equals 0.138.  A summary of the above 
probabilistic models is presented in Table 5.3. 
 
By considering the dead and wind loads alone, the limit state function, )( Txg , for designs 
governed by dead load combined with wind load can be written as,  
 














W
T
DW
D
D
DW
R
R
T
xXZ
R
X
R
Xxg
2
/
/
/
1
11
)(  (5.10)  
where γR is the resistance factor, αD is the dead load factor, αW is the wind load factor, and RW/D 
is the ratio of the factored design wind load αWWn to the factored design dead load αDDn, XR = 
R/Rn and XD = D/Dn.  The limit state function can be used in evaluating the failure probability for 
a service period of 50 years, denoted by Pf(g(xT)≤0). 
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As discussed in the previous section, the probability distribution and the return period value of 
the annual maximum wind speed )ˆ(ˆ Tx  are estimated from the samples.  By considering this 
fact, the failure probability in this case, denoted by )0))ˆ(ˆ((ˆ  Tf xgP , is conditioned on ˆ ,  
which is uncertain and depends on the sample size and the method adopted for distribution fitting 
as explained in Section 2.  By incorporating the statistical uncertainty in ˆ , the (unconditional) 
probability of failure )0))ˆ(ˆ(( Tf xgP  is given by, 
 



 

ˆ)ˆ()0))ˆ(ˆ(()0))ˆ(ˆ(()0))ˆ(ˆ(( ˆˆˆˆ dfxgPxgPExgP TfTfTf , (5.11)  
representing the expected value of )0))ˆ(ˆ((ˆ  Tf xgP  over ˆ .  The problem discussed in here 
differs from the usual reliability analysis with distribution parameters uncertainty (Hong 1996), 
where the distribution parameters for random variables rather than the values of Txˆ are 
considered to be uncertain due to limited sample size. 
 
The use of the simulation technique to calculate )0)(( Tf xgP or )0))
ˆ(ˆ(( Tf xgP  is straight 
forward, except in this case the service period of 50 years needs to be considered.  The 
simulation technique is used to evaluate the results presented in the following sections. 
 
5.3.2 Numerical analysis results 
For the numerical assessment, γR = 0.9 and αD = 1.25 (CSA S16, NRCC 2010)) are considered.  
First, the implied failure probabilities for a service period of 50 years, )0)(( Tf xgP and 
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)0))ˆ(ˆ(( Tf xgP  are calculated based on Eqs. (5.10) and (5.11) with simple simulation 
technique and considering Option-1 (i.e., αW = 1.4 and TL = 50 years for wind speed). Unless 
otherwise indicated, the simplified notation Pf is used in place of )0)(( Tf xgP or 
)0))ˆ(ˆ(( Tf xgP .  The obtained results are shown in Figure 5.6a considering the annual 
maximum wind speed X as a Gumbel variate with vX equal to 0.1, 0.138 and 0.2.  The results 
shown in the figure indicate that when the contribution of the wind load is large, for example, 
RW/D = 5, the estimated Pf is within 6.60×10
-4
 and 5.16×10
-3
, with corresponding reliability index 
(for 50 years of service period) varying from 3.21 to 2.56, where β = -Φ
-1
(Pf), and Φ
-1
( ) is the 
inverse of the standard normal distribution function.  As expected, the estimated β values are in 
close agreement with those presented in Bartlett et al. (2003).  However, the difference in Pf for 
vX varying from 0.1 to 0.2 alone is about an order of magnitude.  
 
By including the statistical uncertainty due to limited sample size n, the estimated mean and 
standard deviation of )0))ˆ(ˆ((ˆ  Tf xgP  for Option-1 are shown in Figure 5.6b to Figure 5.6e.  
The results presented in the figures indicate that as n increases the estimated mean and standard 
deviation of )0))ˆ(ˆ((ˆ  Tf xgP  decrease.  Since the estimated Pf values for the cases with 
sample size effect tend to those obtained for the cases without statistical uncertainty (shown in 
Figure 5.6a) from above, it is unconservative to assign the design wind load without considering 
sample size effect.  This observation is consistent with that for the fractiles of annual maximum 
wind speed discussed in the previous sections.  The magnitude of the standard deviation is 
comparable to that of the mean of )0))ˆ(ˆ((ˆ  Tf xgP  if n is less than about 20.  The difference in 
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Pf due to sample size alone and for n varying from 20 to 50 is about less than one half order of 
magnitude.  These observations indicate that the sample size effect is important, if the selection 
of the factored design wind speed at a site is of interest.  However, the effect of varying vX from 
0.1 to 0.2 on the inconsistency in Pf is much greater than that of changing n from 20 to 50 if 
Option-1 is considered. 
 
Now, instead of considering Option-1, Option-1E (which is defined earlier based on αW = 1 and 
TH calculated from Eq. (5.8)) is considered.  In such a case, TH equals 955, 500 and 295 for vX 
equal to 0.1, 0.138 and 0.2, respectively.  The estimated Pf for Option-1E is presented in Figure 
5.7.  Comparison of the results depicted in Figure 5.6 and Figure 5.7 shows that: 
1) For the cases without sample size effect, the estimated Pf values for Option-1 are 
identical to those for Option-1E.  This is expected since the same factored design wind load is 
used. 
2) Given a set of n and vX values, the estimated Pf for Option-1 with sample size effect is 
lower than that for Option-1E and closer to those obtained without sample size effect.  This 
indicates that for given values of n and vX, the estimated Pf for Option-1 is less biased than for 
Option-1E.  Similarly, it can be observed that the standard deviation of )0))ˆ(ˆ((ˆ  Tf xgP  for 
Option-1 is smaller than that for Option-1E, suggesting that for a given vX, Option-1 is preferred 
over Option-1E.  Pf and the standard deviation of )0))ˆ(ˆ((ˆ  Tf xgP  reduce drastically as n 
increases from 10 to 20. 
3) In all cases and similar to Option-1, Pf for Option-1E is influenced by vX because TH 
depends on vX.  This influence is much greater than that due to sample size effect.   
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The last observation suggests that the use of an alternative option, termed Option-2, which is 
defined by a single return period TH for different vX and αW = 1 for a country’s code making may 
result in designed structures with a more consistent (nominal) reliability.  This agrees with the 
approach adopted by ASCE-7-10 for the factored design wind load.  To see the reliability 
consistency achieved by Option-2, the analysis carried out for the results shown in Figure 5.7 is 
repeated for TH = 500 years and for TH = 700 years and independent of vX.  The obtained Pf 
values are presented in Figure 5.8.  Comparison of results presented in Figure 5.8 to those shown 
in Figure 5.6 and Figure 5.7 confirms that Option-2 is preferred because it narrows the 
differences between the estimated Pf for the range of vX values, and the effect of sample size on 
Pf is not amplified.  The average value of Pf for RW/D within 1 and 5 and without sample size 
effect is about 1.4×10
-3
 for TH = 500 years and 9.6×10
-4
 for TH = 700 years.  Note that the ratio of 
the former to the latter approximately equal to 7/5.  Moreover, since the Pf obtained with the 
sample size effect is slightly higher than that for the case without sample size effect, it is 
recommended to adopt a return period between 500 to 700 years to estimate the factored design 
wind load for a future edition of NBCC if the tolerable failure probability of 1.35×10
-3
 is deemed 
appropriate. 
 
5.4 Conclusions 
The effect of sample size on the estimated return period value of the annual maximum wind 
speed and on the estimated structural reliability is assessed.  To assess the sample size effect on 
return period value, both the Gumbel distribution and GEVD together with several commonly 
used distribution fitting methods are considered.  It is concluded that if the Gumbel distribution 
is used, the GLM outperforms the MLM, MML and MOM in terms of the bias and variance of 
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the return period value and of the exceedance probability.  The order of preference is the GLM, 
MLM, MML and MOM for sample size less than 50.  For the GEVD distribution, the MLM 
outperforms MOM.  In all cases, the bias and the variance due to sample size effect reduces 
drastically as the sample size increases from 10 to 20. 
 
The reliability analysis results are focused on the implications of using one of the two options to 
specify the factored design wind load: (Option-1) a low return period for the nominal wind speed 
combined with a large wind load factor, and (Option-2) a high return period for the nominal 
wind speed combined with unity wind load factor.  Given the sample size n and the cov of 
extreme wind speed vX, the estimated Pf for both options tends from above to the Pf value 
obtained for the case without statistical uncertainty (i.e., infinite sample size).  It was concluded 
that for a particular site or a region with statistically homogeneous wind climate, Option-1 is 
preferred.  The use of Option-1, which is the current NBCC approach, does, on average, achieve 
the target reliability index of 3.0 for a 50-year service period for typical range of vX values, even 
considering the sample size effect.  The variation of the Pf, however, is noticeable for the 
considered vX.  In fact, if Option-1 is used, the difference in Pf for typical range of vX values 
alone is about an order of magnitude; while that due to sample size effect is less than one-half 
order of magnitude for n ≥ 20.  To better cope with code making for spatially varying cov of 
extreme wind speed, Option-2 is desired since it leads to designed structures with a more 
consistent (nominal) reliability.  In particular, to enhance Canadian wind design, it is 
recommended to adopt a return period between 500 to 700 years to specify the factored design 
wind load in a future edition of NBCC to meet the target reliability index of 3.0 for a 50-year 
service period. 
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Table 5.1 Equations for estimating the distribution model parameters. 
Model Method Estimation of the model parameters ˆ  
Gumbel MOM  /6ˆ sa ,  /6ˆ smu  
MML Maximising L to obtain ˆ , 
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MLM 2ln/)2(ˆ 01 bba  , abu ˆˆ 0  , 
GLM  inia xca ,,ˆ ,  iniu xcu ,,ˆ  
where ca,i and cu,i are known as the coefficients of the best linear 
unbiased estimators (Lieblein 1974, Hong et al. 2012), and xj:n 
denotes the the j-th ordered sample (in ascending order) of a set of 
random samples of size n.  
GEVD MOM kkaum /))1(1(  ,    kksignkkas )(/)1()21( 2/12  , 
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where 3 is the sample skewness 
MLM kkaub /))1(1(0  , kkabb
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Notes: m and s represent the sample mean and standard deviation, respectively.  The 
L-moments bi is given by (Hosking 1990), 
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where xj:n denotes the the j-th ordered sample (in ascending order) of a set of 
random sample of size n. 
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Table 5.2 Return period TH corresponding to the condition 
HTW
xx  50  for a Gumbel variate 
X. 
Load factor 
Coefficient of variation of wind speed 
0.05 0.1 0.15 0.2 0.25 
1.4 10005 955 436 295 233 
 
 
Table 5.3 Probabilistic models used for reliability analysis. 
Random Variable Mean cov Distribution Type 
XR 1.17 0.108 Lognormal 
XD 1.05 0.10 Normal 
Z 0.68 0.22 Lognormal 
X - 0.1~0.2 Gumbel 
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Figure 5.1 Effect of sample size on 




 

))ˆ(ˆ(ˆˆ TE xPE  and 



 

))ˆ(ˆ(ˆˆ TE xPSD  for the coefficient 
of variation of a Gumbel variate X equal to 0.05 and T = 50, 500 and 1000. 
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Figure 5.2 Effect of sample size on the statistics of ))ˆ(ˆ(ˆ  LTWE xP  and ))
ˆ(ˆ(ˆ  HTE xP , for the 
coefficient of variation of a Gumbel variate X equal to 0.10, αW = 1.4, TL = 50 and TH = 955. 
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Figure 5.3 Effect of sample size on    )ˆ(ˆ/)ˆ(ˆ ˆˆ   HL TTW xExE  and 
   )ˆ(ˆ/)ˆ(ˆ ˆˆ   HL TTW xSDxSD  for the coefficient of variation of a Gumbel variate X equal to 
0.10, αW = 1.4, TL = 50 and TH = 955. 
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Figure 5.4 Effect of sample size on 




 

))ˆ(ˆ(ˆˆ TE xPE  and 



 

))ˆ(ˆ(ˆˆ TE xPSD  for k of the GEVD 
equal to -0.1 and -0.26, the coefficient of variation of 0.10 and, T = 50, 500 and 1000. 
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Figure 5.5 Effect of sample size on the statistics of ))ˆ(ˆ(ˆ  LTWE xP  and ))
ˆ(ˆ(ˆ  HTE xP  for the 
model parameter k of the GEVD equal to -0.1 and -0.26, the coefficient of variation of 0.10, αW 
= 1.4, TL = 50 and TH = 955. 
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Figure 5.6 Estimated Pf based on current NBCC-2010 code design requirements (i.e., αW equal 
to 1.4 and use TL = 50 years to select the reference wind pressure):  a) Without sample size 
effect; b) Effect of n and RW/D on Pf; c) Effect of n and vX on Pf; d) Effect of n and RW/D on the 
standard deviation of )0))ˆ(ˆ((ˆ  Tf xgP ; e) Effect of n and vX on the standard deviation of 
)0))ˆ(ˆ((ˆ  Tf xgP . 
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Figure 5.7 Estimated Pf considering αW equal to 1.0 and use the equivalent TH (i.e., TH = 955, 
500 and 295 years for vX equal to 0.1, 0.138 and 0.2 to select the reference wind pressure):  a) 
Without sample size effect; b) Effect of n and RW/D on Pf; c) Effect of n and vX on Pf; d) Effect of 
n and RW/D on the standard deviation of )0))ˆ(ˆ((ˆ  Tf xgP ; e) Effect of n and vX on the standard 
deviation of )0))ˆ(ˆ((ˆ  Tf xgP . 
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Figure 5.8 Estimated Pf considering αW equal to 1.0 and TH equal to 500 and 700 years:  a)  
Without statistical uncertainty and TH = 500 years; b) Effect of n and RW/D on Pf for TH = 500 
years; c) Effect of n and vX on Pf for TH = 500 years; d) Without statistical uncertainty and TH = 
700 years; e) Effect of n and RW/D on Pf for TH = 700 years;  f) Effect of n and vX on Pf; for TH = 
700 years. 
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Chapter 6 CONCLUSIONS 
6.1 Summary 
The present study is focused on the spatial variation and interpolation of the wind speed statistics 
and on structural reliability analysis under wind load considering the sample size effect and the 
codification of the wind load.  
 
Firstly, different spatial interpolation methods including 8 deterministic methods and 6 
geostatistical methods have been applied to two data sets to estimate the quantiles as well as the 
statistics of the annual maximum hourly-mean wind speed for locations where wind speed 
records are unavailable. The considered data sets are: the tabulated 50-year return period value 
(i.e. 0.98 quantile) of the annual maximum hourly-mean wind speed in NBCC-2005 and NBCC-
2010; the at-site extreme value analysis results of the annual maximum hourly-mean wind speed 
for 235 Canadian meteorological stations. The preferred methods for each data set are 
determined based on the (leave-one-out) cross validation analyses. For the second data set, a 
cross-validation analysis was also carried out for two possible approaches in estimating the T-
year return period value of the extreme wind speed: the first approach spatially interpolates the 
return period value alone, while the second approach interpolates the statistics (i.e. mean and 
coefficient of variation) of the extreme wind speed and then use the predicted statistics to 
estimate the return period values at sites of interest. 
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Secondly, to deal with the data insufficiency in the wind speed records at the meteorological 
stations, the regional frequency analysis was applied to the data from the same 235 Canadian 
meteorological stations as mentioned above to calculate the quantiles of the annual maximum 
wind speed for Canada. The obtained estimates of the quantiles of the extreme wind speed based 
on the regional frequency analysis are compared with those obtained based directly on the at-site 
analysis. The analysis uses the k-means, hierarchical and self-organizing map clustering to 
explore potential clusters or regions; statistical tests are then applied to identify homogeneous 
regions for subsequent regional frequency analysis. 
 
Finally, the effect of statistical uncertainty due to limited sample size on the estimated return 
period value of the wind speed and structural reliability is investigated and two strategies (i.e. (i) 
a low return period for the nominal wind speed combined with a wind load factor greater than 
one and (ii) a high return period for the nominal wind speed combined with unity wind load 
factor) for specifying the factored design wind load are also evaluated to determine the optimal 
one.  
 
6.2 Conclusions 
The conclusions that can be drawn from the present study are: 
1. For both the two sets of data considered in spatial interpolation, the deterministic 
methods result in surfaces with more details or less smoother transition than the 
geostatistical methods as expected. 
2. For the tabulated 50-year return period value of the annual maximum wind speed in 
NBCC-2005 and NBCC-2010, the interpolated surfaces and the statistics of the cross-
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validation analysis indicate that the radial basis function-multiquadric spline (RBF-M) is 
the preferred deterministic method and the ordinary kriging (KO) is the preferred 
geostatistical method. The radial basis function-spline with tension (RBF-SWT), radial 
basis function-completely regularized spline (RBF-CRS), and inverse distance weighting 
(IDW) produce comparable results as the RBF-M; the ordinary co-kriging (CoKO) 
produces comparable results as the KO. The simple kriging (KS) and simple co-kriging 
(CoKS) generate surfaces with significant smearing effect. If the selection is based only 
on the root mean square error (RMSE) value, the RBF-M outperforms the KO. 
3. For the at-site extreme value analysis results of the annual maximum hourly-mean wind 
speed for the 235 Canadian meteorological stations, the RBF-CRS and RBF-SWT are the 
preferred deterministic methods; the KO and CoKO are the preferred geostatistical 
methods. Based on RMSE alone, the RBF-CRS and RBF-SWT outperform the KO and 
CoKO if the surface of the mean of the wind speed is of concern, and this is reversed if 
the surface of the cov of the wind speed is of interest. 
4. For the two possible approaches in estimating the T-year return period value of the 
extreme wind speed, the RBF-CRS and RBF-SWT, in general, outperform the KO and 
CoKO. Based on the estimated mean error (ME) and RMSE values, the second approach 
is slightly superior to the first approach for all the 4 interpolation methods. 
5. For identifying homogeneous clusters (regions) in the regional frequency analysis using 
the data from the 235 Canadian meteorological stations, the k-means clustering is 
preferred over the hierarchical clustering and self-organizing map (SOM) clustering. 
6. The generalized extreme value distribution provides a better fit to the data than the 
Gumbel distribution for regional frequency analysis. However, the fitted distribution 
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parameters of the generalized extreme value distribution resulted in unrealistically low 
values (i.e. lower than 85 km/h) of the upper bound of the annual maximum wind speed 
for some of the considered meteorological stations which influence the estimated return 
period values for high return periods (i.e. greater than 500 years) – implying that they 
affect the estimated structural reliability and structural design code calibration. 
7. For the Gumbel distribution and the generalized extreme value distribution, the bias and 
variance of the return period value and of the exceedance probability due to sample size 
effect reduces drastically as the sample size increases from 10 to 20. 
8. Given the sample size and the cov of the extreme wind speed, the estimated failure 
probability for both strategies tends from above to that obtained for the case without 
statistical uncertainty (i.e., infinite sample size). 
9. For specifying the factored design wind load, a low return period for the nominal wind 
load combined with a wind load factor greater than one is preferred for a particular site or 
a region with statistically homogeneous wind climate. To better cope with code making 
for spatially varying cov of the extreme wind speed, a high return period for the wind 
speed combined with unity wind load factor is desired since it leads to designed 
structures with a more consistent (nominal) reliability.  In particular, to enhance Canadian 
wind design, it is recommended to adopt a return period between 500 to 700 years to 
specify the factored design wind load in a future edition of NBCC to meet the target 
reliability index of 3.0 for a 50-year service period. 
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6.3 Limitations and future work 
Although the preferred spatial interpolation methods of the wind speed statistics are determined, 
the use of the regional frequency analysis to estimate the wind speed quantiles is evaluated and 
the optimal strategy for specifying the factored design wind load is recommended in this thesis, 
some limitations still exist in the present study and more future work can be done. They are 
given below: 
1. In the spatial interpolation of the statistics and quantiles of the extreme wind speed, 
although the terrain’s elevation is considered as a covariate in the Co-kriging, it seems it 
has little influence on the interpolated surfaces and the cross-validation results comparing 
to those obtained by using Kriging. It is worth investigating other covariates highly 
correlated with the wind speed to improve the spatial interpolation results. 
2. In the regional frequency analysis, the discordancy measure for each station showed that 
the number of discordant sites is not sensitive to the total number of clusters. This 
indicates that potential abnormalities may exist in the wind records for these discordant 
stations or localized climatic conditions. Therefore, further scrutiny is required in the 
selection of useable wind speed data. Stations with sample size less than 20 but greater 
than 10 could be included for a further investigation if necessary. 
3. It was shown that adjusting the fixed return period can lead to improved reliability 
consistency. A future improvement can be achieved by directly estimating and 
implementing the reliability-consistent design wind load rather than using wind load 
based on a specified return period. The practicality of this would be an interesting topic. 
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APPENDIX A 
MATHEMATICAL FORMULATION FOR SPATIAL 
INTERPOLATION METHODS 
Spatial interpolation is used to determine phenomena over a continuous space by using 
observations from limited sample points. A brief explanation of the mathematical models for 
some spatial interpolation methods used in this study is given in this appendix. 
 
A.1 Inverse distance weighting 
The inverse distance weighting (IDW) method predicts the values at unmeasured points using a 
linearly weighted combination of values at sample points. The weight is determined by an 
inverse function of the distance from the unmeasured point to the sample points, which is 
described as follows:  

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1
1 (A.1) 
where di is the distance between the unmeasured point ),( 00 yx  and the sample point ),( ii yx , n 
represents the number of the sample points used for the estimation, and p is a power parameter. 
Weights decrease as the distance increases, especially when the value of the power parameter 
increases. Therefore, the sample points closer to the unmeasured point have more influence on 
the predicted value. The main factor affecting the accuracy of the IDW is the value of the power 
parameter (Isaaks and Srivastava, 1989), and this power parameter can be optimized in ArcGIS 
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according to the data used in the analysis. The IDW is an exact interpolator and it can only 
provide predictions within the minimum and maximum of the measured values. 
 
A.2 Global polynomial interpolation 
The global polynomial interpolation (GPI) method uses a polynomial to fit the observed values at 
sample points and to predict values for unmeasured points. The GPI is an inexact interpolator 
and the smoothness of the interpolated surface is determined by the order of the polynomial. The 
first-order and second-order polynomials used to estimate the values at unmeasured points are 
given in Eq. (A.2) and Eq. (A.3), respectively. 
iiii ycxccyxZ 210
~
),(   (A.2) 
iiiiiiii yxcycxcycxccyxZ 5
2
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2
3210
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),(   (A.3) 
where ),(
~
ii yxZ  represents the predicted value at the unmeasured point ),( ii yx , and {cj} are the 
coefficients determined by using a least-squares regression to minimize the residuals between the 
predicted values and the measured values at sample points. 
 
It should be noted that the more complex the polynomial, the more difficult it is to ascribe 
physical meaning to it. Furthermore, the calculated surfaces are highly susceptible to outliers 
(extremely high and low values), especially at the edges. 
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A.3 Local polynomial interpolation 
The local polynomial interpolation (LPI) method is similar to the GPI, except that it fits many 
polynomials, each within localized overlapping “windows”. The coefficients of the polynomials 
in this case depend on the moving window. The prediction, which is the value of the fitted 
polynomial at the center of the window, ),( 00 yx , is determined by minimizing 
2
00
1
)),(
~
),(( yxZyxZw
n
i
iii 

 (A.4) 
 where n is the number of the sample points within the window, ),( ii yxZ  represents the 
measured value at the sample point ),( ii yx , ),( 00
~
yxZ  is the value of the fitted polynomial at the 
center of the window which can be represented by Eq. (A.2) and Eq. (A.3), and wi is the weight 
calculated from the following equation, 
)/3exp( adw ii   (A.5) 
where di is the distance between the sample point ),( ii yx and the center of the window ),( 00 yx , 
and a is the parameter that controls how fast the weights decay with distance. 
 
The LPI is sensitive to the size of the “windows” and can be used to capture the local variation in 
the measured data. 
 
A.4 Radial basis functions 
The conceptual basis for interpolators based on the radial basis functions (RBFs) (i.e. splines) is 
to bend or stretch the estimated surface to pass through the value at each sample point while 
minimizing the total curvature of the surface. Therefore, the RBFs are exact interpolators. Unlike 
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the IDW, the RBFs can predict values above the maximum and below the minimum measured 
values. The estimation based on radial basis functions is given by 

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)(),(  (A.6) 
where )(r is the radial basis function, idr  is the Euclidean distance between the unmeasured 
point ),( 00 yx  and the sample point ),( ii yx , and  1,...,2,1:  niwi are weights to be estimated. 
 
The basis function determines how the surface will fit between the values. The differences 
between the basis functions are not great. The five special basis functions implemented in 
ArcGIS are: 
1) completely regularized spline (RBF-CRS) 
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where )(1 E  is the exponential integral function and EC is the Euler constant (Abramowitz 
and Stegun, 1965). 
2) spline with tension (RBF-SWT) 
ECrKrr  )*()2/*ln()( 0  (A.8) 
where )(0 K is the modified Bessel function (Abramowitz and Stegun, 1965). 
3) thin plate spline (RBF-TPS) 
)*ln()*()( 2 rrr   (A.9) 
4) multiquadric (RBF-M) 
2/122 )()(  rr  (A.10) 
5) inverse multiquadric (RBF-IM) 
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2/122 )()(  rr  (A.11) 
 
In all the five basis functions, σ is the parameter that controls the smoothness of the surfaces and 
it is calculated by minimizing the root mean square error. The higher the smoothing parameter σ, 
the smoother the surface, for all the five basis functions except the RBF-IM. 
 
RBFs are suitable for surfaces with gentle slopes and are inadequate for providing surfaces from 
datasets with large changes within a short horizontal distance or datasets that are prone to error. 
 
A.5 Kriging 
Similar to the IDW, kriging uses a linear combination of weighted measured values to generate 
estimates for unmeasured locations. However, the weights in kriging are determined based on the 
semivariogram, a measure of the spatial correlation of the measured values. The semivariogram 
is defined as: 

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where N is the number of pairs of sample points separated by distance d. An example of the 
semivariogram is shown in Figure A.1. 
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Figure A.1. Semivariogram diagram. 
 
Nugget is the semivariance for pairs of locations with zero distance in the fitted semivariogram 
model. It represents the uncertainty at the sample point itself. Nugget equal to zero means there 
is no uncertainty at the sample point. By setting nugget equal to zero, the kriging methods 
become exact interpolators. 
 
A common assumption that a mean exists among the values of the sample points is shared by the 
three kriging methods used in this study (i.e. ordinary kriging (KO), simple kriging (KS), 
universal kriging (KU)). The KO assumes the mean is constant and unknown; the KS assumes 
the mean is constant and known; the KU assumes the mean is unknown and can be derived from 
some deterministic function. 
 
References 
Abramowitz, M. and Stegun, I.A. 1965. Handbook of Mathematical Functions. Dover, New 
York. 
Y(d) 
d 
nugget 
fitted semivariogram 
sample semivariogram 
0 
145 
 
Isaaks, E.H. and Srivastava, R.M. 1989. An introduction to applied geostatistics, Oxford 
University Press, New York, NY, USA. 
Johnston, K., Ver Hoef, J.M., Krivoruchko, K. and Lucas, N. 2003. ArcGIS 9, Using ArcGIS 
Geostatistical Analyst, Redlands, CA: Environmental Systems Research Institute. 
 
146 
 
APPENDIX B  
WIND SPEED CONTOUR MAPS FOR SOUTHERN ONTARIO 
The contour maps of the annual maximum wind speed which are focused on the local variation 
within the southern Ontario are provided in this Appendix. Fifteen stations shown in Figure B.1 
are selected and the 50-year return period values of the annual maximum wind speed obtained by 
using the generalized least square method (GLSM) and the method of moment (MOM) are used 
in the spatial interpolation. The information of the fifteen selected stations is listed in Table B.1. 
Ordinary kriging (KO) is adopted in the analysis because it provides the lowest root mean square 
error (RMSE) based on the cross-validation analysis. 
 
Figure B.1 Locations of the meteorological stations considered for southern Ontario. 
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The contours of the 50-year return period value of the annual maximum wind speed by using the 
KO are illustrated in Figure B.2. 
 
 
Figure B.2. Contours of the 50-year return period value of the annual maximum hourly-mean 
wind speed (km/h) using the KO. 
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Table B.1 Information of the fifteen selected stations within southern Ontario shown in Figure 
B.1. 
Station Name Latitude Longitude 
Mean 
(km/h) 
COV 
Elevation 
(m) 
50-year return period 
value of wind speed 
(km/h) 
MOM GLSM 
KINGSTON A 44.22 -76.60 65.46 0.142 93.0 89.51 92.30 
MUSKOKA A 44.97 -79.30 51.92 0.139 281.9 70.64 72.20 
WIARTON A 44.75 -81.11 69.90 0.136 222.2 94.47 97.46 
GODERICH 43.77 -81.72 61.63 0.063 213.7 71.71 70.88 
SARNIA A. 42.99 -82.30 75.59 0.132 180.6 101.41 104.61 
ST CATHARINES A 43.20 -79.17 68.86 0.169 97.8 99.08 101.97 
SIMCOE 42.85 -80.27 73.35 0.162 240.5 104.18 107.35 
WINDSOR A 42.28 -82.96 76.85 0.121 189.6 100.89 107.86 
LONDON INT'L A. 43.03 -81.15 75.94 0.129 278.0 101.25 105.59 
MOUNT FOREST 43.98 -80.75 65.68 0.118 414.5 85.78 91.85 
WATERLOO 
WELLINGTON A 
43.45 -80.38 68.24 0.110 317.0 87.70 90.35 
HAMILTON A 43.17 -79.93 77.84 0.134 237.7 104.96 106.46 
TORONTO LESTER B. 
PEARSON INT'L A. 
43.68 -79.63 76.68 0.095 173.4 95.50 98.76 
TRENTON A 44.12 -77.53 77.78 0.162 86.3 110.48 112.67 
PETERBOROUGH A 44.23 -78.37 59.24 0.119 191.4 77.54 78.82 
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