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Lecture 1
These lectures follow Fulton & Harris’s Representation Theory: A first
course, with some material taken from Spivak’s Calculus on Manifolds.
Introduction
Definition (Lie Group): A Lie group is a C∞ manifold with a group
structure such that
(x, y)→ xy−1 is C∞
A Lie group map is smooth group homomorphism(all homomorphism’s smooth
unless otherwise specified).
Some things we need from manifold theory
1) The immersed v. closed issue. It is possible to embed one manifold
into another in such a way that the subspace topology from the big one
does not coincide with the natural topology on the little one.
A submanifold is said to be closed if manifold structure is the inherited
one, otherwise, merely “immersed.” “Immersed” is a weaker condition
than closed, not a negation. That is,
immersed 6⇒ not closed.
2) Tangent space, to manifold M at point p (following Spivak Calculus on
Manifolds).
Let M be an n-dimensional manifold, ⊆ RN , p ∈M a point.
Let
f1 : V1 ⊆ Rn → U1 ⊆M
f2 : V2 ⊆ Rn → U2 ⊆M
be charts, p ∈ U1 ∩ U2 .
Say f1(x1) = f2(x2) = p. Then
(df1)x1 · Rn = (df2)x1 · Rn ≤ RN
= {v ⊆ Rn | ∃γ : I →M s.t. γ(0) = p, γ′(0) = v}.
1
Define TpM :=
{
(p, v) | v ∈ (df)f−1(p)Rn
}
. In addition, (p, v1) + (p, v2) =
(p, v1 + v2).
f : M1 →M2
f∗ : Tp(Mi)→ Tf(p)(M2)
(p, v) 7→ (f(p), dfpv)
Tangent Bundle Let M be a manifold. The tangent bundle TM of M is
a manifold, equipped with a map to M. As a set TM is simply the union of
the tangent spaces TpM, p ∈M.
TM
↓
M
The manifold structure on TM is such that in sufficiently small open sets
the projection TM →M is like
U × Rn
↓
U
Section: A section of the tangent bundle is a function M → TM s.t.
f(x) ∈ TxM ∀x (usually assumed C∞ without mention).
Sections of the tangent bundle are often called vector fields.
Covering space map: A covering space map is a C∞ map ϕ : M → N of
manifolds such that
∀x ∈ N∃U ⊂M s.t. ϕ−1(U) ∼= U × {a discrete set}.
Examples: xn : C→ Cx, n 6= 0.
Key Theorem: Picard-Lindelo¨f
If M is a manifold, and v is a Lipschitz continuous vector field on M ,
(Lipschitz continuous is a weaker condition than C1) then ∃ I ⊆ R interval
γ : I →M such that 0 ∈ I, γ(0) = p, γ(t) = v(γ(t)) ∀ t ∈ I.
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Examples of Lie groups
1) R,
2) R×+ ∼= R (isomorphism given by log)
3) R× ∼= R× {±1}
4) One may construct the torus as R/Λ, where Λ is a lattice. Doing so
equips the torus with structure of a Lie group.
5) GLnR = group of all invertible n× n matrices
6) SLnR = group of all n× n matrices with det = 1.
7) Classical groups. For any Q n× n, one may consider
{g ∈ GLnR | TgQg = Q}.
a) if Q is invertible and symmetric, then the group obtained is
called an orthogonal group, denoted O(Q).
b) if Q is invertible and skew-symmetric, then the group obtained
is called a symplectic group, denoted Sp(Q).
One may also replace R by C in any of the above. In addition,
one may consider
{g ∈ GLnC | TgQg = Q}.
c) if Q is invertible and symmetric, then this group is called a unitary
group, denoted U(Q).
Complex Lie Group Means as manifold, is complex manifold. I.e., charts
come from open sets in Cn and maps f ◦ g−1 are holomorphic for two charts
f : U → V, g : U ′ → V ′. That is, they have a complex derivative.
(f : Cn → Cm has a complex derivative means ∃ L : Cn → Cm linear s.t.
lim
‖h‖→0
1
‖h‖‖f(x+ h)− f(x)− Lh‖ = 0.
This condition turns out to imply that, as a function of 2n real variables f
is C∞ with convergent power series expansion in some radius.)
Remark. U(Q) is not a complex Lie group. GLnC, SLnC, orthogonal,
symplectic groups are.
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Isogenies and Isogeny Classes:
Let G be a connected Lie group with identity e. Let
H ← connected
pr ↓ covering
G
be a covering space. Then for each e˜ in the preimage pr−1(e) or e, there exists
unique C∞ maps µ˜ : H ×H → H and ι˜ : H → H such that H can be made
into a group with multiplication and inversion given by µ˜ and ι˜ respectively
and pr becomes a homomorphism.
Next, let G be a Lie group and Γ a discrete subgroup of the center of G.
then there is a unique C∞ manifold structure on the quotient G/Z(G) such
that the natural projection G→ G/Z(G) is C∞.
Remark. Γ ≤ G discrete and normal, G connected ⇒ Γ ≤ Z(G).
Definition (Isogeny, Isogenous): Let G,H be Lie groups. An isogeny
ϕ : G→ H is a function which is both a Lie group map and a covering space
map.
Two lie groups G1, G2 are said to be isogenous if there exists an isogeny
G1 → G2 or ϕ : G2 → G1.
This is not an equivalence relation, but it generates an equivalence rela-
tion.
Examples of isogenies:
z −→ zn
C× −→ C×
or
S1 −→ S1 (treating S1 as the unit circle in C×
R −→ S1
x −→ e2piix
R2 −→ torus, viewed as R2/Λ.
Define a homomorphism
SLn(R)→ GLn2(R)
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as follows:
SLn(R) acts on Matn×n(R) by conjugation.
Matn×n(R) is an n2-dimensional real vector space.
Write Ad(g)X = gXg−1. Then for each g, the function Ad(g) is a linear
function of X ∈ Matn×n(R). Fix B an ordered basis of Matn×n(R). Then
for each g,
[
Ad(g)
]
B
(the matrix of the operator Ad(g) with respect to the
ordered basis B) is an element of GLn2R. And the function g →
[
Ad(g)
]
B
is a homomorphism. The kernel of the function
g → [Ad(g)]
B
is the center of SLnR which is{
{In} n odd
{±In} n even.
Thus the function g → [Ad(g)]
B
is an isogeny. The image is called PSLnR.
Proposition 1. Let G be a connected Lie group, and U ⊆ G an open set
containing the identity element e. Then U generates G.
Proof. Let H ≤ G be the subgroup generated by U. Clearly, h · U ∈ H for
all h ∈ H. By continuity of multiplication h · U is an open neighborhood of
h. It follows that h is open.
Let Hc denote the complement of H in G and U ′ = {u−1 | u ∈ U}. By
continuity of the inversion map, U ′ is open. If g ∈ Hc then g · U ′ ⊂ Hc, for
if h ∈ g · U ′ ∩H then g ∈ h · U ⊂ H. It follows that Hc is also open, whence
H is closed.
This proves that, in the general case, H is a union of connected compo-
nents of G, and in the case G connected, H = G.
Lecture 2
Definitions.
Let G be a Lie Group the Lie algebra of G is TeG. It is denoted by the
corresponding lower case gothic letter, in this case g.
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Suppose that M ⊆ Rn, is a manifold of dim = k defined as the level set
of an equation, i.e.
M = {x ∈ Rn | Φ(x) = 0} some Φ : Rn → Rn−k.
Then for p ∈M , the subspace
V =
{
γ′(0) | γ : (a, b)→M
γ(0) = p
}
= Im(df−1f(p))
for any coordinate system
(f : U ⊆M → V ⊆ Rn−k).
introduced in the last lecture, such that
TpM =
{
(p, v) | v ∈ V }
It can also be described as ker(dΦp).
Example.
G = GLn(R)
g = gln(R) = all n× n matrices.
Indeed, X → I +X is local coordinate at e.
slnR = {x ∈ gln(R) | d dete = 0}.
To prove this, it is necessary and sufficient to prove that
d dete = trace.
We give two proofs. First, take A(t) =
(
aij(t)
)
are in GLnR.
d
dt
detA(t) =
d
dt
(∑
σ∈sn
n∏
i=1
aiσ(i)(t) sgn(σ)
)
=
∑
σ∈sn
n∑
i=1
a′iσ(i)(t) n∏
j=1
j 6=i
ajσ(j))(t)
 sgn(σ).
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Now
(detA)′(0) =
n∑
i=1
a′ii(0) = tr(A
′(0))
(all other terms drop because
#{j | ajσ(j)(0) = 0} ≥ 2 ∀ σ 6= id.)
Alternate Proof: Use I +X coordinate.
det(I +X) = 1 + tr(X) + higher order terms.
Classical groups For our next, example fix a matrix Q symmetric, in-
vertible, n× n, and consider SO(Q) = {g ∈ GLnR | tggQg = Q}.
This is defined by Φ(g) = 0, where Φ(g) = TgQg −Q.
Lemma 1.
dΦe(X) =
TXQ+QX.
Proof.
d
dt
Tγ(t)Qγ(t) = Tγ′(t)Qγ(t) + Tγ(t)Qγ′(t)
at t = 0, get Tγ′(0)Q+Qγ′(0). (Because γ(0) = Tγ(0) = e.)
Likewise, if Φ : GL(n,C)→ C is the function
Φ(g) = (TgQg)
then
dΦe(X) =
TXQ+QX.
o(q) = so(Q) = {X ∈ glnR | TXQ = −QX}.
If Q is skew symmetric, inverstible
Sp(Q) = {g ∈ GLnR | TgQg = Q}
sp(Q) = {X ∈ GLnR | TXQ = −QX
u(Q) = {X ∈ gln(C) | TXQ = −QX}.
Now, a remarkable fact about Lie groups: if G is a connected Lie groups
and
ρ : G→ H
is a C∞ homomorphism, then dρe determines ρ.
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Goals: Prove this and determine necessary and sufficient conditions on
linear map L : g→ h for existence of ρ : G→ H with dρe = L.
First: case dimG = 1, g ∼= R, L(t) = t ·X some X ∈ h. We must show
∀X ∈ h,
#{ϕ : R→ H homomorphism | s.t. ϕ′(0) = X} ≤ 1.
Proof. ϕ homomorphism
⇒ ϕ′(s) = (mϕ(s))∗ϕ′(0) = (m(s))∗X
⇒ ϕ(s) follows the vector field vX
defined by vX(g) = (mg)∗X.
Uniqueness follows from Picard-Lindelo¨f.
On the other hand, let ϕ be integral curve vector field vX passing through
e. Fix s and consider
α(t) = ϕ(s)ϕ(t)
β(t) = ϕ(s+ t)
α′(t) = (mϕ(s))∗ · ϕ′(t) = (mϕ(s))∗(mϕ(t))∗ ·X
= (mα(t))∗ ·X
β′(t) = (mϕ(s+t))∗X = (mβ(t))∗ ·X.
Therefore α, β are two integral curves for vX passing through ϕ(s),
so they are equal.
This proves ϕ(s)ϕ(t) = ϕ(s + t) ∀s, t sufficiently small. But a unique
extension to homomorphism R→ H follows.
Idea: Suppose differential equations gives ϕ : (−1, 1)→ H with the above
property. For t ∈ R write t = t1 + · · · + tn s.t. ti ∈ (−1, 1) and define
ϕ(t) = ϕ(t1) · · ·ϕ(tn). Independence of choice?
t1 + · · ·+ tn = t′1 + · · ·+ t′m
Then these two partitions of the interval [0, t] have a common refinement.
Observe: If G is a matrix group then ϕX is given explicitly by
ϕX(t) = I + t ·X + t
2
2
·X2 + t
3
6
X3 + · · ·
8
Notably, X → ϕX(1) is the matrix exponential.
For general G we define
exp(X) = ϕX(1).
d exp0 is a linear map g → g, and in fact is the identity map. Indeed, to
select an arc in g with tangent vector X, use γ(t) = tX. Then
d exp0(X) =
d
dt
exp(tX) |t=0
= ϕ′X(0) = X.
Corollary 1. Image of exp contains neighborhood of 1.
Proposition 2. G,H are Lie groups. ρ : G → H, C∞ homomorphism.
Then the following diagram commutes
G
ρ−→ H
exp ↑ ↑ exp
g −→
dρe
h
That is,
ρ
(
exp(X)
)
= exp(dρeX) ∀ X ∈ g.
Proof. Let
ϕ1(t) = ρ
(
exp(tX)
)
= ρ ◦ ϕX(t)
ϕ′1(0) = dρeϕ
′
X(0)
= dρe ·X
∴ ϕ1 = ϕdρeX (uniqueness)
∴ ϕ1(t) = exp
(
t(dρeX)
)
= exp(dρetX).
Corollary 2. If ρe : G → H and σ : G → H are both C∞homomorphism,
and G is connected, and dρe = dσe , then ρ = σ.
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Proof.
dρe = dσe
⇒ exp(dρeX) = exp(dσeX) ∀ X ∈ g
⇒ ρ( exp(X)) = σ( exp(X)) ∀ X ∈ g
⇒ ρ(g) = σ(g) ∀ g ∈ image of exp .
But image of exp ⊇ neighborhood of e. ρ(g) = σ(g) ∀ g ∈ neighborhood of
e. Neighborhood of 1 generates G.
Now, given G,H, and linear map L : g → H, is it possible to tell by
looking at L whether there exists ρ such that dρe = L?
Lecture 3
Definitions.
G — Lie Group
g — Lie algebra
The Lie Bracket
Assume first that G ⊆ GLnR. Consider Ψg ∈ Aut(G)
Ψg(x) = gxg
−1.
The induced map g → g is also just Ad(g) · X = gXg−1. Now Ad is a
homomorphism G→ GL(g). Its differential is a linear map
g→ End(g)
denoted ad. Thus
ad(X) : g→ g
ad(X)(Y ) ∈ g.
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The map ad is given explicitly by
d
dt
(
γ(t)Xγ(t)−1
) |t=0
= γ′(0)Xγ(0)−1 + γ(0)X
(
d
dt
γ(t)−1
)
|t=0
d
dt
γ(−t) |t=0
= −γ′(0)
γ′(0)X −Xγ′(0)
[X, Y ] = XY − Y X.
Note: XY , Y X need not be in g! [X, Y ] = ad(X)(Y ) also makes sense if
G 6⊆ GLnR.
Let ρ : G→ H be C∞ homomorphism. Then for X, Y ∈ G we have[
ρ∗(X), ρ∗(Y )
]
= ρ∗[X, Y ].
Proof.
ρ ◦Ψg = Ψρ(g)◦ρ
ρ(ghg−1) = ρ(g)ρ(h)ρ(g)−1
ρ∗ · Ad(g) = Ad
(
ρ(g)
) ◦ ρ∗
ρ∗ · ad(X) = ad(ρ∗X) ◦ ρ∗ ∀ X
ρ∗
(
[X, Y ]
)
= [ρ∗X, ρ∗Y ] ∀ X, Y,
as required.
[ , ] has the following properties:
1) It is bilinear.
2) [X, Y ] = −[Y,X]
3)
[
X, [Y, Z]
]
+
[
Y, [Z,X]
]
+
[
Z, [X, Y ]
]
(Jacobi)
Definition. An abstract Lie algebra is a vector space g equipped with a
slow-symmetric bilinear map satisfying Jacobi identity.
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Fundamental Theorems:
1) Ado’s Theorem: Every Lie algebra is isogenous to a subalgebra of
gln, for some n. (Justifies assumption we are always in gln.)
2) Cambell-Hausdorff Formula: For U ⊂ g containing 0 and suffi-
ciently small, exp : U → G is one-to-one and we can define an inverse,
denoted log . Then log(exp(X) · exp(Y )) is given by a complicated for-
mula involving the bracket [ , ].
Corollary to Cambell-Hausdorff: If a subspce h of gln closed under
[ , ], then its image under exp is closed under multiplication.
Corollary to that: The map subgroups of GLnR→ abstract Lie algebras
is surjective.
Remark. The map G → g is far from injective. Indeed, g1 ∼= g2 if G1 is
isogenous to G2. This will turn out to be an “if and only if.” We won’t
prove that now but note that if a map ρ : G1 → G2 is given, and dρe is an
isomorphism, then ρ is an isogeny.
Theorem 1. G,H Lie groups. G simply connected,
L : g→ h linear.
Then
∃ ρ : G→ H C∞ homomorphism with ρ∗ = L
iff [LX,LY ] = L[X, Y ] ∀ X, Y ∈ g.
The “only if” part was shown earlier.
Proof. Put K = G×H, frakk = g⊕ h.
j ⊆ g⊕ h = k = {(X,L(X)) | X ∈ g}
(i.e., j is the graph of the function L). The j is closed under [ , ], so
∃ J ≤ G×H with TeJ = j.
(Remark: J is not necessarily a closed subgroup. See the closed v. immersed
issue in Lecture 1.) Consider the map
pi1 : G×H → G
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projection (g, h)→ g.
given by projection onto the first factor.
Restrict to a map J → G.
The differential of this map is given by(
X,L(X)
)→ X.
which is an isomorphism j→ g.
∴ pi induces anisogeny J → G.
G simply connected. ∴ J∼G.
Now (g, h)→ h induces map J∼G→ H.
Ideal: h ⊂ g is an ideal if
[X, Y ] ∈ h ∀ X ∈ h, Y ∈ g,
(⇔ H EG).
g is semisimple if it contains no nonzero solvable ideals.
Examples
slnR, (can check)
sonR, sp2nR,
not glnR because GLnR has at least two normal subgroups: SLnR and its
center.
Reductive: g = g0 ⊕ z. g0 semisimple, z = center
Example. glnR.
Definition: A homomorphism of Lie algebras is a linear map ρ : g→ h
(g, h, Lie algebras) such that
ρ
(
[X, Y ]
)
=
[
ρ(X), ρ(Y )
]
.
A representation of Lie algebra g on vector space V is a Lie algebra
homomorphism
ρ : g→ End(V ) ∼= MdimV×dimV (R).
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So if ρ is a representation, then
ρ
(
[X, Y ]
)
= ρ(X) ◦ ρ(Y )− ρ(Y )ρ(X).
Definition. Let V be a vector space and T : V → V an endomorphism.
Then T is said to be semisimple if it is diagonalizable. i.e., if ∃ basis B of
V s.t. v is an eigenvector of T ∀ v ∈ B. On the other hand, T is said to be
nilpotent if T k = 0, for some k.
Theorem 2. Assume that V is a complex vector space. Then for all
complex-linear endomorphisms T, ∃! Tss semisimple, and Tnil nilpotent s.t.
T = Tss + Tnil, TssTnil = TnilTss. Consequence of Jordan canonical form.
These are called the semisimple and nilpotent parts of T .
Over real vector spaces, the situation is more complex, for example the
matrix
(
cos θ sin θ
− sin θ cos θ
)
is diagonalizable, but not over R.
To sidestep this difficulty, we shall assume that we work with complex Lie
algebras. Thus Lie group maps are henceforth assumed to be holomorphic
(i.e., to have complex derivatives), and Lie algebra maps to be complex linear.
Theorem 3. Let g be a Lie algebra and take X ∈ g. Then ∃ Xss, Xnil ∈ g
such that
ρ(X)ss = ρ(Xss) ∀ representations
ρ(X)nil = ρ(X)nil ρ of g.
∴ one may refer to an element of a Lie algebra as “semisimple” or “nilpotent”
without ambiguity, and semisimple elements always act semisimply (i.e., by
diagonalizable endomorphisms).
Analysis of Semisimple Lie Algebras
Cartan Subalgebra: A Cartan subalgebra of a Lie algebra is defined as
a maximal abelian subalgebra of semisimple elements.
Strategy: Fix a Cartan subalgebra h ⊂ g. Consider ad|h : h→ End(g).By
the theorem above, each of the operators ad(X), X ∈ h is diagonalizable.
Further, these operators commute. It follows that g has a basis consisting of
simultaneous eigenvectors for all of the
Decompose g into eigenspaces for the adjoint action of h. Study the
structure of the set of eigenvalues obtained.
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Example. g = glnC. Let h = {diagonal elts}
This is a maximal abelian subalgebra for if X is not diagonal then ∃ D
diagonal with DX −XD 6= 0.
Now, for D diagonal,
(DX −XD)ij = (di − dj)Xij
Example.d1 d2
d3
r s tu v w
x y z
−
r s tu v w
x y z
d1 d2
d3

=
 0 (d1 − d2)s (d1 − d3)t(d2 − d1)u 0 (d2 − d3)w
(d3 − d1)x (d3 − d2)y 0
 .
Let Eij denote the matrix with a 1 at the i, j entry and zeros elsewhere.
Every such matrix is an eigenvector of

d1
d2
. . .
dn
 for all d1, d2, d3,
and the eingevalue is (di − dj).
Now, what is meant by an “eigenvalue for h ⊃ g,” in general?
Answer: a linear map h→ C. The space of such functions is called h∗. In
our example let Li = Eii L
∗
i : h→ R be the map
(d1 · · · dn)→ di .
Eigenvalues are {L∗i − L∗j | 1 ≤ i, j ≤ n}. Zero is one of them. The zero
eigenspace for h acting on g is h itself. The nonzero eigenvalues for h acting
on g are called roots.
Key Fact: For each root α there is a 3-dimensional subalgebra sα ⊆ g
which is isomorphic to sl2C.
This, together with careful study of representations of sl2C will take us a
long way.
sl2C = 2× 2 traceless matrices (complex entries).
basis X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
, H =
(
1 0
0 −1
)
.
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h = span(H) is Cartan.
[H,X] = 2X [H,Y ] = −2Y
[X, Y ] = H.
Returning to the general case for just a moment, if
ρ : g→ End(V )
is a Lie algebra representation, then V decomposes into simultaneous eigenspaces
for h with eigenvalues λ ∈ h∗. These are called the weights of ρ.
Weights for sl2 .
λ(H)→ a some a ∈ C.
Example. sl2  C2 matrix multiplication.
weights: L1, −L2[
1
0
] [
0
1
]
sl2  sl2 [ , ]
X · Y = [X, Y ]
[X1, X2] · Y =
[
[X1, X2], Y
]
=
[
X1, [X2, Y ]
]− [X2, [X1, Y ]] (Jacobi identity)
= X1 ·X2 · Y −X2 ·X1 · Y
Eigenvectors X, Y, H
Eigenvalues 2, −2, 0.
Let ρ be a representation of sl2 on space v. Write X.v for ρ(X)(v). Then
we have
X.Y.v − Y.X.v = H.v
H.X.v = 2.X.v +X.H.v
H.Y.v = −2.Y.v + Y.H.v.
Use this to study ΛV = {a ∈ R | a is a weight of ρ}.
H.v = av ⇒H.X.v = (a+ 2)X.v
H.Y.v ⇒ (a− 2)Y.v
⇒(a+ 2) is a weight or X.v = 0
(a− 2) is a weight or Y.v = 0.
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If V is a finite dimensional, then ΛV has maximal and minimal elements
amax, amin.
Take vmax ∈ Vamax , then
X.vmax = 0
Y n.vmax ∈ Vamax−2n each n.
Proposition 3. span
({Y n.vmax | n ≥ 0}) is an invariant subspace. If V is
irreducible, then it is all of V .
Proof. Put V1 = span
({Y n.vmax | n ≥ 0}). We claim Z.v1 ∈ V1 for all
Z ∈ sl2C, v1 ∈ V1. It suffices to check basis elements.
Z = Y,H are obvious.
X.vmax = 0
X.Y.vmax = H.vmax = amaxvmax
X.Y.Y.vmax = H.Y.vmax + Y.X.Y.vmax
= (amax − 2) · Y.vmax + Y · (amaxvmax)
= (2amax − 2) · Y.vmax
X.Y k+1.vmax = H.Y
kvmax + Y.X.Y
k.vmax
=
k∑
i=0
(amax − 2i)Y kvmax
=
[
(k + 1amax − k(k + 1)
]
Y kvmax.
Now, it follows from the proposition that if V is an irreducible represen-
tation of sl2C, then
ΛV = {amax, amax − 2, . . . , amax − 2n = amin} some n
and, for this n
Y n+1.vmax = 0, so X.Y
n+1.vmax = 0, but Y
n.vmax 6= 0
⇒ ((n+ 1)amax − n(n+ 1)) = 0.
So amax = n. Thus
ΛV = {n, n− 2, . . . , n− 2n = −n} some n.
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Further, V1, V2 two representations with the same value of amax , then
∃ L : V1 → V2, vector space isomorphism s.t. Z · L(v1) = L(Z.v1) ∀ v1 ∈
V1, Z ∈ g. Such a map is called then an isomorphism of representations.
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