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The finite steps of convergence of the fast
thresholding algorithms with feedbacks
Ningning Hana, Shidong Lib∗ Zhanjie Songa, Hong Wanga
Iterative algorithms based on thresholding, feedback and null space tuning (NST+HT+FB) for sparse signal
recovery are exceedingly effective and fast, particularly for large scale problems. The core algorithm is
shown to converge in finitely many steps under a (preconditioned) restricted isometry condition. In this
paper, we present a new perspective to analyze the algorithm, which turns out that the efficiency of
the algorithm can be further elaborated by an estimate of the number of iterations for the guaranteed
convergence. The convergence condition of NST+HT+FB is also improved. Moreover, an adaptive scheme
(AdptNST+HT+FB) without the knowledge of the sparsity level is proposed with its convergence guarantee.
The number of iterations for the finite step of convergence of the AdptNST+HT+FB scheme is also derived.
It is further shown that the number of iterations can be significantly reduced by exploiting the structure of
the specific sparse signal or the random measurement matrix. Copyright c© 2017 John Wiley & Sons, Ltd.
Keywords: Compressed sensing ; Null space tuning; Thresholding; Feedback.
1. Introduction
Compressive sensing (CS) is one of the most relevant
techniques of signal sampling and reconstruction in modern
data sciences. The main aim is to recover sparse signals from
incomplete linear measurements
y = Ax, (1.1)
where A ∈ RM×N is the sampling matrix withM ≪ N , and x
denotes the N-dimensional sparse signal with only s nonzero
coefficients.
Since most natural signals are sparse or highly compressible
under a basis, CS has a wide range of applications including
signal processing [1], sensor network [2], biological application
[3], sub-Nyquist sampling system [4], etc. Various algorithms
have been proposed for solving problem (1.1). Evidently,
the underlying model involves finding the sparsest solutions
satisfying the linear equations,
min
x∈RN
‖x‖0, s.t. y = Ax, (1.2)
or, one of its Lagrangian versions
min
x∈RN
‖y − Ax‖22 + λ‖x‖0, (1.3)
where ‖x‖0 is ℓ0 “norm” of the vector x ∈ RN , indicating
the number of nonzero entries in x and λ is a regularization
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parameter. (1.2) and (1.3) are clearly combinatorial and
computationally intractable [5].
Heuristic (tractable) algorithms have been extensively
studied to solve this problem. A common strategy is based
on problem relaxation that replaces the ℓ0 “norm” by an
ℓp-norm (with 0 < p ≤ 1). Relaxed problems can be solved
efficiently by simple optimization procedures. Well-known
algorithms using the strategy are basis pursuit [6, 7, 8], ℓp
optimization model [9, 10, 11], iterative reweighted ℓ1-norm
[12], least absolute shrinkage and selection operator [13], focal
underdetermined system solver [14], bregman iterations [15].
The pursuit algorithm is another popular category, which
builds up the sparse solutions by making a series of greedy
decisions. Typical representative approaches are matching
pursuit [16], orthogonal matching pursuit [17]. In addition,
a number of variants of the greedy pursuit algorithms have
also been proposed, e.g., stagewise orthogonal matching
pursuit [18], compressive sampling matching pursuit [19] and
subspace pursuit [20], etc.
In addition, a common approach is the iterative
thresholding/shrinkage algorithm, which has attracted
tremendous amount of attention due to its remarkable
performance/complexity trade-offs. These methods recover
the sparse signal by making a succession of thresholding
operations. The iterative hard thresholding algorithm was
first introduced in [21]. Following a similar procedure, a soft
thresholding mechanism was proposed in [22].
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A hard thresholding pursuit algorithm was also a popular
procedure [23, 24]. In fact, the hard thresholding pursuit
algorithm can be regarded as a hybrid of the iterative
hard thresholding algorithm and the compressive sampling
matching pursuit. In [25], a thresholding with feedback and
null-space turning (NST+HT+FB) algorithm was proposed
to find sparse solutions. The proposed algorithms were
brought into a concise framework of null space tuning (NST).
Several sparsity enhancing operators were incorporated into
the NST framework to develop various algorithms. These
algorithms were shown to be exceedingly fast and effective,
particularly for large scale systems.
As shown in the present article, the NST+HT+FB
algorithm converges to the true solution under a certain
(preconditioned) restricted isometry condition. In this paper,
it turns out that further efforts at understanding the
NST+HT+FB algorithm reveal that the finite number of
convergence steps can be explicitly estimated. An adaptive
NST+HT+FB (AdptNST+HT+FB) procedure without the
knowledge of the sparsity level is further investigated.
Analysis of the finite convergence of the AdptNST+HT+FB
is also carried out.
For clarity, notations are used as follows in this article.
For any c ∈ R, ⌈c⌉ is the smallest integer that is greater than
or equal to c. S is the support of s-sparse vector x. xT is
the restriction of a vector x ∈ RN to an index set T . We
denote by T c the complement set of T in {1, 2, . . . , N}, and
by AT the sub-matrix consisting of columns of A indexed by
T , respectively. Al denotes the lth column of the matrix A.
x̂ ∈ RN+ is the nonincreasing rearrangement of a vector x =
(x1, x2, · · · , xN)′ ∈ RN , i.e., x̂1 ≥ x̂2 ≥ . . . x̂N ≥ 0 and there
exists a permutation π of {1, . . . , N} such that x̂i = |xpi(i)| for
all i ∈ {1, . . . , N}. T△T ′ is the symmetric difference of T and
T ′, i.e., T△T ′ = (T \ T ′) ∪ (T ′ \ T ). |T | is the cardinality of
set T .
2. The framework of NST+HT+FB
The iterative framework of the approximation and null space
tuning (NST) algorithms is as follows{
uk = D(xk),
xk+1 = xk + P(uk − xk),
where D(xk) approximates the desired sparse solution by
various principles (Here D is set as thresholding plus
a feedback), and P := I − A∗(AA∗)−1A is the orthogonal
projection onto kerA. The feasibility of x0 is assumed, which
guarantees that the sequence {xk} are all feasible. Obviously,
uk → x is expected as k increases. Since the sequence {xk}
are always feasible in the framework of the NST algorithms,
one may split y as
y = Ax = ATkx
k
Tk
+ ATc
k
xkTc
k
.
In most (if not all) thresholding algorithms, thresholding
(hard or soft) is taken by merely keeping the entries of xk
on Tk, and completely abandons the contribution of ATc
k
xkTc
k
to the measurement y. Though xkTc
k
gradually diminishes as
k →∞, it is not difficult to observe that the contribution
of ATc
k
xkTc
k
to y can be quite significant at initial iterations.
Therefore, simple thresholding alone can be quite infeasible
at earlier stages. The mechanism of feedback is to feed the
contribution of ATc
k
xkTc
k
to y back to im(ATk), the image of
ATk . One straightforward way is to set
ηk = argmin
η
‖ATkη − ATckx
k
Tc
k
‖2, (2.1)
which has the best/least-square solution
ηk = (A∗TkATk )
−1A∗TkATckx
k
Tc
k
.
The NST+HT+FB algorithm is then established as follows
(NST+HT+FB)

µkTk = x
k
Tk
+ (A∗TkATk )
−1A∗TkATckx
k
Tc
k
,
µkTc
k
= 0,
xk+1 = xk + P(uk − xk).
Since |Tk| = s at each iteration, NST+HT+FB constructs
a sequence {µk} of s-sparse signals. With P := I −
A∗(AA∗)−1A, the null space tuning (NST) step can be
rewritten as xk+1 = uk +A∗(AA∗)−1(y − Auk).
Let x be the solution to y = Ax with only s sparsity. [25]
shows that if the preconditioned restricted isometry property
(P-RIP) and restricted isometry property (RIP) constants
of A satisfies δ2s +
√
2γ3s < 1, then u
k in NST+HT+FB
converges to x. This paper presents an improved convergence
condition δ22s + 2γ
2
3s < 1 and the number of the finite step for
the convergence of NST+HT+FB is also estimated.
The standard NST+HT+FB algorithm requires the
knowledge of the sparsity level of the desired solution. This
seems wishful in most applications. Another adaptive scheme
of NST+HT+FB (AdptNST+HT+FB) is introduced in this
work. The AdptNST+HT+FB avoids the prior estimation
of the sparsity level, in which the sparsity level is adjusted
upward gradually. Specifically, a sequence {µk} of k-sparse
signals is established according to
(AdptNST+HT+FB)

µkTk = x
k
Tk
+ (A∗TkATk)
−1A∗TkATckx
k
Tc
k
,
µkTc
k
= 0,
xk+1 = xk + P(uk − xk),
where |Tk| = k at each iteration. The convergence condition
and the number of iterations for the AdptNST+HT+FB
scheme are also fully studied and presented.
3. Preliminary results
Definition 3.1 [26]. For each integer s = 1, 2, ..., the
restricted isometry constant δs of a matrix A is defined as
the smallest number δs such that
(1− δs)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δs)‖x‖22
holds for all s-sparse vectors x. Equivalently, it is given by
δs = max|S|≤s
‖I − A∗SAS‖2→2.
2 Copyright c© 2017 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2017, 00 1–12
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Definition 3.2 [25]. For each integer s = 1, 2, ..., the
preconditioned restricted isometry constant γs of a matrix A
is defined as the smallest number γs such that
(1− γs)‖x‖22 ≤ ‖(AA∗)−
1
2Ax‖22
holds for all s-sparse vectors x. In fact, the preconditioned
restricted isometry constant γs characterizes the restricted
isometry property of the preconditioned matrix (AA∗)−
1
2A.
Since
‖(AA∗)− 12Ax‖2 ≤ ‖(AA∗)− 12A‖2‖x‖2 = ‖x‖2,
γs is actually the smallest number such that, for all s-sparse
vectors x,
(1− γs)‖x‖22 ≤ ‖(AA∗)−
1
2Ax‖22 ≤ (1 + γs)‖x‖22.
It indicates γs(A) = δs((AA
∗)−
1
2A). Equivalently, it is given
by
γs = max|S|≤s
‖I −A∗S(AA∗)−1AS‖2→2.
Lemma 3.3 Let δt be the RIP constant of A.
For u, v ∈ RN , if |supp(u) ∪ supp(v)| ≤ t, then
|〈u, (I − A∗A)v〉| ≤ δt‖u‖2‖v‖2. Suppose |T ′ ∪ supp(v)| ≤ t,
then ‖((I − A∗A)v)T ′‖2 ≤ δt‖v‖2.
Proof. Setting T = supp(v) ∪ supp(u), |T | ≤ t, one has
|〈u, (I − A∗A)v〉| = |〈u, v〉 − 〈Au,Av〉|
= |〈uT , vT 〉 − 〈ATuT , AT vT 〉|
= |〈uT , (I − A∗TAT )vT 〉|
≤ ‖uT ‖2‖(I −A∗TAT )vT ‖2
≤ ‖uT ‖2‖I −A∗TAT ‖2→2‖vT ‖2
≤ δt‖u‖2‖v‖2.
The first inequality is due to the Cauchy-Schwarz inequality
and the second inequality is due to the submultiplicativity of
matrix norms, while the last step is based on Definition 3.1.
Since
‖((I − A∗A)v)T ′‖22 = 〈((I − A∗A)v)T ′ , (I − A∗A)v〉
≤ δt‖((I − A∗A)v)T ′‖2‖v‖2,
one can obtain that ‖((I − A∗A)v)T ′‖2 ≤ δt‖v‖2.
Remark 3.4 Let γt be the P-RIP constant of
A, i.e., γt(A) = δt((AA
∗)−
1
2A). For u, v ∈ RN , if
|supp(u) ∪ supp(v)| ≤ t, then |〈u, (I − A∗(AA∗)−1A)v〉| ≤
γt‖u‖2‖v‖2. Suppose |T ′ ∪ supp(v)| ≤ t, then ‖((I −
A∗(AA∗)−1A)v)T ′‖2 ≤ γt‖v‖2.
Lemma 3.5 For e ∈ RM , ‖(A∗e)T ‖2 ≤
√
1 + δt‖e‖2, when
|T | ≤ t.
Proof.
‖(A∗e)T ‖22 = 〈A∗e, (A∗e)T 〉 = 〈e,A(A∗e)T 〉
≤ ‖e‖2‖A(A∗e)T ‖2 ≤ ‖e‖2
√
1 + δt‖(A∗e)T ‖2,
Hence, for all e ∈ RM , we have ‖(A∗e)T ‖2 ≤
√
1 + δt‖e‖2.
Remark 3.6 If δs((AA
∗)−1A) = θs, then for e ∈ RM ,
‖(A∗(AA∗)−1e)T ‖2 ≤
√
1 + θt‖e‖2, when |T | ≤ t.
4. Related preliminaries
In this section, we introduce basic preliminaries that will be
used later. They demonstrate the closeness of µk to x and
state the fact that how the indices of nonzero entries of x are
captured in the sequences produced by NST+HT+FB and
AdptNST+HT+FB.
Lemma 4.1 Suppose y = Ax+ e where x ∈ RN is s-sparse
with S =supp(x) and e ∈ RM is the measurement error. If
µ′ ∈ RN is s′-sparse and T is an index set of t ≥ s largest
absolute entries of µ′ + A∗(AA∗)−1(y − Aµ′), then
‖xTc‖2 ≤
√
2(γs+s′+t‖x− µ′‖2 +
√
1 + θt+s‖e‖2),
where θs(A) = δs((AA
∗)−1A).
Proof. We first have that
‖[µ′ + A∗(AA∗)−1(y −Aµ′)]T ‖2 ≥ ‖[µ′ + A∗(AA∗)−1(y −
Aµ′)]S‖2.
Eliminating the common terms over T
⋂
S, one has
‖[µ′ + A∗(AA∗)−1(y −Aµ′)]T\S‖2 ≥ ‖[µ′ +
A∗(AA∗)−1(y − Aµ′)]S\T ‖2.
For the left hand,
‖[µ′ + A∗(AA∗)−1(y − Aµ′)]T\S‖2
= ‖[µ′ − x+A∗(AA∗)−1(Ax+ e− Aµ′)]T\S‖2
= ‖[(I − A∗(AA∗)−1A)(µ′ − x) + A∗(AA∗)−1e]T\S‖2.
The right hand satisfies
‖[µ′ + A∗(AA∗)−1(y − Aµ′)]S\T ‖2
= ‖[µ′ +A∗(AA∗)−1(Ax+ e− Aµ′) + x− x]S\T ‖2
≥ ‖xS\T ‖2 − ‖[(I − A∗(AA∗)−1A)(µ′ − x) + A∗(AA∗)−1e]S\T‖2.
Consequently,
‖xS\T‖2 ≤ ‖[(I − A∗(AA∗)−1A)(µ′ − x) + A∗(AA∗)−1e]S\T ‖2
+ ‖[(I −A∗(AA∗)−1A)(µ′ − x) + A∗(AA∗)−1e]T\S‖2
≤
√
2‖[(I −A∗(AA∗)−1A)(µ′ − x) +A∗(AA∗)−1e]T△S‖2
≤
√
2‖[(I −A∗(AA∗)−1A)(µ′ − x)]T△S‖2 +
√
2‖[A∗(AA∗)−1e]T△S‖2
≤
√
2(γs+s′+t‖x− µ′‖2 +
√
1 + θt+s‖e‖2).
The last step is due to Remark 3.4 and Remark 3.6.
Lemma 4.2 Suppose y = Ax+ e where x ∈ RN is s-sparse
with S =supp(x) and e ∈ RM is the measurement error. Let
T =supp(x′) and |T | = t. If µ′ is the feedback of x′ that
subjects to µ′T = x
′
T + (A
∗
TAT )
−1A∗TATcx
′
Tc and µ
′
Tc = 0,
then
‖(x− µ′)‖2 ≤
√
1 + δt‖e‖2
1− δs+t +
‖xTc‖2√
1− δ2s+t
.
Proof. For any z ∈ RN supported on T ,
〈Aµ′ − y,Az〉
= 〈ATx′T + AT (A∗TAT )−1A∗TATcx′Tc − y,AT zT 〉
= 〈A∗T (ATx′T + ATcx′Tc − y), zT 〉
= 〈A∗T (Ax′ − y), zT 〉
= 0
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The last step is due to the feasibility of x′, i.e., y = Ax′. The
inner product can also be written as
〈Aµ′ − y,Az〉 = 〈(Aµ′ − Ax− e), Az〉 = 0.
Therefore,
〈(µ′ − x), A∗Az〉 = 〈e,Az〉, ∀z ∈ RN supported on T .
Since (µ′ − x)T is supported on T , one has
〈(µ′ − x), A∗A(µ′ − x)T 〉 = 〈e,A(µ′ − x)T 〉.
Consequently,
‖(µ′ − x)T ‖22 =
= 〈(µ′ − x), (µ′ − x)T 〉
= |〈(x− µ′), (I − A∗A)(x− µ′)T 〉+ 〈e,A(µ′ − x)T 〉|
≤ δs+t‖x− µ′‖2‖(x− µ′)T ‖2 +
√
1 + δt‖e‖2‖(x− µ′)T ‖2
Using Lemma 3.3, Cauchy-Schwarz inequality and Definition
3.1 can obtain the last inequality. Therefore, we have
‖(x− µ′)T ‖2 ≤ δs+t‖x− µ′‖2 +
√
1 + δt‖e‖2.
It then follows that
‖(x− µ′)‖22 = ‖(x− µ′)T ‖22 + ‖(x− µ′)Tc‖22
≤ (δs+t‖x− µ′‖2 +
√
1 + δt‖e‖2)2 + ‖xTc‖22.
In other words,
(
√
1− δ2s+t‖(x− µ′)‖2 − δs+t
√
1+δt√
1−δ2
s+t
‖e‖2)2 ≤ 1+δt1−δ2
s+t
‖e‖22 +
‖xTc‖22.
It means that
‖(x− µ′)‖2
≤
δs+t
√
1 + δt‖e‖2 +
√
(1 + δt)‖e‖22 + (1− δ2s+t)‖xTc‖22
1− δ2s+t
≤ ‖xTc‖2√
1− δ2s+t
+
√
1 + δt‖e‖2
1− δs+t .
Corollary 4.3 Let x ∈ RN be s-sparse and y = Ax+ e for
e ∈ RM . If {uk} is the sequence of AdptNST+HT+FB, then
uk satisfies
‖(x− uk)‖2
≤
√
2γ2s+2k−1
(1− δ2s+k)
‖x− µk−1‖2
+ (
√
1 + δk
1− δs+k +
√
2(1 + θs+k)√
1− δ2s+k
)‖e‖2, k ≥ s.
Proof. Applying Lemma 4.1 to µ′ = µk−1 and T = Tk for
k ≥ s gives
‖xTc
k
‖ ≤
√
2(γs+2k−1‖x− µk−1‖2 +
√
1 + θs+k‖e‖2),
and setting µ′ = uk and T = Tk in Lemma 4.2 obtains
‖(x− uk)‖2 ≤
‖xTc
k
‖2√
(1− δ2s+k)
+
√
1 + δk‖e‖2
1− δs+k .
Combining these two inequalities, we have
‖(x− uk)‖2
≤
√
2γ2s+2k−1
(1− δ2s+k)
‖x− µk−1‖2
+ (
√
1 + δk
1− δs+k +
√
2(1 + θs+k)√
1− δ2s+k
)‖e‖2.
Through Corollary 4.3, if the P-RIP and RIP constants of
A satisfies 2γ2s+2k−1 + δ
2
s+k < 1, then the sequence of {µk} in
AdptNST+HT+FB converges to x. If the prior estimation of
the sparsity is known (|Tk| = s), we can have the following
remark for NST+HT+FB.
Remark 4.4 If {uk} is the sequence of NST+HT+FB, then
uk satisfies
‖x− uk‖2 ≤
√
2γ23s
(1− δ22s)
‖x− µk−1‖2
+ (
√
1 + δs
1− δ2s +
√
2(1 + θ2s)√
1− δ22s
)‖e‖2, k ≥ 1.
As shown in Remark 4.4, if the P-RIP and RIP constants
of A satisfies δ22s + 2γ
2
3s < 1, then the sequence of {uk} in
NST+HT+FB converges to x. Compared to the condition
δ2s +
√
2γ3s < 1 in [25], the condition in Remark 4.4 is
obvious improved. Furthermore, if A is the Parseval frame,
the P-RIP and RIP condition is relaxed to RIP condition,
i.e., δ22s + 2δ
2
3s < 1.
5. The number of iterations for
convergence of NST+HT+FB
This section contains the main result about NST+HT+FB
that how many iterations are necessary to correctly capture
the support of x. Besides the general sparse signal recovery
that the measurement matrix can be used to all sparse
signals simultaneously, some nonuniform cases about the
necessary iterations by exploiting the extra information of
the sparse signal are also shown. For notational simplicity,
we define ρs =
√
2γ2s
1−δ2s
, τs = (
√
1+δs
1−δs +
√
2(1+θs)√
1−δ2s
), and ωs =
√
2γsρ
l−1
s
√
1+δs
1−δs +
√
2γsτs(1−ρl−1s )
1−ρs +
√
2(1 + θs).
5.1. Uniform sparse recovery
Due the mechanism of feedback, the algorithm converges
when Tk = S. The remaining topic is to find the number
of steps needed for capturing the true support S. The
following lemmas show the size of the indices of nonzero
entries of x that captured in the support sets {Tk} produced
by NST+HT+FB increases by the iteration gradually. The
number of iterations for increasing a specified amount of
correct indices are derived.
Lemma 5.1 Suppose y = Ax+ e with an s-sparse vector
x and let {Tk} be index sets of the sequence {uk} in
NST+HT+FB. For integers k, p ≥ 0, if Tk contains the
4 Copyright c© 2017 John Wiley & Sons, Ltd. Math. Meth. Appl. Sci. 2017, 00 1–12
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indices of p largest absolute entries of x. Then {Tk+l}
contains the indices of p+ q largest absolute entries of x via
l iterations for integers l, q ≥ 1, provided
x̂p+q > ρ
l
3s‖x̂{p+1,...,s}‖2 + ω3s‖e‖2.
Proof. For NST+HT+FB, the hypothesis
is π({1, . . . , p}) ⊆ Tk and the goal is to prove
that π({1, . . . , p+ q}) ⊆ Tk+l. That is to say
the |(µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))pi(j)| for
j ∈ {1, . . . p+ q} are among the s largest entries of
|(µl+k−1 + A∗(AA∗)−1(y − Aµl+k−1))i| for i ∈ {1, . . . , N}.
Since supp(x) = S and |S|=s, it is the enough to prove that
min
j∈{1,...,p+q}
|(µl+k−1 + A∗(AA∗)−1(y − Aµl+k−1))pi(j)|
> max
i∈Sc
|(µl+k−1 + A∗(AA∗)−1(y − Aµl+k−1))i|.
For j ∈ {1, . . . p+ q} and i ∈ Sc , in view of
|(µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))pi(j)|
≥ |xpi(j)| − |(−x+ µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))pi(j)|
≥ x̂p+q − |((I − A∗(AA∗)−1A)(µl+k−1 − x) + A∗(AA∗)−1e)pi(j)|,
|(µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))i|
= |(−x+ µl+k−1 + A∗(AA∗)−1(y − Aµl+k−1))i|
= |((I − A∗(AA∗)−1A)(µl+k−1 − x) + A∗(AA∗)−1e)i|,
one only needs to prove next, for all j ∈ {1, . . . , p+ q} and
i ∈ Sc,
x̂p+q > |[(I − A∗(AA∗)−1A)(µl+k−1 − x) +A∗(AA∗)−1e]pi(j)|
+ |((I − A∗(AA∗)−1A)(µl+k−1 − x) +A∗(AA∗)−1e)i|.
The right hand side can be bounded by
√
2‖[(I − A∗(AA∗)−1A)(µl+k−1 − x) + A∗(AA∗)−1e]{pi(j),i}‖2
≤
√
2‖[(I − A∗(AA∗)−1A)(µl+k−1 − x)]{pi(j),i}‖2
+
√
2‖[A∗(AA∗)−1e]{pi(j),i}‖2
≤
√
2γ2s+2‖µl+k−1 − x‖2 +
√
2(1 + θ2)‖e‖2
≤
√
2γ2s+2(ρ
l−1
3s ‖uk − x‖2 +
τ2s(1− ρl−13s )‖e‖2
1− ρ3s )
+
√
2(1 + θ2)‖e‖2,
where Remark 4.4 was used l − 1 times in the last step. From
Lemma 4.2 and the assumption that π({1, . . . , p}) ⊆ Tk,
√
2‖[(I − A∗(AA∗)−1A)(µl+k−1 − x) + A∗(AA∗)−1e]{pi(j),i}‖2
≤
√
2γ2s+2ρ
l−1
3s (
1√
(1− δ22s)
‖xTc
k
‖2 +
√
1 + δs
1− δ2s ‖e‖2)
+
√
2γ2s+2τ2s(1− ρl−13s )‖e‖2
1− ρ3s +
√
2(1 + θ2)‖e‖2
≤ ρl3s‖xTck ‖2
+ (
√
2γ2s+2ρ
l−1
3s
√
1 + δs
1− δ2s +
√
2γ2s+2τ2s(1− ρl−13s )
1− ρ3s
+
√
2(1 + θ2))‖e‖2
≤ ρl3s‖xpi({1,...,p})c‖2
+ (
√
2γ3sρ
l−1
3s
√
1 + δ3s
1− δ3s +
√
2γ3sτ3s(1− ρl−13s )
1− ρ3s
+
√
2(1 + θ3s))‖e‖2
≤ ρl3s‖x̂{p+1,...,s}‖2
+ (
√
2γ3sρ
l−1
3s
√
1 + δ3s
1− δ3s +
√
2γ3sτ3s(1− ρl−13s )
1− ρ3s
+
√
2(1 + θ3s))‖e‖2.
≤ ρl3s‖x̂{p+1,...,s}‖2 + ω3s‖e‖2.
Theorem 5.2 Suppose the measurement y = Ax with an
s-sparse vector x. If the P-RIP and RIP constants of A
satisfies ρ23s < 1, then the s-sparse vector x is recovered form
the measurement vector y via a number n of iterations of
NST+HT+FB satisfying
n ≤ ln(2/ρ3s)
ln(1/ρ3s)
s.
Proof. Let π be the permutation of {1, 2, . . . , N} such
that |xpi(i)| = x̂i, i ∈ {1, 2, . . . , N}. The goal is to determine
an integer n so that supp(x) ⊆ Tn. We make a partition
Q1 ∪Q2 ∪ . . . Qr, r ≤ s of supp(x) = π({1, . . . , s}). The sets
are defined as follows
Qi = π({qi−1 + 1, . . . , qi}), (5.1)
where q0 = 0, qi =maximum index ≥ qi−1 + 1 so that x̂qi >
x̂qi−1+1√
2
. By the definition, x̂qi+1 ≤
x̂qi−1+1√
2
for all i ∈
{1, . . . , r − 1}.
With the introduction of Q0 = ∅, k0 = 0 and the definition
ki = ⌈ ln(2(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2
r−i))
ln(1/ρ23s)
⌉, (5.2)
we prove by induction on i ∈ {0, . . . , r} that
Q0 ∪Q1 ∪ . . . Qi ⊆ Tk0+k1+...ki . (5.3)
For i = 0, (5.3) holds trivially. Then if (5.3) holds for i−
1, i ∈ {1 . . . r}, Lemma 5.1 guarantees that (5.3) holds for i,
provided
(x̂qi)
2 > ρ2ki3s (‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22). (5.4)
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Due to (x̂qi+1) ≤
(x̂qi−1+1)√
2
,
‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22
≤ (x̂qi−1+1)2|Qi|+ (x̂qi+1)2|Qi+1|+ · · ·+ (x̂qr−1+1)2|Qr|
≤ (x̂qi−1+1)2(|Qi|+
1
2
|Qi+1|+ · · ·+ 1
2r−i
|Qr|)
≤ 2(x̂qi)2(|Qi|+
1
2
|Qi+1|+ · · ·+ 1
2r−i
|Qr|).
The condition (5.4) holds because of the definition of ki
(5.2). The inductive proof (5.3) is concluded. The number
of iterations that derives the support of x can be represented
as
n =
r∑
i=1
ki ≤
r∑
i=1
(1 +
ln(2(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2r−i))
ln(1/ρ23s)
)
= r +
r
ln(1/ρ23s)
r∑
i=1
1
r
ln(2(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2r−i)).
With the concavity of the function ln(x),
ln(1/ρ23s)
n− r
r
≤
r∑
i=1
1
r
ln(2(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2r−i))
≤ ln(
r∑
i=1
2
r
(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2r−i)
= ln(
2
r
(|Q1|+ (1 + 1
2
)|Q2|+ · · ·
+ (1 +
1
2
+ · · ·+ 1
2r−1
)|Qr|))
≤ ln(4
r
(|Q1|+ |Q2|+ · · ·+ |Qr|))
= ln(
4s
r
).
After simplification, we have
n ≤ r + r ln(
4s
r
)
ln(1/ρ23s)
=
r
s
(s+
s ln( 4s
r
)
ln(1/ρ23s)
).
Since the function f(x) = 1
x
(s+ s ln(4x)
ln(1/ρ3s)
) is monotone
decreasing function when x ≥ 1, we derive that
n ≤ (s+ s ln(4)
ln(1/ρ23s)
) =
ln(2/ρ3s)
ln(1/ρ3s)
s. (5.5)
Remark 5.3 For instance, if the P-RIP and RIP constants
of A satisfies ρ3s <
1
2
, then the s-sparse vector x is recovered
form the measurement vector y via a number n of iterations
of NST+HT+FB satisfying n ≤ 2s. Furthermore, if A is
Parseval frame, δ3s ≤
√
3
6
yields n ≤ 2s.
The above arguments probe the idealized situation, the
following lemmas examine the realistic situation that the
measurement is perturbed by additive noise. Compared with
the smallest nonzero absolute entry of the sparse signal, the
noise is not too large. Under the assumption, the sparse signal
can be recovered in a number of iterations, independently of
the types of noise and sparse signals.
Theorem 5.4 Suppose the measurement y = Ax+ e with an
s-sparse vector x and ‖e‖2 ≤ (1/
√
2−1/4)x̂s
ω3s
. If the P-RIP and
RIP constants of A satisfies ρ23s <
√
2
8
, then the s-sparse
vector x is recovered form the measurement vector y via a
number n of iterations of NST+HT+FB satisfying
‖x− µn‖2 ≤ ‖e‖2√
1− δ3s
,
where n ≤ 3s.
Proof. Let π be the permutation of {1, 2, . . . , N} such that
|xpi(i)| = x̂i, i ∈ {1, 2, . . . , N}. The goal of the proof is to
determine an integer n so that supp(x) ⊆ Tn. We partition
supp(x) = π({1, . . . , s}) as Q1 ∪Q2 ∪ . . . Qr, r ≤ s, where Qi
are defined in (5.1). With Q0 = ∅, k0 = 0, and the definition
ki = ⌈ ln(16(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2
r−i))
ln(1/ρ23s)
⌉, (5.6)
we prove by induction on i ∈ {0, . . . , r} that
Q0 ∪Q1 ∪ . . . Qi ⊆ Tk0+k1+...ki . (5.7)
For i = 0, (5.7) holds trivially. Then if (5.7) holds for i−
1, i ∈ {1 . . . r}, Lemma 5.1 guarantees that (5.7) holds for i,
provided
x̂qi > ρ
ki
3s
√
‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22 + ω3s‖e‖2.
(5.8)
Since x̂qi+1 ≤
(x̂qi−1+1)√
2
and x̂qi >
x̂qi−1+1√
2√
‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22
≤
√
(x̂qi−1+1)
2|Qi|+ (x̂qi+1)2|Qi+1|+ · · ·+ (x̂qr−1+1)2|Qr|
≤ x̂qi−1+1
√
|Qi|+ 1
2
|Qi+1|+ · · ·+ 1
2r−i
|Qr|
≤
√
2x̂qi
√
|Qi|+ 1
2
|Qi+1|+ · · ·+ 1
2r−i
|Qr|.
The condition (5.8) holds because of the definition of ki (5.6),
‖e‖2 ≤ (1/
√
2−1/4)x̂s
ω3s
and x̂s ≤ x̂qi−1+1. The inductive proof
(5.7) is concluded. The number of iterations that derives the
support of x can be represented as
n ≤ (s+ s ln(32)
ln(1/ρ23s)
) ≤ 3s.
When S ⊂ Tn, the feedback from xn to µn is equal to zero.
Due to xn is a feasible solution, µn is also a feasible solution,
i.e., y = Aµn.
‖x− µn‖2 ≤ 1√
1− δn
‖A(x− µn)‖2 ≤ 1√
1− δn
‖y − e−Aµn‖2
≤ ‖e‖2√
1− δ3s
.
Remark 5.5 Furthermore, if A is the Parseval frame, the
condition is relaxed to the RIP condition, i.e., δ3s ≤
√
1
1+8
√
2
.
The s-sparse vector x is recovered form the measurement
vector y via a number n of iterations of NST+HT+FB
satisfying
‖x− µn‖2 ≤ 1√
1− 1/
√
1 + 8
√
2
‖e‖2,
where n ≤ 3s.
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5.2. Specific signals recovery
As shown in Theorem 5.2, NST+HT+FB can recover an s-
sparse signals via the number of iterations cs, where c >
1. In fact, for some specific s-sparse signals, the number
of iterations can be significantly lowered by exploiting the
structures of signals. The following arguments correspond
to the sparse Gaussian signal, which can be recovered via
a number of iterations at most proportional to ln(s). For
verifying the arguments, we first give the following lemma.
Lemma 5.6 Suppose that the matrix A satisfies
δ22s + 2γ
2
3s < 1,
then any s-sparse signal x can be recovered by NST+HT+FB
with y = Ax in at most
⌈2 ln(‖x‖2
x̂s
)/ ln(
1− δ22s
2γ23s
)⌉ (5.9)
iterations.
Proof. According to the stopping condition, the proof needs
to determine an integer k such that Tk = S. It is enough to
show that, for all i ∈ S and all j ∈ Sc,
|[µk−1 +A∗(AA∗)−1(y − Aµk−1)]i|
> |[µk−1 + A∗(AA∗)−1(y − Aµk−1)]j |.
(5.10)
We notice that
|[µk−1 + A∗(AA∗)−1(y −Aµk−1)]i|
= |xi + [(I − A∗(AA∗)−1A)(µk−1 − x)]i|
≥ x̂s − |[(I − A∗(AA∗)−1A)(µk−1 − x)]i|
and
|[µk−1 + A∗(AA∗)−1(y − Aµk−1)]j |
= |[(I − A∗(AA∗)−1A)(µk−1 − x)]j |.
Using Remark 4.4, one can derive
|[(I − A∗(AA∗)−1A)(µk−1 − x)]i|
+ |[(I − A∗(AA∗)−1A)(µk−1 − x)]j |
≤
√
2‖[(I − A∗(AA∗)−1A)(µk−1 − x)]{i,j}‖2
≤
√
2γ3s‖µk−1 − x‖2
≤ ( 2γ
2
3s
(1− δ22s)
)
k
2 ‖µ0 − x‖2.
Therefore, (5.10) is fulfilled as soon as
x̂s ≥ ( 2γ
2
3s
(1− δ22s)
)
k
2 ‖µ0 − x‖2,
i.e.,
k ≥ 2 ln(‖x‖2
x̂s
)/ ln(
1− δ22s
2γ23s
),
where µ0 = 0. The smallest such integer k is given by (5.9).
Proposition 5.7 Suppose that the matrix A satisfies δ22s +
2γ23s < 1 and an s-sparse signal x is taken as independent
standard Gaussian random variables xi, where i ∈supp(x).
Then, with probability larger 1− η, the s-sparse signal x
is recovered from y = Ax via a number of NST+HT+FB
iterations at most proportional to ln( s
η
).
Proof. Since x̂i follows the standard Gaussian distribution,
for i ∈supp(x), then
P(x̂s < t) = P(|xi| < t, i ∈ supp(x)) ≤ sP(|x| < t)
≤ s
∫ t
−t
exp(−ν2/2)√
2π
dν
≤ s
∫ t
−t
1√
2π
dν = s
√
2
π
t,
(5.11)
P(‖x‖22 > t)
= P(
∑
i∈S
x2i > t) ≤
E(exp(
∑
i∈S x
2
i
4
))
exp( t
4
)
=
∏
i∈S E(exp(
x2i
4
))
exp( t
4
)
=
∏
i∈S
∫
exp(
x2i
4
) 1√
2pi
exp(−x2i
2
)dxi
exp( t
4
)
=
2
s
2
exp( t
4
)
≤ exp(2s− t
4
),
(5.12)
where the first inequality in (5.12) is based on the Markov′s
inequality. Let t =
√
pi
8
η
s
in (5.11) and t = 2s− 4 ln( η
2
) in
(5.12), where η < 1, we have
P(x̂s <
√
π
8
η
s
) ≤ η
2
,
P(‖x‖22 > 2s− 4 ln(η
2
)) ≤ η
2
.
Furthermore, let β > 2η − 4η
s
ln( η
2
), then P(‖x‖22 > β sη ) ≤ η2 .
Therefore, with probability larger than 1− η, x̂s ≥
√
pi
8
η
s
and
‖x‖22 ≥ β sη . With Lemma 5.6, the number k of iterations for
recovering x satisfies
k ≤ ⌈2 ln(
√
β
√
8
π
(
s
η
)
3
2 )/ ln(
1− δ22s
2γ23s
)⌉.
6. The number of iterations of
AdptNST+HT+FB
In this section, the theoretical analysis of AdptNST+HT+FB
is presented. The number of iterations for recovering an
s-sparse signal is first established including the idealized
situation and the realistic situation where the uniform sparse
recovery can apply to all s-sparse signals. Then it is followed
by the nonuniform setting.
6.1. Uniform sparse recovery
An analog of Lemma 5.1 can be obtained for
AdptNST+HT+FB. The following Lemma shows that
if the p largest absolute entries are contained in the support
at iteration k, then l further iterations of AdptNST+HT+FB
are sufficient to capture the indices of the q following largest
entries.
Lemma 6.1 Suppose y = Ax+ e with an s-sparse vector
x and let {Tk} be index sets of the sequence {uk} in
AdptNST+HT+FB. For integers k ≥ s, p ≥ 0, if Tk contains
the indices of p largest absolute entries of x. Then {Tk+l}
contains the indices of p+ q largest absolute entries of x via
l iterations for integers l, q ≥ 1, provided
x̂p+q > ρ
l
s+2k+2l‖x̂{p+1,...,s}‖2 + ωs+2k+2l‖e‖2.
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Proof. For AdptNST+HT+FB, the hypothesis
is π({1, . . . , p}) ⊆ Tk and the goal is to prove
that π({1, . . . , p+ q}) ⊆ Tk+l. That is to say the
|(µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))pi(j)| for j ∈
{1, . . . p+ q} are among the l + k largest entries of
|(µl+k−1 +A∗(AA∗)−1(y − Aµl+k−1))i| for i ∈ {1, . . . , N}.
Since l + k ≥ s, it is enough to prove that they are among the
s largest values of |(µl+k−1 + A∗(AA∗)−1(y − Aµl+k−1))i|.
The rest of the proof refers to the proof of Lemma 5.1.
To make the algorithm more applicable, one may increase
the sparsity by the iteration gradually. As discussed in Lemma
6.1, the cardinality of the intersection of S and Tk increases as
the increasing of k. We can prove that when S ⊆ Tk (|Tk| = k
and k ≥ s), the AdptNST+HT+FB also converges.
Proof. Since S ⊆ Tk,
ηk = argmin
η
‖ATkη −ATckx
k
Tc
k
‖2
= argmin
η
‖(ASηS + ATk\SηTk\S)− (y − ATkxkTk)‖2
= argmin
η
‖(ASηS + ASxkS) + (ATk\SηTk\S + ATk\SxkTk\S)
− y‖2.
ηkS = xS − xkS, ηkTk\S = −xkTk\S is an solution. Then we
can obtain ATkη
k − ATc
k
xkTc
k
= 0 so that y = Auk. Due to
the NST step xk+1 = uk + A∗(AA∗)−1(y −Auk) and the
processing of feedback, µk+1 = µk. Therefore, S ⊆ Tk is also
the stopping criteria for AdptNST+HT+FB. The remaining
topic is to determine the smallest integer k such that S ⊆ Tk.
Theorem 6.2 Suppose the measurement y = Ax with an s-
sparse vector x. If the P-RIP and RIP constants of A satisfies
ρ2
5s+⌈ ln 4
lnα
⌉s <
1
α2
, where α ∈ (1,+∞), then the s-sparse vector
x is recovered form the measurement vector y via a number
n of iterations of AdptNST+HT+FB satisfying
n ≤ ( ln 2
lnα
+ 2)s.
Proof. Let π be the permutation of {1, 2, . . . , N} such
that |xpii | = x̂i for all i ∈ {1, 2, . . . , N}. As discussed, S ⊆
Tk(k ≥ s) is the stopping condition for AdptNST+HT+FB.
The goal is to determine an integer n so that S ⊆ Tn. We still
partition supp(x) = π({1, . . . , s}) as Q1 ∪Q2 ∪ . . . Qr, r ≤ s,
where Qi are defined in (5.1). Since |Tk| ≤ s in the first s
iteration, the first s iteration are ignored. With Q0 = ∅ and
k0 = 0,
ki = ⌈ ln(2(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2
r−i))
ln(1/ρ2
5s+⌈ ln 4
lnα
⌉s)
⌉, (6.1)
we prove by induction on i ∈ {0, . . . , r} that
Q0 ∪Q1 ∪ . . . Qi ⊆ Ts+k0+k1+...ki . (6.2)
For i = 0, (6.2) holds trivially. Then if (6.2) holds for i−
1, i ∈ {1 . . . r}, Lemma 6.1 guarantees that (6.2) holds for i,
provided
(x̂qi)
2 > ρ2kis+2ki+2(s+k1+···+ki−1)(‖xQi‖
2
2 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22).
(6.3)
As the same proof of (5.4), we have
(x̂qi)
2 > ρ2ki
5s+⌈ ln 4
lnα
⌉s(‖xQi‖
2
2 + ‖xQi+1‖22) + · · ·+ ‖xQr‖22).
(6.4)
Through the definition of ki (6.1) and the inference of (5.5),
we have
r∑
i=1
ki ≤
ln(4/ρ2
5s+⌈ ln 4
lnα
⌉s)
ln(1/ρ2
5s+⌈ ln 4
lnα
⌉s)
s ≤ ( ln 2
lnα
+ 1)s.
Therefore, ρs+2ki+2(s+k1+···+ki−1) ≤ ρ5s+⌈ ln 4
lnα
⌉s. Since (6.4)
holds, the condition (6.3) is obviously fulfilled. The number
of iterations that derives the support of x can be represented
as
n ≤
ln(4/ρ2
5s+⌈ ln 4
lnα
⌉s)
ln(1/ρ2
5s+⌈ ln 4
lnα
⌉s)
s+ s ≤ ( ln 2
lnα
+ 2)s. (6.5)
Remark 6.3 Theorem 6.2 shows {uk} in
AdptNST+HT+FB converges to x in finitely many steps. We
can observe that the condition of RIP and P-RIP becomes
weaker and the upper bound of n increases as α decreases.
For instance, α = 2 yields the RIP and P-RIP condition
ρ27s <
1
4
and n ≤ 3s, while α = √2 yields the weaker RIP
and P-RIP condition ρ29s <
1
2
and n ≤ 4s. Furthermore, if
A is the Parseval frame, α = 2 yields the RIP condition
δ7s <
√
1
3
, and n ≤ 3s, while α = √2 yields the weaker RIP
condition δ9s <
√
5
5
, and n ≤ 4s.
With the idealized situation in Theorem 6.2, we then
extend the noiseless sampled data to the noisy case. The
result shows that an s-sparse signal can be recovered under
the RIP and P-RIP condition in the realistic situation and
the error bound depend on the noise.
Theorem 6.4 Suppose the measurement y = Ax+ e with
an s-sparse vector x and ‖e‖2 ≤ (1/
√
2−1/4)x̂s
ω
5s+⌈ ln 32
lnα
⌉s
. If the P-RIP
and RIP constant of A satisfies ρ2
5s+⌈ ln 32
lnα
⌉s <
1
α2
, where
α ∈ (1,+∞), then the s-sparse vector x is recovered from
the measurement vector y via a number n of iterations of
AdptNST+HT+FB satisfying
‖x− µn‖2 ≤ ‖e‖2√
1− δ2s+⌈ ln 32
lnα2
)⌉s
,
where n ≤ (2 + ln 32
lnα2
)s.
Proof. Let π be the permutation of {1, 2, . . . , N}, i.e,
|xpi(i) | = x̂i for i ∈ {1, 2, . . . , N}. The goal of the proof is to
determine an integer n so that supp(x) ⊆ Tn. We partition
supp(x) = π({1, . . . , s}) as Q1 ∪Q2 ∪ . . . Qr, r ≤ s, where Qi
are defined in (5.1). Since |Tk| ≤ s in the first s iteration, the
first s iteration are ignored. With Q0 = ∅ and k0 = 0,
ki = ⌈ ln(16(|Qi|+ |Qi+1|/2 · · ·+ |Qr|/2
r−i))
ln(1/ρ2
5s+⌈ ln 32
lnα
⌉s)
⌉, (6.6)
we prove by induction on i ∈ {0, . . . , r} that
Q0 ∪Q1 ∪ . . . Qi ⊆ Ts+k0+k1+...ki . (6.7)
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For i = 0, (6.7) holds trivially. Then if (6.7) holds for i− 1,
i ∈ {1 . . . r}, Lemma 6.1 guarantees that (6.7) holds for i,
provided
(x̂qi) >
ρkis+2ki+2(s+k1+···+ki−1)
√
‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22
+ ωs+2ki+2(s+k1+···+ki−1)‖e‖2.
(6.8)
As the same proof of (5.8), we have
x̂qi >
ρki
5s+⌈ ln 32
lnα
⌉s
√
‖xQi‖22 + ‖xQi+1‖22 + · · ·+ ‖xQr‖22
+ ω5s+⌈ ln 32
lnα
⌉s‖e‖2
(6.9)
Through the definition of ki (6.6) and the inference of (5.5),
we have
r∑
i=1
ki ≤
ln(32/ρ2
5s+⌈ ln 32
lnα
⌉s)
ln(1/ρ2
5s+⌈ ln 32
lnα
⌉s)
s ≤ (1 + ln 32
lnα2
)s.
Therefore, ρs+2ki+2(s+k1+···+ki−1) ≤ ρ5s+⌈ ln 32
lnα
⌉s and
ωs+2ki+2(s+k1+···+ki−1) ≤ ω5s+⌈ ln 32
lnα
⌉s. Since (6.8) holds,
the condition (6.7) is obviously fulfilled.
The number of iterations that derives the support of x can
be represented as
n ≤
ln(32/ρ2
5s+⌈ ln 32
lnα
⌉s)
ln(1/ρ2
5s+⌈ ln 32
lnα
⌉s)
s ≤ (2 + ln 32
lnα2
)s.
It then follows that
‖x− µn‖2 ≤ 1√
1− δn
‖A(x− µn)‖2
≤ 1√
1− δn
‖y − e− Aµn‖2
≤ ‖e‖2√
1− δ2s+⌈ ln 32
lnα2
⌉s
.
Remark 6.5 Theorem 6.4 shows that the condition of RIP
and P-RIP becomes weaker and the upper bound of n
and error increases with α decreasing. For instance, α =
4 yields the RIP and P-RIP condition ρ28s <
1
16
, n ≤ 4s,
‖x− µn‖2 ≤ ‖e‖2√1−δ4s , while α = 2 yields the weaker RIP and
P-RIP condition ρ210s <
1
4
, n ≤ 5s, and ‖x− µn‖2 ≤ ‖e‖2√1−δ5s .
Furthermore, if A is A is Parseval frame, α = 4 yields
the RIP condition δ8s <
√
33
33
, n ≤ 4s, ‖x− µn‖2 ≤
√
33‖e‖2√
33−√33
,
while α = 2 yields the weaker RIP condition δ10s <
1
3
, n ≤ 5s,
and ‖x− µn‖2 ≤
√
6‖e‖2
2
.
6.2. Specific signals recovery
Theorem 6.2 and Theorem 6.4 show that the number of
iterations of AdptNST+HT+FB is greater than 2s for
recovering an s-sparse signal. In this section, we consider a
specific case. The conclusion demonstrates that the recovery
of an s-sparse signals via exactly s iterations can be obtained
in an specific setting. The proof of the conclusion follows the
similar trajectory with [27, 28]. The following results play an
important role in the proof of propositions.
Lemma 6.6 [29] Suppose that an M ×N random matrix A
is drawn according to a probability distribution for which the
concentration inequality holds, i.e., for t ∈ (0, 1), a constant
C1 ∈ R,
P(|‖Ax‖22 − ‖x‖22| ≥ t‖x‖22) ≤ 2 exp(−C1t2M), for all x ∈ RN .
Then, for a fixed set S ⊂ {1, 2, · · · , N} with cardinality s,
P(‖A∗SAS − I‖2→2 > δ) ≤ 2 exp(−C2δ2M),
if M ≥ C3s/δ2, with C2 and C3 depending only the entries
distributions.
Remark 6.7 Suppose that an M ×N random matrix A is
drawn according to a probability distribution and the matrix
B = ((AA∗)−
1
2A) satisfies the concentration inequality holds,
i.e., for t′ ∈ (0, 1), a constant C′1 ∈ R,
P(|‖Bx‖22 − ‖x‖22| ≥ t′‖x‖22) ≤ 2 exp(−C′1(t′)2M), for all x ∈ RN .
Then, for a fixed set S ⊂ {1, 2, · · · , N} with cardinality s,
P(‖B∗SBS − I‖2→2 > γ) ≤ 2 exp(−C′2γ2M),
i.e.,
P(‖A∗S(AA∗)−1AS − I‖2→2 > γ) ≤ 2 exp(−C′2γ2M),
if M ≥ C′3s/γ2, with C′2 and C′3 depending only the entries
distributions. An analog of conclusions can be obtained for the
matrix E = ((AA∗)−1A). For a fixed set S ⊂ {1, 2, · · · , N}
with cardinality s,
P(‖A∗S(AA∗)−2AS − I‖2→2 > θ) ≤ 2 exp(−C′′2 θ2M),
if M ≥ C′′3 s/θ2, with C′′2 and C′′3 depending only the entries
distributions.
Lemma 6.8 [29] For an M ×N random matrix A with
independent subgaussian entries and a vector v and an index
l ∈ {1, 2, · · ·N},
P(|〈Al, v〉| ≥ t‖v‖2) ≤ 4 exp(−C4t2M),
where the constant C4 depends only the subgaussian
distribution.
Remark 6.9 For a random matrix B = ((AA∗)−
1
2A)
defined in Remark 6.7 and a vector v
P(|〈Bl, v〉| ≥ t‖v‖2) ≤ 4 exp(−C′4t2M),
where the constant C′4 depends only the distribution of B.
Proposition 6.10 Suppose y = Ax+ e with an s-sparse
signal x such that x̂1 ≤ σx̂s and the noise such that ‖e‖2 ≤
ǫx̂s, where A ∈ RM×N is a Gaussian random matrix and
σ ≥ 1. If the number of measurements satisfies
M ≥ Cs ln(N),
then with probability larger than 1− 6N−α, the sequence of
{µk} at iteration s in AdptNST+HT+FB satisfies,
Ts = supp(x) and ‖x− µs‖2 ≤ p‖e‖2.
The constants ǫ and p depend only on σ, while the constant
C depends on ǫ and α.
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Proof. As defined, x̂ ∈ RN+ is the nonincreasing rearrange-
ment of a vector x = (x1, x2, · · · , xN )′ ∈ RN , i.e., x̂1 ≥ x̂2 ≥
. . . x̂N ≥ 0 and there exists a permutation π of {1, . . . , N}
such that x̂i = |xpi(i)| for all i ∈ RN . We define two random
variables ψk and φk for all k ∈ {1, . . . , s} as
ψk = ̂[(µk−1 + A∗(AA∗)−1(y − Aµk−1))S]k,
φk = ̂[(µk−1 + A∗(AA∗)−1(y − Aµk−1))Sc ]1,
i.e., ψk is the kth largest value of |(µk−1 +A∗(AA∗)−1(y −
Aµk−1))i|, i ∈ S and φk is the largest value of |(µk−1 +
A∗(AA∗)−1(y − Aµk−1))j |, j ∈ Sc. It can be noted that ψk >
φk for all k ∈ {1, . . . , s} indicates that Tk ⊆ S for all k ∈
{1, . . . , s}. The failure probability of this event is as follows
P = P(∃ k ∈ {1, . . . , s} : φk ≥ ψk
and (ψk−1 > φk−1, . . . , ψ1 > φ1))
≤
∑
j∈Sc
P(‖A∗S⋃{j}AS⋃{j} − I‖2→2 > δ)
+
∑
j∈Sc
P(‖A∗S⋃{j}(AA∗)−1AS⋃{j} − I‖2→2 > γ)
+
∑
j∈Sc
P(‖A∗S⋃{j}(AA∗)−2AS⋃{j} − I‖2→2 > θ)
+
s∑
k=1
P[φk ≥ ψk, (ψk−1 > φk−1, . . . , ψ1 > φ1),
(‖A∗S⋃{j}AS⋃{j} − I‖2→2 ≤ δ for all j ∈ Sc),
(‖A∗S⋃{j}(AA∗)−1AS⋃{j} − I‖2→2 ≤ γ for all j ∈ Sc)),
(‖A∗S⋃{j}(AA∗)−2AS⋃{j} − I‖2→2 ≤ θ for all j ∈ Sc))].
According to Lemma 6.6 and Remark 6.7, the first three
terms of the inequality is bounded by
6(N − s) exp(−min{C2, C′2, C′′2 }min{δ2, γ2, θ2}M)).
We now turn to the last term of the last inequality. For
simplicity, we use P(φk ≥ ψk) to denote the probability
of the event φk ≥ ψk intersected with the events (ψk−1 >
φk−1, . . . , ψ1 > φ1), (‖A∗S⋃{j}AS⋃{j} − I‖2→2 ≤ δ for all j ∈
Sc), (‖A∗S⋃{j}(AA∗)−1AS⋃{j} − I‖2→2 ≤ γ for all j ∈ Sc))
and (‖A∗S⋃{j}(AA∗)−2AS⋃{j} − I‖2→2 ≤ θ for all j ∈ Sc)).
Let Ts−k+1 correspond to the support of the s− k + 1
smallest values of |(µk−1 + A∗(AA∗)−1(y − Aµk))S |. By the
definition, we have
ψk ≥ 1√
s− k + 1‖(µ
k−1 + A∗(AA∗)−1(y −Aµk−1))Ts−k+1‖2
≥ 1√
s− k + 1(‖xTs−k+1‖2
− ‖((A∗(AA∗)−1A− I)(x− µk−1))Ts−k+1‖2
− ‖((A∗(AA∗)−1e)Ts−k+1‖2)
.
Since ψk−1 > φk−1, we can obtain Tk−1 ⊆ S. Therefore,
‖((A∗(AA∗)−1A− I)(x− µk−1))Ts−k+1‖2
≤ ‖(A∗S(AA∗)−1AS − I)(x− µk−1)‖2
≤ γ‖x− µk−1‖2.
By ‖((A∗(AA∗)−1e)Ts−k+1‖2 ≤
√
1 + θ‖e‖2, where
θ = δ((AA∗)−1A). It follows that
ψk ≥ 1√
s− k + 1(‖xTs−k+1‖2 − γ‖x− µ
k−1‖2 −
√
1 + θ‖e‖2).
(6.10)
Since Tk−1 ⊆ S, one has (µk−1)Sc = 0. Then,
φk = ̂[(µk−1 +A∗(AA∗)−1(y − Aµk−1))Sc ]1
= ̂[(A∗(AA∗)−1(y − Aµk−1))Sc ]1
= max
j∈Sc
|(A∗(AA∗)−1(y − Aµk−1))j |
≤ max
j∈Sc
|(A∗(AA∗)−1A(x− µk−1))j |+max
j∈Sc
|(A∗(AA∗)−1e)j |
= max
j∈Sc
|[((AA∗)− 12A)∗(AA∗)− 12A(x− µk−1)]j |
+max
j∈Sc
|[(A∗(AA∗)−1e]j |
≤ max
j∈Sc
|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)〉|+
√
1 + θ‖e‖2.
(6.11)
Combining (6.10) and (6.11) gives
P(φk ≥ ψk)
≤ P[max
j∈Sc
|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)〉|
≥ 1√
s− k + 1(‖xTs−k+1‖2 − γ‖x− µ
k−1‖2)
− (√1 + θ/√s− k + 1 +√1 + θ)‖e‖2].
(6.12)
Since ‖xTs−k+1‖ ≥
√
s− k + 1x̂s, ‖e‖2 ≤ ǫx̂s,
1√
s− k + 1‖xTs−k+1‖2 − (
√
1 + θ/
√
s− k + 1 +√1 + θ)‖e‖2
≥ x̂s − ǫ(
√
1 + θ/
√
s− k + 1 +√1 + θ)x̂s.
By Lemma 4.2 and since x̂1 ≤ σx̂s, we have
‖x− µk−1‖2 ≤
‖xTc
k−1
‖2√
1− δ2 +
√
1 + δ‖e‖2
1− δ
≤
√
s− k + 1√
1− δ2 x̂1 +
√
1 + δ‖e‖2
1− δ
≤
√
s− k + 1√
1− δ2 σx̂s +
√
1 + δ
1− δ ǫx̂s.
With ǫ, θ and γ small enough, it can be derived
1− ǫ(√1 + θ/√s− k + 1 +√1 + θ)
≥ 2γ( σ
1− δ2 +
ǫ√
s− k + 1√1− δ ).
Furthermore,
1√
s− k + 1‖xTs−k+1‖2 − (
√
1 + θ/
√
s− k + 1 +√1 + θ)‖e‖2
≥ 2 γ√
s− k + 1‖x− µk−1‖2.
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Together with (6.12),
P(φk ≥ ψk)
≤ P[max
j∈Sc
|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)〉|
≥ γ√
s− k + 1‖x− µk−1‖2]
≤ P[max
j∈Sc
|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)〉|
≥ γ√
s
‖x− µk−1‖2]
Exploiting the fact ‖(AA∗)− 12A(x− µk−1)‖2 ≤ √1 + γ‖(x−
µk−1)‖2, we have
P(φk ≥ ψk)
≤ P(max
j∈Sc
|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)‖2
≥ γ√
1 + γ
√
s
‖(AA∗)− 12A(x− µk−1)‖2)
≤
∑
j∈Sc
P(|〈((AA∗)− 12A)j , (AA∗)− 12A(x− µk−1)‖2
≥ γ√
1 + γ
√
s
‖(AA∗)− 12A(x− µk−1)‖2)
≤ 4(N − s) exp(− C
′
4γ
2M
(1 + γ)s
).
The last step is due to Remark 6.9. Consequently, the failure
probability P satisfies
P ≤ 6(N − s) exp(−min{C2, C′2, C′′2 }min{δ2, γ2, θ2}M))
+ 4(N − s) exp(− C
′
4γ
2M
(1 + γ)s
)
≤ 6(N − 1) exp(−min{C2, C′2, C′′2 }min{δ2, γ2, θ2}M))
+N2 exp(− C
′
4γ
2M
(1 + γ)s
).
With failure probability at most P , ψs > φs hold. As a result,
Ts = S and µ
s is a feasible solution. By Lemma 6.6, the
inequality
‖x− µs‖2 ≤ 1
1− δ ‖A(x− µ
s)‖2
≤ 1√
1− δ (‖y − Ax‖2 + ‖y − Aµ
s‖2)
≤ 1√
1− δ ‖e‖2
fails with probability at most 2 exp(−C2δ2M). The final
failure probability can be bounded by
6N exp(−min{C2, C′2, C′′2 }min{δ2, γ2, θ2}M))
+N2 exp(− C
′
4γ
2M
(1 + γ)s
)
≤ 6N2 exp(−C
′M
s
)
≤ 6N−α.
The last step holds when M ≥ 2+α
C′
s ln(N).
In the previous proof, the RIPs of A, (AA∗)−
1
2A and
(AA∗)−1A are considered individually. It is possible to exploit
the relation of these properties. The true probabilities are
larger than the ones in Proposition 6.10, though it is not a
focus of this article.
7. Conclusions
The NST+HT+FB and AdptNST+HT+FB algorithms are
designed to find sparse solutions of under-determined linear
systems. The convergence result of NST+HT+FB and
numerical experiments about the effectiveness and the
speed of NST+HT+FB have been presented in [25]. In
this paper, the theoretical analysis of convergence results
for both NST+HT+FB and AdptNST+HT+FB has been
further elaborated. Our analysis improves the RIP and P-
RIP condition of NST+HT+FB from δ2s +
√
2γ3s < 1 to
δ22s + 2γ
2
3s < 1 and demonstrates that AdptNST+HT+FB
converges in finitely many steps. The number of iterations for
recovering an s-sparse signal of the two algorithms are also
derived. In addition, we show that the number of iterations
can be significantly lowered by exploiting the structure of the
specific sparse signal or the random matrix.
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