Let M be a II 1 factor acting on the Hilbert space H , and M aff be the Murrayvon Neumann algebra of closed densely-defined operators affiliated with M . Let τ (τ n , respectively) denote the unique faithful normal tracial state on M (M n (M ), respectively), and ∆ (∆ n , respectively) be the Fuglede-Kadison determinant associated with τ (τ n , respectively). Let M ∆ denote the * -subalgebra of M aff consisting of (unbounded) operators T satisfying τ (log + |T |) < ∞, where log + := max{0, log} on R + . By virtue of Nelson's theory of non-commutative integration, M aff may be identified with the completion of M in the τ -measure topology. In this article, we show that M n (M aff ) ∼ = M n (M ) aff as unital ordered complex topological * -algebras with the isomorphism extending the identity mapping of M n (M ) → M n (M ). Using a version of the Douglas factorization lemma for Murrayvon Neumann algebras, we show that M n (M ∆ ) = M n (M ) ∆n , viewing both * -algebras as * -subalgebras of M n (M ) aff . Consequently, the algebraic machinery of rank identities and determinant identities is applicable to M aff and M ∆ , respectively. With the aid of Sylvester's determinant identity, we give a novel proof of the fact that for operators A and B in M ∆ , the Brown measures of A· B and B· A are identical. As a step further in the Heisenberg-von Neumann puzzle discussed by Kadison-Liu, it follows that if there exist operators P, Q in M aff satisfying the commutation relation Q· P− P· Q = iI, then at least one of them does not belong to M ∆ and a fortiori, does not belong to L p (M , τ ) for any 0 < p ≤ ∞. Furthermore, for all λ ∈ C, the operators P − λI and Q − λI must be one-to-one and must have dense ranges in H .
Introduction
Let = h 2π denote the reduced Planck's constant, and Q, P denote observables corresponding to a particle's position and its corresponding conjugate momentum, respectively. The Heisenberg commutation relation, QP − P Q = i I, is one of the most fundamental relations of quantum mechanics. It reveals the importance of non-commutativity in any foundational mathematical theory of quantum mechanics. Naturally it is of great interest to study non-commutative mathematical structures where the commutation relation may be represented. (For our study, we may normalize to 1.) For n ∈ N, the algebra of n × n complex matrices M n (C) does not suffice because tr(QP − P Q) = 0 whereas tr(iI) = i, where tr denotes the trace functional. It is known that the Heisenberg relation cannot be represented in any complex unital Banach algebra B as σ(AB) ∪ {0} = σ(BA) ∪ {0} (cf. [11, Remark 3.2.9] ) for A, B ∈ B where σ(·) denotes the spectrum of an element. This rules out the possibility of representing the Heisenberg relation using bounded operators on a complex Hilbert space. In the Dirac-von Neumann formulation of quantum mechanics (cf. [2] , [16] ), quantum mechanical observables are defined as (possibly unbounded) self-adjoint operators on a complex Hilbert space. In this article, the adjective 'unbounded' is used in the sense of being 'not necessarily bounded' rather than 'not bounded'. The classic representation of the Heisenberg relation (cf. [15] , [9, §5.3] ) involves modeling Q and P as follows:
(i) the position observable Q is modeled by the unbounded self-adjoint operator M defined as (Mf )(x) = xf (x) (x ∈ R), with the domain being the set of functions f in L 2 (R) such that Mf belongs to L 2 (R); (ii) the momentum observable P is modeled by the unbounded self-adjoint operator D = i d dx , with the domain being the linear subspace of L 2 (R) corresponding to absolutely continuous functions on R whose almost-everywhere derivatives belong to L 2 (R) (see [9, Theorem 5.11] ).
With this description, QP − P Q is a pre-closed operator with closure iI. But performing algebraic computations in this framework is an arduous task as one has to indulge in 'domaintracking'. We remind the reader that two unbounded operators that agree on a dense subspace can be very different (see [14, pg. 254, Example 5] ).
Let R be a finite von Neumann algebra acting on the complex Hilbert space H , and R aff denote the set of closed densely-defined operators affiliated with R. By virtue of [9, Theorem 6.13] , R aff has the structure of a unital * -algebra, and is called the Murray-von Neumann algebra associated with R (cf. [9, Definition 6.14] ). In the case of a finite factor, the result was first observed by Murray and von Neumann in [12, Theorem XV] . When R is countably decomposable and thus possesses a faithful normal tracial state, the fact that R aff is a unital * -algebra also follows from Theorem 4 in [4] . In [9, §7] , Kadison and Liu discuss the Heisenberg-von Neumann puzzle which may be stated as follows: Is there a representation of the Heisenberg commutation relation in R aff ? In [9, Theorem 7.4] , they proved that one cannot use self-adjoint operators in R aff to represent the Heisenberg relation. The key step in the proof involves the use of the center-valued trace on R after 'wrestling' the unbounded operators down to the bounded level (see [9, Lemma 7 .3, Theorem 7.4]) using the spectral decomposition for unbounded self-adjoint operators. So one may speculate that although there is no obvious trace on R aff , perhaps the center-valued trace on R provides a moral obstruction to the Heisenberg commutation relation. But in (as of yet) unpublished work (cf. [10] ), Kadison, Liu, and Thom have shown that the identity operator is the sum of two commutators in the Murray-von Neumann algebra associated with a type II 1 von Neumann algebra. Thus the moral argument clearly fails, leaving the question of representing the Heisenberg relation in R aff with non-self-adjoint operators wide open.
We have reviewed a few arguments above that identify obstructions to representing the Heisenberg relation in the algebra under consideration. A common feature of these arguments is that they involve comparison of the spectral content of QP and P Q in one form or another.
For unbounded operators, we may capture the spirit of these arguments by studying notions of rank and determinant which are available in certain cases. In this article, our main goal is to faciliate such a study by rigorously defining matrix algebras over some important classes of algebras of unbounded operators. In the literature, several proofs rely on matrix algebraic arguments (for example, see [8, Lemma 2.21-2.23], [8, Proposition 2.4] ) whose justification is not provided. Our investigation reveals that the justification of these arguments is not a trivial matter and requires an understanding of an appropriate topology on Murray-von Neumann algebras, namely the τ -measure topology. The main goals of this article are the following:
(i) To develop foundations for matrix theoretic arguments involving unbounded operators, (ii) To extend the study of rank and determinant identities to the context of unbounded operators, (iii) To apply the techniques developed to further study of the Heisenberg-von Neumann puzzle.
The set of n × n matrices M n (A) over a * -algebra A naturally has the structure of a *algebra. Using the addition and multiplication in A, we may define the algebraic structure of M n (A) through the usual addition and multiplication of matrices. For a matrix T ∈ M n (A) (with T ij ∈ A as its (i, j)th entry), the adjoint T † is the matrix whose (i, j)th entry is T * ji . In the case when A is a C * -algebra acting on the Hilbert space H , one may represent M n (A) faithfully on the Hilbert space ⊕ n i=1 H , through the usual matrix action on column vectors. It is a basic (but not entirely trivial) result that the norm on M n (A) inherited from B(⊕ n i=1 H ) makes it a C * -algebra and this norm is independent of the representation of A on H (cf. [11, Proposition 11.1.2] ). Similarly for a von Neumann algebra R acting on the Hilbert space H , M n (R) is a von Neumann algebra acting on ⊕ n i=1 H . The classical operator algebras (C * -algebra, von Neumann algebras, respectively) are usually defined at the outset as * -closed subalgebras of the * -algebra of bounded operators on a Hilbert space (which are norm-closed, weak-operator closed, respectively). At the same time, there are many advantages to studying intrinsic characterizations of these algebras that are independent of the representation. Firstly, such a description helps in identifying the right notion of morphism in the class of operator algebras under consideration. For instance, an abstract C * -algebra is defined as an involutive complex Banach algebra with the norm satisfying the C * -axioms. The Gelfand-Neumark theorem shows that every abstract C * -algebra has a faithful representation as a concrete C * -algebra. The morphisms in the category of C * -algebras are given by * -homomorphisms. Similarly, Sakai's theorem (cf. [13] ) shows that a von Neumann algebra may be characterized as a C * -algebra which is the dual of a Banach space. (The ultraweak topology corresponds to the weak- * topology induced by the pre-dual.) The morphisms in the category of von Neumann algebras are given by ultraweak * -homomorphisms. Secondly, although several constructions (such as direct sums, tensor products, etc.) involving operator algebras are best understood using concrete representations, it is crucial to ensure that the constructed object is independent of the representations used for the building blocks. One such construction of fundamental importance is the process of forming matrices over operator algebras which we discussed in the previous paragraph.
Let M be a II 1 factor acting on the Hilbert space H with the unique faithful normal tracial state on M denoted by τ . In this article, we are primarily interested in studying (full) matrix algebras over M aff . In [4, §2] , Nelson defined the measure topology on von Neumann algebras with a faithful normal semi-finite trace with the goal of studying a non-commutative version of the notion of convergence in measure. In §3, we study various properties of the τ -measure topology on M , which by [4, Theorem 4] provides an intrinsic description of M aff as the τ -measure completion of M . In Remark 3.11, we note that this description also accommodates a natural order structure (with the cone given by the closure of the positive cone of M sa in the τ -measure topology) which is compatible with the order structure on M aff . Although this exercise is of interest on its own, our main goal is to utilize such a description to answer the following question: Is M n (M aff ) ∼ = M n (M ) aff in a suitable sense? (Note that M n (M ) is a II 1 factor.) In Theorem 4.4, we answer this question affirmatively by showing that M n (M aff ) and M n (M ) aff are isomorphic as unital ordered complex topological * -algebras, with the isomorphism extending the identity mapping of M n (M ) → M n (M ).
(By an ordered complex * -algebra, we mean a complex * -algebra whose Hermitian elements form an ordered real vector space.) In Theorem 3.15,(ii), we note that the trace τ is not continuous in the τ -measure topology on M and thus, does not (τ -measure) continuously extend to a trace on M aff . This is not entirely surprising since if τ had such an extension, it would contradict the previously discussed result by Kadison, Liu, and Thom in [10] . Let ∆, ∆ n denote the Fuglede-Kadison determinant of M , M n (M ), respectively. Let M ∆ be the set of operators T in M aff satisfying τ (log + |T |) < ∞, where log + := max{0, log} on R + . In other words, M ∆ consists of those operators in M aff whose Fuglede-Kadison determinant is bounded. Haagerup and Schultz showed that M ∆ is a * -subalgebra of M aff (see [8, Proposition 2.5-2.6]), and studied the notion of Brown measure for operators in M ∆ . The space M ∆ is quite rich, containing the non-commutative L p -spaces, L p (M ; τ ), for 0 < p ≤ ∞. In Proposition 2.12, we prove a version of the Douglas factorization lemma (cf. [3] ) in the context of Murray-von Neumann algebras. With the help of this generalized Douglas lemma, in Theorem 4.6, we show that M n (M ∆ ) = M n (M ) ∆n , viewing both *algebras as * -subalgebras of M n (M ) aff . Together with Theorem 4.4, this result enables the use of matrix algebraic techniques such as rank identities and determinant identities in M aff and M ∆ , respectively. In §5, we apply the results to provide necessary conditions for pairs of operators in M aff satisfying the Heisenberg relation. In Theorem 5.2,(ii), with the aid of Sylvester's determinant identity, we show that for operators A, B in M ∆ the Brown measures of A· B and B· A are identical. Although a stronger result may be inferred from Theorem A.11 in [1] , our novel approach serves as a proof-of-principle for the application of matrix identities to unbounded operators. As a corollary (Corollary 5.3), we note that if Q· P− P· Q = iI for operators P, Q in M aff , then atleast one of P, Q does not belong to M ∆ and a fortiori, does not belong to L p (M ; τ ) for any 0 < p ≤ ∞.
For an operator T ∈ M aff , we may define its rank by r(T ) := τ (R(T )) ∈ [0, 1], where R(T ) denotes the range projection of T , which is a projection in M . One of the key properties of the rank functional is that for an invertible operator S in M aff , r(S· T ) = r(T· S) = r(T ) for all T ∈ M aff . In Corollary 5.4, using a matrix identity we show that, if Q· P− P· Q = iI for operators P, Q in M aff , then for all λ ∈ C the operators P − λI and Q − λI are one-to-one and have dense ranges in H .
1.1. Notation and Terminology. Throughout this article, H denotes a Hilbert space over the complex numbers (usually infinite-dimensional, though not necessarily separable). For a positive integer n, the Hilbert space ⊕ n i=1 H is denoted by H (n) . A bounded operator A : H → H is said to be a contraction if A ≤ 1. We use R to denote a von Neumann algebra, and M to denote a II 1 factor. The unique faithful normal tracial state on M is denoted by τ . The normalized dimension function for projections in M is denoted by dim c (·). A complex * -algebra A is said to be ordered if the Hermitian elements in A form an ordered real vector space. For an ordered complex * -algebra A (such as von Neumann algebras, Murray-von Neumann algebras, etc.), we denote the set of self-adjoint elements in A by A sa , and the positive cone of A sa by A + . For a matrix T in M n (A), we denote the matrix adjoint of T by T † . The identity operator in A is denoted by I and the identity matrix of M n (A) is denoted by I n . We denote a net of operators by {T α } suppressing the indexing set of α when it is clear from the context. The general reference used is [11] .
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Murray-von Neumann algebras
2.1. Unbounded Operators on a Hilbert space. In this subsection, we provide a brief overview of the basic concepts and results in the theory of unbounded operators that are directly relevant to our discussion. A concise account can be found in [9, §4] . For a more thorough account, the interested reader may refer to §2.7, §5.6 in [11] , or Chapter VIII in [14] .
Let H be a Hilbert space and let T be a linear mapping from a linear submanifold D(T ) of H (not necessarily closed), called the domain of T , into H . The linear submanifold
T is closed and D(T ) = H , then T is bounded. The property of being closed often serves as a replacement for continuity in the study of unbounded operators. We are usually interested in operators T that are densely defined, that is, D(T ) is dense in H . An operator T 0 is said to be an extension of T (denoted T ⊆ T 0 ), if D(T ) ⊆ D(T 0 ) and T x = T 0 x for x ∈ D(T ). If the closure of G (T ) in H ⊕ H is the graph of an operator T , then T is said to be pre-closed or closable with closure T . For a closed operator T , a linear submanifold D 0 of D(T ) is said to be a core for T if G (T | D 0 ) − = G (T ); the operator T maps a core onto a dense linear submanifold of its range.
The Definition 2.1. A closed densely-defined operator T is said to be affiliated with a von Neumann algebra R if U * T U = T for each unitary operator U in R ′ , the commutant of R. We write this as T ηR. Note that the equality U * T U = T carries the information that U transforms the domain D(T ) onto itself. We denote the set of closed densely-defined operators affiliated with R by R aff . Proposition 2.5 (see [9, Proposition 4.7, 6.5] ). If T is a closed densely-defined operator affiliated with a von Neumann algebra R, then:
2.2.
Murray-von Neumann algebras. In this subsection, R denotes a finite von Neumann algebra acting on the Hilbert space H . In [12, Theorem XV], Murray and von Neumann observed that when R is a finite factor, R aff may be endowed with the structure of a * -algebra. When R is countably decomposable (and thus, possesses a faithful normal tracial state), it follows from the work of Nelson (cf. [4, Theorem 4] ) that a similar conclusion holds.
Proposition 2.6 (see [9, Proposition 6.8] ). Let R be a finite von Neumann algebra acting on the Hilbert space H . For operators A, B in R aff , we have:
(i) A + B is densely defined, preclosed and has a unique closed extension A+ B in R aff ;
(ii) AB is densely defined, preclosed and has a unique closed extension A· B in R aff .
In [9, Proposition 6.9 -6.12], Kadison and Liu showed that for a general finite von Neumann algebra R, the set of affiliated operators R aff is a * -algebra with+ as addition,· as multiplication, and T → T * as the involution. This was accomplished by carefully studying and tracking the domains of the operators under consideration to prove the associative, distributive and involutive laws involving+ ,· , and (·) * .
Although it may be tempting to replace the symbols+ ,· with +, · once the algebraic structure of R aff has been established, we refrain from doing so in this article as +, · already have pre-defined meanings for unbounded operators. For a bounded operator B and a closed densely-defined operator T in R aff , it is straightforward to see that BT = B· T and B + T = B+ T , but T B is not necessarily equal to T· B. The set of positive operators in R aff is a cone and with this positive cone, R aff may be viewed as an ordered * -algebra. From Proposition 2.3, we have the following theorem.
Theorem 2.8. For a self-adjoint operator A ∈ R aff , the following are equivalent:
(i) A is positive; Proof. Note that the operators S, S * are invertible in R aff . It is easy to see that
Lemma 2.11. Let R be a finite von Neumann algebra acting on the Hilbert space H . For operators A 1 , · · · , A n in R aff , the linear manifold n i=1 D(A i ) is a core for each of A 1 , · · · , A n . Proof. Since the key ingredients for a proof are already present in the proofs of [9, Proposition 6.8 -6.9], we only provide an outline for an argument. For a positive integer m, let T 1 , · · · , T m be operators in R aff . Note that the operators T 1 + · · ·+ T m and T * 1 + · · ·+ T * m are both densely defined (cf. [9, Proposition 6.8,(i)]). As T * 1 + · · · + T * m ⊆ (T 1 + · · · + T m ) * , T 1 + · · · + T m is preclosed and thus m i=1 D(T i ) is a core for T 1+ · · ·+ T m . Take
is a core for each of A 2 , · · · , A n . Proposition 2.12 (Douglas factorization lemma). Let R be a finite von Neumann algebra acting on the Hilbert space H . For A, B ∈ R aff , the following are equivalent:
By Lemma 2.11, note that V is a core for each of A, B, A * · A, B * · B. Let us denote the range of B by ran(B) ⊆ H . For a vector x ∈ V , we define C(Bx) = Ax, and for a vector y in ran(B) ⊥ , we define Cy = 0. Since V is a core for B, we observe that B maps V onto a dense subset of ran(B). For x ∈ V and y in ran(B) ⊥ , as C(Bx + y) 2 = Ax 2 = A * · Ax, x ≤ B * · Bx, x = Bx 2 ≤ Bx 2 + y 2 = Bx + y 2 , we conclude that C is a bounded operator such that A = CB and C ≤ 1.
Let U be a unitary operator in the commutant R ′ of R. Then UA = AU, U * A = AU * , UB = BU, U * B = BU * and the linear subspace ran(B) is invariant under U and so is the closed subspace ran(B) ⊥ . For vectors x 1 in V and x 2 in ran(B) ⊥ , we have CU(Bx 1 +x 2 ) = CUBx 1 + C(Ux 2 ) = CB(Ux 1 ) + 0 = A(Ux 1 ) = U(Ax 1 ) = UCBx 1 = UC(Bx 1 + x 2 ). Thus UC and CU coincide on the dense subspace of H given by V ⊕ ran(B) ⊥ . Since UC and CU are bounded operators, we note that UC = CU for any unitary operator U in R ′ . As every element in a von Neumann algebra can be written as a linear combination of four unitary elements, we conclude that C commutes with every element in R ′ . By the Double Commutant Theorem, C is in (R ′ ) ′ = R.
(ii) ⇒ (i). If A = CB for a contraction C ∈ R, then A * · A = B * · (C * C)· B. As I − C * C is a positive operator, B * · (I − C * C)· B = B * · B − A * · A is a positive operator in R aff .
2.3.
Operators in M ∆ . Let M be a II 1 factor acting on the Hilbert space. Let τ be the unique faithful normal tracial state on M . An operator T ∈ M aff has a unitary polar decomposition (see [11, Theorem 6.1.11], [11, Exercise 6.9.6]),
where U ∈ M is unitary, and the spectral measure E |T | takes values in M . We may define a Borel probability measure µ |T | on R + by µ |T | (S) = τ (E |T | (S)), for a Borel set S ⊆ R + . Definition 2.13. Let log + be the function on R + defined by max{0, log}. We define M ∆ to be the set of operators T ∈ M aff satisfying the condition 
Thus M ∆ is a * -subalgebra of M aff , containing M . 
The τ -measure topology
In this section, M denotes a II 1 factor acting on the Hilbert space H . Let τ be the unique faithful normal tracial state on M . For ε, δ > 0, we define The translation-invariant topology on M generated by the fundamental system of neighborhoods N τ (ε, δ) of 0 is called the τ -measure topology. We denote the completion of M in the τ -measure topology by ∼ M . In [4] , Nelson defined the notion of measure topology to study convergence in measure in a non-commutative setting. In the words of Nelson, the main idea is to "break up the underlying space into a piece where things behave well plus a small piece." We note that in (3.1), the projection I − E corresponds to the 'small piece'. The connection between ∼ M and M aff becomes apparent from [4, Theorem 4] . Let A be a positive operator in M aff with spectral decomposition A = ∞ 0 λ dE λ where {E λ } is the resolution of the identity relative to A (the linear manifold n∈N E n (H ) being a core for A). For the reader curious about the relevance of the τ -measure topology to M aff , it may be helpful to keep in mind that {AE λ } is a Cauchy net in M in the τ -measure topology (which converges to A). In this section, our main goal is to provide an intrinsic characterization of M aff as an ordered complex topological * -algebra and study properties of the τ -measure topology. At the outset, we collect some relevant results from [4] without proof.
Lemma 3.1 (see [4, Theorem 1]
). For ε 1 , δ 1 > 0 and ε 2 , δ 2 > 0, we have: δ) and B be a contraction in M . Then
Proof. (i) For any projection E in M such that AE ≤ ε, we have (BA)E ≤ B AE ≤ ε. Thus if A ∈ N τ (ε, δ), then BA ∈ N τ (ε, δ).
(ii) From Lemma 3.1,(i), we note that A * ∈ N τ (ε, 2δ). Since B * is a contraction, by part (i), we observe that B * A * ∈ N τ (ε, 2δ). By virtue of Lemma 3.1,(i), we conclude that AB ∈ N τ (ε, 4δ).
Theorem 3.3 (see [4, Theorem 1]). The mappings
A → A * of M → M , (3.2) (A, B) → A + B of M × M → M , (3.3) (A, B) → AB of M × M → M ,(3.
4)
are continuous in the τ -measure topology. Thus the above mappings continuously extend to ∼ M giving it the structure of a topological * -algebra. Proof. Let F and G be projections in M . Using projection lattice identities,
2 ). Thus if F and G are projections in M such that AF and AG belong to M , then
Let A ∈ ∼ M sa . By Theorem 3.4,(ii), for every n ∈ N there is a projection F n in M such that AF n ∈ M and τ (I − F n ) ≤ 1 n . Let E n := ∨ n i=1 F i . We note that AE n ∈ M and
n . Clearly E n ↑ I in the τ -measure topology and E n AE n is self-adjoint for all n ∈ N. By Theorem 3.3, the sequence {E n AE n } converges to A in the τ -measure topology. Thus 
Proof. Since τ is normal, if an increasing net of projections converges to a projection in the strong-operator topology, then the net converges to the same projection in the τ -measure topology. Keeping this in mind, the proof of [9, Proposition 6.3] may be applied here almost verbatim. operators {E n AE n } in M is τ -measure convergent to A. For n ∈ N, let F n denote the spectral projection of M A ∈ M aff corresponding to the interval (−n, 0), and let F :
Proof of Claim 1. We note that M A x, x < 0 for a non-zero vector
Equivalently, E n ∧ F n = 0 for all n ∈ N. By Proposition 3.6, the sequence {E n ∧ F n } is τ -measure convergent to I ∧ F = F . Thus F = 0. 2πin (e 2πinb − e 2πina ) −→ 0 as n −→ ∞ (for 0 ≤ a < b ≤ 1), a standard argument shows that u n converges in the weak- * topology to 0. Let X n := n−1 k=0 [ 1 6n + k n , 5 6n + k n ] ⊂ [0, 1] and let F n denote the projection in A corresponding to the characteristic function of X n . We note that τ (F n ) = µ(X n ) = 2 3 and for x ∈ X n ,
2 ) for all positive integers m, n. In summary, (i) {U n } converges to 0 in the ultraweak topology;
(ii) {U n } is not a Cauchy sequence in the τ -measure topology;
(iii) {U n } has no Cauchy subsequences in the τ -measure topology.
Example 3.14. For n ∈ N, define H n := nE 1 n . Since H n ∈ N( 1 n , 1 n ), the sequence {H n } converges to 0 in the τ -measure topology. Let h n be the element of L ∞ ([0, 1]; dµ) corresponding to H n . The function
This shows that {H n } is not a Cauchy sequence in the ultraweak topology. Proof. (i) From example 3.13, it follows that the τ -measure topology is not coarser than the ultraweak topology. Similarly, from example 3.14, it follows that the τ -measure topology is not finer than the ultraweak topology.
(ii) Consider the sequence of positive operators {H n } as defined in example 3.14. We note that H n −→ 0 in the τ -measure topology whereas 1 = τ (H n ) −→ 1. Thus τ is not continuous in the τ -measure topology.
(iii) From example 3.13, the sequence of unitary operators {U n } has no subsequences that are convergent in the τ -measure topology. In other words, the unit ball of M is not sequentially compact and hence, not compact. in the τ -measure topology. Since A α ≤ 1, we have A * α A α ≤ I. By Proposition 3.8,(ii), we note that A * A ≤ I. Let M A be the operator in M aff coresponding to A. For a vector
x ≤ x 2 and thus M A is a bounded operator in the unit ball of M . Thus every Cauchy net in the unit ball of M converges to an operator in the unit ball of M .
Matrix algebras over M aff and M ∆
In this section, M denotes a II 1 factor acting on the Hilbert space H and τ denotes the unique faithful normal tracial state on M . We note that M n (M ) is a II 1 factor with the standard matrix action on H (n) (:= ⊕ n i=1 H ). We denote the normalized trace on M n (M ) by τ n . Let ∆, ∆ n denote the Fuglede-Kadison determinant on M , M n (M ), respectively. The (i, j)th entry of a matrix A is denoted by A ij . The matrix unit which contains I in the (i, j)th entry and 0's elsewhere is denoted by E (ij) . In §1, we briefly discussed the construction of matrix algebras over * -algebras. Since M aff and M ∆ are * -algebras, this provides a formal description of M n (M aff ) and M n (M ∆ ). In this section, we provide operator algebraic descriptions of M n (M aff ) and M n (M ∆ ) by showing that we have the isomorphisms M n (M aff ) ∼ = M n (M ) aff , and M n (M ∆ ) ∼ = M n (M ) ∆n , in a natural way.
Let P denote the product topology on M n (M ) (viewed as M × n 2 · · · × M ) derived from the τ -measure topology on M , and T denote the τ n -measure topology on M n (M ). We note that the topologies P and T are both translation-invariant. From our discussion in §3, it is straightforward to see that the completion of M n (M ) in T may be identified with M n (M ) aff as an ordered complex * -algebra. In Lemma 4.1, we observe that the completion of M n (M ) in P may be identified with M n (M aff ) as a complex * -algebra. Proof. Since P is a translation-invariant topology, we may restrict our attention to nets in P converging to 0. Let {A α }, {B α } be nets in M n (M ) converging in P to 0. Thus for 1 ≤ i, j ≤ n, we note that (A α ) ij −→ 0 and (B α ) ij −→ 0 in the τ -measure topology. 
Proof. (i) Consider the C * -algebra M n (A) acting on H (n) by the matrix action on column vectors. Let x = (x 1 , · · · , x n ), y = (y 1 , · · · , y n ) be unit vectors in H (n) . We note that for 1 ≤ i ≤ n, we have x i ≤ x = 1, y i ≤ y = 1. Using the Cauchy-Schwarz inequality, we observe that
Thus A ≤ 1≤i,j≤n A ij .
(ii) Fix positive integers k, ℓ ≤ n. Let x, y be unit vectors in H . Consider the unit vector x ∈ H (n) which has x at the k th position and 0's elsewhere, and the unit vector y ∈ H (n) which has y at the ℓ th position and 0's elsewhere. Since A kℓ x, y = Ax, y ≤ A , the assertion follows. 
Proof of Claim 2. Let A ∈ 1≤i,j≤n N τ (ε ij , δ ij ). In other words, A ∈ M n (M ) such that A ij ∈ N τ (ε ij , δ ij ). For 1 ≤ i, j ≤ n, there is a projection E (ij) in M such that A ij E (ij) ≤ ε ij and τ (I − E (ij) ) ≤ δ ij . Define E := ∧ 1≤i,j≤n E (ij) ∈ M and consider the projection E := diag(E, n · · ·, E) ∈ M n (M ). We note that the (i, j)th entry of A E is given by A ij E. Since by Lemma 4.2,(i), A E ≤ 1≤i,j≤n A ij E ≤ 1≤i,j≤n A ij E (ij) ≤ 1≤i,j≤n ε ij , and τ n (I n − E) = τ (I − E) = τ (∨ 1≤i,j≤n (I − E (ij) )) ≤ 1≤i,j≤n τ (I − E (ij) ) ≤ 1≤i,j≤n δ ij , we observe that
Claim 3:
For 0 < ε and 0 < δ < 1 16n , we have
Proof of Claim 3. Let A ∈ N τn (ε, δ) and let i, j be fixed positive integers less than n.
Since the matrix unit E (ij) is a contraction in M n (M ), by Corollary 3.2 the matrix A (ij) := E (1i) AE (j1) belongs to N τn (ε, 4δ). Let E be a projection in M n (M ) such that A (ij) E ≤ ε and (4.6) τ n (I n − E) = 1 n τ (I − E 11 ) + · · · + τ (I − E nn ) ≤ 4δ.
As A ij E 11 is the (1, 1)th entry of A (ij) E, from Lemma 4.2, (ii), we have
Since E is a projection in M n (M ), the (1, 1)th entry E 11 ∈ M is a positive contraction. Using the inequality in (4.6), we have 1 − 4nδ ≤ τ (E 11 ) ≤ 1. If the trace of a positive contraction is close to 1, then the spectrum (with multiplicity given by the trace) is concentrated near 1. We illustrate this intuitive fact using the estimate below. Let F λ denote the resolution of the identity relative to E 11 . Keeping in mind that 1
By Claim 2 the topology P is finer than T , and by Claim 3 the topology T is finer than P. In conclusion, the topologies P and T on M n (M ) are equivalent. We encapsulate these observations in the following theorem. For n ∈ N and operators T 1 , · · · , T n ∈ M aff (and T := T 1+ · · ·+ T n ), we have
(Note that the summation symbol is used with respect to+ .)
Proof. We proceed inductively. For n = 1, the inequality trivially holds and is in fact an identity. For n = 2, we note that
Thus writing T as (T− T n )+ T n , we observe that (4.7) T * · P· T ≤ 2 (T− T n ) * · P· (T− T n )+ T * n· P· T n .
By the induction hypothesis, we have
Combining inequalities (4.7), (4.8) , and the fact that T * n· P· T n ≤ 2 n−2 (T * n· P· T n ) for n ≥ 2, we reach the desired conclusion. Proof of Claim 4. Let A ∈ M n (M ) ∆n . Since the matrix units are bounded operators, by Lemma 2.14, note that diag(A ij , 0, · · · , 0) = E (1i) A E (j1) belongs to M n (M ) ∆n . Thus
from which we conclude that A ij ∈ M ∆ for 1 ≤ i, j ≤ n and A ∈ M n (M ∆ ).
By the polar decomposition theorem, we have a unitary operator U ∈ M n (M ) and a positive operator P in M n (M ) aff such that A = UP . As P = U * A, from Lemma 2.14 we observe that P ij = n k=1 U * ki A kj belongs to M ∆ for 1 ≤ i, j ≤ n. Thus P ∈ M n (M ∆ ). Since τ n (log + diag(P 11 , · · · , P nn )) = 1 n (τ (log + P 11 ) + · · · + τ (log + P nn )) < ∞, we have 2 n−1 diag(P 11 , · · · , P nn ) ∈ M n (M ) ∆n . Since n i=1 (E (ii) ) 2 = n i=1 E (ii) = I, by virtue of the parallelogram inequality (see Lemma 4.5) we have P ≤ 2 n−1 n i=1 E (ii) P E (ii) = 2 n−1 diag(P 11 , · · · , P nn ).
(Note that the summation symbol is used above with respect to+ .) From Proposition 2.18, we conclude that P ∈ M n (M ) ∆n and thus A = UP ∈ M n (M ) ∆n .
Applications to the Heisenberg relation
Let M be a II 1 factor acting on the Hilbert space H . In this section, we apply the results proved in earlier sections to provide some necessary conditions for pairs of operators P, Q in M aff satisfying the Heisenberg commutation relation. 
Proof. The result follows from the algebraic identity,
Note that here we have used Theorem 4.6 to conclude that
The following algebraic identity involving free indeterminates x, y, is key to our results concerning the Heisenberg-von Neumann puzzle. Proof. Let, if possible, P and Q be operators in M ∆ such that Q· P− P· Q = iI. Absorbing −i into one of the operators, we may assume that Q· P− P· Q = I. For w ∈ C, denote the open unit disc in C centered at w by B w := {z : |z −w| < 1} ⊂ C. From Theorem 5.2, we observe that µ Q· P (B w ) = µ P· Q (B w ) = µ Q· P− I (B w ) = µ Q· P (B w+1 ) for all w ∈ C. Since µ Q· P is a Borel probability measure, there is λ ∈ C such that µ Q· P (B λ ) > 0. As {B λ+n−1 } n∈N is a collection of mutually disjoint open unit discs, note that µ Q· P (∪ n−1 k=0 B λ+k ) = n µ Q· P (B λ ) for n ∈ N. Thus by choosing n to be sufficiently large, we have µ Q· P (∪ n−1 k=0 B λ+k ) > 1, contradicting the fact that µ Q· P is a probability measure. Thus atleast one of P or Q does not belong to M ∆ ⊃ ∪ p∈(0,∞] L p (M , τ ).
Corollary 5.4. Let P, Q be operators in M aff such that Q· P− P· Q = iI. Then for λ ∈ C, the operators P − λI and Q − λI are one-to-one and have dense ranges in H .
Proof. Absorbing −i into one of the operators, we may assume that Q· P− P· Q = I. By Theorem 5.2,(i), we have r(nI− P * · Q * ) = r(nI− Q * · P * ), for n ∈ Z − {0}.
For an operator T ∈ M aff , define n(T ) := τ (N (T )). Using Proposition 2.5,(i), we also have n(nI− Q· P ) = n(nI− P· Q), for n ∈ Z − {0}.
As Q· P− P· Q = I, for k ∈ N we observe that n(kI− Q· P ) = n((k − 1)I− P· Q) = n((k − 1)I− Q· P ), and n(−kI− P· Q) = n((−k + 1)I− Q· P ) = n((−k + 1)I− P· Q). By induction we conclude that n(kI− Q· P ) = n(Q· P ), and n(−kI− P· Q) = n(P· Q).
For k ∈ N, define E k := N (kI− Q· P ). Note that for distinct positive integers k and ℓ, we have E k ∧ E ℓ = 0. For a projection E ∈ M , let dim c (E) := τ (E) denote the normalized dimension of E. Recall that dim c (E ∨ F ) = dim c (E) + dim c (F ) for projections E, F such that E ∧ F = 0. Thus for n ∈ N we have n dim c (N (Q· P )) = Consequently, dim c (N (Q· P )) = 0 =⇒ N (Q· P ) = 0 =⇒ N (P ) = 0.
Using an analogous argument for the projections N (−mI− P· Q) (m ∈ N), we observe that N (Q) = 0. Taking adjoints of both sides of the relation Q· P− P· Q = I, we get the relation P * · Q * − Q * · P * = I. Thus N (P * ) = 0, N (Q * ) = 0 which by Proposition 2.5,(i), implies that R(P ) = I, R(Q) = I. In other words, we have shown that if the operators P, Q satisfy the relation Q· P− P· Q = I, then P and Q are one-to-one and have dense ranges in H . The proof is complete after noting that if Q· P− P· Q = I, then (Q − λI)· (P − λI)− (P − λI)· (Q − λI) = I for all λ ∈ C.
