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We apply the Wigner function flow vector field (Wigner flow) construct to single bosonic mode
quantum systems interacting with an environment. In terms of the Wigner function quasiprobability
density and associated Wigner flow, the open system quantum dynamics can be concisely expressed
as a continuity equation. Through the consideration of the harmonic oscillator and additively driven
Duffing oscillator in the bistable regime as illustrative system examples, we show how the evolving
Wigner flow vector field on the system phase space yields useful visual insights concerning how
quantum states form through system anharmonicities as well as decohere away due to interactions
with the environment.
I. INTRODUCTION
The Wigner function [1–4] provides a particularly use-
ful visual representation of the state of a bosonic sin-
gle mode quantum system as a real valued function on
the two-dimensional system phase space. Integrating the
Wigner function with respect to the system position co-
ordinate x gives the marginal probability density in the
momentum coordinate p (and vice versa); more gener-
ally, integrating the Wigner function with respect to any
quadrature phase coordinate X1 = x cos(θ) + p sin(θ)
gives the marginal probability density in the comple-
mentary quadrature phase coordinate X2 = −x sin(θ) +
p cos(θ). In terms of the Wigner function, the quan-
tum expectation value of a (Weyl ordered) observable
A(x, p) is evaluated in exactly the same way as for the
corresponding classical system described by a phase space
probability distribution function. Furthermore, the mas-
ter equation that describes the open quantum system dy-
namics gets mapped to a partial differential equation for
the Wigner function dynamics that closely resembles the
Fokker Planck equation for the classical system statistical
dynamics.
Given the close resemblance between the Wigner func-
tion representation of the quantum system dynamical
equations and the corresponding classical statistical dy-
namical equations, the Wigner function has helped pro-
vide an understanding of how classical dynamics arises
by approximation from the underlying quantum dy-
namics [5–14]. Of particular interest in this respect
are nonlinear single mode systems such as the driven,
damped Duffing oscillator. A number of investigations
have employed the Wigner function representation to
explore the resulting quantum phase space dynamics
in parameter regimes where the corresponding classical
nonlinear dynamics exhibits, for example, bistability or
chaos [7, 9, 11–13]. By varying the system damping and
noise (diffusion) due to coupling to the environment, the
quantum to classical transition can be explored in a con-
trollable and visually direct way by comparing the cor-
responding quantum Wigner function phase space and
classical phase space pictures.
However, the Wigner function can take negative val-
ues and so is not a true probability distribution, despite
the properties mentioned above. The presence of regions
in phase space where the Wigner function is negative
is conventionally interpreted as a signature of nonclas-
sicality in the quantum state; With the exception of
Gaussian (i.e., coherent and squeezed) states, all pure
states have negative-valued Wigner function regions and
hence are nonclassical [15]. Well known examples are
the harmonic oscillator energy eigenstates or Fock states
and so-called Schro¨dinger cat states involving superposi-
tions of different coherent states. As with the above-
mentioned quantum-classical correspondence investiga-
tions, the Wigner function has served as a very effective
visual tool in the investigation of the generation and de-
tection of nonclassical states of bosonic, single as well
as few mode quantum systems. A range of investiga-
tions have been carried out involving optical [16, 17],
microwave cavity [18] and superconducting circuit sys-
tems [19–28], as well as nanomechanical systems [13, 29–
33].
A sought after goal for such bosonic mode systems is to
generate macroscopic quantum states that are stable over
long times against the decohering effects of the environ-
ment – possibly even under ‘warm’ conditions where the
environment temperature is large compared to the char-
acteristic frequency scale of the system dynamics. Stabi-
lized macroscopic quantum states are useful not only for
quantum information processing applications, but also
for fundamental explorations, especially concerning how
macroscopic a quantum state can be in the presence of
unavoidable decohering environments.
By ‘macroscopic’, we mean that the average photon or
phonon number of the stabilized system quantum state is
large, while by ‘quantum’ we mean that that the Wigner
function representation of the state has significant nega-
tive regions in the system phase space. How large can a
negative Wigner valued region be? Two classic theorems
that can be easily generalized to mixed states establish
that the Wigner function is generally bounded in mag-
nitude by (pi~)−1 = 2/h [34], while the area of a given
negative Wigner valued region can exceed ~, but where
at least one of the dimensions must be of order
√
~ or
smaller [35]. For example, the N = 2 harmonic oscillator
Fock state has a single negative annular Wigner function
region of area ≈ 4.44 ~ and radial width ≈ 0.765√~.
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2Approaches to stabilizing quantum states involve mea-
surement feedback to control the quantum system dy-
namics [36], as well as so-called autonomous methods
that do not require measurement feedback control. The
latter typically involve ‘reservoir engineering’, where the
effective system-environment interaction is tailored in
such a way as to evolve the system into a quantum state
as well as to protect the state from the decohering effects
of the environment [37–42].
Another approach to autonomously generating quan-
tum states exploits the nonlinearities in the closed
bosonic mode system dynamics – equivalently anhar-
monicities in the system Hamiltonian. The presence of
anharmonicities can cause initial Gaussian states with
associated positive Wigner functions to evolve into non-
classical states with associated negative valued Wigner
functions (see, e.g., Ref. 13). In terms of the quantum
Fokker Planck dynamical equations for the Wigner func-
tion, the root cause of such evolution is the presence of a
third or higher order position derivative term involving
the system potential energy. Only when the potential en-
ergy is anharmonic is this term present and without this
term, the Wigner function dynamical equation coincides
with the classical Fokker Planck equation.
For example, In the case of the driven Duffing os-
cillator with x4 anharmonicity in the potential energy
and the resulting coexistence of bistable large and small
amplitude oscillatory solutions for the classical dynam-
ics, an initial coherent state will transiently evolve into
a Schro¨dinger cat-like state where the Wigner function
displays a sequence of alternating negative and positive
regions in between the corresponding large and small am-
plitude positive Wigner function peaks [13]; in a classi-
cally chaotic regime, an initial coherent state will spread
out in phase space, exhibiting a complex inference pat-
tern of positive and sub-~ (sub-Planckian) scale nega-
tive Wigner function regions [7]. However, depending on
the environment temperature, such non-classical features
will typically diffuse away for the usual device system-
environment couplings, leaving a long time steady state
that is closely approximated by the corresponding classi-
cal system Fokker-Planck equation.
Nevertheless, the question is still largely unresolved
as to whether it might be possible to stabilize quantum
states largely with anharmonicities alone. In particu-
lar, for certain anharmonicity types and drives (whether
externally or internally generated by the system dynam-
ics), we may be able to prepare and maintain quantum
states with significant associated negative Wigner func-
tion regions, despite the counteracting decoherence ef-
fects of environmental noise. Recent relevant develop-
ments in superconducting microwave resonator (as well
as coupled nanomechanical resonator) circuits involving
embedded Josephson junction elements provide strong
motivation for pursuing this question [43–51]. In par-
ticular, the Josephson elements can induce strong effec-
tive anharmonicities in the microwave mode Hamilto-
nian, as well as internally generated drive tones through
the AC-Josephson effect. One consequence is lasing-like
behavior [46], with the continuous, stimulated emission
of amplitude-squeezed microwave photons [47].
With the above motivations in mind, in the present
work we will extend the Wigner formulation of the open
quantum system dynamics and take into account also the
so-called Wigner function flow vector field (or ‘Wigner
flow’ in short) [52, 53]. The Wigner flow allows a particu-
larly concise reformulation of the quantum Fokker Planck
equation as a standard continuity equation, equating (via
the familiar Gauss’s theorem of vector calculus) the rate
of change of the net Wigner quasiprobability within some
two dimensional region to net Wigner flows normal to
the boundary enclosing the region; loosely speaking, the
phase space flow picture is somewhat analogous to a
system involving a distribution of positive and negative
charges (e.g. electrons and holes) that can be annihi-
lated and created, albeit described by a quite different
quantum statistical dynamics.
The potential advantage of bringing the Wigner flows
into play is that they can give a strong visual representa-
tion of how non-classical states form through the system
Hamiltonian anharmonicity, as well as diffuse away due to
the environment. By exploring the relative contributions
to the net Wigner flow across the boundary of a given
negative region arising from the system Hamiltonian an-
harmonicity and from the interactions with the environ-
ment, we may be able to improve our understanding of
how to ‘engineer’ system Hamiltonian anharmonicities
and drive stones so as to stabilize macroscopic bosonic
quantum states in the face of environmental noise. The
present work gives some initial steps in this direction.
In Sec. II, we introduce the Wigner flow formulation
of the quantum Fokker-Planck equation, giving as spe-
cific system examples the harmonic oscillator and addi-
tively driven Duffing oscillator. In Sec. III we present
our numerical results, which include simulations of the
open harmonic and Duffing oscillator Wigner function
and flows. Section IV discusses our numerical results
and in particular gives some initial steps towards an un-
derstanding of how negative Wigner function regions can
form and diffuse away from a Wigner flow perspective.
In Sec. V, we give some concluding remarks.
II. THE WIGNER FLOW
For a one dimensional particle with Hamiltonian H =
p2/(2m) +mω20x
2/2 + V (x, t), where V (x, t) is the (time
dependent) anharmonic potential energy, a possible Lind-
blad master equation that describes the quantum dynam-
ics of the system state characterized by density matrix
ρ(t) interacting weakly with an oscillator bath can be
written as follows:
dρ
dt
= − i
~
[H, ρ] +
γ
2
(n¯+ 1)
(
2aρa† − a†aρ− ρa†a)
+
γ
2
n¯
(
2a†ρa− aa†ρ− ρaa†) , (1)
3where γ is the system energy damping rate, n¯ =
(e~ω0/(kBT ) − 1)−1 is the Bose-Einstein thermal average
occupation number of the temperature T bath at the
characteristic frequency ω0 of the system Hamiltonian.
Strickly speaking, the master equation (1) is valid to
a good approximation provided the system-environment
interaction is weak: γ  ω0, the temperature is in the
range ~γ  kBT  ~ω0, and the anharmonic potential
is sufficiently weak [54]. However, as is frequent practice,
we will assume that the master equation still gives rea-
sonable open system quantum dynamics even for larger
temperatures kBT ∼ ~ω0.
The Wigner function representation of the quantum
state ρ(t) as a real-valued function on phase space can
be defined as [1–4]
W (x, p, t) =
1
pi~
∫ +∞
−∞
dy e−2ipy/~〈x+ y|ρ(t)|x− y〉
=
1
pi~
∫ +∞
−∞
dp′ e+2ip
′x/~〈p+ p′|ρ(t)|p− p′〉.
(2)
Expressing the master equation (1) in terms of the
Wigner function (2), we obtain the so-called quantum
Fokker-Planck equation
∂W
∂t
= − p
m
∂W
∂x
+
(
mω0x+
∂V
∂x
)
∂W
∂p
+
∑
n≥1
(−1)n(~/2)2n
(2n+ 1)!
∂2n+1
∂x2n+1
V
∂2n
∂p2n
W
+
γ
2
∂
∂x
[
xW + ~
(
n¯+
1
2
)
1
mω0
∂W
∂x
]
+
γ
2
∂
∂p
[
pW + ~
(
n¯+
1
2
)
mω0
∂W
∂p
]
. (3)
The Wigner flow vector fields for the system ([52, 53])
and environment are,respectively
Jsys =
(
p
mW
−∑n=0 (−1)n(~/2)2n(2n+1)! ∂(2n+1)x V ′∂(2n)p W
)
(4)
and
Jenv = −γ
2
(
xW + ~
(
n¯+ 12
)
(mω0)
−1∂xW
pW + ~
(
n¯+ 12
)
mω0∂pW
)
, (5)
where the first row is the position x component and the
second row is momentum p component of the flow vector,
and where we have used the shorthand notation V ′ =
1
2mω
2
0x
2 + V , ∂x ≡ ∂∂x , and ∂p ≡ ∂∂p . The environment
flow can be further decomposed as a sum of damping and
diffusion contributions: Jenv = Jdamp + Jdiff , where
Jdamp = −γ
2
(
xW
pW
)
(6)
and
Jdiff = −γ~
2
(
n¯+
1
2
)(
(mω0)
−1∂xW
mω0∂pW
)
. (7)
In terms of the system and environment flows, the master
equation for the Wigner function (3) takes the concise
form of a continuity equation:
∂W
∂t
+∇ · J = 0, (8)
where J = Jsys + Jenv and ∇ = (∂x, ∂p).
The driven Duffing oscillator is characterized by the
anharmonic + additive driving potential
V (x, t) =
λ
4
x4 − xF cos(ωdt), (9)
where the parameter λ gives the strength of the anhar-
monic potential, the parameter F gives the strength of
the time-dependent sinusoidal drive, and ωd is the drive
frequency. Substituting Eq. (9) into Eq. (4), we obtain
for the driven Duffing oscillator system Wigner flow:
JDuff =
( p
mW[
−mω0x+ F cos(ωdt)− λx3 + ~2λ4 x∂2p
]
W
)
.
(10)
For the harmonic oscillator the system Wigner flow
simplifies to
JHO =
(
p
mW−mω0xW
)
. (11)
In the numerical investigations below, it is conve-
nient to work in terms of dimensionless forms of the
Wigner function and flow. In terms of the length unit
x0 =
√
~/(mω0) and time unit t0 = ω−10 , we trans-
form the various coordinates and parameters into dimen-
sionless form as follows: x˜ = x/x0, p˜ = p/(mω0x0),
F˜ = x0F/(~ω0), λ˜ = λx4/(~ω0), γ˜ = γ/ω0, ω˜d = ωd/ω0,
and t˜ = ω0t, where the tilde denotes the dimensionless
form. The dimensionless form for the Wigner function is
W˜ = ~W
=
1
pi
∫ +∞
−∞
dy e−2ipy/~〈x+ y|ρ(t)|x− y〉
=
1
pi
∫ +∞
−∞
dy˜ e−2ip˜y˜〈x˜+ y˜|ρ(t)|x˜− y˜〉, (12)
where |x˜〉 = √x0|x〉 [so that 〈x˜|x˜′〉 = δ(x˜ − x˜′)]. The
continuity equation becomes in dimensionless form:
∂W˜
∂t˜
+ ∇˜ · J˜ = 0, (13)
where J˜ = J˜Duff + J˜env, with
J˜Duff =
(
p˜W˜[
−x˜+ F˜ cos(ω˜dt˜)− λ˜x˜3 + λ˜4 x˜∂2p˜
]
W˜
)
,
(14)
and
J˜env = J˜damp + J˜diff , (15)
4with
J˜damp = − γ˜
2
(
x˜W˜
p˜W˜
)
(16)
and
J˜diff = − γ˜
2
(
n¯+
1
2
)(
∂x˜W˜
∂p˜W˜
)
. (17)
For the harmonic oscillator, we have for the dimensionless
flow: J˜ = J˜HO + J˜env, with
J˜HO =
(
p˜W˜
−x˜W˜
)
(18)
and J˜env given by Eq. (15)
From now on, we drop the tildes for notational con-
venience, the dimensionless form of the parameters and
coordinates understood.
III. NUMERICAL RESULTS
In this section we present the results of our numeri-
cal solutions to the Wigner function W and associated
flow vector field J for the undriven, open harmonic and
driven Duffing oscillator systems. This involves first solv-
ing the Lindblad master equation (1) for the system den-
sity matrix ρ(t) using QuTiP [55] and then evaluating
the Wigner function and flows in terms of the density
matrix; the source code can be obtained from Ref. 56.
Complete videos of each simulation can be viewed at
Ref. 57. While the Wigner function time dependence for
the open harmonic oscillator system can be determined
analytically [58, 59], we nevertheless solve the harmonic
oscillator master equation numerically as a check on the
validity of our code.
In the following Wigner function plots, regions color-
coded blue correspond to positive Wigner function value,
red regions correspond to negative Wigner function value,
while the local color density gives a measure of the
Wigner function magnitude.
A. Harmonic Oscillator
Figure 1 shows snapshots of the evolving Wigner func-
tion and associated flow J = JHO +Jenv for the harmonic
oscillator initially in an N = 2 Fock state [52] and in the
presence of a zero temperature bath; the damping rate is
chosen to be γ = 0.01. A unit area square correspond-
ing to Planck’s constant ~ in our dimensionless units is
indicated at the bottom right of each figure to give the
scale, while the arrow legend at the top left of each figure
indicates the scale for the flow vector field. The snapshot
times are given in multiples of the free oscillation period
τ = 2pi/ω0 = 2pit0. Figure 2 shows the same evolving
Wigner function snapshots as in Fig. 1 but with just the
environmental diffusion flow Jdiff (17) indicated.
Figures 3 and 4 show snapshots of the evolving Wigner
function and associated full and environmental diffusion
flows, respectively, for the harmonic oscillator in an ini-
tial superposition of coherent states separated by x = 4;
the damping rate is γ = 0.01 and the bath temperature
T = 0.
In the final indicated snapshots corresponding to t =
100τ [Figs. 1-4(c)], the Wigner function and flows hardly
change between subsequent snapshots separated by a free
oscillation period (see also the strobe videos [57]), indi-
cating that the system dynamics has reached a steady
state to a good approximaton. This is to be expected
given that γt = 2pi, i.e., final the snapshot time is ap-
proximately six times longer than the harmonic oscillator
relaxation time.
B. Duffing Oscillator
We now turn to the numerical solution of the Wigner
function and associated flow vector field for the damped,
driven Duffing oscillator. We choose the dimensionless
Duffing oscillator parameter values λ = 0.05 (anharmonic
strength), ωd = 1.09 (drive frequency), F = 0.092 (drive
strength), and γ = 0.01 (damping rate). These param-
eter values result in the classical Duffing oscillator ex-
hibiting bistability for the steady state dynamics at zero
temperature, corresponding to coexisting small and large
amplitude oscillations. For the above parameter choices,
these small and large steady state amplitudes are 0.52
and 2.46, respectively.
Figure 5 shows snapshots of the evolving Wigner func-
tion and associated flow J = JDuff +Jenv for the Duffing
oscillator initially in an undisplaced coherent state and
in the presence of a zero temperature bath; the snap-
shot times are given in multiples of the drive period
τd = 2pi/ωd. Figure 6 shows the same evolving Wigner
function snapshots as in Fig. 5, but with just the environ-
mental diffusion flow Jdiff (17) indicated. Figures 7 and 8
show snapshots of the evolving Wigner function together
with the full flow and environmental diffusion flows, re-
spectively, but at nonzero temperature T = 2~ω0/kB .
In the final indicated snapshots corresponding to t =
300τd [Figs. 6-8(c)], the Wigner function and flows hardly
change between subsequent snapshots separated by a
drive period (see also the strobe videos [57]); these final
snapshots should therefore correspond pretty accurately
to the long time limit steady state Wigner function and
flows.
IV. DISCUSSION
Common to the harmonic and Duffing oscillator quan-
tum dynamics indicated in Figs. 1, 3, 5, and 7, the di-
rection of the flow J in the regions of positive-valued
Wigner function is clockwise about the phase space ori-
gin, just as is the case for an evolving classical probabil-
5(a) t = 0 (initial state) (b) t = 4τ (c) t = 100τ
FIG. 1. Snapshots of evolving harmonic oscillator Wigner function and associated flow vector field J = JHO +Jenv for an initial
N = 2 Fock state with damping rate γ = 0.01 and bath temperature T = 0.
(a) t = 0 (initial state) (b) t = 4τ (c) t = 100τ
FIG. 2. Snapshots of evolving harmonic oscillator Wigner function and associated environmental diffusion flow vector field Jdiff
for an initial N = 2 Fock state with damping rate γ = 0.01 and bath temperature T = 0.
ity density that results from solving the corresponding
classical Fokker-Planck equation for some initial prob-
ability distribution; for the harmonic oscillator system,
the Wigner flow continuity equation (8) coincides with
the classical, Brownian motion Fokker-Planck equation,
while for the Duffing oscillator the Wigner flow continu-
ity equation (8) differs from the classical Fokker-Planck
equation only in the presence of the system quantum flow
term (0, λx∂2pW/4) [see Eq. (14)]. In contrast, the flow
direction in the regions of negative-valued Wigner func-
tion is counterclockwise, i.e., in the opposite direction to
the corresponding classical flow [52, 53, 60].
In Figs. 2, 4, 6, and 8, we can see that for any negative-
valued Wigner function region, the diffusion contribution
to the environmental flow Jdiff is always directed inwards
on the boundary of the negative region, with the result
that the environmental diffusion flow acts to destroy neg-
ative regions. This is just the process of decoherence
viewed in terms of the Wigner flow.
In order to gain a better understanding of how regions
where the Wigner function is negative initially form, are
stabilized, or eventually disappear, let us suppose that
the Wigner function at some given time instant t is neg-
ative in certain regions of phase space. This is the case
for the initial Fock state and coherent state superposition
examples considered above (see Figs. 1-4), while for the
Duffing oscillator, we see that negative Wigner function
regions are generated through the dynamics (Figs. 5-8).
Consider a particular negative region with phase space
area A(t) and boundary ∂A(t), where the indicated t-
dependence accounts for the fact that the negative re-
gion evolves in time. In particular, the boundary is de-
fined by W (x, p, t)|∂A(t) = 0. A measure of the degree of
negativity of the region is given by the negative ‘volume’
6(a) t = 0 (initial state) (b) t = 4τ (c) t = 100τ
FIG. 3. Snapshots of evolving harmonic oscillator Wigner function and associated flow vector field J = JHO +Jenv for an initial
superposition of coherent states with separation x = 6; the damping rate γ = 0.01 and bath temperature T = 0.
(a) t = 0 (initial state) (b) t = 4τ (c) t = 100τ
FIG. 4. Snapshots of evolving harmonic oscillator Wigner function and associated environmental diffusion flow vector field Jdiff
for an initial superposition of coherent states with separation x = 6; the damping rate γ = 0.01 and bath temperature T = 0.
under the integral
∫
A(t)
dxdpW (x, p, t). From Eqs. (13)-
(17) and Gauss’s theorem, the time rate of change of this
negative volume is
d
dt
∫
A(t)
dxdpW (x, p, t) =
λ
4
∫
∂A(t)
dsn · (0,−x) ∂
2W
∂p2
+
γ
2
(
n+
1
2
)∫
∂A(t)
dsn · ∇W, (19)
where we have used the fact that the Wigner function
vanishes on the boundary ∂A(t), s parametrizes the
boundary curve, and n is the unit vector outwards nor-
mal to the curve.
For the harmonic oscillator system, the first term on
the right hand side of the equals sign in Eq. (19) vanishes
(since λ = 0) and the rate of change of the region neg-
ativity is affected solely by the environmental diffusion
flow (17). Since the Wigner function is by definition neg-
ative on the interior region and positive on at least the
immediate exterior region of the boundary ∂A(t), the
gradient ∇W points outwards so that n · ∇W ≥ 0 ev-
erywhere on the boundary. Therefore, for the harmonic
oscillator we have that
d
dt
∫
A(t)
dxdpW (x, p, t) ≥ 0 (20)
and we thus see that the size of the negative regions al-
ways decreases with time at a rate governed by the envi-
ronmental diffusion flow.
On the other hand, for the Duffing oscillator system
(λ 6= 0), we see from Eq. (19) that the rate of change of
the region negativity is governed by two flow contribu-
tions: the system quantum flow (0, λx∂2pW/4) and the en-
vironmental diffusion flow (17). Since the environmental
7(a) t = 0 (initial state) (b) t = 18τd (c) t = 300τd
FIG. 5. Snapshots of evolving Duffing oscillator Wigner function and associated flow vector field J = JDuff + Jenv for an initial
undisplaced coherent state; the damping rate γ = 0.01 and bath temperature T = 0.
(a) t = 0 (initial state) (b) t = 18τd (c) t = 300τd
FIG. 6. Snapshots of evolving Duffing oscillator Wigner function and associated environmental diffusion flow vector field Jdiff
for an initial undisplaced coherent state; the damping rate γ = 0.01 and bath temperature T = 0.
diffusion destroys negative regions, the system quantum
flow must therefore be responsible for the initial gener-
ation and possible eventual stabilization of negative re-
gions in the steady state. In particular, for a growing
negative region we necessarily require that
λ
4
∫
∂A(t)
dsn · (0,−x) ∂
2W
∂p2
< 0. (21)
If the term ∂2pW were a constant on the boundary ∂A(t)
of a negative region, then the integral in Eq. (21) would
simply vanish. Supposing that ∂2pW
∣∣
∂A(t)
≥ 0 [i.e.,
W (x, p) is concave upwards with respect to its momen-
tum dependence on the boundary ∂A(t)] and for positive
anharmonic coupling strength λ > 0, the term ∂2pW must
therefore be larger on segments of the boundary where
n · (0,−x) < 0 for condition (21) to hold. Referring to
Fig. 9, we thus see that negative regions will tend to form
at the leading edges of the clockwise rotating Wigner
function peaks. The instant at which the first negative
region appears for our Duffing oscillator simulations is
shown in Fig. 10, which appears to be in accord with the
above prediction.
Eventually, the negative regions practically vanish even
at zero temperature as is clear from Fig. 5(c). Because
the chosen parameter values result in coexisting small
and large amplitude stable oscillations for the classi-
cal dynamics, the Wigner function must correspondingly
spread out through flow and quantum diffusion from its
initially narrow and strongly peaked coherent state dis-
tribution [Fig. 5(a)]. As a result, the magnitude of the
term ∂2pW must decrease overall, and with the small cho-
sen anharmonic coupling strength value λ (= 0.05), the
system quantum term is too weak to counter the deleteri-
8(a) t = 0 (initial state) (b) t = 18τd (c) t = 300τd
FIG. 7. Snapshots of evolving Duffing oscillator Wigner function and associated flow vector field J = JDuff + Jenv for an initial
undisplaced coherent state; the damping rate γ = 0.01 and bath temperature T = 2~ω0/kB .
(a) t = 0 (initial state) (b) t = 18τd (c) t = 300τd
FIG. 8. Snapshots of evolving Duffing oscillator Wigner function and associated environmental diffusion flow vector field Jdiff
for an initial undisplaced coherent state; the damping rate γ = 0.01 and bath temperature T = 2~ω0/kB .
ous effects of the diffusion term in Eq. (19) and stabilize
sizable negative regions.
Although only small negative Wigner function regions
remain in the steady state for the considered Duffing pa-
rameter values, under the right conditions it might be
possible to generate and stabilize sizable negative Wigner
function regions, perhaps even at non-zero temperatures.
In particular, the form of the quantum term in Eq. (19)
and the accompanying picture provided by Fig. 9 sug-
gest that negative regions are favored by large magnitude
anharmonic coupling, single amplitude oscillatory solu-
tions where the corresponding rotating Wigner function
remains narrow and strongly peaked so as to ensure that
the term ∂2pW at the leading (trailing) edge for λ > 0
(λ < 0) is sufficiently large. One possible way to main-
tain large values for ∂2pW at the leading and trailing peak
edges might be through the continuous squeezing of the
momentum uncertainty noise [61].
V. CONCLUSION
In this present work, we extended the Wigner phase
space formulation of open quantum system dynamics to
include a description of the Wigner flow vector fields on
phase space. This enables the quantum Fokker-Planck
equation describing the Wigner function dynamics to be
written in the concise form of a continuity equation. The
evolving Wigner flows were investigated numerically for
a harmonic oscillator and a driven Duffing oscillator in
the bistable regime, the latter serving as an illustrative
anharmonic system. Through the application of the two-
dimensional Gauss’s theorem to boundary-enclosed, neg-
ative Wigner function regions on system phase space, we
9FIG. 9. Simplified picture of negative-valued Wigner func-
tion regions indicated as red discs and the dominant positive-
valued Wigner function regions indicated as blue semicircular
arches. The indicated relative positioning of these regions in
the x > 0 and x < 0 half-planes is dictated by the sign of
the dot product (0,−x) · n, where n is the unit vector out-
wards normal to the negative region boundary circle ∂A(t).
In particular, (0,−x) · n < 0 for the upper semicircle bound-
ary segment in the x > 0 half-plane and (0,−x) ·n < 0 for the
lower semicircle boundary segment in the x < 0 half-plane.
saw that the formation and disappearance of the nega-
tive regions are governed solely by the so-called quantum
flow due to the system anharmonicity and the diffusion
flow across the negative region boundaries. By examin-
ing the form of these specific contributions to the total
Wigner flow, we were able to gain some initial insights
as to how negative regions form as a result of the system
anharmonicity, as well as how they might be stabilized
through the use of suitable system anharmonicities and
drive tones.
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(a) t = 2.0τd (b) t = 2.1τd (c) t = 2.2τd
FIG. 10. Snapshots showing the formation of the first negative Wigner region (appearing in the lower right quadrant) for the
Duffing Oscillator at bath temperature T = 0. Wigner functions are scaled in order to resolve the initial negative region.
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