has been applied to optimize the radiation characteristics of a 4 4 array of parasitically loaded microstrip-patch antennas in terms of sidelobe level (SLL), main-lobe half-power beamwidth, and dynamic range (DR). The geometry of the array configuration is fixed and the genetic algorithm (GA) finds the complex feeding coefficients of each element in the array.
I. INTRODUCTION
T HE design of low-cost antenna systems for wireless communications is a topic of great interest in current industry. Microstrip-patch radiators are widely used due to their compact size, ease of manufacture, and low price [1] . An array of these elements is commonly employed in order to meet the required specifications for a given application, and geometries including parasitic elements and low-loss substrates are usually considered to increase the bandwidth as patch radiators are inherently narrow-band devices [1] . In [2] , a robust low-cost array of uniformly fed microstrip-patch antennas printed on a foam-like substrate was designed to operate between 3.4 and 3.6 GHz. A layer of parasitic elements, also printed on the same foam-like material, was stacked over the array to enhance its bandwidth.
In this paper, we use a Pareto multiobjective genetic algorithm (MOGA) [3] to improve the above-mentioned microstriparray design in order to reduce the half-power beamwidth (HPBW) or the sidelobe level (SLL), without dramatically increasing the dynamic range (DR). As there are many parameters involved in the design process, our aim is to provide the designer with alternative solutions that fulfill different requirements instead of giving only a particular one. MOGA is a very appropriate tool for the design of such antenna arrays, as they are capable of dealing with conflicting parameters yielding not a single optimum solution but a set of optimum ones, the so-called Pareto set, from which the designer can select the suitable tradeoff solution. Several authors have applied genetic algorithm (GA) methods to design antenna arrays [4] . In particular, a MOGA was used in [5] for the design of thinned antenna arrays and a single objective GA procedure is introduced in [6] for the synthesis of microstrip patch antenna arrays mounted on arbitrary PEC surfaces. This paper describes the application of the MOGA to the optimization of the microstrip-antenna array introduced in [2] and the results found.
II. GA MICROSTRIP-ARRAY DESIGN
A three-objective Pareto GA tool has been developed to optimize the characteristics of the planar microstrip-antenna array previously designed by the authors and presented in [2] . The array was located on the -plane, with the elements 3.7 cm apart in the direction and 4.7 cm in the direction (distances measured from the centers of the elements), and it was uniformly fed DR . The geometry of a single-patch element can be seen in Fig. 1 . It consists of a metallic patch printed on top of a plastic film backed by a foam-like material. A smaller parasitic patch was also printed on plastic on top of a substrate and stacked over the main patch to enhance its bandwidth and maintain the radiation pattern approximately constant across the entire frequency range (3.4-3.6 GHz). With this configuration, a directivity of 22.24 dBi at 3.5 GHz was achieved with the main lobe in the broadside direction; the HPBW was 324 degrees , and the SLL was 25 dB below the main lobe.
Here, we consider that the array may be nonuniformly excited with being the complex feeding current of the radiator and we employ a MOGA in order to achieve the desired compromise between the three parameters involved, i.e., SLL, HPBW, and DR. To this end, a set of microstrip arrays that constitute the initial GA generation are randomly formed. This population is composed of 20 chromosomes and a constant population model is used. A specific array is characterized by just 4 of the 16 complex coefficients , because the excitation is forced to be symmetric, i.e.,
Therefore, one individual or chromosome is the collection of four genes, which represent coded versions of the four relevant current-feeding coefficients.
We take advantage of the usual fact that the mutual coupling between single elements in this array is small enough to be neglected. Thus, the radiation intensity of each individual is calculated from the closed-form array factor and the single-element radiation pattern previously obtained with an appropriate simu-lator (we here employed Ensemble [7] ). In case of strong coupling between the elements, the optimization procedure here described would not change, but now the simulator should be employed to obtain the radiation pattern of each individual, with the subsequent increase in computational resources.
To measure the goodness of a given individual and to permit the algorithm to evolve toward an optimal design, the following three fitness functions are defined:
where 12 dB and degrees , are chosen to control the slope of the functions in the fitness-functions space. In addition, constraints are incorporated into the fitness functions [8] , and, in order to achieve a maximum of the radiation pattern in the broadside direction, a death penalty [9] , [10] is imposed on those individuals whose overall maximum does not fulfill this condition . The joint maximization of the three functions in (1) must contribute to finding individuals with minimum SLL, HPBW, and DR.
After the application of the GA operators [3] of the tournament method, the one-point crossover, and a Gaussian-probability-distribution mutation, the multiobjective GA procedure renders a front or surface of optimal solutions from which the designer can select the individual that best fits the requirements of the problem at hand. The procedure is applied by means of domination schemes using triangular sharing functions to guarantee diversity in the final set of optimal solutions [3] . The specific GA adopted in this work employs both a crossover operator and a mutation operator with probabilities of 80% and of 2%, respectively, and the amplitude and phase ranges were coded as 12-bit binary numbers. each generation in the GA process. As GA progresses, the envelope of the graph evolves to an optimal set of solutions or dominant individuals, the Pareto front, which is shown as black-dot symbols in the figure and corresponds to the result after 3000 generations. It can be appreciated from the figure that the individuals tend to accumulate along planes correspondingto discrete values of . The reason for this is the annihilation of individuals due to the use of the death penalty [9] , [10] . Fig. 2 confirms that HPBW, SLL, and DR are conflicting parameters and there is no single design which is best in all respects. The actual utility of this set of optimum solutions is that it gives the designer the ability to choose the configuration most suited to the specified requirements of the problem at hand. As an example, we have selected from Fig. 2 all the individuals provided by GA with degrees and degrees , which are the maximum and minimum values of HPBW calculated, and we have plotted them in Figs. 3 and 4 , respectively. Seeking a tradeoff solution, we have chosen the two individuals marked A and B in Figs. 3 and 4 , respectively, whose specific feeding coefficients are given in Tables I and II . Both correspond to solutions that present reasonable values of SLL without excessively deteriorating the DR. Note in Fig. 4 that a small change in DR (from 1 to 1.11) enables a considerable improvement in the SLL parameter (from 1.7 dB to 15.21 dB). Table III summarizes the results of HPBW, SLL, DR for each of the individuals chosen and for the uniformly fed original configuration. For completeness, we have also included the results for two other GA solutions corresponding to intermediate values of HPBW (called individuals C and D). Their feeding coefficients are found in Tables IV and V. All the parameters have been numerically computed using Ensemble with the amplitude of the currents rounded off to the first decimal while introducing random variations in the phase of each element of degrees in order to take into account the possible errors associated with the implementation of a feeding network. The directivity for all of the antennas is also given in Table III and the radiation patters are shown in Figs. 5-8. It should be also mentioned that, for comparison with the uniformly excited configuration described above, we have fed all the elements with the same input power by appropriately normalizing the feeding-current amplitudes.
Since the input power is the same for all the configurations, and the differences between the feeding of the current elements is not high there are no more than 3 dB of difference between the D   TABLE IV  FEEDING COEFFICIENTS FOR INDIVIDUAL C IN FIGURE   TABLE V  FEEDING COEFFICIENTS 6 dB while maintaining almost the same directivity and HPBW but multiplies the DR by 1.5. Individual B has the smallest HPBW but increases the SLL. Lowering the HPBW, decreases the directivity, although keeps DR close to .
In summary, a set of optimum individuals are found among which the designer has the freedom to choose the appropriate tradeoff for a particular application.
IV. CONCLUSION
A multiobjective GA algorithm has been applied to the design of a microstrip-antenna array, optimizing its HPBW, sidelobe level, and dynamic range. The main advantage of the MOGA is that it provides a set of optimal solutions from which the designer can choose the most suitable one, depending on the particular design specifications. Since thefunction actually optimized is the array factor times the element radiation pattern, the technique can be easily extended to arrays comprised of other types of radiators. In this paper, we have successfully employed the method to improve a previous microstrip-antenna array design.
