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Abstract
Given a Hamiltonian H on a Hilbert space H it is shown that, under the assumption
that σ(H) = σac(H) = R
+, there exist unique positive operators TF and TB register-
ing the Schro¨dinger time evolution generated by H in the forward (future) direction and
backward (past) direction respectively. These operators may be considered as time observ-
ables for the quantum evolution. Moreover, it is shown that the same operators may serve
as time observables in the construction of quantum stochastic differential equations and
quantum stochastic processes in the framework of the Hudson-Parthasarathy quantum
stochastic calculus. The basic mechanism enabling for the definition of the time observ-
ables originates from the recently developed semigroup decomposition formalism used
in the description of the time evolution of resonances in quantum mechanical scattering
problems.
1 Introduction
The recently developed semigroup decomposition formalism for the description of the time
evolution of quantum mechanical resonances [28, 29, 27] utilizes two central ingredients,
namely the Sz.-Nagy-Foias theory of contraction operators and strongly contractive semi-
groups on Hilbert space [32] and the contractive nesting of Hilbert spaces, i.e., the embedding
of one Hilbert space into another via a contractive quasi-affine transformation [13], in order to
decompose the time evolution of resonances in standard, non-relativistic, quantum mechan-
ical scattering problems into a sum of a semigroup part and a non-semigroup part. In this
decomposition the semigroup part, given in terms of a Lax-Phillips type semigroup (see for
example [27] for the terminology used here), is the resonance term and the non-semigroup part
is called the background term. The complex eigenvalues of the generator of the semigroup,
providing the typical exponential decay behaviour of the resonance part, are associated with
resonance poles of the scattering matrix. In fact, under appropriate conditions, the scattering
matrix can be factored and the rational part of this factorization corresponds to the charac-
teristic function (see for example [32]) of the cogenerator of the (adjoint of) the resonance part
semigroup. By a theorem of Sz.-Nagy and Foias ([32], Chap. VI, Sec. 4) the characteristic
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function determines uniquely the spectrum of the generator of the resonant part Lax-Phillips
type semigroup. The close relation between resonance poles of the S-matrix and the time
evolution of a resonance is thus clearly exhibited.
As mentioned above, the semigroup decomposition formalism uses the Sz.-Nagy-Foias the-
ory in order to extract the semigroup part of the evolution of a resonance. Specifically, use is
made of a Hardy space functional model for the C·0 class contractive semigroup (a Lax-Phillips
type semigroup in the terminology used above) corresponding to the exponentially decaying
resonance part of the evolution. This functional model is associated with the construction
of isometric dilations of C·0 class semigroups [32, 18, 14, 20, 34, 35] (see also [28] for a short
review of the mathematical structures involved). A central ingredient of this functional model
is a particular semigroup on Hardy space which we will presently define.
Denote by C+ the upper half of the complex plane and let H2N (C
+) be the Hardy space
of vector valued functions analytic in the upper half-plane and taking values in a separable
Hilbert space N . Similarly, H2N (C
−) denotes the Hardy space of N valued functions analytic
in the lower half-plane C−. The set of boundary values on R of functions in H2N (C
+) is
a Hilbert space isomorphic to H2N (C
+) which we denote by H+N (R). In a similar manner
H
−
N (R), the space of boundary values of functions in H
2
N (C
−), is isomorphic to H2N (C
−).
Throughout the present paper we mostly deal with dimN = 1, i.e., the case scalar valued
functions. In this case we denote by H2(C+) and H2(C−) the Hardy spaces of the upper
half-plane and lower half-plane respectively. The spaces of boundary value functions on the
real axis are then denoted by H+(R) and H−(R). Define a family {u(t)}t∈R of unitary,
multiplicative operators u(t) : L2N (R) 7→ L
2
N (R) by
[u(t)f ](σ) = e−iσtf(σ), f ∈ L2N (R), σ ∈ R , (1)
The family {u(t)}t∈R forms a one parameter group of multiplicative operators on L
2
N (R). Let
P+ be the orthogonal projection of L
2
N (R) on H
+
N (R). A Toeplitz operator with symbol u(t)
[21, 22, 33] is an operator T+u (t) : H
+
N (R) 7→ H
+
N (R) defined by
T+u (t)f := P+u(t)f, f ∈ H
+
N (R) . (2)
The set {T+u (t)}t∈R+ forms a strongly continuous, contractive, one parameter semigroup on
H
+
N (R) satisfying
s− lim
t→∞
T+u (t) = 0 .
Moreover, we have
‖T+u (t2)f‖ ≤ ‖T
+
u (t1)f‖, t2 > t1, f ∈ H
+
N (R) .
The functional model providing the semigroup evolution of the resonance term in the semi-
group decomposition formalism is obtained by the compression of the semigroup {T+u (t)}t∈R+
to an invariant subspace Kˆ ⊂ H+N (R) given by
Kˆ = H+N (R)⊖ΘT (·)H
+
N (R) (3)
where ΘT (·) : H
+
N (R) 7→ H
+
N (R) is an inner function [33, 21] (also [15, 9] for the scalar
case) for H+N (R). In the semigroup decomposition formalism ΘT (·) is associated with the
scattering matrix. In fact, it corresponds to the rational factor in the factorization of the
S-matrix mentioned above.
2
Observe that the semigroups above are defined in terms of abstract function spaces i.e.,
Hardy spaces and certain subspaces of Hardy spaces. A natural question is how are these
semigroups linked to the physical Hilbert space and physical evolution of a given quantum
mechanical system. In the semigroup decomposition formalism this is the role of the quasi-
affine transform mentioned above. We first recall the definition of a quasi-affine map (in
Definition 1 and through the rest of the paper B(H) denotes the space of bounded linear
operators on H)
Definition 1 (quasi-affine map) A quasi-affine map from a Hilbert space H1 into a Hilbert
space H0 is a linear, injective, continuous mapping of H1 into a dense linear manifold in H0.
If A ∈ B(H1) and B ∈ B(H0) then A is a quasi-affine transform of B if there is a quasi-affine
map θ : H1 7→ H0 such that θA = Bθ.
If θ : H1 7→ H0 is a quasi-affine mapping then θ
∗ : H0 7→ H1 is also quasi-affine, that is θ
∗ is
one to one, continuous and its range is dense in H1. Moreover, if θ1 : H0 7→ H1 is quasi-affine
and θ2 : H1 7→ H2 is quasi-affine then θ2θ1 : H0 7→ H2 is quasi-affine [32].
Consider a seperable Hilbert space H and a one parameter unitary evolution group
{U(t)}t∈R on H generated by a self-adjoint Hamiltonian H. We will assume that the spec-
trum of H satisfies σ(H) = σac(H) = ess supp σac(H) = R
+. For simplicity we will assume
furthermore that the multiplicity of σ(H) is one. By a slight variation of a fundamental theo-
rem proved in reference [28] one can then prove the existence of a mapping Ωf : H 7→ H
+(R)
such that
(i) Ωf is a contractive quasi-affine mapping of H into H
+(R).
(ii) For t ≥ 0, U(t) is a quasi-affine transform of the Toeplitz operator T+u (t). For every
g ∈ H we have
ΩfU(t)g = T
+
u (t)Ωfg, t ≥ 0 . (4)
(here the subscript f in Ωf designates forward time evolution). We note that in the case of
the semigroup decomposition one constructs two different such quasi-affine transformations,
denoted Ωˆ± and corresponding respectively to the two Møller wave operators for a given
scattering problem. One then defines what is called the nested S-matrix Snest := Ωˆ+Ωˆ
−1
− (see
appropriate definitions in [29]).
By the remarks following the definition above of a quasi-affine mapping, if Ωf : H 7→
H
+(R) is quasi-affine then Ω∗f : H
+(R) 7→ H is quasi-affine with range dense in H. Denoting
T−1F := Ω
∗
fΩf we find that T
−1
F : H 7→ H is a quasi-affine mapping with range dense in H.
Setting ΣΩf := Ran (T
−1
F ) one can show that T
−1
F is a positive, bounded, self-adjoint operator
with a self-adjoint inverse TF : ΣΩf 7→ H (see Section 2). We have
Definition 2 (forward time observables) Let Ωf : H 7→ H
+(R) be a mapping satisfying
(i)-(ii) above, and let ΣΩf = Ω
∗
fΩf H and ΣˆΩf = ΩfΩ
∗
fH
+(R). Then the operator TˆF : ΣˆΩf 7→
H+(R) defined by
TˆF := (Ω
∗
f )
−1Ω−1f
will be called the Hardy space forward time observable and the operator TF : ΣΩf 7→ H defined
by
TF := Ω
−1
f (Ω
∗
f )
−1
will be called the physical forward time observable. 
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It is proved in Section 2 that inf σ(TF ) = 1 where σ(TF ) denotes the spectrum of TF . An
extended version of the following theorem is also proved in Section 2:
Theorem 1 Let ξH be the spectral measure (i.e. spectral projection valued measure) of TF
and let a > 1. Then for any g ∈ H satisfying ξH([1, a))g = g there exists τ > 0 such that
ξH([a,∞))U(t)g 6= {0} for all t > τ and, moreover, limt→∞ ‖ξH([1, a))U(t)g‖H = 0.

Theorem 1 states that if g ∈ H is compactly supported on the spectrum of TF then the
evolved state g(t) = U(t)g in the forward direction of time (i.e., for t ≥ 0) must “go up”
on the spectrum of TF as time increases. Therefore, a priori TF may be regarded as an
observable registering the flow of time in the system in the future direction. This observation
provides the motivation for the terminology used for TF in the definition above. Note that
TF is not a time observable in the sense of a Mackey imprimitivity system [19] (such a time
observable does not exist for problems where the generator of evolution is semibounded).
Although formulated completely within the framework of standard quantum mechanics,
where the evolution of a system is given in terms of a one parameter group {U(t)}t∈R generated
by a self-adjoint Hamiltonian H, the semigroup decomposition formalism holds its origines
in a particular line of investigation associated with recent efforts to understand irreversible
quantum evolution (in this respect see [23, 10, 16, 28, 31, 1, 2]). The time asymmetry built into
this framework is clearly exhibited in property (ii) above where the intertwining of U(t) and
T+u (t) through Ωf is valid only for t ≥ 0. In fact, one may apply the semigroup decomposition
also in the backward direction of time using the lower half-plane Hardy space H−(R) and a
different quasi-affine mapping. Denoting by P− the orthogonal projection of L
2(R) on H−(R)
we consider in H−(R) the family of operators T−u (t) : H
−(R) 7→ H−(R) defined by
T−u (t)f := P−u(t)f, f ∈ H
−(R) .
The set {T−u (−t)}t∈R+ forms a strongly continuous, contractive, one parameter semigroup
on H−(R). Then, under the same assumptions leading to (i) and (ii) above, there exists a
transformation Ωb : H 7→ H
−(R) with the properties
(i’) Ωb is a contractive quasi-affine mapping of H into H
−(R).
(ii’) For t ≤ 0, U(t) is a quasi-affine transform of T−u (t). For every f ∈ H we have
ΩbU(t)f = T
−
u (t)Ωbf, t ≤ 0 . (5)
(here the subscript b in Ωb designates backward time evolution). Using Eq. (4) and Eq. (5) in
the semigroup decomposition formalism the description of the evolution of a system may be
splits into two different representations, one in the forward direction and one in the backward
direction, according to the different semigroup acting in each of them. The structure thus
obtained resembles, and is in fact closely related to, the use of Hardy spaces in a rigged
Hilbert space formulation of the problem of resonances [3, 4, 5, 6, 11, 12] where the evolution
also splits into a semigroup acting in the forward direction and a differnt semigroup acting in
the backward direction.
Associated with the quasi-affine mapping Ωb are the Hardy space and physical space
backward time observables
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Definition 3 (backward time observables) Let Ωb : H 7→ H
−(R) be a map satisfying
(i’)-(ii’) above and let ΣΩb := Ω
∗
bΩbH and ΣˆΩb := ΩbΩ
∗
bH
−(R). Then the operator TˆB :
ΣˆΩb 7→ H
−(R) defined by
TˆB := (Ω
∗
b)
−1Ω−1b
will be called the Hardy space backward time observable and the operator TB : ΣΩb 7→ H
defined by
TB := Ω
−1
b (Ω
∗
b)
−1
will be called the physical backward time observable. 
A Theorem analogous to Theorem 1 holds for TB for negative times. The reader is referred
to Theorem 2 in Section 2.
Considering the existence of distinct time observables for forward and backward evolution
and the a priori time asymmetry existing in the formalism from which they arise, one may
naturally ask whether these operators can be used as time observables not only for a quan-
tum system undergoing Schro¨dinger evolution but more generally for quantum irreversible
processes such as quantum stochastic processes. Another question is whether relations simi-
lar to those in (ii) and (ii’) above between evolution in Hardy space and evolution in physical
space are again exhibited in this more general context. In Section 3 below we consider the
time observables TF , TˆF in the framework of the Hudson-Pharthasarathy (HP) quantum
stochastic calculus [17, 24, 25] and show that indeed these operators can be used as time
observables for quantum stochastic processes and that the stochastic processes defined with
respect to the (second quantisation of) Hardy space can be mapped to corresponding stochas-
tic processes defined with respect to the (second quantisation of) physical space through a
mapping associated with the quasi-affine map Ωf : H 7→ H
+(R).
Some remarks concerning notation: With the exception of the identity, operators acting
in H are denoted below by capital bold face letters. Thus H, K, TF etc. are all operators in
H. Operators acting in the Hardy spaces H+(R) and H−(R) are denoted by a hat. Thus Hˆ,
Kˆ, TˆF etc. are operators in Hardy spaces. Unless otherwise specifically stated in the text the
identity operators in the various Hilbert spaces are generically denote simply by 1 with the
exact meaning implied by the particular context. The Borel σ-algebra of R+ is denoted by
B
+ and the set of all projection operators in a Hilbert space H is denoted P(H) (thus, for
example, to a positive self-adjoint operator A there corresponds by the spectral theorem a
spectral projection valued measure, say ξ, such that ξ : B+ 7→ P(H)). In addition the norm
in the various Hilbert spaces is denoted by the appropriate subscript; in particular ‖ · ‖H+
denotes the norm in H+(R), ‖ · ‖H− denotes the norm in H
−(R) etc. .
The rest of this paper is organized as follows: In Subsection 2.1 an exact definition of
forward and backward time observables is given followed by a discussion of several of their
basic properties such as domain of definition, positivity, self-adjointness etc. . Subsequently,
Theorem 2 in the same subsection establishes the motivation for the terminology ”physical
time observables” applied to the operators TF and TB . This theorem is of central importance
in the context of the present work. Section 2 concludes in Subsection 2.2 with a discussion
of the mathematical structure enabling the existence of time observables. The application
of the operators TF , TˆF (and TB, TˆB) as time observables for quantum stochastic processes
is discussed in Section 3. The goal is to find the analogue of the fundamental intertwining
relation in Eq. (4) in the context of quantum stochastic processes. This is done in two steps;
first Subsection 3.1 deals with the mapping of basic creation, annihilation and conservation
5
processes defined with respect to TF into the corresponding processes defined with respect
to TˆF , then Subsection 3.2 contains an application of the mapping defined in the previous
subsection to an important class of quantum stochastic differential equations and an analogue
of Eq. (4) is obtained for this class. Section 4 contains a summary of results and open
questions.
2 The time observables
2.1 Definition and basic properties
We first remark that statements concerning forward time observables TF and TˆF and back-
ward time observables TB and TˆB are proved essentially using the same methods with obvious
necessary changes. Therefore for the sake of completeness theorems are stated with specific
reference to forward and backward time observables whereas detailed proofs are given for
the forward time observables with an indication of the necessary replacements pertaining to
backward time observables.
As in Section 1 above let T−1F : H 7→ H be defined by T
−1
F := Ω
∗
fΩf and Tˆ
−1
F : H
+(R) 7→
H
+(R) be defined by Tˆ−1F := Ωf Ω
∗
f . Let ΣΩf = RanT
−1
F = Ω
∗
fΩf H and ΣˆΩf = Ran Tˆ
−1
F =
Ωf Ω
∗
f H
+(R). Let T−1B : H 7→ H be defined by T
−1
B := Ω
∗
bΩb and Tˆ
−1
B : H
−(R) 7→ H−(R) be
defined by Tˆ−1B := ΩbΩ
∗
b . Let ΣΩb = RanT
−1
B = Ω
∗
bΩbH and ΣˆΩb = Ran Tˆ
−1
B = ΩbΩ
∗
b H
−(R).
We have
Proposition 1 The operator TF : D(Tf ) 7→ H given by TF := (T
−1
F )
−1 = Ω−1f (Ω
∗
f )
−1 is
a positive, unbounded self-adjoint operator in H with domain D(TF ) = ΣΩf . Similarly, the
operator TˆF : D(TˆF ) 7→ H
+(R) given by TˆF := (Tˆ
−1
F )
−1 = (Ω∗f )
−1Ω−1f is a positive, unbounded
self-adjoint operator in H+(R) with domain D(Tˆf ) = ΣˆΩf . The spectrums σ(TF ) and σ(TˆF )
satisfy σ(TF ) = σ(TˆF ). If ξH+ : B
+ 7→ P(H+(R)) is the spectral measure (i.e., spectral
projection valued measure) of TˆF and ξH : B
+ 7→ P(H) is the spectral measure of TF then,
for any set E ∈ B+ we have
ξH(E)g = Ω
−1
f ξH+(E)Ωf g, g ∈ RanΩ
∗
f , (6)
ξH+(E)g = (Ω
∗
f )
−1ξH(E)Ω
∗
fg, g ∈ RanΩf , (7)
so that
ξH(E) = Ω
−1
f ξH+(E)Ωf , ξH+(E) = (Ω
∗
f )
−1ξH(E)Ω∗f .
The operator TB : D(TB) 7→ H given by TB := (T
−1
B )
−1 = Ω−1b (Ω
∗
b)
−1 is a positive,
unbounded self-adjoint operator in H with domain D(TB) = ΣΩb. Similarly, the operator
TˆB : D(TˆF ) 7→ H
−(R) given by TˆB := (Tˆ
−1
B )
−1 = (Ω∗b)
−1Ω−1b is a positive, unbounded self-
adjoint operator in H−(R) with domain D(TˆF ) = ΣˆΩb . The spectrums σ(TB) and σ(TˆB)
satisfy σ(TB) = σ(TˆB). If ζH− : B
+ 7→ P(H−(R)) is the spectral measure of TˆB then, for
any set E ∈ B+ we have
ζH(E)g = Ω
−1
b ζH−(E)Ωbg, g ∈ RanΩ
∗
b , (8)
ζH−(E)g = (Ω
∗
b)
−1ζH(E)Ω
∗
bg, g ∈ RanΩb , (9)
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so that
ζH(E) = Ω
−1
b ζH−(E)Ωb, ζH−(E) = (Ω
∗
b)
−1ζH(E)Ω∗b .

Proof of Proposition 1:
Clearly the operators T−1F and Tˆ
−1
F are positive and symmetric. Since both Ωf and Ω
∗
f are
quasi-affine maps we have KerTF = {0}, Ker TˆF = {0} and, since both are also contractive
we have ‖TF ‖ ≤ 1, ‖TˆF ‖ ≤ 1 so that, in particular, DomT
−1
F = H and Dom Tˆ
−1
F = H
+(R).
We conclude that T−1F and Tˆ
−1
F are self-adjoint. Moreover, again by the fact that both Ωf
and Ω∗f are quasi-affine, we have that RanT
−1
F = ΣΩf ⊂ H is dense in H and Ran Tˆ
−1
F =
ΣˆΩf ⊂ H
+(R) is dense in H+(R). Therefore, T−1F and Tˆ
−1
F are invertible on a dense domain
and so (see for example [26]) TF = (T
−1
F )
−1 and TˆF = (Tˆ
−1
F )
−1 are self-adjoint with domains
DomTF = ΣΩf and Dom TˆF = ΣˆΩf respectively.
The operators TF and TˆF cannot be extended to bounded operators. consider the two
maps Ωf : H 7→ H
+(R) and Ω∗f : H
+(R) 7→ H. Since both maps are quasi-affine we know that
RanΩf is dense in H
+(R) and RanΩ∗f is dense in H. By the injective property of quasi-affine
maps the two maps are also invertible on their range. Furthermore, we have (see [26])
(Ω−1f )
∗ = (Ω∗f )
−1 . (10)
It follows from Eq. (10) that Ω−1f and (Ω
∗
f )
−1 cannot be bounded. For (Ω∗f )
−1 : Ω∗fH
+(R) 7→
H is onto and if (Ω∗f )
−1 is bounded on RanΩ∗f we can extend it uniquely to a bounded map
defined on all of H which we again denote by (Ω∗f )
−1. Then this extended map must have a
non-trivial kernel. However, assuming that f ∈ Ker (Ω∗f )
−1, for arbitrary g ∈ H we have
0 = ((Ω∗f )
−1f,Ωfg)H+(R) = ((Ω
−1
f )
∗f,Ωfg)H+(R) = (f, g)H
which is impossible unless f = 0. We conclude that (Ω∗f )
−1 is unbounded. Similarly, Ω−1f :
ΩfH 7→ H
+(R) is onto and if it can be extended to a bounded map, again denoted by Ω−1f ,
defined on all of H+(R) then the extended map must have a non-trivial kernel. However, if
f ∈ KerΩ−1f then, for arbitrary g ∈ H
+(R) we have
0 = (Ω−1f f,Ω
∗
fg)H = (((Ω
∗
f )
−1)∗f,Ω∗fg)H = (f, g)H+(R)
which is impossible by the arbitreriness of g unless f = 0. Now, since Ω−1f and (Ω
∗
f )
−1 are
unbounded then TF and TˆF are necessarily unbounded. We note that the fact that Ω
−1
f and
(Ω∗f )
−1 are unbounded implies that inf σ(T−1F ) = inf σ(Tˆ
−1
F ) = 0.
Let R
T
−1
F
(z) = (z − T−1F )
−1 and RTˆ−1
F
(z) = (z − Tˆ−1F )
−1 be, respectively, the resolvents
of T−1F and Tˆ
−1
F . Using the identities (z − T
−1
F )RT−1
F
(z) = 1, (z − Tˆ−1F )RTˆ−1
F
(z) = 1 and
Ωf (z −T
−1
F ) = (z − Tˆ
−1
F )Ωf and Ω
∗
f (z − Tˆ
−1
F ) = (z −T
−1
F )Ω
∗
f it is easy to verify that
R
T
−1
F
(z) = z−1
(
Ω∗fRTˆ−1
F
(z)Ωf + 1
)
(11)
RTˆ−1
F
(z) = z−1
(
ΩfRT−1
F
(z)Ω∗f + 1
)
. (12)
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Eqns. (11), (12) imply the equality of spectrum σ(T−1F ) = σ(Tˆ
−1
F ). Inverting T
−1
F and Tˆ
−1
F
it follows that σ(TF ) = σ(TˆF ). We note that, since T
−1
F and Tˆ
−1
F are contractive, one can
also utilize the theory of contraction operators on Hilbert space, and especially the notion
of characteristic functions, to prove the equality of the spectrums. This point of view is
illuminating and is considered in the appendix where another proof of the equality of the
spectrums is provided.
Let ξH+ be the spectral measure of TˆF and, for each E ∈ B
+ let the operator ξH(E) be
defined by the right hand side of Eq. (6). For any u ∈ RanΩ∗f we have
ξ∗H(E)u = Ω
∗
fξH+(E)(Ω
−1
f )
∗u = Ω∗fξH+(E)(Ω
∗
f )
−1Ω−1f Ωfu = Ω
∗
fξH+(E)TˆFΩfu =
= Ω∗f TˆF ξH+(E)Ωfu = Ω
−1
f ξH+(E)Ωfu = ξH(E)u .
Hence ξH(E) is symmetric on a dense set in H for any set E ∈ B
+. Furthermore, for any
two sets E1, E2 ∈ B
+ it easy to see from the definition that we have
ξH(E1)ξH(E2) = ξH(E2 ∩ I1) (13)
and for E1 ∩E2 = ∅
ξH(E1) + ξH(E2) = ξH(E1 ∪ E2) . (14)
In particular, if we take in Eq. (13) E1 = E2 = E we get
ξ2H(E) = ξH(E) .
Thus for each E ∈ B+, ξH(E) is idempotent and symmetric on the dense set RanΩ
∗
f ⊂ H
and can be extended uniquly to an orthogonal projection on H. Eq. (13) and Eq. (14) imply
that ξH is a spectral projection valued measure of a self-adjoint operator. Now DomTF =
RanT−1F ⊂ RanΩ
∗
f . Then for every g ∈ DomTF we have∫
σ(TˆF )
λ ξH(dλ)g = Ω
−1
f
∫
σ(TˆF )
λ ξ(dλ)Ωfg = Ω
−1
f TˆFΩfg = Ω
−1
f (Ω
∗
f )
−1g = TF g
hence ξH is the spectral measure of TF .
To verify Eq. (7) we note first that the right hand side of this equation is well defined
on the dense set RanΩf . This is so since we have (Ω
∗
f )
−1ξH(E)Ω
∗
fΩf = (Ω
∗
f )
−1ξH(E)T
−1
F =
(Ω∗f )
−1T−1F ξH(E) = ΩfξH(E). Plugging Eq. (6) into the right hand side of Eq. (7) we get
on this dense set
(Ω∗f )
−1ξH(E)Ω
∗
ff =
= (Ω∗f )
−1Ω−1f ξH+(E)ΩfΩ
∗
ff = TˆF ξH+(E)Tˆ
−1
F f = ξH+(E)f, f ∈ RanΩf .
The proof of the statements in Proposition 1 concerning backward time observables can be
obtained by following the same steps as for the forward time observables with the obvious
replecments of Ωf by Ωb, TF by TB and TˆF by TˆB. 
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Remark: It is useful to note that, with the help of Eq. (10) we can write TF , TˆF and
TB, TˆB in a form exhibiting more clearly their positivity and symmetric nature, i.e.,
TF = Ω
−1
f (Ω
∗
f )
−1 = Ω−1f (Ω
−1
f )
∗, TˆF = (Ω
∗
f )
−1Ω−1f = (Ω
−1
f )
∗Ω−1f .
TB = Ω
−1
b (Ω
∗
b)
−1 = Ω−1b (Ω
−1
b )
∗, TˆB = (Ω
∗
b)
−1Ω−1b = (Ω
−1
b )
∗Ω−1b .
The origin of the terminology used for TF and TB, i.e., our reference to them as time
observables for forward and backward evolution respectively, follows from the next theorem
Theorem 2 We have inf σ(TF ) = inf σ(TB) = 1. Let ξH be the spectral measure of TF
and let a > 1. Then, for any g ∈ H satisfying ξH([1, a))g = g there exists a time τ > 0
such that ξH([a,∞))U(t)g 6= {0} for all t > τ and, moreover, limt→∞ ‖ξH([1, a))U(t)g‖ =
0. Let ζH be the spectral measure of TB. Then for any g ∈ H satisfying ζH([1, a))g = g
there exists a time τ ′ < 0 such that ζH([a,∞))U(t)g 6= {0} for all t < τ
′ and, moreover,
limt→−∞ ‖ζH([1, a))U(t)g‖ = 0. 
Proof:
As above full details are given for the case ofTF with an indication of changes necessary for
the case of TB . In order to prove the first part of the theorem we need some more information
on the structure of the operators Ωf and Ωb. Let U : H 7→ L
2(R+) be the unitary mapping of
H onto its spectral representation on the spectrum of H (the energy representation for H).
Let PR+ : L
2(R) 7→ L2(R) be the orthogonal projection in L2(R) on the subspace of functions
supported on R+ and define the inclusion map I : L2(R+) 7→ L2(R) by
(If)(σ) =
{
f(σ), σ ≥ 0 ,
0, σ < 0 .
(15)
Then the inverse I−1 : PR+L
2(R) 7→ L2(R+) is well defined on PR+L
2(R). Let θ : H+(R) 7→
L2(R+) be given by
θf = I−1PR+f, f ∈ H
+(R) . (16)
By a theorem of Van Winter [36], θ is a contractive quasi-affine transform mapping H+(R)
into L2(R+). The adjoint map θ∗ : L2(R+) 7→ H+(R) is then a contractive quasi-affine map.
An explicit expression for θ∗ is given by [28]
θ∗f = P+If, f ∈ L
2(R+) .
It is shown in [28] that the maps Ωf , Ω
∗
f are given by
Ωf = θ
∗U, Ω∗f = U
∗θ . (17)
If in Eq. (16) instead of functions inH+(R) we consider functions inH−(R) we obtain instead
of θ a different contractive quasi-affine map θ : H−(R) 7→ L2(R+)
θf = I−1PR+f, f ∈ H
−(R) . (18)
Then θ
∗
: L2(R+) 7→ H−(R) is given by θ
∗
f = P−If , f ∈ L
2(R+) and, in a way similar to
Eq. (17), one obtains
Ωb = θ
∗
U, Ω∗b = U
∗θ .
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In H+(R) consider an element xµ of the form xµ(λ) = (λ − µ)
−1, Imµ < 0 and denote
ψµ = Ω
∗
fxµ. We have
(xµ, Tˆ
−1
F xµ)H+(R)
‖xµ‖2H+(R)
=
(xµ,ΩfΩ
∗
fxµ)H+(R)
‖xµ‖2H+(R)
=
‖ψµ‖
2
H
‖xµ‖2H+(R)
.
Therefore
‖Tˆ−1F ‖ = sup
‖ϕ‖
H+(R)=1
(ϕ, Tˆ−1F ϕ) ≥
‖ψµ‖
2
H
‖xµ‖2H+(R)
. (19)
Furthermore, according to Eq. (16) and Eq. (17) we have
‖ψµ‖
2
H = ‖U
∗θxµ‖
2
H = ‖θxµ‖
2
L2(R+) =
∫ ∞
0
dλ |λ− µ|−2 (20)
and
‖xµ‖
2
H+(R) =
∫ ∞
−∞
dλ |λ− µ|−2 =
π
|Imµ|
.
Now, changing variables in Eq. (20) we get that
‖ψµ‖
2
H =
∫ ∞
−Reµ
dλ |λ− i Imµ|−2
and therefore for Imµ constant we have limReµ→−∞ ‖ψµ‖
2 = 0 and limReµ→∞ ‖ψµ‖
2 =
‖xµ‖
2
H+(R). Hence, taking the limit Reµ → ∞ in Eq. (19) with constant Imµ we obtain
that in fact ‖Tˆ−1F ‖ = 1 and, by the equality of the spectrum, ‖T
−1
F ‖ = 1. Thus, we get
that supσ(T−1F ) = supσ(Tˆ
−1
F ) = 1 and therefore inf σ(TF ) = inf σ(TˆF ) = 1. The consider-
ations for the case of the operators TB and TˆB are similar with the main difference being
in the replacement of xµ by a state x
′
µ ∈ H
−(R) of the form x′µ(λ) = (λ − µ)
−1, Imµ < 0
and in the replacement of ψµ by the state ψ
′
µ := Ω
∗
bx
′
µ. One then arrives at the result that
inf σ(TB) = inf σ(TˆB) = 1.
In order to prove the rest of the statements in the theorem we need the following lemma
Lemma 1 The following intertwining relations hold for t ≥ 0:
ΩfU(t) = T
+
u (t)Ωf (21)
U(t)Ω−1f |RanΩf = Ω
−1
f T
+
u (t)|RanΩf , (22)
Ω∗fT
+∗
u (t) = U(−t)Ω
∗
f , (23)
T+∗u (t)(Ω
∗
f )
−1|RanΩ∗
f
= (Ω∗f )
−1U(−t)|RanΩ∗
f
. (24)

Proof of Lemma 1:
Given the mapping Ωf : H 7→ H
+(R), consider the basic intertwining relation in Eq. (4).
Using this equation we obtain
(U(−t)Ω∗fg, f)H = (g,ΩfU(t)f)H+(R) = (g, T
+
u (t)Ωff)H+(R) = (Ω
∗
fT
+∗
u (t)g, f)H,
∀g ∈ H+(R), ∀f ∈ H, t ≥ 0
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and so
Ω∗fT
+∗
u (t) = U(−t)Ω
∗
f , t ≥ 0 . (25)
By the injective property of the quasi-affine mappings Ωf and Ω
∗
f , Eq. (22) and Eq. (24) are
direct consequences of Eq. (4) and Eq. (25). 
Denote
Tt(X) := (T
+
u (t))
∗XT+u (t), t ≥ 0, X ∈ B(H
+(R))
where B(H+(R)) is the space of bounded operators on H+(R). Using Lemma 1 we obtain,
for any X ∈ B(H+(R)) and g ∈ H,
Ω∗fTt(X)Ωf g = Ω
∗
f (T
+
u (t))
∗XT+u (t)Ωf g = U(−t)Ω
∗
fXΩfU(t) g .
Hence,
(Ωfg, Tt(X)Ωfg)H+(R) = (U(t)g,Ω
∗
fXΩfU(t)g)H . (26)
Denote g+ := Ωfg, g+(t) := T
+
u (t)g+ and g˜+(t) := g+(t)‖g+(t)‖
−1
H+
and note that, for all
g ∈ H, ‖g+(t2)‖H+ ≤ ‖g+(t1)‖H+ for t2 ≥ t1 and, for all g ∈ H, limt→∞ ‖g+(t)‖H+ = 0.
Then Eq. (26) can be written
‖g+(t)‖
2
H+
(g˜+(t),Xg˜+(t))H+ = (U(t)g,Ω
∗
fXΩfU(t)g)H . (27)
For the operator X ∈ B(H+(R)) in Eq. (27) consider the choice X = ξH+([1, a))TˆF (recall
that ξH+ is the spectral measure of TˆF ). For this choice of X Eq. (27) reads
‖g+(t)‖
2
H+
(g˜+(t), ξH+([1, a))TˆF ξH+([1, a))g˜+(t))H+ =
= (U(t)g,Ω∗f TˆF ξH+([1, a))ΩfU(t)g)H =
= (U(t)g,Ω−1f ξH+([1, a))ΩfU(t)g)H = (U(t)g, ξH([1, a))U(t)g)H .
(28)
Choose any g ∈ H such that g = ξH([1, a))g. If we also have ξH([1, a))U(t)g = U(t)g for all
t ≥ 0 then the right hand side of Eq. (28) is equal to ‖g‖2H for all t ≥ 0. However, ‖g+(t)‖H+
is non-increasing, limt→∞ ‖g+(t)‖H+ = 0 and ‖g˜+(t)‖H+ = 1, hence there must exist a time
τ > 0 such that
‖g+(t)‖
2
H+
(
sup
t≥0
g∈H
∣∣(g˜+(t), ξH+([1, a))TˆF ξH+([1, a))g˜+(t))H+∣∣) < ‖g‖2H, t > τ . (29)
The contradiction thus obtained implies that ξH([a,∞))U(t)g 6= {0} for all t > τ . Further-
more, since the left hand side of Eq. (28) vanishes in the limit as t goes to infinity we must
have limt→∞ ‖ξH([1, a))U(t)g‖H = 0.
The proof of the last statement in Theorem 2 concerning the operator TB is similar to
the proof above for TF . 
Theorem 2 motivates our point of view of TF as being a time observable for the quantum
evolution in the forward direction since, for g ∈ H, U(t)g must “go up” on the spectrum of
TF as time increases. We note that the rate of flow of the evolved state up on the spectrum
of TF depends on the choice of the state g.
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2.2 The origin of the time observables
It is clear from the proof of Theorem 2, and in particular from Eq. (28) and the definition of
g+(t), that the existence of the time observables and the fundamental time asymmetry inher-
ent in the definition of distinct backward and forward time observables is a direct consequence
of the the fundamental intertwining relations in Eqns. (4), (5). In fact, we can do better and
show that further analysis of this basic equation provides a more clear understanding of the
origin of the time observables. We take up this task in this subsection (the discussion here
partly follows Section (IV) of reference [29]).
Let S be the Schwartz class of rapidly decreasing functions in C∞(R) and let S ′ be the
space of tempered distributions on S. For any fixed p ∈ (0,∞) let Hp(C\R) be the space of
analytic functions on C\R for which
‖f‖ = sup
y 6=0
(∫
R
|f(x+ iy)|p
)1/p
<∞ .
It can be shown [8] that every function F ∈ Hp(C\R) is associated with a unique tempered
distribution ℓF ∈ S
′ defined by
ℓF (ψ) = lim
y→0+
∫
R
{F (x + iy)− F (x− iy)}ψ(x)dx, ψ ∈ S . (30)
We denote the set of all such distributions byHp(R). Conversly, to any distribution ℓ ∈ Hp(R)
with p ∈ (0,∞) we can associate a unique function Fℓ ∈ H
p(C\R) such that
ℓFℓ(ψ) = lim
y→0+
∫
R
{Fℓ(x+ iy)− Fℓ(x− iy)}ψ(x)dx = ℓ(ψ), ψ ∈ S .
The function Fℓ ∈ H
p(C\R) is then given by [8]
Fℓ(z) =
1
2πi
ℓ((· − z)−1), z ∈ C\R . (31)
Now, for p ∈ (1,∞) we have the further identification of the space of distributions Hp(R)
with the function space Lp(R) in the sense that any function f ∈ Lp(R) defines a tempered
distribution on S via
ℓf (ψ) =
∫
R
f(x)ψ(x) dx, ψ ∈ S (32)
and Eq. (31) associates with f a unique analytic function Fℓf ∈ H
p(C\R), i.e.,
Fℓf (z) =
1
2π1
ℓf ((· − z)
−1) =
1
2πi
∫
R
f(x)
x− z
dx . (33)
Using Eq. (30) we can then recover the distribution ℓf from the function Fℓf , i.e., we have
ℓFℓf
= ℓf . For our purpose we need also the following proposition [8]:
Proposition 2 A distribution ℓ ∈ Hp(R) has support which omits an open interval ∆ ∈ R
iff the corresponding function Fℓ ∈ H
p(C\R) given by Eq. (31) has an anlytic continuation
across the interval ∆.
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We now restrict the discussion above to the case p = 2 and consider the embedding I :
L2(R+) 7→ L2(R) in Eq. (15). For any f ∈ L2(R+) we have If ∈ L2(R). Using the
identification of L2(R) with the space H2(R) as above we associate with If , through Eq.
(33), the function FℓIf ∈ H
p(C\R). Clearly the distribution defined by If omits the in-
terval R− and therefore, by Proposition 2, FℓIf is analytic across the neagtive real axis i.e,
FℓIf ∈ H
2(C\R+) ⊂ H2(C\R) whereH2(C\R+) denotes the subspace of H2(C\R) containing
functions analytic across R−. We shall use the notation Ff ≡ FℓIf .
Note that Eq. (30) and the uniqueness of the functional ℓf in Eq. (32) allows us to
associate with each function F ∈ H2(C\R+) the corresponding function f ∈ L2(R+). Thus
we have the following lemma
Lemma 2 There exists a bijective map A′ : L2(R+) 7→ H2(C\R+) such that A′f = Ff with
f ∈ L2(R+), Ff ∈ H
2(C\R+), Ff given by
Ff (z) =
1
2πi
∫
R+
f(x)
x− z
dx, f ∈ L2(R+) ,
and, given Ff we have
f = A′−1Ff = I
−1[F+f − F
−
f ] (34)
where
F+f (σ) = lim
ǫ→0+
Ff (σ + iǫ), F
−
f (σ) = lim
ǫ→0+
Ff (σ − iǫ) σ ∈ R . (35)
and we note that the boundary value functions F+f and F
−
f exist a.e. since the restriction of
Ff to C
+ is an element of H2(C+) and the restriction of Ff to C
− is an element of H2(C−).

Proof:
In view of the discussion above we have only to find an explicit form for the transformation
A. This is obtained through the use of Eq. (33) with the result
Ff (z) ≡ FℓIf (z) =
1
2πi
∫
R
If(x)
x− z
dx =
1
2πi
∫
R+
f(x)
x− z
dx, f ∈ L2(R+) .
In addition Eq. (34) is a direct result of Eq. (30) and Eq. (32). 
Consider the unitary map U : H 7→ L2(R+) mapping H onto its energy representation
on the spectrum of H. Combining the mappings U and A′ we get a bijective map A : H 7→
H
2(C\R+) with A =: A′U . For an element ψ ∈ H denote ψA = Aψ = A
′Uψ. Choosing an
element ψ ∈ H as an initial state and letting it evolve under the Schro¨dinger evolution U(t)
we get an induced evolution in H2(C\R+)
ψA(t) = Aψt = A
′Uψt = A
′UU(t)ψ .
We would like to characterize this induced evolution. Denote by ψ+A(t) the restriction of ψA(t)
to C+ and note that ψ+A(t) ∈ H
2(C+). Similarly, if ψ−A(t) denotes the restriction of ψA(t) to
C
− then ψ−A(t) ∈ H
2(C−). For each time t we have
‖ψ+A(t)‖H2(C+) <∞, ‖ψ
−
A(t)‖H2(C−) <∞ .
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Recall that for an element f ∈ L2(R+) the boundary value functions F+f and F
−
f (see Eq. (35)
above) belong, repectively, to H+(R) and H−(R). Considering the mappings θ∗ : L2(R+) 7→
H
+(R) and θ
∗
: L2(R+) 7→ H−(R) for any function f ∈ L2(R+) we have
If = P+If + P−If = θ
∗f + θ
∗
f . (36)
Since L2(R) = H+(R) ⊕H−(R) the sum in Eq. (36) is unique. However, from Eq. (35) we
obtain
If = IA′−1Ff = F
+
f − F
−
f .
hence F+f = θ
∗f and F−f = −θ
∗
f . Denote by F+ψA(t) the boundary value of ψ
+
A(t) on R and
by F−ψA(t) the boundary value of ψ
−
A(t) on R. Then F
+
ψA(t)
∈ H+(R) and F−ψA(t) ∈ H
−(R) and
we have, for any t ∈ R
F+ψA(t)
= θ∗Uψt = ΩfU(t)ψ
and
F−ψA(t)
= −θ
∗
Uψt = −ΩbU(t)ψ .
Using Eq. (4) and the isomorphism of H2(C+) and H+(R) we get
‖ψ+A(t)‖H2(C+) = ‖F
+
ψA(t)
‖H+(R) = ‖ΩfU(t)ψ‖H+(R) = ‖T
+
u (t)Ωfψ‖H+(R), t ≥ 0 . (37)
We conclude that, for t ≥ 0, ‖ψ+A(t)‖H2(C+) is monotonically decreasing and, furthermore,
limt→∞ ‖ψ
+
A(t)‖H2(C+) = 0. Because of the fact that ‖ψ
+
A(t)‖H2(C+) + ‖ψ
−
A(t)‖H2(C−) =
‖ψ‖H we obtain that ‖ψ
−
A(t)‖H2(C−) is monotonically increasing for t ≥ 0 and we have
limt→∞ ‖ψ
−
A(t)‖H2(C−) = ‖ψ‖H. Using Eq. (5) and the isomorphism of H
2(C−) and H−(R)
we obtain
‖ψ−A(t)‖H2(C−) = ‖F
−
ψA(t)
‖H−(R) = ‖ΩbU(t)ψ‖H−(R) = ‖T
−
u (t)Ωbψ‖H−(R), t ≤ 0 . (38)
and we conclude that, for t ≤ 0, ‖ψ−A(t)‖H2(C−) is monotonically decreasing and we have
limt→−∞ ‖ψ
−
A(t)‖H2(C−) = 0. Moreover, ‖ψ
+
A(t)‖H2(C+) is monotonically increasing for t ≤ 0
and limt→−∞ ‖ψ
+
A(t)‖H2(C+) = ‖ψ‖H. Summarising, we have proved the following
Proposition 3 There exists a bijective map A : H 7→ H2(C\R+) with A = A′U , U : H 7→
L2(R+) is the mapping of H onto its energy representation on the spectrum of H and A′ :
L2(R+) 7→ H2(C\R+) defined in Lemma 2. For ψ ∈ H denote ψA = Aψ and ψA(t) = AU(t)ψ.
Denote ψ+A(t) the restriction of ψA(t) to C
+ and ψ−A(t) the restriction of ψA(t) to C
−. Then
we have
‖ψ+A(t1)‖H2(C+) ≥ ‖ψ
+
A(t2)‖H2(C+), 0 ≤ t1 < t2 ,
‖ψ−A(t1)‖H2(C−) ≤ ‖ψ
−
A(t2)‖H2(C−), 0 ≤ t1 < t2
and
lim
t→∞
‖ψ+A(t)‖H2(C+) = 0, limt→∞
‖ψ−A(t)‖H2(C−) = ‖ψ‖H .
In addition
‖ψ+A(t1)‖H2(C+) ≤ ‖ψ
+
A(t2)‖H2(C+), t2 < t1 ≤ 0 ,
‖ψ−A(t1)‖H2(C−) ≥ ‖ψ
−
A(t2)‖H2(C−), t2 < t1 ≤ 0
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and
lim
t→−∞
‖ψ−A(t)‖H2(C−) = 0, limt→−∞
‖ψ+A(t)‖H2(C+) = ‖ψ‖H .

It is the flow of norm from the upper half-plane Hardy space to the lower half-plane Hardy
space induced by the Schro¨dinger evolution for positive times that gives rise to the time
observable for forward evolution. In fact, as is evident from the proof of Proposition 3, this
flow of norm provides the basic intertwining relation Eq. (4) which in turn stands at the heart
of the proof of Theorem 2. In a similar manner, for negative times the Schro¨dinger evolution
induces the flow of norm from the lower half-plane Hardy space to the upper half-plane Hardy
space which gives rise to the time observable for backward evolution.
3 Time observables for quantum stochastic processes
3.1 Mapping of creation, annihilation and conservation processes
As mentioned in Section 1 there exists an inherent time asymmetry built into the semigroup
decomposition formalism in the form of two distinct semigroup evolutions appearing in Eq.
(4) and Eq. (5) and corresponding respectively to future directed evolution and to past
directed evolution and in the existence of distinct forward and backward time observables
TF and TB . Considering for the moment forward time evolution (the treatment of backward
evolution parallels the developments below) one may ask, in light of the discussion in Section
2, whether the use of TF can be extended in such a way that it may serve a universal
role as a forward time observable for more general quantum processes. Following this line
of thought we will consider in this section the role of TF as a time observable for quantum
stochastic processes. We shall work in the setting of quantum stochastic differential equations
defined in the framework of the Hudson-Parthasarathy (HP) quantum stochastic calculus.
The terminology and notation below closely follows that of [25].
A simple answer to the question whether TF can be applied as a time observable for
quantum stochastic processes is: yes. This stems from the fact that on the abstract level
a general R+-valued observable, i.e., a self-adjoint operator with spectral projection valued
measure ξ defined on the Borel σ-algebra B+, can be used as a time observable with respect
to which one may define ξ-martingales and basic regular adapted processes which are then
utilized for the definition of stochastic integration and the construction of quantum stochastic
differential equations [17]. This abstract requirement is, however, not informative in the sense
that it gives no characterization of the nature of the self-adjoint operator playing the role of
a time observable. Therefore, a more concrete question is whether one may find the analogue
of the fundamental intertwining relation in Eq. (4) (and Eq. (5) for the backward case).
In other words one may ask whether it is possible to find a map associated with Ωf that
intertwines a (quantum) stochastic process, defined with respect to the physical Hilbert space
H and the time observable TF , with a (quantum) stochastic process defined with respect
to the Hardy space H+(R) and the observable TˆF . We address this question in the present
section.
As in Section 2 above let ξH : B
+ 7→ P(H) be the spectral measure of TF and ξH+ :
B
+ 7→ P(H+(R)) be the spectral measure of TˆF . The first step in the construction of
fundamental adapted processes which respect to which stochastic integration can be defined
is the definition of ξH-martingales and of ξH+-martingales. We first recall the definition of
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ξ-martingales. Let K be a complex separable Hilbert space and let ξ : B+ 7→ P(K) be a fixed
R
+-valued observable. For 0 ≤ s < t we define
Kt] := ξ([0, t])K, K[s,t] := ξ([s, t])K, K[t := ξ([t,∞))K .
Then a ξ-martingale on K is defined as follows
Definition 4 Let ξ be an R+-valued observable on K. Let m : R+ 7→ K be a map and for
t ∈ R+ denote m(t) ≡ mt. If the map m satisfies:
1. mt ∈ Kt], ∀t ≥ 0,
2. ξ([0, s])mt = ms, s < t,
then m is called a ξ-martingale. 
In the case of the Hilbert spaces H and H+(R) and the time observables TF and TˆF we shall
use the notation Ht] = ξH([1, t+1])H, H[s,t] = ξH([s+1, t+1])H, H[t = ξH([t+1,∞))H and
H
+
t]
= ξH+([1, t+ 1])H
+(R), H+
[s,t]
= ξH+([s+ 1, t+ 1])H
+(R), H+
[t
= ξH+([t+ 1,∞))H
+(R).
Then, a ξH-martingale is defined as in Definition 4 with conditions (.1)-(.2) adjusted in the
form
(1.)H mt ∈ Ht], ∀t ≥ 0
(2.)H ξH([1, s + 1])mt = ms, s < t,
and a ξH+-martingale is defined as in Definition 4 with conditions (.1)-(.2) adjusted in the
form
(1.)H mt ∈ H
+
t] , ∀t ≥ 0
(2.)H ξH+([1, s + 1])mt = ms, s < t,
Having defined ξH-martingales and ξH+-martingales we have the following lemma concerning
the mappings of martingales
Lemma 3 Let m be a ξH-martingale. Then the map mˆ : R
+ 7→ H+(R) defined by mˆt ≡
mˆ(t) := Ωf mt, t ≥ 0 is a ξH+-martingale. 
Proof of lemma 3:
This lemma is a result of Eq. (6) and Eq. (7) in Proposition 1 and the following simple
calculations
Ωf Ht] = ΩfξH([1, t + 1])H = ΩfξH([1, t + 1])Ω
−1
f ΩfH = ξH+([1, t + 1])ΩfH ⊂ H
+
t] . (39)
and
ξH+([1, s + 1])mˆt = (Ω
∗
f )
−1ξH([1, s + 1])Ω
∗
fΩfmt = (Ω
∗
f )
−1ξH([1, s + 1])T
−1
F mt =
= (Ω∗f )
−1T−1F ξH([1, s + 1])mt = Ωfms = mˆs . (40)
Eq. (39) shows that if mt ∈ Ht] then mˆt ∈ H
+
t] in agreement with condition (1) in Definition
4. Eq. (40) corresponds to condition (2) in Definition 4. Hence mˆ is a ξH+-martingale. .
We now use the mapping of martingales given in Lemma 3 to map elementary adapted
stochastic processes. We need first the following lemma
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Lemma 4 Let K ∈ B(H) satisfy [K, ξH(E)] = 0, ∀E ∈ B
+. Define
Kˆ := (Ω∗f )
−1KΩ∗f . (41)
Then Kˆ ∈ B(H+(R)) and [Kˆ, ξH+(E)] = 0, ∀E ∈ B
+. 
Proof of Lemma 4:
Denote |Ωf | = (Ω
∗
fΩf )
1/2 = (T−1F )
1/2. Consider the map |Ωf |
−1Ω∗f and note that
(|Ωf |
−1Ω∗f )
∗ = Ωf |Ωf |
−1 = (Ω∗f )
−1Ω∗fΩf |Ωf |
−1 = (Ω∗f )
−1|Ωf | . (42)
Note further that the map |Ωf |
−1Ω∗f is well defined on the dense set RanΩf ⊂ H
+(R). Using
Eq. (42) it is clear that this map be extended to a unitary map X fromH+(R) to H (see [32]).
The adjoint X∗ is then an extension of the right hand side of Eq. (42). Using the unitary
extension X we define an operator K ′ := X∗KX. Obviously we have K ′ ∈ B(H+(R)). By
assumption K commutes with the spectral measure ξH and hence with |Ωf |. Thus, for any
f ∈ RanΩf we obtain with the help of Eq. (42)
K ′f = X∗KXf = Ωf |Ωf |
−1K|Ωf |
−1Ω∗ff = (Ω
∗
f )
−1KΩ∗ff .
Hence we get that Kˆ = (Ω∗f )
−1KΩ∗f = K
′ ∈ B(H+(R)). Moreover, using Eq.(7) we have
ξH+(E)(Ω
∗
f )
−1KΩ∗ff = (Ω
∗
f )
−1ξH(E)Ω
∗
f (Ω
∗
f )
−1KΩ∗f = (Ω
∗
f )
−1ξH(E)KΩ
∗
f =
= (Ω∗f )
−1KξH(E)Ω
∗
f = (Ω
∗
f )
−1KΩ∗fξH+(E) . (43)
The commutation relation [Kˆ, ξH+(E)] = 0 is then obtained by taking the closure of the
operator (Ω∗f )
−1KΩ∗f in Eq. (43). 
Let H0 be a complex separable Hilbert space and let Γs(H) be the symmetric (Bosonic)
Fock space over H and Γs(H
+(R)) be the symmetric Fock space over H+(R) [7, 25]. Denote
H˜ = H0 ⊗ Γs(H), H˜
+ = H0 ⊗ Γs(H
+(R)) . (44)
Below we consider in H˜ regular adapted processes with respect to the triplet (ξH,H0,H) and in
H˜
+ regular adapted processes with respect to the triplet (ξH+ ,H0,H
+(R)) [17, 25]. Denote
by a(u) the annihilation operator and by a†(u) the creation operator in Γs(H) associated
with u ∈ H and, for K ∈ B(H), denote by λ(K) the conservation operator associated with
K [7, 25]. The annihilation, creation and conservation operators in Γs(H
+(R)) are denoted
respectively by aˆ(u), aˆ†(u) and λˆ(Kˆ) where u ∈ H+(R) and Kˆ ∈ B(H+(R)). For u in H
we denote by e(u) the exponential vector in Γs(H) associated with u and by E(H) the linear
manifold generated by {e(u) | u ∈ H}. The analogous objects in Γs(H
+(R)) are denoted eˆ(u)
and E(H+(R)). Note that {e(u) | u ∈ H} is total in Γs(H) and {e(u) | u ∈ H
+(R)} is total
in Γs(H
+(R)).
Let W be the algebra of operators on Γs(H) generated by {a(u), a
†(u), λ(K),1Γs(H)
| u ∈ H,K ∈ B(H), [K,TF ] = 0}. Let Wˆ be the corrsponding algebra on Γs(H
+(R))
generated by {aˆ(u), aˆ†(u), λˆ(Kˆ),1Γs(H+) | u ∈ H
+(R), Kˆ ∈ B(H+(R)), [Kˆ, TˆF ] = 0}. Then
the map Ωf : H 7→ H
+(R) induces a transformation Γ(Ωf ) : W 7→ Wˆ via the definition
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Definition 5 (Γ(Ωf ), mapping of the algebra) Let K be an operator in B(H). Define
the operator Kˆ according to Eq. (41) i.e., Kˆ = (Ω∗f )
−1KΩ∗f and assume that K is such
that Kˆ ∈ B(H+(R)). Given the quasi-affine map Ωf : H 7→ H
+(R) we define the map
Γ(Ωf ) : W 7→ Wˆ through the following relations
1. Γ(Ωf )1Γs(H) = 1Γs(H+)Γ(Ωf ),
2. Γ(Ωf )a(u) = aˆ(Ωfu)Γ(Ωf ), ∀u ∈ H,
3. Γ(Ωf )a
†(u) = aˆ†(Ωfu)Γ(Ωf ), ∀u ∈ H,
4. Γ(Ωf )λ(K) = λˆ(Kˆ)Γ(Ωf ).

Applying the transformation Γ(Ωf ) to an element X ∈W we obtain an element Xˆ ∈ Wˆ. We
complete the definition of Γ(Ωf ) by determining its action on states defined on W and Wˆ:
Definition 6 (Γ(Ωf ), mapping of the state) Let ΦH be the vacuum vector in Γs(H) and
let ΦH+ be the vacuum vector in Γs(H
+(R)). We define the action of Γ(Ωf ) on ΦH by
Γ(Ωf )ΦH = ΦH+ .

As an example consider the application of Γ(Ωf ) to the exponential vector e(u) ∈ Γs(H). For
this vector we have a representation in the form e(u) = exp[a†(u)]ΦH. Hence
Γ(Ωf )e(u) = Γ(Ωf )e
a†(u)ΦH = e
aˆ†(Ωfu)Γ(Ωf )ΦH = e
aˆ†(Ωfu)ΦH+ = e(Ωfu) .
Recall the definition of the basic creation, annihilation and conservation processes in Γs(H)
Definition 7 (creation, annihilation and conservation processes) In the definition of
H˜ let H0 be chosen to be trivial i.e., H0 = C so that H˜ ≡ Γs(H). Let m be a ξH-martingale and
define (ξ,C,H)-regular adapted processes A†m := {A
†
m(t) | t ≥ 0} and Am := {Am(t) | t ≥ 0}
by
1. D(A†m(t)) = D(Am(t)) = E(H),
2. A†m(t)e(u) = a†(mt)e(u), u ∈ H,
3. Am(t)e(u) = a(mt)e(u), u ∈ H.
The process A†m is called the creation process and the process Am is called the annihilation
process in Γs(H). Let K ∈ B(H) be an operator such that [K, ξH([0, t])] = 0 for t ≥ 0 and
denote Kt := ξH([0, t])K. Define the (ξ,C,H)-regular adapted process ΛK = {ΛK(t) | t ≥ 0}
in Γs(H) by
1. D(ΛK(t)) = E(H),
2. ΛH(t)e(u) = λ(Ht)e(u), ∀u ∈ H.
The process ΛK is called the conservation process in Γs(H) associated with K. 
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The creation, annihilation and conservation processes in Γs(H
+(R)) are defined as in Defini-
tion 7 with obvious changes. We denote by Aˆmˆ = {Aˆmˆ(t) | t ≥ 0}, Aˆ
†
mˆ = {Aˆ
†
mˆ(t) | t ≥ 0}
and ΛˆKˆ = {ΛˆKˆ(t) | t ≥ 0} the creation, annihilation and conservation processes in Γs(H
+(R))
with mˆ a ξH+-martingale and Kˆ ∈ B(H
+(R)). Applying the transformation Γ(Ωf ) to the
creation and annihilation processes in Definition 7 we obtain
Γ(Ωf )Am(t)e(u) = Γ(Ωf )a(mt)e(u) = aˆ(mˆt)Γ(Ωf )e(u) = Aˆmˆ(t)Γ(Ωf )e(u) , (45)
Γ(Ωf )A
†
m(t)e(u) = Γ(Ωf )a
†(mt)e(u) = aˆ
†(mˆt)Γ(Ωf )e(u) = Aˆ
†
mˆ(t)Γ(Ωf )e(u) , (46)
where according to Lemma 3 mˆ = Ωfm is a ξH+-martingale. Eqns. (45), (46) can be written
in short form
Γ(Ωf )Am = AˆmˆΓ(Ωf ), Γ(Ωf )A
†
m = Aˆ
†
mˆΓ(Ωf ) . (47)
LetK ∈ B(H) be such that [K, ξH(E)] = 0 for all E ∈ B
+ and define Kˆ according to Eq. (41).
Then by Lemma 4 Kˆ ∈ B(H+) and [Kˆ, ξH+(E)] = 0. Moreover, denoting Kt = ξH([0, t])K,
the same lemma, and in particular Eq. (43), imply that
(̂Kt) = (Ω∗f )
−1KtΩ∗f = (Ω
∗
f )
−1ξH([0, t])KΩ∗f = ξH+([0, t])Kˆ = Kˆt .
Therefore, applying Γ(Ωf ) to the conservation process ΛK and using Definition 5 we obtain
Γ(Ωf )ΛK(t)e(u) = Γ(Ωf )λ(Kt)e(u) = λˆ((̂Kt))Γ(Ωf )e(u) =
= λˆ(Kˆt)Γ(Ωf )e(u) = ΛKˆ(t)Γ(Ωf )e(u) .
This equation can also be written in short form
Γ(Ωf )ΛK = ΛˆKˆΓ(Ωf ) . (48)
Eq. (47) and Eq. (48) provide the transformation properties of the fundamental creation, an-
nihilation and conservation processes under the mapping Γ(Ωf ). Since stochastic integration,
and subsequently the construction of quantum stochastic differential equations, is defined
with respect to these basic processes the transformation defined in Eq. (47) and Eq. (48)
allows a mapping of stochastic processes defined with respect to H˜ and the time observable
TF into stochastic processes defined with respect to H˜
+ and the time observable TˆF . The
procedure for doing this is demonstrated in the next example.
3.2 Mappings of quantum stochastic processes
We give an example of the mapping of stochastic processes induced by the map Ωf through the
transformation Γ(Ωf ). Before doing that we need to complete the discussion of the previous
subsection with one more step. Suppose that K is a complex seperable Hilbert space and
that ξ is an R+-valued time observable defined in K. By this we mean that ξ is the spectral
measure of some self-adjoint operator T with spectrum R+. Suppose that m and m′ are two
ξ-martingales. Then there is a complex measure ≪ m,m′ ≫ in R+ satisfying [25]
≪ m,m′ ≫ ([0, t]) = (mt,m
′
t)K, ∀t ≥ 0 .
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For the example given below we shall need the transformation properties of this complex
measure under the transformation Γ(Ωf ). Letting K = H we recall that for every exponential
vector in Γs(H) (indeed this extends to every element of E(H))
[a(u), a†(v)]e(w) = (u, v)He(w), u, v, w ∈ H .
Hence, if m, m′ are two ξH-martingales we have
[a(mt), a
†(m′t)]e(u) = (mt,m
′
t)He(u) =≪ m,m
′ ≫ ([0, t])e(u) . (49)
Applying the transformation Γ(Ωf ) to Eq. (49) we obtain
Γ(Ωf )
[
≪ m,m′ ≫ ([0, t])e(u)
]
= Γ(Ωf )[a(mt), a
†(m′t)]e(u) = [aˆ(mˆt), aˆ
†(mˆ′t)]Γ(Ωf )e(u) =
= (mˆt, mˆ
′
t)H+Γ(Ωf )e(u) =≪ mˆ, mˆ
′ ≫ ([0, t])Γ(Ωf )e(u) .
We can now give an example of the mapping of stochastic processes in the form of the appli-
cation of the transformation Γ(Ωf ) to an important class of quantum stochastic differential
equations considered in [17, 25]. Let H˜ and H0 be Hilbert spaces as in the left member of Eq.
(44). Let O be a bounded operator in H0. We shall use the same notation for the extension
O = {O(t) | t ≥ 0} of O to a constant regular adapted process with respect to the triplet
(ξH,H0,H) defined by the ampliation O(t) = O ⊗ 1Γs(H). In [17, 25] we find the following
theorem which is stated here for the case of the Hilbert space H and the time observable TF :
Theorem 3 Let L,S,H ∈ B(H0) and assume that S is unitary and H is self-adjoint. Let
P be a projection in H commuting with the spectral measure ξH of the time observable TF .
Let m be a ξH-martingale such that Pmt = mt, ∀t ≥ 0. Then there exists a unique unitary
operator-valued (ξH,H0,H)-regular adapted process U = {U(t) | t ≥ 0} satisfying
dU =
[
LdA†m + (S − 1)dΛP − L
∗S dAm − (iH +
1
2
L∗L)d≪ m,m≫
]
U, U(0) = 1H˜ . (50)
Where A†m, Am and ΛP are the fundamental creation, annihilation and conservation processes
in Γs(H). 
In order to be applicable to the stochastic process in Eq. (50) we first extend Γ(Ωf ) to a
mapping Γ˜(Ωf ) : B(H0)⊗W 7→ B(H0)⊗ Wˆ via the relation
Γ˜(Ωf )(A⊗B) = A⊗ Γ(Ωf )B, A ∈ B(H0), B ∈W .
It is now possible to extend Γ˜(Ωf ) to a transformation of quantum stochastic process solutions
of Eq. (50). First write a formal expression for the transformation of the stochastic process U
into a stochastic process Uˆ by the (extended) mapping Γ˜(Ωf ) in the form Γ˜(Ωf )U = Uˆ Γ˜(Ωf ).
Then, in order to define the process Uˆ and thus complete the definition of the mapping
Γ˜(Ωf ) apply the transformation Γ˜(Ωf ) to Eq. (50) and use the already known transformation
properties of L, S, H, ≪ m,m≫ and Am, A
†
m, ΛP to get
d
[
Γ˜(Ωf )U
]
= Γ˜(Ωf )
[
LdA†m + (S − 1)dΛP − L
∗S dAm − (iH +
1
2
L∗L)d≪ m,m≫
]
U =
=
[
LdAˆ
†
mˆ + (S − 1)dΛˆPˆ − L
∗S dAˆmˆ − (iH +
1
2
L∗L)d≪ mˆ, mˆ≫
]
Γ˜(Ωf )U , (51)
20
where in Eq. (51) L, S and H stand for the constant stochastic processes L(t) = L⊗1Γs(H+),
S(t) = S ⊗ 1Γs(H+) and H(t) = H ⊗ 1Γs(H+) in H˜
+. Of course, Eq. (51) is still formal.
However, the definition of Uˆ is clear, i.e., Uˆ is naturally defined as the solution of the quantum
stochastic differential equation
dUˆ =
[
LdAˆ
†
mˆ + (S − 1)dΛˆPˆ − L
∗S dAˆmˆ − (iH +
1
2
L∗L)d≪ mˆ, mˆ≫
]
Uˆ , Uˆ(0) = 1Γs(H˜+) .
(52)
The transition from Eq. (50) to Eq. (51) can then be written
Γ˜(Ωf )dU = Γ˜(Ωf )
[
LdA†m + (S − 1)dΛP − L
∗S dAm − (iH +
1
2
L∗L)d≪ m,m≫
]
U
⇓
dUˆ Γ˜(Ωf ) =
[
LdAˆ
†
mˆ + (S − 1)dΛˆPˆ − L
∗S dAˆmˆ − (iH +
1
2
L∗L)d≪ mˆ, mˆ≫
]
Uˆ Γ˜(Ωf ) .
The transformation Γ˜(Ωf ) constructed as above is well defined on solutions U of Eq. (50)
and is given by the intertwining relation
Γ˜(Ωf )U = Uˆ Γ˜(Ωf ) (53)
where Uˆ is a solution of Eq. (52). In particular, the transformation of the initial state U(0)
in Eq. (50) is given by
Γ˜(Ωf )U(0) = Γ˜(Ωf )1H˜ = 1H˜+Γ˜(Ωf ) = Uˆ(0)Γ˜(Ωf )
where Uˆ(0) = 1
H˜+
is the initial value for the process Uˆ .
Eq. (53) is an analogue, for the class of quantum stochastic differential equations consid-
ered here, of the fundamental intertwining relation in Eq. (4). We observe that the stochastic
process U is defined with respect to the spectral measure ξH of the time observable TF ,
the stochastic process Uˆ is defined with respect to the spectral measure ξH+ of the observ-
able TˆF and the transformation Γ˜(Ωf ) of stochastic processes is induced by the mapping
Ωf : H 7→ H
+(R). It should be remarked at this point that following a procedure very similar
to the one presented in this section it is possible to define an induced transformation Γ˜(Ω∗f )
mapping stochastic differential equations defined in H˜+ into stochastic differential equations
defined in H˜.
4 Summary
Time observables TF and TB for forward and backward quantum evolution were introduced
in Section 2 above under the assumption that the quantum system under consideration is
described by a complex seperable Hilbert space H and the generator of evolution is a self-
adjoint Hamiltonian H on H satifying σ(H) = σac(H) = R
+. It was shown in Section 2 that
TF and TB are positive, self-adjoint, semi-bounded operators in H. The characterization of
TF as a forward time observable emerges from the fact, proved in Theorem 2 in Section 2,
that if the quantum evolution is applied in the forward direction (i.e., for positive times) to
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an initial state g ∈ H supported in a finite interval ∆ in the spectrum of TF , then the evolved
state g(t) = U(t)g = exp[−iHt]g, t ≥ 0 necessarily flows to higher parts of the spectrum of
TF as t increases. Indeed for any finite interval ∆ ∈ σ(TF ) the norm of the projection of
g(t) on the subspace of H corresponding to ∆ by the spectral theorem (applied to TF ) goes
to zero as t goes to infinity. An analogous result holds for TB for backward time evolution.
The basic mechanism enabling the definition of the time observable TF involves a cen-
tral ingredient of the semigroup decomposition formalism in the form of the fundamental
intertwining relation appearing in Eq. (4). The fact that the characterization of TF as a
forward time observable is achieved through this intertwining relation, valid only for forward
evolution, whereas the intertwining relation in Eq. (5), leading to the characterization of TB
as a backward time observable, is valid only for backward evolution, displays a built in time
asymmetry in the theory. In Section 3 the discussion of this time asymmetry is opened up
a bit further. it is shown there that, beyond its applicability to future directed Schro¨dinger
type evolution, the operator TF can, in fact, be used as a time observable in the construction
of more general types of quantum processes clearly exhibiting future directed time evolution.
Specifically, TF and the corresponding Hardy space time observable TˆF are used in the con-
struction of quantum stochastic differential equations the solutions of which are (quantum)
stochastic processes shown to satisfy an intertwining relation analogous to Eq. (4). Moreover,
the map intertwining these quantum stochastic processes is, in fact, induced by the map Ωf
appearing in Eq. (4). Of course, the whole discussion can be repeated for backward time
evolution using the operators TB and TˆB .
Many questions are, of course, left open regarding the nature of the time observables
and their appications. Here we mention briefly just a few. A first important question is
whether the restriction on the spectrum of the Hamiltonian H put at the begining of the
paper can be relaxed in such a way that meaningful time observables can still be defined. In
addition, since TF and TB are operators in the physical space H, one would like, if possible,
to obtain expressions for them directly in terms of physical space variables without need
for mappings to Hardy spaces. In this case what are the relations of the time ovservables
to other observables of the physical system such as the Hamiltonian, momentum, position
etc. ? In the context of irreversible quantum evolutions and the discusstion in Section 3
concerning quantum stochastic processes, one of the questions immediately arising is whether
the intertwining relation in Eq. (53 ) can be shown to be more than just merely analogous
to the one in Eq. (4) i.e., is it possible to show, for example, that Eq. (4) can be recovered
in some sense from Eq. (53). These and related problems will be addressed elsewhere.
5 Appendix A
In this appendix we consider the properties of T−1F and Tˆ
−1
F as Hilbert space contractions on
H and H+(R) respectively. We recall that the defect operators for a contraction T : H 7→ H′
and its adjoint T ∗ : H′ 7→ H are given by
DT := (1− T
∗T )1/2, DT ∗ := (1− TT
∗)1/2
and the defect subspaces DT and DT ∗ are defined by
DT := DTH, DT ∗ = DT ∗H′ .
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Hence for TF and Tˆ
−1
F
D
T
−1
F
= (1− (T−1F )
2)1/2 = (1− (Ω∗fΩf )
2)1/2, DTˆ−1
F
= (1− (Tˆ−1F )
2)1/2 = (1− (ΩfΩ
∗
f )
2)1/2
(54)
and for Ωf and Ω
∗
f we have
DΩf = (1− Ω
∗
fΩf )
1/2 = (1−T−1F )
1/2, DΩ∗
f
= (1− ΩfΩ
∗
f )
1/2 = (1− Tˆ−1F )
1/2 . (55)
We note that (1+T−1F )
1/2H = H and (1+ Tˆ−1F )
1/2
H
+(R) = H+(R). Using Eq. (54) and Eq.
(55) we obtain
D
T
−1
F
= DΩf (1 +TF )
1/2, DTˆ−1
F
= DΩ∗
f
(1 + TˆF )
1/2 .
Hence we get that
D
T
−1
F
= D
T
−1
F
H = DΩfH = DΩf , (56)
DTˆ−1
F
= DTˆ−1
F
H+(R) = DΩ∗
f
H+(R) = DΩ∗
f
. (57)
In addition we have the relations
DT ∗ = TDT ⊕Ker (T
∗), DT = T ∗DT ∗ ⊕Ker (T ) .
so that by the fact that Ωf and Ω
∗
f are both injective we have
DΩ∗
f
= ΩfDΩf , DΩf = Ω
∗
fDΩ
∗
f
.
Hence
ΩfDΩf ⊂ DΩ∗f , Ω
∗
fDΩ∗f
⊂ DΩf .
Eq. (56) then implies that
ΩfDT−1
F
⊂ DTˆ−1
F
, Ω∗fDTˆ−1
F
⊂ D
T
−1
F
. (58)
In fact, in Eq. (58) the left hand members are dense in the right hand members. The
charateristic function Θ
T
−1
F
: D
T
−1
F
7→ D
T
−1
F
of T−1F is given by
Θ
T
−1
F
(λ) =
(
−T−1F + λDT−1
F
(1− λT−1F )
−1DT−1
F
) ∣∣D
T
−1
F
. (59)
Hence, with the help of Eq. (12 ), we can write
Θ
T
−1
F
(λ) =
[
λ(1− λΩ∗fΩf )
−1 −
(
Ω∗fΩf + λ(Ω
∗
fΩf )
2(1− λΩ∗fΩf )
−1
) ]∣∣∣∣DT−1F =
=
[
λ(1− λΩ∗fΩf )
−1 − Ω∗f
(
1 + λΩf (1− λΩ
∗
fΩf )
−1Ω∗f
)
Ωf
]∣∣∣∣DT−1F =
=
[
R
T
−1
F
(λ−1)− λ−1Ω∗fRTˆ−1
F
(λ−1)Ωf
]∣∣∣∣DT−1F .
(60)
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Exchanging Ωf and Ω
∗
f in Eq. (60) we get the characteristic function of Tˆ
−1
F
ΘTˆ−1
F
(λ) =
[
RTˆ−1
F
(λ−1)− λ−1ΩfRT−1
F
(λ−1)Ω∗f
]∣∣∣∣DTˆ−1
F
. (61)
Multiplying Eq. (61) from the left by Ω∗f and takeing notice of the fact that the identity
ΩfT
−1
F = Tˆ
−1
F Ω
∗
f imply that ΩfRT−1
F
(z) = RTˆ−1
F
(z)Ωf and Ω
∗
fRTˆ−1
F
(z) = R
T
−1
F
(z)Ω∗f we have
Ω∗fΘTˆ−1
F
(λ) =
[
R
T
−1
F
(λ−1)− λ−1Ω∗fRTˆ−1
F
(λ−1)Ωf
]
Ω∗f
∣∣∣∣DTˆ−1
F
. (62)
We now compare Eq. (62) and Eq. (60) and take into account Eq. (58) in order to obtain
Ω∗fΘTˆ−1
F
(λ) = Θ
T
−1
F
(λ)Ω∗f
∣∣DTˆ−1
F
.
Following a similar procedure we find also that
ΩfΘT−1
f
(λ) = ΘTˆ−1
F
(λ)Ωf
∣∣D
T
−1
F
.
Thus we arrived at the following proposition
Proposition 4 Let Θ
T
−1
F
(z) and ΘTˆ−1
F
(z) be the characteristic and D
T
−1
F
, DTˆ−1
F
be the defect
subspaces of T−1F and Tˆ
−1
F respectively. Then we have
Ω∗fΘTˆ−1
F
(z) = ΘT−1
F
(z)Ω∗f
∣∣DTˆ−1
F
.
ΩfΘT−1
f
(λ) = ΘTˆ−1
F
(λ)Ωf
∣∣D
T
−1
F
.

The equality of spectrums is an immediate corollary of the above proposition:
Corollary 1 The spectrums of T−1F and Tˆ
−1
F satisfy σ(T
−1
F ) = σ(Tˆ
−1
F ). 
Proof:
We can use either of the two equations in Proposition 4. Using the first equation the
corollary immediately follows from the fact that Ker (Ω∗f ) = {0}, the fact that Ω
∗
fDTˆ−1
F
is
dense in D
T
−1
F
and from a theorem of Sz.-Nagy and C. Foias (see [32], Chap. VI, Sec. 4)
stating that the characteristic function of a contraction T determines uniquely the spectrum
of T . 
Acknowledgments
I wish to thank Prof. L.P. Horwitz for useful discussions during the preparation of this
paper. Research supported by ISF under Grant No. 1282/05 and by the Center for Avanced
Studies in Mathematics at Ben-Gurion University.
24
References
[1] Baumga¨rtel, H.: Lax-Phillips evolutions in quantum mechanics and two-space scat-
tering, Rep. Math. Phys. 52, 295-307 (2003); 53, 329 (E) (2004).
[2] Baumga¨rtel, H.; Generalized eigenvectors for resonances in the Friedrichs model and
their associated Gamow vector, Rev. Math. Phys. 18, 61-78 (2006).
[3] Bohm, A.: Decaying states in the rigged Hilbert space formulation of quantum me-
chanics, J. Math. Phys., 21 1040-1043 (1980).
[4] Bohm, A.: Resonance poles and Gamow vectors in the rigged Hilbert space formula-
tion of quantum mechanics, J. Math. Phys., 12 2813-2823 (1981).
[5] Bohm, A. and Gadella, M.: Dirac kets, Gamow vectors and Gel’fand triplets, Lecture
Notes in Phys, Vol. 348, Springer-Verlag (1989) Berlin.
[6] Bohm, A. and Kaldass, H.: Rigged Hilbert space resonances and time asymmetric
quantum mechanics, inMathematical Physics and Stochastic Analysis (Lisbon, 1998),
99-113, World Sci. Publ. (2000) River Edge, NJ.
[7] Bratteli, O. and Robinson, D. W., operator algebras and quantum statistical mechan-
ics, vol. 2 (second edition), Springer-Verlag (1997) New York.
[8] Cima, J.A. and Ross, W.T.: The backward shift on the Hardy space, Mathematical
Surveys and Monographs , Vol. 79, Amer. Math. Soc. (2000) Providence, RI.
[9] Duren P.L., Theory of Hp spaces, Academic (1970) New York 1970.
[10] Eisenberg, E. and Horwitz, L.P.: in Advances in Chemical Physics, edited by I.
Prigogine and S. Rice, Wiley (1997), New York.
[11] Gadella, M.: A Rigged Hilbert space of Hardy-class functions: applications to reso-
nances, J. Math. Phys. 24 1462-1469 (1983).
[12] Gadella, M.: Resonances, Rigged Hilbert spaces and irreversible quantum mechanics,
in Trends in quantum mechanics (Goslar, 1998), 181-188, World Sci. Publ. (2000)
River Edge, NJ.
[13] Grossmann, A.: Nested Hilbert space in quantum mechanics, I, J. Math. Phys. 5,
1025-1037 (1964).
[14] Helson, H.: Lectures on invariant subspaces (1964) New York-London.
[15] Hoffman K.: Banach spaces of analytic functions, Prentice-hall (1962) Englewood
Cliffs, NJ.
[16] Horwitz, L.P. and Piron, C.: The unstable system and irreversible motion in quantum
theory, Helv. Phys. Acta 66 693-711 (1978).
[17] Hudson, R.L. and Parthasarathy, K.R.: Quantum Ito’s formula and stochastic evo-
lutions, Comm. Math. Phys. 93, 301-323 (1984).
25
[18] Kubrusly, C.S.: An introduction to Models and decompositions in Operator Theory,
Birkha¨user (1997) Boston.
[19] Mackey, G.W., The theory of unitary group representations in physics, probability
and number theory, Benjamin-Cummings (1978) Reading, Mass.
[20] Lax P.D. and Phillips R.S.: scattering theory, Academic (1967) New York.
[21] Nikol’skiˇi, N.K.: Treatise on the shift operator: spectral function theory, Springer
(1986) New York.
[22] Nikol’skiˇi, N.K.: Operators, functions, and systems : an easy reading, Vol. I, Provi-
dence (2002).
[23] Pavlov, B.: irreversibility, Lax-Phillips approach to resonance scattering and spectral
analysis of non-self-adjoint operators in Hilbert space, Int. J. Theor. Phys. 38 21-45
(1999).
[24] Parthasarathy, K.R.: Quantum Ito’s formula, Rev. Math. Phys. 1, 89-112 (1989).
[25] Parthasarathy, K.R.: An Introduction to quantum stochastic calculus, Birkha¨user
(1992) Basel.
[26] Riesz, F. and Sz-Nagy, B.: Functional analysis, Frederick Ungar Publ. (1955) New
York.
[27] Strauss Y., Horwitz L.P. and Volovick A.: Approximate resonance states in the semi-
group decomposition of resonance evolution, J. Math. Phys. 47 123505-1-19 (2006).
[28] Strauss, Y. : Sz.-Nagy-Foias theory and Lax-Phillips type semigroups in the descrip-
tion of quantum mechanical resonances, J. Math. Phys. 46 032104-1-25 (2005).
[29] Strauss, Y.: On the semigroup decomposition of the time evolution of quantum
mechanical resonances, J. Math. Phys. 46 102109-1-12 (2005).
[30] Strauss, Y.; Resonances in the rigged Hilbert space and Lax-Phillips scattering theory,
Int. J. Theor. Phys. 42, no. 10 2285-2315 (2003).
[31] Strauss, Y., Horwitz, L.P. and Eisenberg, E.: Representation of quantum mechanical
resonances in the Lax-Phillips Hilbert space, J. Math. Phys. 41, 8050-8071 (2000).
[32] Sz.-Nagy, B. and Foias, C.: Harmonic Analysis of Operators on Hilbert Space, North-
Holland (1970) Amsterdam.
[33] Rosenblum, M and Rovnyak, J.: Hardy classes and operator theory, Oxford University
Press (1985) New York.
[34] Rota , G.C.: On models for linear operators, Comm. Pure. Appl. Math., 13 468-72
(1960).
[35] Rovnyak, J.: Some Hilbert spaces of analytic functions, dissertation (1963) Yale.
[36] Van Winter, C.: Fredholm equations on a Hilbert space of analytic functions, Trans.
Am. Math. Soc. 162 103-139 (1971).
26
