Non-interacting systems with bounded disorder have been shown to exhibit sharp density of states peaks at the band edge which coincide with an energy range of abruptly suppressed localization. Recent work has shown that these features also occur in the presence of on-site interactions in ensembles of two-site Anderson-Hubbard systems at half filling. Here we demonstrate that this effect in interacting systems persists away from half filling, and moreover that energy regions with suppressed localization continue to appear in ensembles of larger systems despite a loss of sharp features in the density of states.
I. INTRODUCTION
Following the discovery of Anderson localization 1 and given the importance of the density of states (DOS) as a tool for characterizing electronic behavior, there was interest in identifying DOS features associated with localization. However, it was shown that for all continuous distributions over a wide energy range 2 and for the case of Gaussian distributed disorder for all energies 3 no sharp features arise in the DOS. Moreover, localization is generally strongest near the band edges where the DOS is lowest. Recent work by Johri and Bhatt 4,5 on the (non-interacting) Anderson model with a bounded disorder distribution was surprising on both of these points. First, they found sharp features in the DOS, outside the energy range addressed in Ref. [2] . Second, they found that these DOS peaks marked the boundary of a region at the band edge of sharply reduced localization as measured by inverse participation ratio, a phenomenon they associated with Lifshitz states. They observed these effects in large systems and in greater than one dimension, and by considering an ensemble of two-site systems they were able to provide a precise, analytic explanation. 5 The question of how interactions effect localization has been around since Anderson's original paper 1 but recent rapid progress on the phenomenon of many-body localization [6] [7] [8] has brought new attention to the topic, motivating the question: Do these DOS and inverse participation features seen by Johri and Bhatt persist in the presence of interactions? It has been shown very recently 9 that indeed, in an ensemble of two-site Anderson-Hubbard systems at half filling, DOS peaks like those in non-interacting systems do occur in interacting systems and moreover that they are associated with regions of suppressed localization as measured by the generalized inverse participation ratio (GIPR). Of particular interest is the fact that these regions of reduced localization move toward the Fermi level, making them more experimentally accessible.
In this study we explore whether these features persist away from half filling and in ensembles of larger systems. Indeed we find ( Fig. 1 (a) ) that sharp DOS peaks continue to correlate with dips in localization for ensembles of two-site systems at a range of fillings. For larger system sizes (Fig. 2) , the sharp DOS features are lost, but an energy range of reduced localization continues to appear. Below we review the Anderson-Hubbard model and our calculations, and we present our results.
II. THE ANDERSON-HUBBARD MODEL
A simple model for disordered systems is the noninteracting Anderson tight-binding model which combines nearest-neighbor hopping t with site potentials chosen from a random distribution. Among the simplest models for systems with both disorder and interactions is the Anderson-Hubbard model which adds an on-site Coulomb repulsion U .
c † iσ is the creation operator for an electron with spin σ at lattice site i,n iσ =ĉ † iσĉ iσ , and i, j refers to nearest neighbor pairs. The site potentials i are chosen from the distribution P ( i ) = Θ(W/2 − | i |)/W where Θ is the Heaviside function. µ is the chemical potential.
Here we consider ensembles of small systems with periodic boundary conditions. For two-site systems and four-site systems there is no distinction between one dimension and two dimensions. For eight sites, we show results for a two-dimensional eight-site Betts lattice.
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For each system in an ensemble, the site potentials are different but all are chosen from the same distribution. Filling is controlled by the chemical potential. Choosing µ = U/2 results in half filling, but away from half filling no simple analytic expression is available. The value of µ needed to obtain a desired filling for a given set of parameters is arrived at by iterative trials. 
III. CALCULATIONS
The eigenvalues E n and eigenstates |ψ n of each system are calculated by exact diagonalization using standard LAPACK routines. The many-body eigenstate with the lowest grand potential Ω 0 = E 0 −µN 0 is the ground state, where E 0 and N 0 are the energy and particle number corresponding to this state. All single-particle excitations from this ground state are considered in order to calculate the local retarded Green's function
Because the Hamiltonian conserves spin, G R iiαβ (ω) is zero for α = β. From this we calculate the local DOS at site i
The ensemble-average DOS is simply the average of ρ i (ω) over all sites in all systems of the ensemble. Also from the local DOS we calculate the GIPR. The usual inverse participation ratio is calculated from the amplitude of a single-particle wavefunction ψ α at each site i in the system:
. This is a standard measure of localization in non-interacting systems. I α is proportional to one over the number of sites on which ψ α has nonzero weight. I α has a maximum value of one-indicating a state localized on a single site-and a minimum value of one over the system sizeindicating an extended state.
However, in interacting systems single-particle states are not well defined. The GIPR replaces the amplitude squared of a single-particle wavefunction at site i with the local DOS at that site at a given energy:
The GIPR quantifies the localization of a transition between many-body eitenstates. It is proportional to one over the number of sites on which a single-particle transition from the ground state has nonzero weight. In evaluating this, it is key that we know the many-body eigenstates themselves and not simply the Green's function, because, when only the Green's function is known and only with finite energy resolution, the correspondence between the non-interacting limit of this expression and the usual inverse participation ratio is only well defined for zero disorder and infinite disorder but not for intermediate values.
11 Here we may consider each transition individually, no matter how close they may be in energy. The local DOS at site i is a sum of weighted δ functions: ρ i (ω) = t w ti δ(ω − E t ) where E t are the energies of single-particle transitions accessible from the ground state. By interpreting Eq. (5) as
2 for ω = E t and zero otherwise, the GIPR reduces to the usual IPR in the absence of interactions.
In constructing an ensemble-average of the GIPR as a function of energy, similar to our ensemble-average DOS, a complication is that multiple transitions contribute to the DOS in the same energy window and the GIPR values for these transitions can vary widely. Our ensembleaverage GIPR averages over all transitions t in all systems s in a given energy bin, weighting each GIPR value I st with the corresponding DOS contribution ρ st :
IV. RESULTS
We have examined the variation of the DOS and the GIPR both as a function of filling and as a function of system size. Fig. 1 (a) shows the ensemble-average DOS and GIPR for ensembles of two-site systems at five different values of filling. The rough shape of the DOS in all cases is a broad, relatively flat distribution with a central, raised region. This structure is closely related to the atomic limit DOS in which the broad lower section comes from the contributions of singly-occupied sites and the central plateau comes from the contributions of empty and doublyoccupied sites. 12 The presence of hopping introduces a sharp suppression at zero frequency known as a zero-bias anomaly. The behavior of the zero-bias anomaly has been explored in some detail elsewhere.
12-14 As the system is doped below half filling, the central plateau moves to higher frequencies. The zero-bias anomaly persists so long as the Fermi level falls inside the central plateau, but vanishes outside this range.
The focus of the present work is the coincidence of sharp peaks in the DOS at the edge of the central plateau with abrupt drops in the GIPR. This coincidence is highlighted in each panel of Fig. 1 (a) by vertical dotted lines. Fig. 1 (b) helps to understand the coincidence of these two features in the simple case of no interactions.
5 Each point in the blue diamond represents a particular two-site system with specific values of 1 and 2 . In the absence of interactions, each system contributes to the DOS at two energies, corresponding to the bonding and anti-bonding single-particle states of the system. The three hyperbolae on the graph show lines of constant energy of the anti-bonding state. The DOS contribution (from antibonding states) at a given energy is equal to the length of the overlap of the corresponding hyperbola with the phase-space diamond. At the energy labeled E peak , the hyperbola is nearly tangent to the edges of the diamond. Therefore the length of the overlap and hence the magnitude of the DOS is a maximum at this energy. At slightly higher energies, the length of the overlap (and hence the magnitude of the DOS) drops sharply.
This figure also demonstrates the connection with the GIPR. Along a horizontal line through the center of the diamond, the potentials on the two sites are equal: 1 = 2 . In the region around this line (shaded paler blue) the single-particle states have roughly equal weight on both sites and hence GIPR values near 0.5, the minimum possible value in a two-site system. At E peak the hyperbola passes through systems with the full range of states, from maximally localized at the top and bottom to maximally extended in the center. The ensembleaverage GIPR at this energy is therefore high. In fact in non-interacting systems this is the inverse participation ratio maximum. However for energies above E peak the hyperbola passes primarily through systems with maximally extended states. Therefore, the peak in the DOS at E peak coincides with the lower boundary of a region with suppressed localization.
In interacting systems, the detailed picture is significantly more complicated. The single-particle transitions available to the system depend on the number of particles in the ground state, and therefore the diamond in Fig. 1 filling appears in Ref. [9] . Despite the added complexity, however, the basic picture remains the same: Matches between the shapes of specific constant energy curves and the corresponding phase-space region result in peaks in the DOS, and moreover these peaks mark the edges of energy ranges with sharply suppressed GIPR.
Here we have examined the effect of doping away from half filling in ensembles of two-site systems. In Fig. 1  (a) we see that the coincidence of DOS peaks and GIPR dips, marked by dotted lines, persists. In particular, this is true on the high frequency side of the central plateau at all frequencies. However, at filling 0.35 and below, where the Fermi level no longer falls inside the central plateau, neither a sharp feature in the DOS nor a deep drop in the GIPR appear. What has occurred here is that the particular transition responsible for the peak is no longer present because the corresponding ground state no longer occurs. In particular, with sufficient under doping the 4-particle ground state and eventually the 3-particle ground state cease. The transition from the 3-particle ground state to the 2-particle triplet excited state plays the key role in the DOS peak on the left side of the central plateau.
9 When the 3-particle ground state is suppressed the peak disappears and with it the GIPR dip. Fig.2 shows the ensemble-average DOS and GIPR at half filling in ensembles of systems of different sizes. For systems larger than two sites, all sharp features in the DOS are lost with the notable exception of the zero-bias anomaly. For four-site systems, the analogue of the cartoon shown in Fig. 1 (b) begins with a four-dimensional diamond and for eight-site systems an eight-dimensional one. The lack of sharp features in the DOS suggests that the corresponding constant energy surfaces in these higher dimensional spaces no longer have surfaces which run nearly parallel with the boundaries of the phase space. In the larger systems there are also a vastly increased number of transitions contributing, reducing the significance of individual transitions.
Despite the absence of peaks in the DOS in larger systems, the GIPR continues to show regions of depressed localization. As in the two-site case, these appear just outside the central raised region in the DOS. This greater robustness of the GIPR feature relative to the DOS peaks is similar to what was found in non-interacting systems. Ref. [5] argued that a singularity persists in the GIPR in the thermodynamic limit, whereas the fate of the DOS peak was less clear. While exact calculations have severe size restrictions, there is evidence from alternative numerical techniques that the energy dependence of localization persists in even larger systems. Ref. [15] observed energy-dependent variation of localization in a study of the Anderson-Hubbard model using a single-site statistical dynamical mean-field theory approach 16 with a slaveboson impurity solver which allows results on a 50 × 50 lattice. In particular, close to the Mott transition they observed that increasing interaction strength reduced localization at the Fermi level but not away from the Fermi level. This result is consistent with results in the twosite ensemble, suggesting that the energy-dependence of localization seen in small systems does indeed persist in large systems even if it is no longer flagged by peaks in the DOS.
The GIPR provides a length scale associated with a single-particle transition between the ground state of a many-body system and an excited state. The energy dependence we find would be reflected experimentally in a variation of the length scale over which the injection or removal of an electron would effect a disordered interacting system, with higher energy electrons connecting with longer length scales than lower energy electrons.
While the localization of single-particle transitions is distinct from the localization of many-body states, the two are connected. A transition between two many-body eigenstates can be expressed as the flipping of an Ising spin.
17 When a system is many-body localized, it has been argued that these Ising spins may be chosen to be local. 18 The range of GIPR values obtained provides some sense of the range of length scales associated with these locally conserved quantities, although the picture is incomplete because only transitions from the ground state are included.
V. SUMMARY
We have examined a connection, which has been seen in non-interacting systems and in ensembles of two-site interacting systems at half filling, between sharp peaks in the single-particle DOS and energy regions with suppressed localization. We have shown that this connection persists away from half filling in ensembles of two-site systems, although it is possible to dope a system sufficiently that a key ground state no longer occurs, removing the transitions from this ground state and erasing both the DOS peak and the GIPR dip simultaneously. The magnitude of the doping needed for this to happen depends on the magnitudes of the interaction and disorder strengths. We have also looked at the dependence of the effect on the size of the systems. We find that, for ensembles of systems larger than two sites, sharp peaks in the DOS no longer appear. This is in contrast to the non-interacting case. 5 As for the GIPR, we find that despite the lack of DOS features a region of suppressed GIPR does persist up to ensembles of eight-site systems.
