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Abstract. Reversible Probabilistic Cellular Automata are a special class
of automata whose stationary behavior is described by Gibbs–like mea-
sures. For those models the dynamics can be trapped for a very long time
in states which are very different from the ones typical of stationarity.
This phenomenon can be recasted in the framework of metastability the-
ory which is typical of Statistical Mechanics. In this paper we consider a
model presenting two not degenerate in energy metastable states which
form a series, in the sense that, when the dynamics is started at one of
them, before reaching stationarity, the system must necessarily visit the
second one. We discuss a rule for combining the exit times from each of
the metastable states.
1 Introduction
Cellular Automata (CA) are discrete–time dynamical systems on a spatially ex-
tended discrete space, see, e.g., [8] and references therein. Probabilistic Cellular
Automata (PCA) are CA straightforward generalizations where the updating
rule is stochastic (see [10, 13, 17]). Strong relations exist between PCA and the
general equilibrium statistical mechanics framework [7,10]. Traditionally, the in-
terplay between disordered global states and ordered phases has been addressed,
but, more recently, it has been remarked that even from the non–equilibrium
point of view analogies between statistical mechanics systems and PCA deserve
attention [2].
In this paper we shall consider a particular class of PCA, called reversible
PCA. Here the word reversible is used in the sense that the detailed balance
condition is satisfied with respect to a suitable Gibbs–like measure (see the pre-
cise definition given just below equation (2.3)) defined via a translation invariant
multi–body potential. Such a measure depends on a parameter which plays a role
similar to that played by the temperature in the context of statistical mechanics
systems and which, for such a reason, will be called temperature. In particu-
lar, for small values of such a temperature, the dynamics of the PCA tends to
2be frozen in the local minima of the Hamiltonian associated to the Gibbs–like
measure. Moreover, in suitable low temperature regimes (see [11]) the transition
probabilities of the PCA become very small and the effective change of a cell’s
state becomes rare, so that the PCA dynamics becomes almost a sequential one.
It is natural to pose, even for reversible PCA’s, the question of metastabil-
ity which arose overbearingly in the history of thermodynamics and statistical
mechanics since the pioneering works due to van der Waals.
Metastable states are observed when a physical system is close to a first
order phase transition. Well–known examples are super–saturated vapor states
and magnetic hysteresis [16]. Not completely rigorous approaches based on equi-
librium states have been developed in different fashions. However, a fully math-
ematically rigorous theory, has been obtained by approaching the problem from
a dynamical point of view. For statistical mechanics systems on a lattice a dy-
namics is introduced (a Markov process having the Gibbs measure as stationary
measure) and metastable states are interpreted as those states of the system
such that the corresponding time needed to relax to equilibrium is the longest
one on an exponential scale controlled by the inverse of the temperature. The
purely dynamical point of view revealed itself extremely powerful and led to a
very elegant definition and characterization of the metastable states. The most
important results in this respect have been summed up in [16].
The dynamical description of metastable states suits perfectly for their gen-
eralization to PCA [2–5]. Metastable states have been investigated for PCA’s in
the framework of the so called pathwise approach [12,15,16]. It has been shown
how it is possible to characterize the exit time from the metastable states up
to an exponential precision and the typical trajectory followed by the system
during its tunneling to the stable state. Moreover, it has also been shown how to
apply the so called potential theoretic approach [1] to compute sharp estimates
for the exit time [14].
More precisely, the exit time from the metastable state is essentially in the
form K exp{Γ/T} where T is the temperature, Γ is the energy cost of the best
(in terms of energy) paths connecting the metastable state to the stable one, and
K is a number which is inversely connected to the number of possible best paths
that the system can follow to perform its transition from the metastable state to
the stable one. Up to now, in the framework of PCA models, the constant K has
been computed only in cases in which the metastable state is unique. The aim
of this work is to consider a model in which two metastable states are present.
Similar results in the framework of the Blume–Capel model with Metropolis
dynamics have been proved in [6, 9].
We shall consider the PCA studied in [2] which is characterized by the pres-
ence of two metastable states. Moreover, starting from one of them, the system,
in order to perform its transition to the stable state, must necessarily visit the
second metastable state. The problem we pose and solve in this paper is that of
studying how the exit times from the two metastable states have to be combined
to find the constant K characterizing the transition from the first metastable
3state to the stable one. We prove that K is the sum of the two constants asso-
ciated with the exit times from the two metastable states.
The paper is organized as follows, in Section 2 we define the class of models
considered, in Section 3 we state the main result and recall the main mathemat-
ical tools used in its proof, and in Section 4 we sketch the proof of the main
theorem of the paper.
2 The model
In this section we introduce the basic notation and we define the model of re-
versible PCA which will be studied in the sequel. Consider the two–dimensional
torus Λ = {0, . . . , L − 1}2, with L even4, endowed with the Euclidean metric.
Associate a variable σ(x) = ±1 with each site x ∈ Λ and let S = {−1,+1}Λ be
the configuration space. Let β > 0 and h ∈ (0, 1). Consider the Markov chain
σn, with n = 0, 1, . . . , on S with transition matrix:
p(σ, η) =
∏
x∈Λ
px,σ (η(x)) ∀σ, η ∈ S (2.1)
where, for x ∈ Λ and σ ∈ S, px,σ(·) is the probability measure on {−1,+1}
defined as
px,σ(s) =
1
1 + exp {−2βs(Sσ(x) + h)} =
1
2
[1 + s tanhβ (Sσ(x) + h)] (2.2)
with s ∈ {−1,+1} and Sσ(x) =
∑
y∈ΛK(x − y)σ(y) where K(x − y) = 1 if
|x−y| = 1, and K(x−y) = 0 otherwise. The probability px,σ(s) for the spin σ(x)
to be equal to s depends only on the values of the spins of σ on the diamond
V (x) centered at x, as shown in Fig. 1 (i.e., the von Neumann neighborhood
without the center).
At each step of the dynamics all the spins of the system are updated simulta-
neously according to the probability distribution (2.2). This means the the value
of the spin tends to align with the local field Sσ(x) + h: Sσ(x) mimics a ferro-
magnetic interaction effect among spins, whereas h is an external magnetic field.
Such a field, as said before, is chosen smaller than one otherwise its effect would
be so strong to destroy the metastable behavior. When β is large the tendency
to align with the local field is perfect, while for β small also spin updates against
the local filed can be observed with a not too small probability. Thus β can be
interpreted as the inverse of the temperature.
This kernel K choice leads to the nearest neighbor PCA model studied in
[2]. The Markov chain σn defined in (2.1) updates all the spins simultaneously
and independently at any time and it satisfies the detailed balance property
4 The side length of the lattice is chosen even so that it will possible to consider
configurations in which the plus and the minus spins for a checkerboard and fulfill
the periodic boundary conditions.
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Fig. 1. Diamond V (0) for the nearest neighbor model.
p(σ, η) e−βH(σ) = p(η, σ) e−βH(η) with
H(σ) = −h
∑
x∈Λ
σ(x)− 1
β
∑
x∈Λ
log cosh [β (Sσ(x) + h)] . (2.3)
This is also expressed by saying that the dynamics is reversible with respect
to the Gibbs measure µ(σ) = exp{−βH(σ)}/Z with Z = ∑η∈S exp{−βH(η)}.
This property implies that µ is stationary, i.e.,
∑
σ∈S µ(σ)p(σ, η) = µ(η).
It is important to remark that, although the dynamics is reversible, the proba-
bility p(σ, η) cannot be expressed in terms of H(σ)−H(η), as it usually happens
for the serial Glauber dynamics, typical of Statistical Mechanics. Thus, given
σ, η ∈ S, we define the energy cost
∆(σ, η) = − lim
β→∞
log p(σ, η)
β
=
∑
x∈Λ:
η(x)[Sσ(x)+h]<0
2|Sσ(x) + h| (2.4)
Note that ∆(σ, η) ≥ 0 and ∆(σ, η) is not necessarily equal to ∆(η, σ); it can be
proven, see [3, Sect. 2.6], that
e−β∆(σ,η)−βγ(β) ≤ p(σ, η) ≤ e−β∆(σ,η)+βγ(β) (2.5)
with γ(β) → 0 in the zero temperature limit β → ∞. Hence, ∆ can be in-
terpreted as the cost of the transition from σ to η and plays the role that, in
the context of Glauber dynamics, is played by the difference of energy. In this
context the ground states are those configurations on which the Gibbs measure
µ concentrates when β → ∞; hence, they can be defined as the minima of the
energy :
E(σ) = lim
β→∞
H(σ) = −h
∑
x∈Λ
σ(x)−
∑
x∈Λ
|Sσ(x) + h| (2.6)
For h > 0 the configuration +1, with +1(x) = +1 for x ∈ Λ, is the unique
ground state, indeed each site contributes to the energy with −h− (4 + h). For
h = 0, the configuration −1, with −1(x) = −1 for x ∈ Λ, is a ground state
as well, as all the other configurations such that all the sites contribute to the
sum (2.6) with 4. Hence, the checkerboard configurations ce, co ∈ S such that
ce(x) = (−1)x1+x2 and co(x) = (−1)x1+x2+1 for x = (x1, x2) ∈ Λ are ground
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Fig. 2. Schematic description of the energy landscape for a series of metastable states.
Note that the ground state is +1 and E(−1) > E(c) > E(+1).
states, as well. Notice that ce and co are checkerboard–like states with the pluses
on the even and odd sub–lattices, respectively; we set c = {ce, co}. Since the side
length L of the torus Λ is even, then E(ce) = E(co) = E(c) (we stress the abuse
of notation E(c)). Under periodic boundary conditions, we get for the energies:
E(+1) = −L2(4 + 2h), E(−1) = −L2(4− 2h), and E(c) = −4L2. Therefore,
E(−1) > E(c) > E(+1) (2.7)
for 0 < h ≤ 1. Moreover, using the analysis in [2] we can derive Fig. 2, with the
series of the two local minima −1, c.
We conclude this section by listing some relevant definitions. Given σ ∈ S
we consider the chain with initial configuration σ0 = σ, we denote with Pσ
the probability measure on the space of trajectories, by Eσ the corresponding
expectation value, and by
τσA := inf{t > 0 : σt ∈ A} (2.8)
the first hitting time on A ⊂ S; we shall drop the initial configuration from the
notation (2.8) whenever it is equal to −1, we shall write τA for τ−1A , namely.
Moreover, a finite sequence of configurations ω = {ω1, . . . , ωn} is called the path
with starting configuration ω1 and ending configuration ωn; we let |ω| := n.
Given a path ω we define the height along ω as:
Φω := H(ω1) if |ω| = 1 and Φω := max
i=1,...,|ω|−1
H(ωi, ωi+1) otherwise (2.9)
where H(ωi, ωi+1) is the communication height between the configurations ωi
and ωi+1, defined as follows:
H(ωi, ωi+1) := H(ωi)− 1
β
log(p(ωi, ωi+1)) (2.10)
Given two configurations σ, η ∈ S, we denote by Θ(σ, η) the set of all the paths
ω starting from σ and ending in η. The minimax between σ and η is defined as
Φ(σ, η) := min
ω∈Θ(σ,η)
Φω (2.11)
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Fig. 3. Definition of metastable states.
3 Metastable states and main results
We want now to define the notion of metastable states. See Fig. 3 for a graphic
description of the quantities we are going to define. For any σ ∈ S, we let
Iσ ⊂ S be the set of configurations with energy strictly below H(σ) and Vσ =
Φ(σ, Iσ) − H(σ) be the stability level of σ, that is the energy barrier that,
starting from σ, must be overcome to reach the set of configurations with energy
smaller than H(σ). We denote by Xs the set of global minima of the energy, i.e.,
the collection of the ground states, and suppose that the communication energy
Γ = maxσ∈S\Xs Vσ is strictly positive. Finally, we define the set of metastable
states Xm = {η ∈ S : Vη = Γ}. The set Xm deserves its name, since in a
rather general framework it is possible to prove (see, e.g., [12, Theorem 4.9])
the following: pick σ ∈ Xm, consider the chain σn started at σ0 = σ, then
the first hitting time τXs to the ground states is a random variable with mean
exponentially large in β, that is
lim
β→∞
1
β
logEσ[τXs ] = Γ (3.12)
In the considered regime, finite volume and temperature tending to zero, the
description of metastability is then reduced to the computation of Xs, Γ , and
Xm.
We pose now the problem of metastability and state the related theorem on
the sharp estimates for the exit time. Consider the model (2.1) with 0 < h < 1
and suppose that the system is prepared in the state σ0 = −1, and we estimate
the first time at which the system reaches +1. As showed in [2], the system visits
with probability tending to one in the β → ∞ limit the checkerboards c, and
the typical time to jump from −1 to c is the same as the time needed to jump
from c to +1. Hence, the aim of this paper is to prove an addition formula for
the expected exit times from −1 to +1. The metastable states −1 and c form
indeed a series: the system started at −1 must necessarily pass through c before
relaxing to the stable state +1.
In order to state the main theorem, we have to introduce the following acti-
vation energy Γm, which corresponds to the energy of the critical configuration
triggering the nucleation:
Γm := −2hλ2 + 2(4 + h)λ− 2h (3.13)
7where λ is the critical length defined as λ := b2/hc+1. In other words, in [2] it is
proven that with probability tending to one in the limit β →∞, before reaching
the checkerboards c, the system necessarily visits a particular set of configura-
tions, called critical droplets, which are all the configurations (equivalent up to
translations, rotations, and protuberance possible shifts) with a single checker-
board droplet in the sea of minuses with the following shape: a rectangle of side
lengths λ and λ− 1 with a unit square attached to one of the two longest sides
(the protuberance) and with the spin in the protuberance being plus. This way
of escaping from the metastable via the formation of a single droplet is called
nucleation.
In order to study the exit times from the from one of the two metastable
states towards the stable configuration, we use a decomposition valid for a general
Markov chains derived in [6] and that we recall for the sake of completeness.
Lemma 3.1. Consider a finite state space X and a family of irreducible and
aperiodic Markov chain. Given three states y, w, z ∈ X pairwise mutually differ-
ent, we have that the following holds
Ey[τz] = Ey[τw1{τw<τz}] + Ew[τz]Py(τw < τz) + Ey[τz1{τw≥τz}] (3.14)
where Ex[·] denotes the average along the trajectories of the Markov chain started
at x, and τy is the first hitting time to y for the chain started at x. In the
expressions above 1{·} is the characteristic function which is equal to one if the
event {·} is realized and zero otherwise.
Theorem 3.1. Consider the PCA (2.1), for h > 0 small enough, and β large
enough, we have:
E−1(τ+1) =
(
1
k1
+
1
k2
)
eβΓm [1 + o(1)], (3.15)
where o(1) denotes a function going to zero when β →∞ and
k1 = k2 = K = 8λ|Λ|
The term eβΓm/k1 in (3.15) represents the contribution of the mean hitting
time E−1[τc1{τc<τ+1}] to the relation (3.14) and eβΓm/k2 the contribution of
Ecτ+1. The pre–factors k1 and k2 give the precise estimate of the mean nu-
cleation time of the stable phase, beyond the asymptotic exponential regime
and represent entropic factors, counting the cardinality of the critical droplets
which trigger the nucleation. At the level of logarithmic equivalence, namely,
by renouncing to get sharp estimate, this result can be proven by the methods
in [12]. More precisely, one gets that (1/β) logE−1[τ+1] tends to Γm in the large
β limit.
3.1 Potential theoretic approach and capacities
Since our results on the precise asymptotic of the mean nucleation time of the
stable phase are strictly related to the potential theoretic approach to metasta-
bility (see [1]), we recall some definitions and notions. We define the Dirichlet
8form associated to the reversible Markov chain, with transition probabilities
p(σ, η) and equilibrium measure µ, as the functional:
E(h) = 1
2
∑
σ,η∈S
µ(σ)p(σ, η)[h(σ)− h(η)]2, (3.16)
where h : S → [0, 1] is a generic function. The form (3.16) can be rewritten in
terms of the communication heights H(σ, η) and of the partition function Z:
E(h) = 1
2
∑
σ,η∈S
1
Z
e−βH(σ,η)[h(σ)− h(η)]2. (3.17)
Given two non-empty disjoint sets A,B the capacity of the pair A,B is defined
by
capβ(A,B) := min
h:S→[0,1]
h|A=1,h|B=0
E(h) (3.18)
and from this definition it follows that the capacity is a symmetric function of
the sets A and B.
The right hand side of (3.18) has a unique minimizer h∗A,B called equilibrium
potential of the pair A,B given by
h∗A,B(η) = Pη(τA < τB), (3.19)
for any η /∈ A∪B. The strength of this variational representation comes from the
monotonicity of the Dirichlet form in the variable p(σ, η). In fact, the Dirichlet
form E(h) is a monotone increasing function of the transition probabilities p(x, y)
for x 6= y, while it is independent on the value p(x, x). In fact, the following
theorem holds:
Theorem 3.2. Assume that E and E˜ are Dirichlet forms associated to two
Markov chains P and P˜ with state space S and reversible with respect to the
measure µ. Assume that the transition probabilities p and p˜ are given, for x 6= y,
by
p(x, y) = g(x, y)/µ(x) and p˜(x, y) = g˜(x, y)/µ(x)
where g(x, y) = g(y, x) and g˜(x, y) = g˜(y, x), and, for all x 6= y, g˜(x, y) ≤ g(x, y).
Then, for any disjoint sets A, D ⊂ S we have:
capβ(A,D) ≥ c˜apβ(A,D) (3.20)
We will use Theorem 3.2 by simply setting some of the transition probabilities
p(x, y) equal to zero. Indeed if enough of these are zero, we obtain a chain where
everything can be computed easily. In order to get a good lower bound, the
trick will be to guess which transitions can be switched off without altering the
capacities too much, and still to simplify enough to be able to compute it.
93.2 Series of metastable states for PCA without self–interaction
In this section we state the model–dependent results for the class of PCA con-
sidered, which, by the general theory contained in [6], imply Theorem 3.1.
Lemma 3.2. The configurations −1, c, and +1 are such that Xs = {+1},
Xm = {−1, c}, E(−1) > E(c), and Γ = Γm.
Our model presents the series structure depicted in Fig. 2: when the system is
started at −1 with high probability it will visit c before +1. In fact, the following
lemma holds:
Lemma 3.3. There exists λ > 0 and β0 > 0 such that for any β > β0
P−1(τ+1 < τc) ≤ e−βλ (3.21)
We use Lemma 3.1 and Lemma 3.3 and, in order to drop the last addendum
of (3.1), we need an exponential control of the tail of the distribution of the
suitably rescaled random variable τx0 .
Lemma 3.4. For any δ > 0 there exists β0 > 0 such that
∞∑
t=0
t P−1(τ+1 > teβΓm+βδ) ≤ 1/3 (3.22)
for any β > β0.
By Lemma 3.1, Lemma 3.3, Lemma 3.4 we have that:
E−1[τ+1] =
(
E−1[τc1{τc<τ+1}] + Ec[τ+1]
)
[1 + o(1)] (3.23)
The next lemma regards the estimation of the two addenda of (3.23), using the
potential theoretic approach:
Lemma 3.5. There exist two positive constants k1, k2 <∞ such that
µ(−1)
capβ(−1, {c,+1})
=
eβΓm
k2
[1 + o(1)] and
µ(c)
capβ(c,+1)
=
eβΓm
k1
[1 + o(1)] .
(3.24)
By general standard results of the potential theoretic approach, it can be shown
indeed that E−1[τc1{τc<τ+1}] equals the left hand side in the first of (3.24) and
Ec[τ+1] equals the left hand side in the second of (3.24). Hence, by (3.23), Lem-
mata 3.2, 3.3, 3.4 and 3.5, Theorem 3.1 follows.
4 Sketch of proof of Theorem 3.1
In this section we prove Theorem 3.1, by proving Lemmata 3.2, 3.3, 3.4, and 3.5.
Due to space constraints we sketch the main idea behind the proof of Lem-
mata 3.2, 3.3, 3.4 and we give in detail the proof of 3.5. As regards Lemma 3.2,
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the energy inequalities and Xs = {+1}, easily follow by (2.7). However, in or-
der to prove Xm = {−1, c}, for any σ ∈ S \ (Xs ∪Xm), we have to show that
there exists a path ω : σ → Iσ such that the maximal communication height to
overcome to reach a configuration at lower energy is smaller than Γm + E(σ),
i.e. Φω < Γm +E(σ). By Prop. 3.3 of Ref. [2] for all configurations σ there exists
a downhill path to a configuration consisting of union of rectangular droplets:
for instance rectangular checkerboard in a see of minuses or well separated plus
droplets in a sea of minuses or inside a checkerboard droplet. In case these
droplets are non–interacting (i.e. at distance larger than one), by the analysis
of the growth/shrinkage mechanism of rectangular droplets contained in [2], it
is straightforward to find the required path. In case of interacting rectangular
droplets a more accurate analysis is required, but this is outside the scope of
the present paper. Lemma 3.3 is a consequence of the exit tube results contained
in [2], while Lemma 3.4 follows by Th. 3.1 and (3.7) in [12] with an appropriate
constant.
4.1 Proof of Lemma 3.5
We recall the definition of the cycle A−1 playing the role of a generalized basin
of attraction of the −1 phase:
A−1 := {η ∈ G−1 : ∃ω = {ω0 = η, ..., ωn = −1} such that ω0, ..., ωn ∈ G−1
and Φω < Γ + E(−1)}
where G−1 is the set defined in [Sect. 4, [2]], containing the sub–critical config-
urations (e.g. a single checkerboard rectangle in a see of minuses, with shortest
side smaller than the critical length λ). In a very similar way, we can define
A{+1,c} := {η ∈ Gc−1 : ∃ω = {ω0 = η, ..., ωn ∈ {c,+1}} such that
ω0, ..., ωn ∈ Gc−1and Φω < Γ + E(−1)}
We start proving the equality on the left in (3.24) by giving an upper and lower
estimate for the capacity capβ(−1, {+1, c}). Thus, what we need is the precise
estimates on capacities, via sharp upper and lower bounds.
Usually the upper bound is the simplest because it can be given by choosing
a suitable test function. Instead, for the lower bound, we use the monotonic-
ity of the Dirichlet form in the transition probabilities via simplified processes.
Therefore, we firstly identify the domain where h? is close to one and to zero,
in our case the set A−1 and A{+1,c} respectively. Restricting the processes on
these sets and by rough estimates on capacities we are able to give a sharper
lower bound for the capacities themselves.
Upper bound. We use the general strategy to prove an upper bound by guess-
ing some a priori properties of the minimizer, h?, and then to find the minimizers
within this class. Let us consider the two basins of attractionA−1 andA−1,{c,+1}.
A potential hu will provide an upper bound for the capacity, i.e. the Dirichlet
form evaluated at the equilibrium potential h?−1,{c,+1}, solution of the varia-
tional problem (3.18), where the two sets with the boundary conditions are −1
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and {c,+1}. We choose the following test function for giving an upper bound
for the capacity:
hu(x) :=
{
1 x ∈ A−1,
0 x ∈ Ac−1 (4.25)
so that:
E(hu) = 1
Z
∑
σ∈A−1,
η∈A{c,+1}
e−βH(σ,η) +
1
Z
∑
σ∈A−1,
η∈(A{c,+1}∪A−1)c
e−βH(σ,η) (4.26)
Therefore, by Lemma 4.1 in [2], (4.26) can be easily bounded by:
E(hu)/µ(−1) ≤ K e−βΓ + |S| e−β(Γ+δ), (4.27)
where δ > 0, because Γ + E(−1) is nothing but the minmax between A−1 and
its complement and E(σ, η) = Γ +E(−1) only in the transition between config-
urations belonging to P ′ ⊂ A−1, and some particular configurations belonging
to P ⊂ A{c,+1} for all the other transitions we have E(σ, η) > Γ + E(−1). In
particular, P ′ is the set of configurations consisting of rectangular checkerboard
Rλ,λ−1 of sides λ and λ−1 in a see of minuses. P is instead the subset of critical
configurations obtained by flipping a single site adjacent to a plus spin of the
internal checkerboard along the larger side of a configuration η ∈ P ′.
Lower bound. In order to have a lower bound, let us estimate the equilibrium
potential. We can prove the following Lemma:
Lemma 4.6. ∃C, δ > 0 such that for all β > 0
min
η∈A−1
h?(η) ≥ 1− Ce−δβ and max
η∈A{c,+1}
h?(η) ≤ Ce−δβ (4.28)
Proof. Using a standard renewal argument, given η /∈ {−1, c,+1}:
Pη(τ{c,+1} < τ−1) =
Pη(τ{c,+1} < τ−1∪η)
1− Pη(τ−1∪{c,+1} > τη)
and
Pη(τ−1 < τ{c,+1}) =
Pη(τ−1 < τ{c,+1}∪η)
1− Pη(τ−1∪{c,+1} > τη) .
If the process started at point η wants to realize indeed the event {τ{c,+1} < τ−1}
it can either go to −1 immediately and without returning to η again, or it may
return to η without going to {c,+1} or −1. Clearly, once the process returns to
η, we can use the strong Markov property. Thus
Pη(τ{c,+1} < τ−1) = Pη(τ{c,+1} < τ−1∪η) + Pη(τη < τ{c,+1}∪−1 ∧ τ{c,+1} < τ−1)
= Pη(τ{c,+1} < τ−1∪η)
+Pη(τη < τ{c,+1}∪−1)Pη(τ{c,+1} < τ−1)
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and, solving the equation for Pη(τ{c,+1} < τ−1), we have the renewal equation.
Then ∀η ∈ A−1 \ {−1} we have:
h?(η) = 1− Pη(τ{c,+1} < τ−1}) = 1−
Pη(τ{c,+1} < τ−1∪η)
Pη(τ−1∪{c,+1} < τη)
and, hence,
h?(η) ≥ 1− Pη(τ{c,+1} < τη)
Pη(τ−1 < τη)
For the last term we have the equality:
Pη(τ{c,+1} < τη)
Pη(τ−1 < τη)
=
capβ(η, {c,+1})
capβ(η,−1)
(4.29)
The upper bound for the numerator of (4.29) is easily obtained through the
upper bound on capβ(−1, {c,+1}) which we already have. The lower bound
on the denominator is obtained by reducing the state space to a single path
from η to −1, picking an optimal path ω = {ω0, ω1, ..., ωN} that realizes the
minmax Φ(η,−1) and ignoring all the transitions that are not in the path. Indeed
by Th. 3.2, we use the monotonicity of the Dirichlet form in the transition
probabilities p(σ, η), for σ 6= η. Thus, we can have a lower bound for capacities
by simply setting some of the transition probabilities p(σ, η) equal to zero. It is
clear that if enough of these are set to zero, we obtain a chain where everything
can be computed easily. With our choice we have:
capβ(η,−1) ≥ min
h:ω→[0,1]
h(ω0)=1,h(ωN )
Eω(h) (4.30)
where the Dirichlet form Eω(h) is defined as E in (3.16), with S replaced by ω.
Due to the one–dimensional nature of the set ω, the variational problem in the
right hand side can be solved explicitly by elementary computations. One finds
that the minimum equals
M =
[
N−1∑
k=0
Z eβH(ωk,ωk+1)
]−1
(4.31)
and it is uniquely attained at h given by
h(ωk) = M
k−1∑
l=0
Z eβH(ωl,ωl+1) k = 0, 1, ..., N. (4.32)
Therefore,
capβ(η,−1) ≥M ≥
1
K Z
max
k
e−βH(ωk,ωk+1)
and hence
capβ(η,−1) ≥ C1
1
Z
e−βΦ(η,−1)
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Fig. 4. Saddles configurations.
with limβ→∞ C1 = 1/K. Moreover, we know that if η ∈ A−1 then it holds
Φ(η,−1) < Φ(η, {c,+1}). Indeed, by the definition of the set A−1:
Φ(η, {c,+1}) ≥ Γ + E(−1) > Φ(η,−1). (4.33)
For this reason
h?(η) ≥ 1− C(η)e−β(Φ(η,{c,+1})−Φ(η,−1)) ≥ 1− C(η)e−βδ,
and we can take C := supη∈A−1\−1 C(η). Otherwise ∀η ∈ A{c,+1} \ {c,+1} we
have:
h?(η) = Pη(τ−1 < τ{c,+1}}) =
Pη(τ−1 < τ{c,+1}∪η)
Pη(τ−1∪{c,+1} < τη)
and hence
h?(η) ≤ Pη(τ−1 < τη)
Pη(τ{c,+1} < τη)
=
capβ(η,−1)
capβ(η, {c,+1})
≤ C(η)e−βδ
proving the second equality (4.28) with C = maxη∈A{c,+1}\{c,+1} C(η). uunionsq
Now we are able to give a lower bound for the capacity. By (3.18), we have:
capβ(−1, {c,+1}) = E(h?) ≥
∑
σ∈A−1
η∈A{c,+1}
µ(σ)p(σ, η)(h?(σ)− h?(η))2
≥ Kµ(−1)e−βΓ + o(e−βδ)
Now we want to evaluate the combinatorial pre–factor K of the sharp estimate.
We have to determinate all the possible ways to choose a critical droplet in the
lattice with periodic boundary conditions. We know that the set P of such con-
figurations contains all the checkerboard rectangles Rλ−1,λ in a see of minuses
(see Fig. 5). Because of the translational invariance on the lattice, we can asso-
ciate at each site x two rectangular droplets Rλ−1,λ and Rλ,λ−1 such that their
north-west corner is in x. Considering the periodic boundary conditions and be-
ing Λ a square of side L, the number of such rectangles is A = 2L2 In order to
calculate K, we have to count in how many ways we can add a protuberance to a
14
rectangular checkerboard configuration Rλ−1,λ, along the largest side and adja-
cent to a plus spin of the checkerboard. Hence, we have that K = 4Aλ = 8λL2,
and this completes the proof of the first equality in (3.24). The proof of the
second equality in (3.24) can be achieved using very similar arguments. uunionsq
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