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Abstract
A mixed finite element method combining an iso-parametric Q2-P1 element
and an iso-parametric P+2 -P1 element is developed for the computation of multiple
cavities in incompressible nonlinear elasticity. The method is analytically proved
to be locking-free and convergent, and it is also shown to be numerically accurate
and efficient by numerical experiments. Furthermore, the newly developed accurate
method enables us to find an interesting new bifurcation phenomenon in multi-
cavity growth.
Key words: multiple cavitation computation, incompressible nonlinear elasticity, mixed
finite element method, locking-free, convergent
1 Introduction
Cavitation phenomenon, which exhibits sudden dramatic growth of pre-exist small voids
under loads exceeding certain criteria, is first systematically modeled and analyzed by
Gent & Lindley [1] in 1958. It is considered one of the most important failure phe-
nomenon in nonlinear elasticity, and its better understanding is crucial to explore the
properties of elastic materials.
∗The research was supported by the NSFC projects 11171008 and 11571022.
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Let Ω ⊂ Rn (n = 2, 3) be a simply connected domain with sufficiently smooth bound-
ary ∂Ω, and let Bρk(xk) = {x ∈ Rn : |x − xk| < ρk} and
⋃K
k=1Bρk(xk) ⊂ Ω. Let
Ωρ = Ω\⋃Kk=1Bρk(xk) be the domain occupied by an elastic body in its reference config-
uration, where Bρk(xk) denotes the pre-existing defects of radii ρk ≪ 1 centered at xk,
k = 1, · · · , K. Then, in incompressible elastic materials, the multi-cavitation problem
can be expressed as to find a deformation u to minimize the total energy
E(u) =
∫
Ωρ
W0(∇u(x)) dx, (1.1)
in the set of admissible deformation functions
AI = {u ∈ W 1,s(Ωρ;Rn) is 1-to-1 a.e. : u|∂Ω = u0, det∇u = 1, a.e.}, (1.2)
where W0 :M
n×n
+ → R+ is the stored energy density function of the material withMn×n+
being the set of n × n matrices of positive determinant, and n − 1 < s < n is a given
Sobolev index, and where a displacement boundary condition u = u0 is imposed on
∂DΩρ = ∂Ω, and a traction free boundary condition is imposed on ∂NΩρ = ∪Kk=1Bρk(xk).
Without loss of generality, we consider a typical energy density for nonlinear elasticity
given as
W (F ) = µ|F |s + d(detF ), ∀F ∈Mn×n+ , (1.3)
where µ is material parameter, and d(detF ) = κ(detF −1)2+ d1(detF ) with κ > 0 and
d1 : R+ → R+ being a strictly convex function satisfying
d1(ξ)→ +∞ as ξ → 0, and d1(ξ)
ξ
→ +∞ as ξ → +∞. (1.4)
Notice that, even though for incompressible nonlinear elastic materials, d(·) is just a
constant as the determinant of any admissible deformation in AI equals 1 a.e., the term
plays an important role in the proof of the convergence of the numerical cavitation
solutions to the mixed formulation given below.
To relax the rather restrictive condition det∇u = 1, a.e. appeared in AI , a mixed
formulation of the following form (see [2, 9]) is usually used in computation:
(u, p) = arg sup
p∈L2(Ωρ)
inf
u∈A
E(u, p), (1.5)
where p ∈ L2(Ωρ) is a pressure like Lagrangian multiplier introduced to relax the con-
straint of incompressibility, and where the Lagrangian functional E(u, p) and the set of
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admissible deformations A are defined as
E(u, p) =
∫
Ωρ
(W (∇u)− p (det∇u− 1)) dx, (1.6)
A = {u ∈ W 1,s(Ωρ;Rn) is 1-to-1 a.e.,u|∂DΩρ = u0}. (1.7)
The nonlinear saddle point problem (1.6)-(1.7) with energy density (1.3) leads to the
mixed displacement/traction boundary value problem of the Euler-Lagrange equation:
div
Ä
DFW (∇u)− p cof∇u
ä
= 0, in Ωρ, (1.8)
det∇u = 1, in Ωρ, (1.9)Ä
DFW (∇u)− p cof∇u
ä
n = 0, on ∪Kk=1 ∂Bρk(xk), (1.10)
u = u0, on ∂DΩρ. (1.11)
One of the main difficulties of numerical cavitation computation comes from the very
large anisotropic deformation near the cavities, which, if not properly approximated,
can cause mesh entanglement corresponding to nonphysical material interpenetration.
In recent years, successful quadratic iso-parametric and dual-parametric finite element
methods have been developed for the cavitation computation for compressible nonlinear
elastic materials ([3–6]). However, direct application of these methods to the case of
incompressible elasticity generally encounters the barrier of the locking effect. More
recently, a dual-parametric mixed finite elements (DP-Q2-P1) based on the saddle point
problem (1.6)-(1.7) is established by Huang and Li [8], which is shown to be locking-free,
convergent and effective.
In the present paper, we develop a mixed finite element method combining an iso-
parametric Q2-P1 element and an iso-parametric P
+
2 -P1 element for the computation
of multiple cavities in incompressible nonlinear elasticity. By extending and elaborat-
ing the techniques used in [8], we are able to analytically prove that the method is
locking-free and convergent. A damped Newton method is applied to solve the discrete
Euler-Lagrange equation. Our numerical experiments show that the method is numeri-
cally efficient. Furthermore, the newly developed accurate method enable us to find an
interesting new bifurcation phenomenon in multi-cavity growth. It is worth mentioning
here, if the displacement boundary condition (1.11) is replaced by a traction boundary
condition, the results of this paper still hold, and the proof is essentially the same.
The rest of the paper is organized as follows. In § 2, we introduce the iso-parametric
mixed finite element method. The locking-free and stability analysis of the method
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is given in § 3. The convergence analysis of the finite element solutions is given in
§ 4. Numerical experiments and results are presented in § 5 to show the accuracy and
efficiency of the method. Some concluding remarks are given in § 6.
2 The mixed finite element method
In this section, we present an iso-parametric P+2 -P1 curve edged triangular element and
an iso-parametric Q2-P1 curve edged rectangular element, and establish a mixed finite
element method by introducing a specially designed mesh to couple the two elements
for the computation of multiple cavities in incompressible nonlinear elasticity based on
a weak form of the Euler-Lagrange equation (1.8)-(1.11).
2.1 The iso-parametric P+2 -P1 element
The standard P+2 -P1 mixed triangular element (Tˆt, Pˆ , Σˆ) is defined as


Tˆt is the reference triangular element (see Fig 1),
Pˆ = {P+2 (Tˆt); P1(Tˆt)},
Σˆ = {uˆ(aˆi), 0 ≤ i ≤ 3, and uˆ(aˆij), 1 ≤ i < j ≤ 3; pˆ(bˆi), 1 ≤ i ≤ 3},
where {aˆi}3i=1 are the vertices of Tˆt, aˆ0 =
∑3
i=1 aˆi/3 is the barycenter of Tˆt, {aˆij}1≤i<j≤3
represent the midpoints between aˆi and aˆj, and bˆi are three non-collinear interior points
(say Gaussian quadrature nodes of Tˆt), and P
+
2 (Tˆt) = span{P2(Tˆt), λˆ1(xˆ)λˆ2(xˆ)λˆ3(xˆ)}
with λˆi(xˆ), 1 ≤ i ≤ 3 being the barycentric coordinates of Tˆt.
Figure 1: Reference element Tˆt, Σˆ. Figure 2: Element Tt, Σ.
Given 3 non-collinear anti-clock-wisely ordered vertices {ai}3i=1, denote (rk(x), θk(x))
the local polar coordinates of x with respect to the nearest defect center xk, set
aij = xk + (rij cos θij , rij sin θij), (2.1)
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where
rij =
r(ai) + r(aj)
2
, θij =
θ(ai) + θ(aj)
2
. (2.2)
Let FTt : Tˆt → R2 be defined as

FTt ∈ (P2(Tˆt))2,
x = FTt(xˆ) =
3∑
i=0
aiµˆi(xˆ) +
∑
1≤i<j≤3
aijµˆij(xˆ)
(2.3)
where µˆ0 = 27
∏3
i=1 λˆi(xˆ) and
µˆi = λˆi(xˆ)(2λˆi(xˆ)− 1), 1 ≤ i ≤ 3; µˆij = 4λˆi(xˆ)λˆj(xˆ), 1 ≤ i < j ≤ 3.
If the map FTt : Tˆt → FTt(Tˆt) is an injection, then Tt = FTt(Tˆt) defines a curved triangular
element. We define the iso-parametric P+2 -P1 mixed finite element (Tt, P,Σ) as follows:

Tt = FTt(Tˆt) being a curved triangular element (see Fig 2),
P =
¶
(u, p) : Tt → R2 × R|u = uˆ ◦ F−1Tt , uˆ ∈ P+2 ; p = pˆ ◦ F−1Tt , pˆ ∈ P1
©
,
Σ =
¶
u(ai), 0 ≤ i ≤ 3, and u(aij), 1 ≤ i < j ≤ 3; p(bi), 1 ≤ i ≤ 3
©
.
Remark 1. If aij is defined as aij =
ai + aj
2
, 1 ≤ i < j ≤ 3, then, Tt reduces to a
straight edged triangle.
2.2 The iso-parametric Q2-P1 element
Let (Tˆq, Pˆ , Σˆ) be the standard biquadratic-linear mixed rectangular element:


Tˆq = [−1, 1]× [−1, 1] is the standard reference rectangular element (see Fig 3),
Pˆ = {Q2(Tˆq), P1(Tˆq)},
Σˆ = {uˆ(aˆi), 0 ≤ i ≤ 8; pˆ(bˆ0), ∂xˆ1 pˆ(bˆ0), ∂xˆ2 pˆ(bˆ0)},
where {aˆi}4i=1 are the vertices of Tˆq, {aˆi}8i=5 represent the midpoints of the edges of Tˆq,
aˆ0 = bˆ0 = (0, 0), and ‘-’ denotes the 1st-order derivatives at bˆ0 and b0.
Figure 3: Reference element Tˆq, Σˆ. Figure 4: Element Tq, Σ.
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Given 4 non-degenerate vertices {ai}4i=1, and set {ai}8i=5 and a0 the same as for the
curved triangular element (see (2.1)-(2.2)). Define FTq : Tˆq → R2 by

FTq ∈ (Q2(Tˆq))2,
x = FTq(xˆ) =
8∑
i=0
aiϕˆi(xˆ)
(2.4)
where ϕˆi satisfied that ϕˆi(aˆj) = δij , 0 ≤ i, j ≤ 8, are the biquadratic interpolation
basis functions. If FTq given above is an injection, then Tq = FTq(Tˆq) defines a curve
edged quadrilateral element. We define the iso-parametric Q2-P1 mixed finite element
(Tq, P,Σ) as follows:


Tq = FTq(Tˆq) being a curved quadrilateral element, see Fig 4,
P =
¶
(u, p) : Tq → R2 × R|u = uˆ ◦ F−1Tq , uˆ ∈ Q2; p = pˆ ◦ F−1Tq , pˆ ∈ P1
©
,
Σ =
¶
u(ai), 0 ≤ i ≤ 8; p(b0), ∂xˆ1 pˆ(bˆ0) ◦ F−1Tq , ∂xˆ2 pˆ(bˆ0) ◦ F−1Tq
©
,
2.3 The partition of Ωρ
Let xk (k = 1, 2, · · · , K) be the center of the k-th defect with radius ρk on the reference
configuration Ωρ. The triangulationT of Ωρ consists of two parts: 1)T
′ on small circular
ring regions ∪Kk=1(Bδk(xk) \Bρk(xk)) with δk > ρk small; 2) T ′′ on Ωρ \ ∪Kk=1(Bδk(xk) \
Bρk(xk)). Each circular ring region Bδk(xk)\Bρk(xk)) is divided intoMk layers of circular
rings, and the m-th layer circular ring is partitioned into Nm evenly spaced curve edged
rectangles with either Nm = Nm−1 or 2Nm = Nm−1, where {Nm}Mkm=1 and the thickness
of the layers are given according to the meshing strategy, which approximately realizes
relative error equi-distribution on elastic energy by exploring the relationship between
the error and the energy density [4] (see also [3, 8]). The partition T ′ on the m-th
layer circular ring consists of Nm curve edged rectangular elements if Nm = Nm−1,
otherwise the layer is partitioned into 3Nm curve edged triangular elements by dividing
each rectangular element into three triangular elements as shown in Fig 5. T ′′ consists
of curved or straight edged triangles as shown in Fig 6(b).
* *
Figure 5: On layers with 2Nm = Nm−1, each rectangle is divided into three triangles.
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(a) T ′ near a defet. (b) T ′′ away from defects. (c) T = T ′ + T ′′.
Figure 6: Typical partitions T ′ (in local coordinate), T ′′ and T .
An example of T ′ on a circular ring region near a defect is shown in Fig 6(a), where
we have M = 3, N1 = 20, N2 = N3 = 10. Notice that, the second layer is divided
into 30 triangular elements so that the hanging nodes, denoted by ∗’s in Fig 5, can be
eliminated (see also [3]), and for this reason such a layer is called a conforming layer in
contrast to the standard layers consisting of rectangular elements. An example of T ′′ on
B1(0) \ (∪2k=1(B0.1(xk) \ B0.01(xk))) with x1 = (−0.2, 0.0) and x2 = (0.2, 0.0) is shown
in Fig 6(b), and the final mesh T produced by T ′ and T ′′ is shown in Fig 6(c).
In what follows below, whenever necessary, the quadrilateral and triangular elements
will be denoted as Tq and Tt respectively.
2.4 The discrete problem
We consider to numerically solve the following variational formulation of the Euler-
Lagrange equation (1.8)-(1.11): find (u, p) ∈ A ∩W 1,∞(Ωρ)× L2(Ωρ), such that


∫
Ωρ
∂W (∇u)
∇u : ∇v − p cof∇u : ∇v dx = 0, ∀v ∈ H
1
E(Ωρ),
∫
Ωρ
q(det∇u− 1) dx = 0, ∀q ∈ L2(Ωρ),
(2.5)
where H1E(Ωρ) := {v ∈ H1(Ωρ) : v|∂DΩρ = 0}.
The finite element trial and test function spaces for the admissible deformation are
given as
Xh = Ah :=
ß
uh ∈ C(Ω¯ρ) : uh|Tq ∈ FTq(Q2),uh|Tt ∈ FTt(P2),uh|∂DΩ = u0
™
, (2.6)
Xh,E :=
ß
uh ∈ C(Ω¯ρ) : uh|Tq ∈ FTq(Q2),uh|Tt ∈ FTt(P2),uh|∂DΩ = 0
™
, (2.7)
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and the finite element trial (and test) function space for the pressure is given as
Mh = Ph :=
ß
ph ∈ L2(Ω¯ρ) : ph|T ∈ FT (P1)
™
. (2.8)
The discrete version of (2.5) is


Find (uh, ph) ∈ Xh ×Mh, such that∫
Ωρ
∂W (∇uh)
∇uh : ∇vh − ph cof∇uh : ∇vh dx = 0, ∀vh ∈ Xh,E,∫
Ωρ
qh(det∇uh − 1) dx = 0, ∀qh ∈Mh.
(2.9)
A damped Newton method is applied to solve this nonlinear system, and in each Newton
iteration step we need to solve the following discrete linear problem:


Find (wh, ph) ∈ Xh,E ×Mh, such that
a(wh, vh;uh, ph) + b(vh, ph;uh) = f(vh;uh, ph), ∀vh ∈ Xh,E,
b(wh, qh;uh) = g(qh;uh), ∀qh ∈Mh,
(2.10)
where uh := u
k
h ∈ Ah, ph := pkh ∈ Mh represent the approximate solution obtained
in the k-th iteration, (wh, ph) provides a modifying direction of the (k+1)-th step. An
incomplete linear search is conducted so that the new guess (uh, ph) + α(wh, ph) with
0 < α ≤ 1 is orientation preserving and satisfies the regularity condition (H2) given
below. For the energy density W (·) given by (1.3), we have
a(w, v;u, p) :=
∫
Ωρ
Ä
µs(s− 2)|∇u|s−4(∇u : ∇w)(∇u : ∇v)
+µs|∇u|s−2(∇w : ∇v) + d′′(det∇u)(cof∇u : ∇w)(cof∇u : ∇v)
+(d′(det∇u)− p) cof∇w : ∇vä dx, (2.11)
b(v, q;u) :=
∫
Ωρ
q cof∇u : ∇v dx, (2.12)
f(v;u, p) := −
∫
Ωρ
Ä
µs|∇u|s−2∇u : ∇v + (d′(det∇u)− p) cof∇u : ∇vä dx, (2.13)
g(q;u) := −
∫
Ωρ
q(det∇u− 1) dx. (2.14)
In what follows below, if (u, p) is not directly involved in the calculation, it will be
omitted from the notations in the functionals defined above. For example, a(w, v;u, p)
will simply be written as a(w, v), etc..
To show the stability of the iso-parametric mixed finite element method for the
discrete linear problem (2.10), we need to make some basic regularity assumptions:
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(H1) The triangulation T is regular and hT ∼= h, ∀T ∈ T .
(H2) 0 < σ . λ1(∇uh) ≤ λ2(∇uh) . σ−1, and 0 < c ≤ det∇uh ≤ C, ∀x ∈ T ∈ T ,
where σ < 1, 0 < c < 1 and C > 1 are constants.
(H3) For u ∈ W 1,∞(Ωρ) ∩H1(Ωρ) satisfying (H2), b(v, q;u) satisfies inf-sup condition,
i.e. there exists a constant β > 0 such that
sup
v∈H1
E
(Ωρ)
b(v, q)
‖v‖1,2,Ωρ
≥ β‖q‖0,2,Ωρ, ∀q ∈ L2(Ωρ). (2.15)
Here and throughout the paper, X ∼= Y , or equivalently Y . X . Y , means that
C−1Y ≤ X ≤ CY holds for a generic constant C ≥ 1 independent of ρ, T and h.
Remark 2. By the standard scaling argument, hypothesis (H1) guarantees that
|vˆ|γ,2,Tˆ ∼= hγ−1T |v|γ,2,T , γ = 0, 1, ∀T ∈ T and ∀v ∈ H1(T ), (2.16)
which is a very important relation in many interpolation error estimates. In fact, (H2)
generally holds for a physically meaningful discrete cavitation deformation uh.
Remark 3. Hypothesis (H3) guarantees the solvability of the linear problem


Find (w, p) ∈ H1E(Ωρ)× L2(Ωρ), such that
a(w, v;u, p) + b(v, p;u) = f(v;u, p), ∀v ∈ H1E(Ωρ),
b(w, q;u) = g(q;u), ∀q ∈ L2(Ωρ),
(2.17)
which is the continuous counterpart of (2.10) with respect to the weak form of Euler-
Lagrange equation (2.5). (H3) is also a basic condition for Fortin Criterion, which is
essential for our stability analysis. It is worth mentioning here that (2.15) does hold if
certain additional regularity condition, say ∇u ∈ C1(Ωρ), is satisfied (see[15]) .
3 Stability analysis of the method
Under hypothesis (H1) for T , (H2) for uh and (H3), we will prove that the iso-parametric
mixed finite element method for the problem (2.10) is locking-free. More precisely, there
exists a constant β > 0 independent of h, such that the discrete inf-sup condition
sup
vh∈Xh
b(vh, qh;uh)
‖vh‖1,2,Ωρ
≥ β‖qh‖0,2,Ωρ, ∀qh ∈Mh (3.1)
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holds. For the convenience of the readers and the integrity of this paper, we present the
stability analysis below, even though it is standard, based on the famous Fortin Criterion
[9] (see Lemma 1) and a two steps construction process [9] (see Lemma 2), and follows
the similar lines as in [8].
Lemma 1. (see Fortin Criterion [9]) Let b(v, q;uh) satisfy the inf-sup condition (2.15).
Then, the LBB consition (3.1) holds with a constant β independent of h if and only if
there exists an operator Πh ∈ L (H1E(Ωρ),Xh,E) and a constant c > 0 independent of h
such that 

b(v −Πhv, qh;uh) = 0, ∀qh ∈Mh, ∀v ∈ H1E(Ωρ),
‖Πhv‖1,2,Ωρ ≤ c‖v‖1,2,Ωρ, ∀v ∈ H1E(Ωρ).
(3.2)
Lemma 2. Let Π1 ∈ L (H1E(Ωρ),Xh,E) and Π2 ∈ L (H1E(Ωρ),Xh,E) be such that


‖Π1v‖1,2,Ωρ ≤ c1‖v‖1,2,Ωρ , ∀v ∈ H1E(Ωρ),
‖Π2(I − Π1)v‖1,2,Ωρ ≤ c2‖v‖1,2,Ωρ , ∀v ∈ H1E(Ωρ),
b(v − Π2v, qh;uh) = 0, ∀v ∈ H1E(Ωρ), ∀qh ∈Mh.
(3.3)
Set Πhv = Π1v +Π2(v − Π1v), then Πh ∈ L (H1E(Ωρ),Xh,E) satisfies (3.2).
Step 1. The construction of Π1 ∈ L (H1E(Ωρ),Xh).
Let (X¯h,M¯h) be given by


X¯h = {vh ∈ Xh : vh|Tq ∈ FTq(Q1)⊕ span{q1, q2, q3, q4}, vh|Tt ∈ FTt(P2)},
M¯h = {qh ∈Mh : qh|T ∈ FT (P0)},
(3.4)
where {qi}4i=1 are the edge bubble functions with respect to the edges {ei}4i=1 of Tq. For
example, denote x = (x1, x2) and (xˆ1, xˆ2) = xˆ = F
−1
Tq (x), then
q1(x) = (qˆ1 ◦ F
−1
Tq (xˆ)) n1(FTq(−1, xˆ2)),
where qˆ1 = (1 − xˆ22)(1 − xˆ1) and n1 is the unit out normal of the edge e1. Obviously
q1(x) = 0, ∀x ∈ ∂Tq \ e1. The formulae for {qi}4i=2 are similarly defined. In particular,
we notice that {qi}4i=1 have null tangential components on the edges of Tq. On the
other hand, let {pi(x)}3i=1 be the edge bubble functions with respect to the edges of
a triangular element Tt, defined in a similar way as {qi}4i=1, then we have FTt(P2) =
FTt(P1)⊕ span{p1,p2,p3}.
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Firstly, let Π¯1 : H
1
E(Ωρ) → Xh ∩ H1E(Ωρ) be the Cle´ment interpolation operator,
then, under the hypothesis (H1) and by the standard scaling argument (see for example
Corollary 2.1 on page 106 in [9]), one has
∑
T∈T
h2γ−2T |v − Π¯1v|2γ,2,T . |v|21,2,Ωρ , γ = 0, 1. (3.5)
Next, let Π¯2 : H
1
E(Ωρ)→ Xh ∩H1E(Ωρ) be uniquely determined by


Π¯2v|Tt ∈ span{p1,p2,p3},
Π¯2v|Tq ∈ span{q1, q2, q3, q4},∫
ei
cof∇uTh (Π¯2v − v) · ni ds = 0, ∀ei ∈ ∂T, ∀T ∈ T ,
(3.6)
then, as div(cof∇uh|T ) = 0, one has
∫
T
cof∇uh : ∇(Π¯2v − v) dx =
∫
∂T
(cof∇uTh (Π¯2v − v)) · n ds = 0, ∀T ∈ T . (3.7)
Now, define Π1 ∈ L (H1E(Ωρ),Xh) as Π1v , Π¯hv = Π¯1v+Π¯2(v−Π¯1v), ∀v ∈ H1E(Ωρ).
Step 2. The construction of Π2 ∈ L (H1E(Ωρ),Xh).
Introduce a bubble function space on T by defining
Bh = {b ∈ C(Ω¯ρ;R2) : b|T = bˆ ◦ F−1T }, (3.8)
where bˆ(xˆ) = (b1(1− xˆ21)(1− xˆ22), b2(1− xˆ21)(1− xˆ22)) if T ∈ T is a quadrilateral element,
and bˆ(xˆ) = (b1λˆ1(xˆ)λˆ2(xˆ)λˆ3(xˆ), b2λˆ1(xˆ)λˆ2(xˆ)λˆ3(xˆ)) if T ∈ T is a triangular element,
and b1, b2 ∈ R. Define Π2 : {v ∈ H1E(Ωρ) :
∫
T cof∇uh : ∇v dx = 0, ∀T ∈ T } → Bh as
the unique solution of the linear system
∫
T
cof∇uh : ∇(Π2v − v) qh dx = 0, ∀qh ∈ FT (P1), ∀T ∈ T . (3.9)
Notice that (3.9) naturally holds for ∀qh ∈ FT (P0). This is because Π2v|∂T = 0 and
div(cof∇uh|T ) = 0, hence, by the divergence theorem, one has
∫
T
cof∇uh : ∇Π2v dx =
∫
∂T
(cof∇uh)n ·Π2v ds−
∫
T
div(cof∇uh) ·Π2v dx = 0. (3.10)
Lemma 3. Let T and uh satisfy hypothesis (H1) and (H2) respectively. Then Π1 defined
in step 1 satisfies Π1 ∈ L (H1E(Ωρ), X¯h) and


‖Π1v‖1,2,Ωρ .
1
σ2
‖v‖1,2,Ωρ , ∀v ∈ H1E(Ωρ),∫
T
cof∇uh : ∇(Π1v − v) dx = 0, ∀v ∈ H1E(Ωρ), ∀T ∈ T .
(3.11)
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Proof. Since Π¯2 ∈ L (H1E(Ωρ), X¯h) is defined through (3.6), Π¯2 on Tt can be explicitly
expressed as Π¯2v|Tt =
3∑
i=1
αi(v)pi, which yields
αi =
ï ∫
ei
(cof∇uThv) · ni ds
ò¡ï ∫
ei
(cof∇uThpi) · ni ds
ò
, i = 1, 2, 3. (3.12)
Noticing that (H2) implies σ . λ1(cof∇uh) . λ2(cof∇uh) . σ−1, thus one has
∣∣∣∣
∫
ei
(cof∇uThpi) · ni ds
∣∣∣∣ =
∣∣∣∣
∫
ei
pi · (cof∇uhni) ds
∣∣∣∣ & σhTt
∫
eˆi
pˆi dsˆ, (3.13)
and in addition, by the trace theorem,
∣∣∣∣
∫
ei
(cof∇uThv) · ni ds
∣∣∣∣ . λ2(∇uh)
∫
ei
|v| ds ∼= hTt
σ
∫
eˆi
|vˆ| dsˆ . hTt
σ
‖vˆ‖1,2,Tˆt, (3.14)
Therefore, it follows from (3.12)-(3.14) that
|αi| . 1
σ2
‖vˆ‖1,2,Tˆt, i = 1, 2, 3. (3.15)
Hence, by the standard scaling argument, one has
|Π¯2v|21,2,Tt =
∣∣∣∣
3∑
i=1
αipi
∣∣∣∣
2
1,2,Tt
.
1
σ4
(h−2Tt ‖v‖20,2,Tt + |v|21,2,Tt), ∀Tt ∈ T . (3.16)
The result for Π¯2 on Tq has the same form and can be obtained in the same way. Thus,
it follows from (3.5) that
|Π1v|21,2,Ωρ .|Π¯1v|21,2,Ωρ +
∑
T
|Π¯2(v − Π¯1v)|21,2,T
.|Π¯1v|21,2,Ωρ +
∑
T
1
σ4
(h−2T ‖v − Π¯1v‖20,2,T + |v − Π¯1v|21,2,T ) .
1
σ4
|v|21,2,Ωρ.
This together with the Poincare´-Friedrichs inequality implies that the inequality in (3.11)
holds, since ∂DΩρ 6= ∅. In addition, by (3.7), we have, for all v ∈ H1E(Ωρ),
∫
T
cof∇uh : ∇(Π1v − v) dx =
∫
T
cof∇uh : ∇
Ä
Π¯2(v − Π¯1v)− (v − Π¯1v)
ä
dx = 0.
This completes the proof of the lemma.
Therorem 1. Let hypotheses (H1)-(H3) hold, and (Xh,E,Mh) be given by (2.7) and
(2.8). Then, there exists a constant β > 0 independent of h such that b(vh, qh;uh)
satisfies the LBB condition (3.1).
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Proof. According to Lemma 2, we only need to show (3.3)2, i.e., ‖Π2(I − Π1)v‖1,2,Ωρ ≤
c2‖v‖1,2,Ωρ , ∀v ∈ H1E(Ωρ), since (3.3)1 is a conclusion of Lemma 3; and (3.3)3 follows as
a consequence of the definition of Π2 (see (3.9)).
Recall that Π2v ∈ Bh (see (3.8)) and div(cof∇uh|T ) = 0, ∀T ∈ T , by a change of
integral variables and the integral by parts, (3.9) can be rewritten as
∫
Tˆ
‘Π2v · Ä cof∇xˆuˆh∇xˆqˆhädxˆ = ∫
Tˆ
qˆh cof∇xˆuˆh : ∇xˆvˆ dxˆ, ∀qˆh ∈ P1(Tˆ ) \ P0(Tˆ ), (3.17)
where ∇xˆ := (∂xˆ1 , ∂xˆ2). Taking Tt as an example, we can write ‘Π2v(xˆ) on Tt explicitly
as ‘Π2v(xˆ)|Tt = (α1λˆ1λˆ2λˆ3, α2λˆ1λˆ2λˆ3) with
α =
á
α1
α2
ë
=
Ç∫
Tˆt
bˆ cof∇xˆuˆh dxˆ
å−1á∫
Tˆt
cof∇xˆuˆh : ∇xˆvˆ xˆ1 dxˆ
∫
Tˆt
cof∇xˆuˆh : ∇xˆvˆ xˆ2 dxˆ
ë
, (3.18)
where bˆ = λˆ1λˆ2λˆ3. Again, since (H2) implies σ . λ1(cof∇uh) . λ2(cof∇uh) . σ−1, it
follows from the Ho¨lder inequality that
∣∣∣∣
∫
Tˆt
cof∇xˆuˆh : ∇xˆvˆ xˆi dxˆ
∣∣∣∣ . hTtσ |vˆ|1,2,Tˆt‖xˆi‖0,2,Tˆt .
hTt
σ
|vˆ|1,2,Tˆt , i = 1, 2. (3.19)
On the other hand, noticing that uh|Tt ∈ P+2 (Tˆ ), by direct calculations (similar to that
in the proof of Theorem 3.1 in [4]) and (H2), one has
det
Å ∫
Tˆt
bˆ cof∇xˆuˆh(x) dxˆ
ã
∼= det∇uh(a123)h2Tt ∼= h2Tt . (3.20)
Thus, again by (H2),
∣∣∣∣
Ä ∫
Tˆt
bˆ cof∇xˆuˆh dxˆ
ä−1∣∣∣∣ ∼= h−2Tt ∣∣∣∣ ∫
Tˆt
bˆ∇xˆuˆh dxˆ
∣∣∣∣ . h−2Tt ‖bˆ‖0,2,Tˆt‖∇xˆuˆh‖0,2,Tˆt .
1
σhTt
. (3.21)
Therefore, it follows from (3.18)-(3.21) and the standard scaling argument that
|Π2v|1,2,Tt ∼= |“Π2v|1,2,Tˆt ∼= |α| . 1σ2 |vˆ|1,2,Tˆt ∼= 1σ2 |v|1,2,Tt. (3.22)
Π2v on Tq has exactly the same result as (3.22) (see also [8]). Finally, by (3.11)1, (3.22),
and Poincare´-Friedrichs inequality, we have
‖Π2(I − Π1)v‖1,2,Ωρ .
1
σ2
‖(I − Π1)v‖1,2,Ωσ .
1
σ4
‖v‖1,2,Ωρ , ∀v ∈ H1E(Ωρ), (3.23)
and complete the proof of the theorem.
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4 Convergence analysis of the method
The framework for the convergence analysis of the finite element cavitation solutions
of (2.9) is the same as established in [8] for the DP-Q2-P1 finite element cavitation
solutions. However, for the integrity of the paper and convenience of the readers, the
complete analysis is presented below.
The cavitation solution u˜ is assumed to be an absolute energy minimizer of E(·) in
AI (see (1.1) (1.2)) and is assumed to have the following regularity: u ∈ C4(Ωρ;R2)
and in a neighborhood of each defect, expressed in the local polar coordinate system
u(x) = (r cos φ, r sin φ) with r = r(R, θ), φ = φ(R, θ),
∣∣∣∂u
∂θ
∣∣∣ ∼= 1 and
∣∣∣ ∂
i+jr
∂Ri∂θj
∣∣∣ ≤ Υ,
∣∣∣ ∂
i+jφ
∂Ri∂θj
∣∣∣ ≤ Υ, ∀i, j ≥ 0, i+ j ≤ 4, (4.1)
where Υ is a constant independent of the initial defect size ρ. Denote
U(Υ) =
ß
u ∈ C4(Ωρ;R2) : u(x) satisfies (4.1) in a neighborhood of each defect
™
.
Let T = T ′ + T ′′ (see Fig 6(c)) be a regular triangulation of Ωρ satisfying (H1)
with mesh size h. Let ǫ and τ denote respectively the inner radius and the thickness of
a circular ring layer Bǫ+τ(xk) \Bǫ(xk), produced by T ′ in a neighborhood of a defect as
shown in Fig 6(a), and let N be the number of the subdivision on the circular direction
of the layer. Let Π2h : A∩C(Ωρ;R2)→ Ah (see (2.6)) be the interpolation operator. We
have the following interpolation error estimates (see [3, 4]).
Lemma 4. Let Ωρ = B1(0) \ ∪Kk=1Bρk(xk), and u(x) ∈ A∩ U(Υ). Let T ′ be a circular
ring layered mesh on ∪Kk=1(Bδk(xk) \ Bρk(xk)) satisfying that, for a given constant α ∈
(0, 1), τ . min{√ǫ, ǫ(1−α)/4h}, and N−1 . ǫ(1−α)/4h if the layer is a standard layer, while
N . min{(ǫτ)1/4, (τh2)1/4} if the layer is a conforming layer. Denote Ωk = Bδk(xk) \
Bρk(xk) for 1 ≤ k ≤ K, and ΩK+1 = B1(0) \ ∪Kk=1Bδk(xk). Then, we have
| det∇Π2hu(x)− det∇u(x)| . |x− xk|−1(τ 2 +N−2), ∀x ∈ Ωk, 1 ≤ k ≤ K, (4.2)
| det∇Π2hu(x)− det∇u(x)| . h2, ∀x ∈ ΩK+1, (4.3)
‖ det∇Π2hu− det∇u‖0,2,Ωk . h2, 1 ≤ k ≤ K + 1, (4.4)∣∣∣∣
∫
Ωk
|Π2hu(x)|s − |u(x)|s dx
∣∣∣∣ . h2, 1 ≤ k ≤ K + 1, (4.5)
∣∣∣∣
∫
Ωk
d(det∇Π2hu)− d(det∇u) dx
∣∣∣∣ . h3 1 ≤ k ≤ K + 1. (4.6)
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Lemma 5. Let (u˜, p˜) ∈ (A ∩ U(Υ)) ×Hγ+1(Ωρ), γ = 0 or 1, be a solution to problem
(2.5) with u˜ being an absolute minimizer of E(·) in AI . Let T ′ satisfy the conditions in
Lemma 4. Let (uh, ph) ∈ Xh ×Mh be the finite element solutions to problem (2.9) with
‖ph‖0,2,Ωρ . h−β for a constant β ∈ [0, 2). Then
− hγ+1 . E(uh, ph)−E(u˜, p˜) . h2−β, (4.7)
‖uh‖1,s,Ωρ . 1, ‖ det∇uh‖0,2,Ωρ . 1. (4.8)
Proof. Firstly, (uh, ph) solves problem (2.9) implies uh minimizes E(vh, ph) in Xh, hence
E(uh, ph) ≤ E(Π2hu˜, ph). On the other hand, since det∇u˜ = 1, a.e. in Ωρ, one has
E(Π2hu˜, ph) = E(u˜, p˜) +
∫
Ωρ
µ
Ä|∇Π2hu˜|s − |∇u˜|sä+ Äd(det∇Π2hu˜)− d(det∇u˜)ädx
−
∫
Ωρ
ph(det∇Π2hu˜− 1) dx = E(u˜, p˜) + I1 + I2 + I3.
It follows from (4.5) and (4.6) in Lemma 4 that |I1| . h2 and |I2| . h3. By the Ho¨lder
inequality, (4.4) and ‖ph‖0,2,Ωρ . h−β, one concludes that
|I3| ≤ ‖ph‖0,2,Ωρ‖ det∇Π2hu˜− 1‖0,2,Ωρ . h2−β .
Thus, the second relationship in (4.7) holds, and consequently E(uh, ph) . 1, which
implies (4.8), since d(det∇uh) > 0 and
∫
Ωρ
ph(det∇uh − 1) dx = 0.
Secondly, due to (u˜, p˜) = arg supq∈L2(Ωρ) infv∈AE(v, q), u˜ minimizes E(v, p˜) in A.
Hence, by
∫
Ωρ
qh(det∇uh − 1) dx = 0, ∀qh ∈ Mh (see (2.9)), one has
E(u˜, p˜) ≤ E(uh, p˜) = E(uh, ph)−
∫
Ωρ
(p˜− Pγh p˜)(det∇uh − 1) dx,
where Pγh : H
γ+1(Ωρ) → Mh, γ = 0 or 1, is an orthogonal projection operator with
Pγh |T = PγT : Hγ+1(T )→ FT (Pγ) being defined by
∫
T
q(PγT p− p) det∇xˆ dx = 0, ∀q ∈ FT (Pγ), ∀T ∈ T .
Since T satisfies (H1), we have ‖Pγh p˜− p˜‖0,2,Ωρ . hγ+1|p˜|γ+1,2,Ωρ (see [10]). In addition,
by the Ho¨lder inequality,
∣∣∣∣
∫
Ωρ
(p˜− Pγh p˜)(det∇uh − 1) dx
∣∣∣∣ . ‖p˜− Pγh p˜‖0,2,Ωρ‖ det∇uh − 1‖0,2,Ωρ .
Thus, the first relationship in (4.7) holds.
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Remark 4. O(hγ+1) in the energy error bounds (4.7) is not optimal and can be improved
at least to o(hγ+1), since ‖ det∇uh − 1‖0,2,Ωρ → 0 (see (4.9)).
Therorem 2. Let (u˜, p˜) ∈ (A ∩ U(Υ))×H1(Ωρ) be a solution to problem (2.5) with u˜
being an absolute minimizer of E(·) in AI . Let T and (uh, ph) ∈ Xh ×Mh satisfy the
same conditions as in Lemma 5. Then, there exist a subsequence {uh}h>0 (not relabeled)
and an absolute energy minimizer u¯ of E(·) in AI , such that
uh → u¯ in W 1,s(Ωρ;R2), det∇uh → 1 in L2(Ωρ), as h→ 0. (4.9)
Furthermore, if ‖ph‖0,2,Ωρ . 1, then there exist a subsequence {ph}h>0 (not relabeled) and
a function p¯ ∈ L2(Ωρ), such that (u¯, p¯) solves problem (1.5) and
ph ⇀ p¯ in L
2(Ωρ), as h→ 0. (4.10)
Proof. Since 1 < s < 2, (4.8) implies that there exist a subsequence {uh}h>0 (not
relabeled) and functions u¯ ∈ W 1,s(Ωρ;R2), ϑ ∈ L2(Ωρ) such that
uh ⇀ u¯ in W
1,s(Ωρ;R
2), uh → u¯ and det∇uh ⇀ ϑ in L2(Ωρ), as h→ 0. (4.11)
Thanks to some prominent results for the cavitation problems (see Theorem 3 in [11],
Theorem 2 and Theorem 3 in [13]) that, in our case (see also in [3] for more general
cases), (4.11) together with the continuity of uh actually lead to
ϑ = det∇u¯, a.e. in Ωρ, and u¯ is 1-to-1 a.e. in Ωρ. (4.12)
In addition, due to
∫
Ωρ
qh(det∇uh − 1) dx = 0, ∀qh ∈Mh, we have
∫
Ωρ
q(1−ϑ) dx =
∫
Ωρ
q(det∇uh−ϑ) dx−
∫
Ωρ
(q−P0h q)(det∇uh− 1) dx, ∀q ∈ C∞0 (Ωρ).
By the Ho¨lder inequality, it follows from ‖P0h q − q‖0,2,Ωρ . h|q|1,2,Ωρ and (4.8) that
∣∣∣∣
∫
Ωρ
(q − P0h q)(det∇uh − 1) dx
∣∣∣∣ ≤ ‖q − P0h q‖0,2,Ωρ‖ det∇uh − 1‖0,2,Ωρ → 0, as h→ 0.
Hence, by (4.11)-(4.12), we have det∇u¯ = ϑ = 1, a.e. in Ωρ. Furthermore, since uh → u¯
in Ls(∂Ωρ) and uh|∂DΩρ = u0, we also have u¯|∂DΩρ = u0. Thus, recalling that u¯ is 1-to-1
a.e. in Ωρ by (4.12), we conclude that u¯ ∈ AI .
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Next, we claim that u¯ is an absolute energy minimizer of E(·) in AI . In fact, due to
the convexity of both |∇u|s and d(ξ), as a consequence of (4.11) and (4.12), we obtain
∫
Ωρ
|∇u¯|s dx ≤ lim inf
h→0
∫
Ωρ
|∇uh|s dx, (4.13)
∫
Ωρ
d(det∇u¯) dx ≤ lim inf
h→0
∫
Ωρ
d(det∇uh) dx. (4.14)
Hence, by Lemma 5 (see (4.7)), we have
inf
v∈AI
E(v) ≤ E(u¯) ≤ lim inf
h→0
E(uh) = lim inf
h→0
E(uh, ph) = E(u˜, p˜) = inf
v∈AI
E(v). (4.15)
Now, we are going to show the strong convergence of uh. Notice that (4.15) implies
E(u¯) = lim
h→0
E(uh), by (4.14), we have
E(u¯)−
∫
Ωρ
µ|∇u¯|s dx =
∫
Ωρ
d(det∇u¯) dx ≤ lim inf
h→0
∫
Ωρ
d(det∇uh) dx
= lim inf
h→0
Ä
E(uh)−
∫
Ωρ
µ|∇uh|s dx
ä
= E(u¯)− lim sup
h→0
∫
Ωρ
µ|∇uh|s dx,
(4.16)
i.e. lim sup
h→0
|uh|1,s,Ωρ ≤ |u¯|1,s,Ωρ. This together with (4.13) yields lim
h→0
|uh|1,s,Ωρ = |u¯|1,s,Ωρ.
Recall W 1,s(Ωρ;R
2) enjoys the Radon-Riesz property (see [14]), uh → u¯ in W 1,s(Ωρ;R2)
follows as a consequence of uh ⇀ u¯ in W
1,s(Ωρ;R
2) and lim
h→0
|uh|1,s,Ωρ = |u¯|1,s,Ωρ.
In addition, by uh → u¯ in W 1,s(Ωρ;R2), the inequality in (4.16) is actually an
equality, hence we have lim
h→0
∫
Ωρ
d(det∇uh) dx =
∫
Ωρ
d(det∇u¯) dx. Thus, it follows from
det∇uh ⇀ det∇u¯ in L2(Ωρ) and the convexity of d1(·) that
∫
Ωρ
d(det∇u¯)− κ(det∇u¯− 1)2 dx =
∫
Ωρ
d1(det∇u¯) dx ≤ lim inf
h→0
∫
Ωρ
d1(det∇uh) dx
= lim inf
h→0
∫
Ωρ
d(det∇uh)− κ(det∇uh − 1)2 dx
=
∫
Ωρ
d(det∇u¯) dx− lim sup
h→0
∫
Ωρ
κ(det∇uh − 1)2 dx,
i.e., lim sup
h→0
∫
Ωρ
(det∇uh− 1)2 dx ≤
∫
Ωρ
(det∇u¯− 1)2 dx = 0, which means det∇uh → 1
in L2(Ωρ) as h→ 0.
Finally, ‖ph‖0,2,Ωρ . 1 implies that there exist a subsequence {ph}h>0 (not relabeled)
and a function p¯ ∈ L2(Ωρ), such that (4.10) holds. Thus, by det∇uh → det∇u¯ = 1
in L2(Ωρ) and (4.15), we have E(u¯, p¯) = lim
h→0
E(uh, ph) = E(u˜, p˜), which completes the
proof of the theorem.
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Therorem 3. Let (u˜, p˜) ∈ (A ∩ U(Υ)) × H1(Ωρ) be a solution to problem (2.5) with
u˜ being an absolute minimizer of E(·) in AI. Let T and (uh, ph) ∈ Xh ×Mh satisfy
the same conditions as in Lemma 5. Let (u¯, p¯) be given by Theorem 2. If, in addition,
p¯ ∈ H1(Ωρ), ‖ph‖0,2,Ωρ . 1, ‖uh‖1,ζ,Ωρ . 1 and c ≤ det∇uh ≤ C, a.e. in Ωρ, where
ζ > 2 and 0 < c < 1 < C are constants independent of h. Then
ph → p¯ in L2(Ωρ), as h→ 0. (4.17)
Proof. Firstly, we see that ‖uh‖1,ζ,Ωρ . 1 implies u¯ ∈ W 1,ζ(Ωρ;R2), and thus it follows
from (see the interpolation inequality on page 125 in [16])
‖∇uh −∇u¯‖0,2,Ωρ ≤ ‖∇uh −∇u¯‖1−α0,ζ,Ωρ‖∇uh −∇u¯‖α0,s,Ωρ, (4.18)
where 0 < α < 1 is determined by 1
2
= 1−α
ζ
+ α
s
, that uh → u¯ in W 1,s(Ωρ;R2) in (4.9)
can be strengthened to uh → u¯ in H1(Ωρ).
We will frequently use below the facts that |A : B| ≤ |A||B|, ∀A,B ∈ Mn×n, and
|∇uh| ≥ det∇uh ≥ c a.e. in Ωρ, |∇u¯| ≥ det∇u = 1 > c a.e. in Ωρ.
Secondly, we are going to show that
lim
h→0
sup
vh∈Xh
∫
Ωρ
µs
Ä|∇u¯|s−2∇u¯− |∇uh|s−2∇uhä : ∇vh dx
|vh|1,2,Ωρ
= 0, (4.19)
lim
h→0
sup
vh∈Xh
∫
Ωρ
Ä
d′(det∇u¯) cof∇u¯− d′(det∇uh) cof∇uh
ä
: ∇vh dx
|vh|1,2,Ωρ
= 0. (4.20)
In fact, as uh → u¯ in H1(Ωρ;R2), by the Ho¨lder inequality, (4.19) follows from
∣∣∣∣
∫
Ωρ
|∇u¯|s−2(∇u¯−∇uh) : ∇vh dx
∣∣∣∣ ≤ cs−2‖∇u¯−∇uh‖0,2,Ωρ‖∇vh‖0,2,Ωρ ,
and ∣∣∣∣
∫
Ωρ
(|∇u¯|s−2 − |∇uh|s−2)(∇uh : ∇vh) dx
∣∣∣∣
=
∣∣∣∣
∫
Ωρ
(s− 2)|∇uη|s−4
Ä∇uη : (∇u¯−∇uh)ä(∇uh : ∇vh) dx∣∣∣∣
≤cs−4(s− 2)‖∇u¯−∇uh‖0,2,Ωρ‖∇vh‖0,2,Ωρ,
where ∇uη := ∇u¯+ η(∇uh −∇u¯) with η ∈ (0, 1).
Similarly, as uh → u¯ in H1(Ωρ) and det∇uh → det∇u¯ = 1 in L2(Ωρ), by the Ho¨lder
inequality, (4.20) follows as a consequence of
∣∣∣∣
∫
Ωρ
d′(det∇u¯)(cof∇u¯− cof∇uh) : ∇vh dx
∣∣∣∣ ≤ |d′(1)|‖∇uh −∇u¯‖0,2,Ωρ‖∇vh‖0,2,Ωρ ,
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and
∣∣∣∣
∫
Ωρ
(d′(det∇u¯)− d′(det∇uh)) cof∇uh : ∇vh dx
∣∣∣∣
≤ ‖d′′(η)‖0,∞,Ωρ‖ det∇u¯− det∇uh‖0,2,Ωρ‖∇uh‖0,2,Ωρ‖∇vh‖0,2,Ωρ ,
where η is between det∇uh and det∇u¯, hence ‖d′′(η)‖0,∞,Ωρ ≤ max
c≤ξ≤C
d′′(ξ)|Ωρ|.
Next, we claim that
lim
h→0
sup
vh∈Xh
∫
Ωρ
(P0h p¯− ph) cof∇uh : ∇vh dx
|vh|1,2,Ωρ
= 0, (4.21)
where P0h : H
1(Ωρ)→Mh is defined in the proof of Lemma 5. In fact,
∫
Ωρ
(P0h p¯− ph) cof∇uh : ∇vh dx =
∫
Ωρ
Ä
p¯ cof∇u¯− ph cof∇uh
ä
: ∇vh dx
−
∫
Ωρ
p¯(cof∇u¯− cof∇uh) : ∇vh dx−
∫
Ωρ
(p¯− P0h p¯) cof∇uh : ∇vh dx = I1 + I2 + I3.
By (2.5), (2.9), (4.19) and (4.20), we have limh→0 supvh∈Xh
|I1|
|vh|1,2,Ωρ
= 0. In addition,
|I2| . ‖p¯‖0,∞,Ωρ|u¯− uh|1,2,Ωρ|vh|1,2,Ωρ , ∀vh ∈ Xh,
|I3| . ‖p¯− P0h p¯‖0,η,Ωρ |uh|1,ζ,Ωρ|vh|1,2,Ωρ, ∀vh ∈ Xh,
where η = 2ζ/(ζ − 2). Since p¯ ∈ H1(Ωρ) implies that limh→0 ‖p¯ − P0h p¯‖0,ξ,Ωρ = 0 and
‖p¯‖0,∞,Ωρ <∞, we are led to limh→0 supvh∈Xh |I2|+|I3||vh|1,2,Ωρ = 0.
Finally, by the interpolation error estimate of P0h and the LBB condition (3.1),
‖p¯− ph‖0,2,Ωρ ≤‖p¯− P0h p¯‖0,2,Ωρ + ‖ph − P0h p¯‖0,2,Ωρ
.h|p¯|1,2,Ωρ + sup
vh∈Xh
∫
Ωρ
(ph − P0h p¯) cof∇uh : ∇vh dx
‖vh‖1,2,Ωρ
.
(4.22)
Since v ∈ H1E(Ωρ) and ∂DΩρ is not empty, we have |vh|1,2,Ωρ ∼= ‖vh‖1,2,Ωρ by the Poincare´-
Friedrichs inequality. Thus, (4.17) follows as a consequence of (4.21) and (4.22).
5 Numerical experiments and results
In this section, we present numerical results obtained by our method in solving the
incompressible nonlinear elasticity multi-cavity problem. In our numerical experiments,
the energy density is given by (1.3) with s = 3/2, µ = 2/3 and d(ξ) = (ξ − 1)2/2 + 1/ξ,
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and the meshes Th satisfy (H1), and in particular, for properly given constants C ≥
(2− s)2s−1, C1, C2 > 0, and h ≤ min{ 2−s22−sC , 2−s2s−1C}, T ′h satisfy additional requirements:
(1) Orientation preservation condition τ ≤ C1ǫ1/2, and N ≥ C2ǫ−1/2 on the standard
layer (see [4]), N ≥ C2(ǫτ)−1/4 on the conforming layer (see [3]); (2) Stability condition,
which requires that (H2) as well as (H1) hold in each of the Newton iterations (see § 3);
(3) Quasi-optimal convergence rates condition, which requires that, for a given constant
α ∈ (0, 1), N−1 . ǫ(1−α)/4h and τ . ǫ(1−α)/4h on the circular ring layers Bǫ+τ (xk)\Bǫ(xk)
(see Lemma 4); (4) Sub-equi-distribution of the relative error on the elastic energy, which
requires that (ǫ+ τ)2−s ≤ ǫ2−s + Ch (see [4]).
5.1 Single pre-existing defect case
To demonstrate the numerical performance of our method and the meshing strategy on
T ′h , we apply them to a typical single pre-existing defect cavitation problem.
Take Ωρ = B1(0) \ Bρ(0) as the reference configuration, with ρ = 0.01 and 0.0001
respectively, and set δ = 1. Let ∂DΩρ = ∂B1(0), and consider a non-radially-symmetric
Dirichlet boundary condition u0(x) = (2.5x, 2.0x), ∀x ∈ ∂DΩρ.
(a) ρ = 0.01
h min τT max τT layers N
0.06 0.0384 0.1824 8 14
0.04 0.0224 0.1376 11 26
0.03 0.0156 0.1164 14 34
0.02 0.0096 0.0736 22 50
(b) ρ = 0.0001
h min τT max τT layers minN maxN
0.06 0.009 0.1813 9 11 44
0.04 0.0080 0.1360 13 16 64
0.03 0.0048 0.1056 17 21 84
0.02 0.0024 0.0728 25 32 128
Table 1: Data of typical meshes produced by the meshing strategy for T ′h .
Table 1 shows two typical meshes produced by the meshing strategy for T ′h with
C = 2, C1 = 2.0, C2 = 2.0, where the condition (3) does not actively take effect on the
mesh parameters. It is clearly seen that, for ρ = 0.0001 there are two conforming layers
in the mesh, while for ρ = 0.01 there is none.
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Figure 7: Convergence behavior of the energy for ρ = 0.01 and 0.0001.
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Figure 8: Convergence behavior of ∇uh and ph.
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(a) L2 error of det∇uh.
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(b) L1 error of det∇uh.
Figure 9: Convergence behavior of det∇uh.
The convergence behavior of the numerical cavitation solutions is illustrated in Fig 7-
Fig 9, which clearly shown that the optimal convergence rates are obtained.
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5.2 Two pre-existing defects case
In this subsection, we consider a multi-cavity problem with 2 pre-existing defects. Take
Ωρ = B1(0) \ (Bρ1(x1) ∪ Bρ2(x2)) as the reference configuration, with ρ1 = ρ2 = 0.01,
x1 = (−0.2, 0), x2 = (0.2, 0), δ1 = δ2 = 0.15. Let ∂DΩρ = ∂B1(0), and consider a
Dirichlet boundary condition u0(x) := λx, ∀x ∈ ∂DΩρ, with 1 < λ ≤ 1.4.
Starting from an initial small deformation which is close to axisymmetric, then we
are typically led to an axisymmetric cavity solution as shown in Figure 10(a). On the
other hand, if we start from an initial deformation which is not close to axisymmetric,
then we are led to non-axisymmetric cavity solutions, in which either the left or the right
cavity prevails (see Figure 10(b) and Figure 10(c)). It is worth mentioning here that
our numerical solutions spontaneously realize the two energetically possible scenarios
characterized by Henao & Serfaty in [12], where it is proved that, in incompressible
nonlinear elasticity (s = n) multi-cavity problems, when the distance between the initial
defects are small compared with the radius of the grown cavity, either 1) cavities are
pushed together to form one equivalent round cavity (as ρ → 0); or 2) all but one
cavity are of very small volume; while when the distance is much bigger, there is a third
scenario: 3) the cavities prefer to be spherical in shape and well separated.
(a) Axisymmetric cavitation. (b) Left dominant. (c) Right dominant.
Figure 10: Three cavitation solutions corresponding to λ = 1.3.
Our numerical experiments as well as the analytical results of Henao & Serfaty [12]
suggest that, for a given multi-cavity problem, there should exist a critical λc > 1 such
that, as λ decreases across λc, the multi-cavity solutions will experience a change from
the scenarios 1 or 2 or both to the scenario 3. Our numerical experiments actually
captured the process of the change, of which some snapshots are shown in Figure 11
and Figure 12, where it is obviously seen that, for λ≫ 1.18 we have cavity solutions of
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both scenarios 1 and 2 (see Figures 11(a) and 12(a)), the difference of the two solutions
narrows as λ deceases across 1.18 (see Figures 11(b) and 12(b)), and eventually become
an indistinctive scenario 3 solution (compare Figures 11(c) and 12(c)).
(a) λ = 1.4. (b) λ = 1.18. (c) λ = 1.05.
Figure 11: Axisymmetric cavity solutions, h = 0.02.
(a) λ = 1.4. (b) λ = 1.18. (c) λ = 1.05.
Figure 12: The right dominant cavity solutions, h = 0.02.
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Figure 13: For λ > λc, greater volume ratio cavity solution is energetically favorable.
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Let Es and Er denote the elastic energy of the axisymmetric and right dominant
numerical multi-cavity solutions respectively, Figure 13(a) shows Es − Er as a function
of λ ∈ [1.0, 1.4], where we see that, for λ < 1.18, Es − Er is essentially zero; while
for λ > 1.18, Es − Er grows fast. Let v2 and v1 denote the volumes of the right and
left grown cavities of the multi-cavity solutions respectively. Our numerical experiments
show that v2/v1 ≈ 1 for the axisymmetric numerical cavity solution for all λ ∈ [1.0, 1.4],
and for non-axisymmetric cavity solutions for all λ ∈ [1.0, 1.175]. Figure 13(b) shows
that the volume ratio v2/v1 of the right dominant numerical cavity solution grows fast
for λ > 1.18. Hence we are able to claim that the critical λc ∈ (1.175, 1.180), and the
greater volume ratio cavity solution is increasingly energetically favorable for λ > λc.
6 Concluding remarks
The mixed finite element method introduced in this paper on multi-cavity growth prob-
lem in incompressible nonlinear elasticity is analytically proved to be locking-free and
convergent, and numerically verified to be efficient. In fact, the method enables us to
find a new bifurcation phenomenon in the multi-cavity growth problem.
It is of great interest to further study the bifurcation phenomena, including those
found by Lian and Li in [7], and especially to explore their relationship with the material
failure mechanism.
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