For a class of multivariate skew normal distributions, the noncentral skew chi-square distribution is studied. The necessary and sufficient conditions under which a sequence of quadratic forms is generalized noncentral skew chi-square distributed random variables are obtained. Several examples are given to illustrate the results.
Introduction
In applications, many data sets from environmental, financial, and biomedical fields often do not follow the normal distribution. To model departures from normality, statisticians are more and more interested in the construction of flexible parametric classes of multivariate distributions that exhibit skewness and kurtosis which are different from those for the normal distribution. A popular approach consists of modifying the probability density function of a random vector in a multiplicative fashion. Although this idea has been in the literature for a long time, it is Azzalini (1985 Azzalini ( , 1986 ) who thoroughly set up the foundations for the so called skew normal distribution.
In past two decades, the class of multivariate skew normal distributions has been studied by many authors; see, e.g. [1-3, 11,12,9,8,13,10] . This class of distributions includes the normal distribution and has some properties like the normal one but is skew. In this paper, we define a class of skew normal distributions with fewer parameters and which is still closed under the linear transformations.
For the case where the location parameter µ of the skew normal distribution is zero, the distribution of quadratic forms was discussed by Gupta and Huang [9] , Genton et al. [6] , and Fang [5] . Also Genton and Loperfido [7] extended the results for quadratic forms from skew normal settings to skew-elliptical distributions. On the basis of the multivariate skew normal settings where µ = 0, the noncentral skew chi-square distribution is defined and the properties of quadratic forms are studied in this paper. In the last part of this paper, the necessary and sufficient conditions under which a sequence of quadratic forms is generalized noncentral skew chi-square distributed random variables are obtained by using their moment generating functions. This version of Cochran's theorem extends the corresponding results given under normal settings.
The multivariate skew normal distribution
Let M n×k be the set of all n × k matrices over the real field R and R n = M n×1 . For any B ∈ M n×k , we will use B , B + , and r(B) to denote the transpose, the Moore-Penrose inverse, and the rank of B, respectively. Also for any nonnegative definite T ∈ M n×n and α > 0, we will use σ (T ) to denote the largest eigenvalue of T , and use T α and T −α the α-th nonnegative definite roots of T and T + , respectively.
Following the definition of Dalla Valle [1] and Azzalini and Capitanio [2] , the random vector X ∈ R k is said to have a multivariate skew normal distribution, denoted by X ∼ SN k (Σ, α), if its density function is given by
is the k-dimensional normal density with mean zero and covariance matrix Σ, and Φ(·) is the standard normal distribution function. The parameter α is referred to as a shape parameter, although the actual shape is regulated in a more complex way.
Recall that any linear transform of a multivariate normal random vector is also normally distributed and its distribution can be easily expressed on the basis of the distribution of X. For a multivariate skew normal random vector X defined above, the distribution of its linear transform is hard to express. Now we will extend the definition of skew normal distribution to a more general case, so that the linear transformations of a skew normal random vector are well defined in the family of skew normal distributions.
is called a multivariate skew normal random vector with the location parameter µ ∈ R n , the scale parameter B ∈ M k×n , and the shape parameter α ∈ R k , and is denoted by Y ∼ SN n (µ, B, α).
Two remarks about Definition 2.1 are given below.
(i) Note that the definition of Dalla Valle [1] and Azzalini and Capitanio [2] given in (2.1) is the special case of SN n (µ, B, α)
and they are equivalent when the density of Y exists. Indeed, this is a direct consequence of Lemma 2.2 or part (c) of Theorem 2.1 given below.
(ii) The density of Y may not exist. In fact, the density of Y exists if the matrix B is of the full column rank, i.e., r(B) = n ≤ k.
The advantage of Definition 2.1 is that it does not depend on the existence of the density of Y .
In calculating the moment generating function related to the skew normal distribution, we need the following results.
Lemma 2.1 (Marsaglia [15] ). Let U ∼ N k (0, I k ), for any scalar a ∈ R and b ∈ R k ;
, and A is a non-singular n × n matrix, then
The proof of Lemma 2.2 was given in [1] .
(a) The moment generating function of Y is given by
(c) The density of Y, if it exists, is given by
Proof. (a) The moment generating function of Y is
Let U = Z − Bt. Then by Lemma 2.1 we obtain
(b) By taking first-order and second-order derivatives with respect to t, the mean vector, E(Y), and the covariance matrix, Cov(Y), are obtained as follows:
Now it suffices to show that the moment generating function of Y is the same as that of Y 1 . By (a), the moment generating function of Y 1 is .
Then by the proof of part (c) of Theorem 2.1, the distribution of Y is the same as that of Y 1 ∼ SN 2 (µ, Σ 
Our next result provides the necessary and sufficient conditions under which Y 1 and Y 2 are independent.
and only if:
Proof. We only prove the ''only if'' part as the ''if'' part is obvious. Suppose that Y 1 and Y 2 are independent. Then by Theorem 2.1, we obtain, using the notation given above,
After substitution in (2.4) and simplification, we obtain
for all t 1 ∈ R n 1 and t 2 ∈ R n 2 . Suppose that (ii) is not true. That is, both B 1 α = 0 and B 2 α = 0. Then we can choose fixed vectors s 1 ∈ R n 1 and s 2 ∈ R n 2 such that α B 1 s 1 = 0 and α B 2 s 2 = 0. Let t 1 = c 1 s 1 and t 2 = c 2 s 2 , where c 1 , c 2 ∈ R. For i = 1, 2, if α B i s i > 0 then we let c i → ∞; otherwise c i → −∞ so that the limit of α B i t i tends to ∞. Now the limit of the left hand side of (2.5) is 2 and the limit of the right hand side of (2.5) equals 0, or 1, or ∞. Therefore (2.5) does not hold for all t 1 ∈ R n 1 and t 2 ∈ R n 2 , which contradicts our assumption in (2.5) and hence (ii) must be true.
Also by Theorem 2.1, we have Note that the independence of Y 1 and Y 2 implies
which is reduced to B 1 B 2 = 0 by (ii), so (i) holds.
Noncentral skew chi-square distribution
Recall that the noncentral chi-square distribution with k degrees of freedom and noncentrality parameter λ is defined as the distribution of X X where X ∼ N k (ν, I k ). Here we use a similar method to define the noncentral skew chi-square distribution using the multivariate skew normal random variable so that the usual noncentral chi-square distributions are in the family of noncentral skew chi-square distributions.
. The distribution of X X is called the noncentral skew chi-square distribution with degrees of freedom k, the noncentrality parameter λ = ν ν, and the skewness parameter α, and will be denoted by X X ∼ Sχ 2 k (λ, α). Note that when µ = 0, it is easy to see that the noncentral skew chi-square distribution is reduced to the noncentral chisquare distribution and it is free of the skew parameter α. From the following example, we will see the differences between the density of the noncentral chi-square distribution and the density of the noncentral skew chi-square distribution. Example 3.1. Let X ∼ SN 2 (ν, I 2 , α) and U = X X. Then the density of U is given by
can be expressed as
By taking the derivative with respect to u on both sides of (3.2), we obtain the density of U given in (3.1).
For illustrations of our Example 3.1, we graph density curves of chi-square distributions in Figs. 2 and 3. The graph in Fig. 2 corresponds to the density curve of Sχ 2 2 (0, (−3, 3) ) with λ = 0, which is the same as the density of χ 2 2 . The graph on the left in Fig. 3 corresponds to the density of Sχ 2 2 (5, (−3, 3) ) and the graph on the right in Fig. 3 corresponds to the density of Sχ 2 To find the moment generating function of U defined above, we prove the following result on the moment generating function of the quadratic function of Y ∼ SN n (µ, B, α).
Then the moment generating function of Q is given by
where H(t) = z − 2t(I − 2tBWB ) −1 BW µ. Note that α z can be written as
By Lemma 2.1, we obtain 
From Corollary 3.1, we can find the mean and variance of U as follows:
For the special case where µ = 0, the moment generating function reduces to
Also for the case where Y = µ + Σ 1 2 Z, the moment generating function of Q = Y W Y with nonnegative W ∈ M k×k was given in [9] .
The distribution of quadratic forms
In this section, we discuss the distribution of quadratic forms of Y ∼ SN n (µ, B, α) . The following lemmas are used in the proof of our main theorem. The proof of this lemma is given in [14, 4] . 
for all t with 2|t| < min{1, σ (BWB )}, then:
(a) BWB is idempotent of rank m and
Then the assumptions of Lemma 4.1 are satisfied and hence by Lemma 4.1, we obtain, for all t such that 2|t| < min{1, σ (BWB )},
Note that (4.1) is equivalent to (a). Since
for 2|t| < σ (BWB ), we obtain, by using (a), that WB BWB BW = WB BW . Therefore (4.2) is reduced to
is obtained by comparing the coefficients of t on either side of (4.2).
The following is our first main result on the distribution of quadratic form of Y . 
. Note that α * and c chosen here are solutions of (iii) and (iv). Thus it suffices to show that Q d = X X, which means that Q and X X have the same distribution. By (4.3), we have
Thus the desired result follows.
Conversely, suppose that Q ∼ Sχ 2 m (λ, α * ). Let X = ν + Z * with Z * ∼ SN m (I m , α * ). By Definition 3.1, we know that
, for all t such that 2|t| < min{1, σ (BWB )}. Note that for the case where the skew parameter α = 0, the distribution of Q is the noncentral chi-square distribution, so α * = 0 also. Hence the above expression is reduced to
for all t such that 2|t| < min{1, σ (BWB )}. By Lemma 4.2, (4.4) implies (i) and (ii) with ν = P 1 BW µ, where P = (P 1 , P 2 ) is an orthogonal matrix in M k×k such that BWB = P I m 0 0 0 P = P 1 P 1 .
Since Φ(z) is a strictly increasing function of z, from (4.5) we obtain
for all t such that |t| < 1/2. Choosing t = 0 and t = 0, from (4.6) we have
so their ratio is Since BWB = P 1 P 1 , from (4.7) we obtain
holds. Also (iii) follows by substituting α * α * back to above equation and the proof is completed.
The following example illustrates the application of Theorem 4.1. 
so (ii) of Theorem 4.1 holds. Since BWB is idempotent of rank 2, we obtain the orthogonal matrix P such that BWB = P diag(1, 1, 0)P , where
Note that c = 1 + α P 2 P 2 α = (1, 1) .
It is easy to check that (iii) and (iv) of Theorem 4.1 are satisfied. Therefore by Theorem 4.1, Q ∼ Sχ 2 2 (λ, α * ).
The following result is the direct consequence of Theorem 4.1. (i * ) W = WB BW , (ii * ) λ = µ W µ, (iii * ) α BW µ = cα * ν, and (iv * ) α * α * = c −2 α P 1 P 1 α, where c = 1 + α P 2 P 2 α, ν = P 1 BW µ, and P = (P 1 , P 2 ) is an orthogonal matrix in M k×k such that BWB = P I m 0 0 0 P = P 1 P 1 .
Proof. By Theorem 4.1, it suffices to show that with r(W ) = m, the condition (i) of Theorem 4.1 is reduced to (i * ). Indeed,
implies that the column space of W is the same as the column space of WB BW . Thus there exists a matrix C ∈ M n×n such that W = WB BWC . Note that (i) of Theorem 4.1 is equivalent to WB BWB BW = WB BW . By post-multiplying (4.8) by C and using the fact that W = WB BWC , we obtain that W = WB BW .
Note that Corollary 4.1 extends the result of Vaish and Chaganty [16] from the normal setting to the skew normal setting.
Also the conditions given in our Example 4.1 do not meet the requirements of Corollary 4.1 as r(W ) = 3 is not equal to r(BWB ) = 2.
A version of Cochran's theorem
Now we discuss the joint distribution of quadratic forms of Y ∼ SN n (µ, B, α) . Let X be a random vector in R k such that X ∼ SN k (ν, I k , β). Partition X, ν, β into + 1 parts, respectively:
Then the joint distribution of (X 1 X 1 , . . . , X X ), denoted by X 1 X 1 , . . . , X X ∼ GSχ 2 m 1 ,...,m (λ 1 , . . . , λ ; β 1 , . . . , β ; β) ,
is called the generalized noncentral skew χ 2 distribution with parameters m 1 , . . . , m , λ 1 , . . . , λ , β 1 , . . . , β , and β, where λ i = ν 1 ν i , i = 1, . . . , . In particular, when = 1, m = m 1 , the distribution of X 1 X 1
Remarks. (i) Note that the noncentral skew chi-square distribution Sχ 2 m (λ, α) defined in the previous sections is a special case of the generalized noncentral skew chi-square distribution GSχ 2 m (λ 1 ; β 1 ; β 2 ) with λ = λ 1 and α = β 1 / 1 + β 2 β 2 . Indeed, let B = (I m , 0). Since
where β * = β 1 / 1 + β β − β 1 β 1 , we obtain by Definition 3.1, X 1 X 1 ∼ Sχ 2 m (λ 1 , β * ), which is Sχ 2 m (λ, α) with λ = λ 1 and α = β * .
(ii) If X ∈ N k (ν, I k ), the normal distribution with mean ν and covariance I k , the distribution given in (5.2) is the joint distribution of the independent noncentral chi-square random variables, X i X i 's, and no longer depends on β.
3)
where W = i=1 t i W i and t = (t 1 , . . . , t ) for all t in the neighborhood of 0 ∈ R .
Proof. Note that the moment generating function of Q is
From this lemma, we can obtain the joint moment generating function of q = (q 1 , . . . , q ) where q i = X i X i for i = 1, . . . , and the distribution of q is given in (5.2) . As X ∼ SN n (ν, I n , β), we let W i ∈ M n×n be the diagonal matrix with ith diagonal entry I m i , so that q i = X W i X, i = 1, . . . , . By Lemma 5.1, the moment generating function of q is
. . , t I m , 0) and t = (t 1 , . . . , t ) . After simplification, we obtain
, (5.4) where λ i = ν i ν i for i = 1, . . . , . From (5.4) , it is easy to see that the moment generating function of each
From Theorem 4.1, we obtain the following result which will be used to prove our version of Cochran's theorem. 
where P = (P 1 , P 2 ) is an orthogonal matrix in M n×n such that BW i B = P 1 P 1 and ν i = P 1 BW i α.
Proof. From Theorem 4.1, it suffices to show that (iii) and (iv) of Theorem 4.1 are equivalent to (c) and (d). Let β = P α so that β i = P 1 α. From the remark given above, we have
and hence β 1 = cβ * and the desired result follows. Now our version of Cochran's theorem under skew normal settings can be stated as follows. if and only if, for any distinct i, j ∈ {1, . . . , } and for some α ∈ R k including α = 0:
where ν i = P i BW i µ, β = P α, and P = (P 1 , . . . , P , P +1 ) is an orthogonal matrix in M k×k such that
with the upper left hand 0 being the square matrix of order i−1 j=1 m j (which is 0 for i = 1), and the lower right hand 0 being the square matrix of order +1 j=i+1 m j .
Proof. Suppose that (a)-(e) hold. From (a) and (c), we know that there exists an orthogonal matrix P = (P 1 , . . . , P , P +1 )
in M k×k such that (5.6) holds. Let
Then from part (c) of Theorem 2.1,
where β = P α. By (5.1), it suffices to show that Q d = X 1 X 1 , . . . , X X . From (a), we have BW i B = BW i B BW i B , which reduces to
For any fixed i ∈ {1, . . . , },
Now for i = 1, . . . , , set X * i = P i BW i Y. Note that X * i = P i BW i (µ + B Z) = P i BW i µ + P i BW i B Z = ν i + P i Z, and it is easy to see that X * 1 , . . . , X * d = X 1 , . . . , X . Since Q is a Borel function of X * 1 , . . . , X * , we have Q d = X i X i , . . . , X X and hence the desired result follows. Now suppose that (5.5) holds. Let X = (X 1 , . . . , X , X +1 ) ∼ SN k (ν, I k , β) and q = (q 1 , . . . , q ) with q i = X i X i , i = 1, . . . , . Then we have M Q (t) = M q (t) for all t in the neighborhood of 0 ∈ R , where M Q (t) and M q (t) are given in (5.2) and (5.3), respectively. By Theorem 5.1, we obtain, for each i ∈ {1, . . . , }, Q i ∼ GSχ 2 m 1 (λ i , β i , β), so (a) and (b) follow. Using arguments similar to those in the proof of Theorem 4.1, we obtain 
where W = i=1 t i W i and 2|t i | < min{1, σ (BW i B )}, i = 1, . . . , . Note that (c) follows from (5.8) and (a). Also from (a) and (c), there exists an orthogonal matrix P ∈ M k×k such that (5.6) holds. For any fixed i ∈ {1, . . . , }, let t j = 0 for all j = 1, . . . , with j = i so that (5.9) reduces to
, which, by Theorem 5.1, implies (d) and (e) with β = P α and hence the proof is completed.
The following results are direct consequences of Theorem 5.2. 
