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Abstract
Phytophthora infestans is a highly destructive plant pathogen and the causal agent of
the potato blight disease that devastated Ireland’s potato crops in the 19th century.
Today, this disease is still a serious problem, with global crop losses and spending on
control measures estimated to exceed £3 billion annually.
A key to the success of P. infestans is the dispersal of free-swimming zoospore cells
from infected plant tissue into aqueous environments. These cells are specialised in-
fection agents that have evolved an array of tactic responses in order to locate and
infect new hosts. An interesting and poorly understood aspect of zoospore behaviour
is the phenomenon of auto-aggregation. That is, large numbers of zoospores observed
in vitro are seen to form complex, large-scale patterns in the absence of external signals
or stimuli. Current competing hypotheses suggest that patterns are formed by one of
two distinct, concentrative phenomena: chemotaxis and bioconvection.
In this thesis we investigate the mechanics and implications of zoospore auto-aggregation
behaviour using an interdisciplinary approach that combines continuum mathemati-
cal modelling with laboratory experimental work. We investigate the modelling of
chemotactic and bioconvective processes and compare results with our experimental
observations. Finally, we present a novel bioconvection-chemotaxis model and thus
provide strong evidence to support the hypothesis that auto-aggregation in P. infestans
zoospores results from a necessary combination of these processes.
Chapter 1
Introduction
This introductory chapter serves to motivate and outline the work presented in this the-
sis. An overview of the thesis structure as well as brief descriptions of chapter contents
will also be given. We begin by discussing the biological background information for
the project.
1.1 Biological Background
1.1.1 Aggregation in Microorganisms
Microorganisms are everywhere and are estimated to account for close to 60% of the
Earth’s total biomass. The diversity of these life forms is vast: for example, some
bacteria produce vital resources such as oxygen, pathogens cause a variety of diseases
in animals and plants and fungi help to break down and recycle decaying matter [78].
The first observations of microbes were made four hundred years ago. However, it is
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only recently that communication, cooperation and aggregation amongst these organ-
isms has been revealed and has now become an important field of study in scientific
research. Aggregation behaviour can carry many advantages, e.g. in locating nutrients,
increasing infection pressure or to provide protection. In fact, the majority of micro-
bial species are able to form what are known as biofilms [72]: large communities of
cells that adhere to manmade and natural surfaces, held together by a self-produced
extracellular polymeric substance (EPS). Most bacteria exist in this form as it provides
protection against hostile environments, enhances antibiotic resistance [34], and is a
means to share nutrients and genetic material among individuals [3]. For an overview
of social behaviour in microbes, see [130] and references therein.
Chemotaxis, the chemically directed motion of cells, is one of the most ubiquitous
mechanisms used by microorganisms to coordinate aggregation. The social amoeba
and predator of bacteria, Dictyostelium discoidium, is commonly found in soil and has
become a model organism for studies of cell-cell signalling (reported first in [107]).
During the vegetative phase of its life cycle, D. discoidium exists as multiple, solitary
cells that feed and divide by mitosis. Once the supply of food has depleted, this triggers
the release of the chemoattractant, cyclic adenosine 3’5’-monophosphate (cAMP), in
starving cells. The amoebae sense and respond to changing concentrations of this
signal using receptors on their surface and aggregate to form a so-called “slug”. In this
multi-cellular form, it travels to the surface of the soil and becomes a fruiting body,
which produces new cells. In this way, aggregation plays a crucial role in the survival
and reproduction of D. discoidium.
The self-organisation of a microbial population certainly does not always require a
chemical catalyst to be present, however. Bioconvection [103] is a phenomenon that
occurs in some aquatic, free-swimming microbes where individuals are slightly denser
than the surrounding fluid and have a tendency to swim towards its surface. The reason
for this upswimming varies between organisms. For instance, Bacillus subtilis cells are
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chemotactically attracted to and consume oxygen. This consumption creates a positive
oxygen gradient towards the fluid surface, where the supply is replenished, causing
an average flux of cells upwards [63]. Organisms that rely on photosynthesis, such as
algae, can exhibit upswimming in response to light gradients [123]. Perhaps the best
studied upswimming mechanism is gyrotaxis. Gyrotactic cells, e.g. Chlamydomonas
nivalis, are bottom-heavy, with a centre of mass offset from the centre of buoyancy,
causing the cell to swim upwards on average [68]. Whatever the mechanism, the end
result is largely the same: a dense layer forms at the fluid surface and instabilities due
to gravity lead to the formation of concentrated “plumes” of cells. A quantitative study
of bioconvection patterns in C. nivalis was carried out by Bees and Hill [11], which
details how the observed patterns relate to suspension density, suspension depth and
time.
The advantages of bioconvective pattern formation in the natural habitats of microor-
ganisms are not well understood at this time. One study by Ja´nosi et al. examined
whether or not bioconvection patterns enhanced growth in B. subtilis and B. licheni-
formis [62]. Their findings indicated no significant differences in growth rates between
pattern-forming and non-pattern-forming populations. Moreover, it was concluded
that bioconvection was not an efficient means of transporting oxygen (consumed by B.
subtilis) from the surface to the bulk of the fluid, as had been previously speculated.
However, a later study, by Dombrowski et al. [32] reported contrasting results. When
examining bioconvection of B. subtilis cells in a water droplet, plumes formed in the
centre at the fluid surface. A “depletion zone” was also observed near the bottom of
the drop where cell motility was greatly reduced due to lack of oxygen. Subsequently,
plumes were then seen to move down the slanted meniscus of the drop and the resultant
fluid motion stirred up and oxygenated cells in the depletion zone. Interestingly, the
process as a whole concentrated most cells in the narrow region at the water, air, solid
boundary, which was suggested as a possible means to initiate biofilm formation. It
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seems then that there could be many ecological advantages to bioconvection that are
yet to be uncovered.
In this thesis, we are interested in a particular class of microorganism, the Oomycetes,
for which the two types of aggregation outlined above will be of particular relevance.
1.1.2 The Oomycetes
The Oomycetes are microorganisms that grow in a similar manner to filamentous
fungi and are often referred to as pseudo-fungi. They are a highly destructive group
of pathogens responsible for considerable economic losses in both agriculture and
aquaculture [126]. Despite the numerous superficial similarities between Oomycetes
and filamentous fungi, they in fact belong to the straemenopile kingdom due in part
to the unique zoosporic stage in their life cycle (see Figure 1.2). A closer look at
Oomycete morphology as well as molecular studies reveal more significant differences.
Oomycetes have two copies of each chromosome in one nucleus per cell (diploid) as
opposed to the single copy in fungi (haploid). Moreover, their cell wall is made of
cellulose and beta glucans instead of the chitin that forms the main component of cell
walls of fungi [40]. Further details on this topic can be found in [109].
1.1.3 Phytophthora infestans and Zoospores
Of the over five hundred known oomycete species, the Phytophthora genus comprises
around sixty known species but it is estimated there may well be hundreds that are yet
to be discovered [18]. Perhaps the most well-known and destructive currently known
species is Phytophthora infestans. It was discovered in 1876 by Anton de Bary that the
P. infestans pathogen is the cause of the potato blight disease and, consequently, the
cause of the Irish potato famine (Phytophthora means “plant destroyer” [30]). It is not
4
only the potato plant that is susceptible to infection by blight as relatives such as the
tomato can be damaged too. Blight can spread extremely rapidly with fields of crops
being completely destroyed within one or two weeks of the first signs of infection [40].
Between 1845 and 1851, the blight devastated Ireland’s potato crops and led to mass
starvation. It is estimated that approximately one million people died and many others
emigrated causing a massive fall in Ireland’s population.
One hundred and sixty years on, potato blight still causes considerable damage to crops
worldwide. An estimated £3 billion is lost every year to the disease (in a combination
of crop losses and spending on control measures) and hence P. infestans is still con-
sidered to be a major global pest [35]. P. infestans has even been cited by biological
weapons groups as a possible biowarfare threat and was researched for this purpose in
the 1940s and 1950s, such is the destructive power of the disease [115]. The organ-
ism grows into the stem and leaf tissue causing death. Visible necrosis is usually seen
two to four days after the initial infection has taken place. P. infestans may also infest
the tubers, causing them to become soggy, rotten and inedible (see Figure 1.1). One
of the most common control strategies for blight is the application of copper-based
fungicides before infection. Acting as a protectant, these can increase yields by 10-40
% compared with non-treated crops [75]. For instance, the copper-based “Bordeaux
mixture” has been used for over a century and has been shown to impair germination
in sporangia and zoospores [74]. However, the use of fungicides can be very expensive
(estimated at around $200 per acre in the USA as of 2001) and the effects of using
such large amounts are not known [40]. Furthermore, their use can give rise to re-
sistant strains, as was the case with the popular “metalaxl” fungicide that suffered a
severe decline in efficacy [40]. Disease resistant potatoes are also used, a summary of
which can be found in the recent review by Nowicki et al. [88].
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Figure 1.1: Leaves of a potato plant and a tuber showing symptoms of blight.
The wide and fast spread of blight disease can be mainly attributed to the dispersal
of free-swimming zoospore cells. Zoospores are single-nucleated, wall-less, non-
proliferating cells and are specialised for dispersal in order to infect new host plants.
P. infestans mainly reproduces asexually: many hundreds of thousands of sporangia
sacs are produced on sporangiophores that grow from diseased plant tissue. Provided
that the climactic conditions are suitable, namely damp and with a temperature below
12◦C, these multi-nucleated sacs begin to divide and form individual zoospore cells.
After this “cold shock” has taken place, the newly formed cells are then pushed out of
an opening into the surrounding fluid where they can begin to search for new infection
sites. The formation of zoospores is considered to be one of the fastest developmental
processes in biology, with some species, such as P. palmivora, taking only five minutes
to complete the sporangial cleaving process [126]. P. infestans can also reproduce sex-
ually provided both its mating types, A1 and A2, are present [42]. This is not nearly
as common as asexual reproduction in nature, since the two mating types are not of-
ten found together. Until the 1980s, the A2 type was only found in Mexico, which is
presumed to be the origin of P. infestans [46]. However, according to a report from
the British Potato Council [112], occurrences of the A2 type in Britain are on the rise:
38.4% of sites surveyed were found to contain the A2 type in 2005, compared with
the 10.2% and 5.3% found in 2004 and 2003, respectively. Sexual reproduction is
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achieved via formation of diploid oospores [33]. Oospores are released into the soil
upon degradation of diseased plant tissue and can withstand the harsh conditions of the
winter because of their thick cell walls [129]. The germ tubes produced form sporan-
gia and infection continues as per the asexual cycle. Both the sexual and asexual life
cycles of P. infestans are illustrated in Figure 1.2.
The anatomy of a zoospore is fairly simple: they are bean shaped and have a groove
into which two flagella are inserted (see Figure 1.3). The anterior flagellum is of
tinsel-type, adorned with flagellar hairs allowing it to act almost as an oar to propel
the zoospore through aqueous environments. The posterior whiplash-type flagellum,
on the other hand, is long and smooth and thought to act as a rudder to aid steer-
ing [22, 64]. Zoospores can swim for many hours in some cases with the help of
internal, most likely lipid, food reserves [22]. Their swimming paths are helical and
propel the cell forwards in a fixed direction as zoospores rotate [51]. These runs are
punctuated by sharp turns from time to time that are apparently random, but also occur
upon physical collisions [73]. As they swim, it is known that zoospores exhibit many
different homing responses. For example, both chemotaxis and electrotaxis help guide
cells towards infection sites, which will be discussed further in the next section. After
a zoospore arrives at such a site, the flagella are shed, the cell becomes immobile and
builds a cell wall in a rapid process called encystment [48]. These cysts are adhered to
the surface of the plant by an, as yet, unknown substance. A germ-tube is then formed
that differentiates into an appressorium from which a penetration peg emerges, which
is able to infect plant cells directly [47].
Tactic responses, movement and even the morphology of wild type zoospores can be
altered through genetic manipulation. For example, silencing of the G-alpha protein,
Pigpa1, produced zoospores that turned six to eight times more frequently than the
wild-type. Moreover, this mutant displayed an approximate 70% decrease in the ef-
ficiency of infection and a suppressed chemotactic response [73]. Normal zoospore
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development can be disrupted by silencing Pi-RNH1, which was found to impede cy-
toplasmic cleavage, producing large zoospores with multiple flagella on their surface
that are unable to swim normally [125]. Similar effects were observed in PnPMA1-
silenced strains of P. parasitica: zoospores were produced that failed to develop flag-
ella, were non-motile and encysted rapidly after being released from sporangia [134].
The transcription factor, bZIP, has also been identified as a key gene in the infection
process: zoospores from silenced strains were seen to swim in tight circles (hindering
the search for hosts) and also did not produce appressoria [64].
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Figure 1.2: The life cycle of P. infestans. Image reproduced from [111].
Figure 1.3: Close-up image of a zoospore showing both the tinsel-type and longer,
whiplash-type flagella. Image reproduced from [1].
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1.1.4 Zoospore Aggregation
Zoospores are not too discerning when it comes to selecting potential host plants.
That is, the mechanisms for attraction, accumulation and encystment are generally
not species-specific [51]. There are exceptions to this, e.g. Phytophthora cinnamomi
is attracted to roots of avocado plants, but was not found to be attracted to others [133].
Goode first reported the aggregation of zoospores observed on plant roots and subse-
quently this has also been reported for many other Phytophthora species, including in-
festans (see [51] and included references for a summary of these findings). Zoospores
tend to gather at the zone of elongation and wound sites of the roots, which is likely
to be relevant to infection as this is where the greatest amount of nutrients are exuded
[31]. Accumulation is thought to be primarily due to chemotaxis toward amino acids
(e.g L-glutamate, L-asparate, L-asparagine and L-glutemine), although a precise cor-
relation is difficult, given that root exudates consist of many possible attractants. Khew
and Zentmyer tested the chemotactic responses of five Phytophthora species for a wide
range of chemicals [69]. Results showed a positive response to many of these, but with
a strong directional orientation towards the source of amino acids in particular.
Plant roots also generate exogenous electrical currents in the rhizosphere that can be
measured using a vibrating electrode [14]. Morris and Gow [80] conducted in vitro
experiments that showed the turning frequency of zoospores increased by three to four
times in the presence of an electric field, suggesting that it is used by zoospores to
detect living roots. In addition, the field also orientated the zoospores’ flagella where
their directions had been random in its absence. Van West et al. [122] showed that
the accumulation of Phytophthora and Phythium zoospores (anodactic and cathodactic
species respectively [80]) on plant roots strongly corresponded with the electric field
profiles around those roots. In fact, it was also shown that artificial electric fields could
be used to override normal chemoattraction.
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The effect of pH has also been investigated by Morris et al. for zoospores of P.
palmivora [81]. Zoospores were seen to move in the direction of decreasing pH but
also that the artificial modification of naturally occurring gradients around plant roots
did not have a significant effect on the pattern of accumulation, i.e. pH is likely not to
be a major factor in aggregation.
Zoospores also exhibit chemotaxis towards encysted cells. Thomas and Peterson re-
ported this phenomenon - we will call it zoospore-cyst attraction - for Achlya zoospores
[118]. Circular masses of zoospores between 50-300 µm in diameter formed and grew
at a linear rate as more cells were attracted towards it. An example of one of these cyst
masses is shown in Figure 1.4. Germ tubes growing from isolated cysts have also been
observed to display clear chemotropism in the direction of a cyst mass. Later, similar
experiments were conducted by Reid et al. intended to study possible cross-species ag-
gregation and its dependance on calcium [108]. The results showed that zoospores of
the Phytophthora genus did not interact with those of Phythium and vice versa, leading
to the conclusion that the cyst masses formed as a direct result of a chemically induced
taxis. Furthermore, calcium was found to emanate from the centres of aggregates and
was deemed to be important to their formation, if not the chemical attractant itself.
A more recent experimental study by Galiana et al. [41] for Phytophthora parasit-
ica zoospores showed that cysts could form biofilms on the surface of a leaf, which
again attracted more free-swimming cells through chemotaxis. The attractant involved
was suggested to be cAMP in this case, which was detected within microcolonies.
This would seem to confirm earlier suggestions [108, 118] that zoospore-cyst attrac-
tion serves as a secondary stage of the host location and infection process, amplifying
the number of cysts at suitable sites.
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Figure 1.4: A circular aggregate of encysted Achlya zoospores. Image reproduced
from [118].
Figure 1.5: Auto-aggregation patterns for a suspension of P. infestans zoospores. Dis-
tinct spots have formed after approximately two minutes.
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The tactic responses described above seem to confer obvious benefits in the context
of host location and infection. Zoospores are also known to exhibit aggregation in
the absence of external signals: in a suspension of sufficient concentration (105−106
cells ml−1), zoospores form large-scale spatial patterns that can be seen with the naked
eye. To avoid confusion with the aggregation behaviour described above, we will
refer to this process as auto-aggregation. This was first reported for zoospores of
Phytophthora palmivora in 1973 by Ko and Chase [71]. First, high density “bands”
of cells were seen to form that subsequently broke up into distinct spots. Each spot
had an area of high concentration at its centre and a lower density “cloud” of cells
surrounding it. The patterns could be dispersed by gentle shaking of the petri dish but
soon reformed, suggesting that they were formed by actively swimming cells [121].
The formation of aggregates was also dependent on suspension depth: suspensions
of equal concentration produced patterns for a depth of ≈ 4mm but failed to do so
for a depth of ≈ 0.1mm [70]. It is now believed that these patterns are the result of
bioconvection, as first proposed by Carlile [21]. An investigation of bioconvection as
a possible cause of zoospore auto-aggregation was carried out later by Ochiai et al.
for P. citricola zoospores [89]. In the majority of their experiments, circular bands
of zoospores would form very quickly at the outer part of the petri dish and, over
the course of approximately fifteen minutes, contract into a point or line close to the
centre. Other potential contributing factors were investigated including phototaxis and
the effect of surface tension and were subsequently ruled out. Moreover, chemotactic
auto-attraction between zoospores could not be be confirmed and it was concluded
that the observed patterns were produced solely through bioconvection. An example
of early auto-aggregation patterns for P. infestans zoospores is shown in Figure 1.5.
In summary, there are two competing hypotheses for what the mechanism behind
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zoospore auto-aggregation could be. Based on observations of chemotaxis to root ex-
udates and zoospore-cyst attraction, it has been speculated that auto-aggregation pat-
terns are also a result of chemotaxis by an unknown attractant released by swimming
zoospores [105, 126]. It is thought that this mechanism could help to increase infection
potential in the absence of any host stimulus. On the other hand, evidence presented
by Ochiai et al. suggested that auto-aggregation patterns are the result of zoospore
bioconvection alone [89]. These authors were unable to confirm zoospore-zoospore
chemotaxis in P. citricola zoospores.
1.2 Mathematical Background
As molecular biology has advanced to allow for the collection of larger and more de-
tailed data sets on cellular mechanisms and interactions, mathematical modelling of
aggregation has become increasingly useful in understanding the collective behaviour
of microorganisms. The traditional “bottom-up” approach to modelling aims to use
data on the behaviour of individuals to make helpful inferences about emergent, col-
lective behaviour. See [114] for an overview of mathematical modelling in microbial
systems biology and how it has developed. Models for collective behaviour fall into
two broad classes, continuum and discrete models. We now discuss each approach in
turn.
Perhaps the most popular approach to modelling aggregation is to use partial differ-
ential equation (PDE) models. In the modelling of chemotaxis, a breakthrough came
with the introduction of one such model for chemotactic aggregation in D. discoidium
cells by Keller and Segel [65, 66]. The model consists of two, coupled equations de-
scribing the spatio-temporal evolution of cell density and cAMP concentration. Since
its introduction in the early 1970s, this model has precipitated many closely related or
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augmented models for a variety of other organisms (see [25, 39, 82, 131] and refer-
ences for some examples). The classical model is shown below in (1.1).
∂N
∂T
=−∇ · (−DN∇N+χN∇C) ,
∂C
∂T
=−∇ · (−DC∇C)+αN−βC,
in Ω⊂ Rk, (1.1)
where N(X,T ) represents the density of cells; C(X,T ) represents the concentration of
chemoattractant; DN and DC are diffusion coefficients; χN is the chemotactic response
coefficient and α and β are the production and degradation rates of the chemoattrac-
tant respectively. These equations hold on a smooth, bounded domain, Ω. In the vast
majority of cases, the boundary conditions used are of zero-flux type, but there have
been investigations into the effect of alternative boundary conditions on the patterns
produced by the model [84]. Keller-Segel type models have invited a great deal of
analytical interest, e.g. the study of global existence, structure and stability of solu-
tions. The classical, or minimal, model has global solutions for Ω ∈ R, i.e. solutions
that exist for all time, but can exhibit finite time blow-up in higher space dimensions
[59, 101, 117]. The review paper [53] by Hillen and Painter and included references
give an excellent summary of global existence results (among others) for the classical
model and a number of other Keller-Segel type systems. The stability of solutions is
important to an understanding of the capacity of the model to generate patterns and
how these evolve. Linear stability analysis of homogeneous steady states can predict
whether patterns are likely to form under certain conditions [83]. The existence of
heterogeneous (spatially inhomogeneous) steady-state solutions has also been studied
using numerous techniques including bifurcation analysis [49, 110]. A common fea-
ture of these solutions is “metastability”, where - in the 1-D case for example - all
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steady states with more than one point of inflection are marginally unstable with pos-
itive eigenvalues that are very close to zero, resulting in a slow evolution towards a
stable state with a single peak [106].
The first mathematical investigation into bioconvection was made by Plesset and Winet,
who considered a stratified fluid with a dense layer of cells at the top that is gravita-
tionally unstable [104]. Numerical predictions of the wavelengths of initial patterns for
T. pyriformis could then be made using linear analysis. Models for bioconvection have
also made use of PDEs. Such models consist of a conservation equation for the mi-
croorganisms coupled with the Navier-Stokes equations for the fluid in which they are
suspended. It is normally assumed that this fluid is incompressible and in its general
form, a model for bioconvection reads
ρw
(
∂U
∂T
+(U ·∇)U
)
=−∇Pe− (ρc−ρw)vNgzˆ+µ∇2U,
∇ ·U = 0,
∂N
∂T
=−∇ · [N (U+VN)−D ·∇N] ,
in Ω⊂ Rk, (1.2)
where U(X,T ) is the fluid velocity; N(X,T ) is the cell density; ρw and ρc are the densi-
ties of the fluid and a cell respectively; Pe(X,T ) is the excess pressure over hydrostatic;
v is the cell volume; g is acceleration due to gravity; µ is dynamic viscosity; VN is the
average upswimming velocity of a cell and D is the diffusivity tensor associated with
cells. The equations hold on a bounded domain, Ω. A key assumption in the construc-
tion of these models is that the cells are too small to affect the bulk fluid motion other
than through gravitational buoyancy (the Boussinesq approximation). For this to make
physical sense, the suspension must be dilute, i.e. the volume fraction of the cells in
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comparison to the rest of the suspension is small. For a suspension with a concentra-
tion of 104− 108 cells ml−1, typical of concentrations considered in this thesis, this
fraction is within the range 10−6−10−2, and so this assumption is justified.
Continuum models for bioconvection have attracted the most attention. Many varia-
tions have been proposed and can be distinguished from one another by the form of
upswimming velocity used. As discussed above, this largely depends on the organism
of interest. The first of these models was proposed by Childress et al. for upswimming
algae [28, 76] in 1974. Their model is the most generic of its kind as it does not at-
tribute upswimming to any specific mechanism: the upswimming velocity is given by
VN = VN zˆ, where VN is a positive constant and zˆ is the upward pointing unit vector.
The diffusion tensor was also assumed to be a constant. A more complex model for
gyrotactic C. nivalis cells was proposed by Pedley et al. in 1988 [98]. In the model,
gyrotaxis is represented in the cell conservation equation by writing the upswimming
velocity as VNp, where VN is a positive constant and p is the unit swimming direction,
for which an average can be computed. Diffusion was again assumed to be isotropic.
In 1990, Pedley and Kessler re-thought their original approach, proposing that the as-
sumption of isotropic diffusion and the inclusion of a bias in the average swimming
direction was inconsistent [99]. Their solution was to use a probabilistic approach,
with the swimming direction p represented by a probability density function, f (p),
that is determined as the solution of a Fokker-Planck equation.
As indicated above, bioconvection can be driven by other factors besides a cell’s physi-
cal shape. A model for bioconvection in Bacillus subtilis cells, which exhibit oxytaxis,
was proposed by Hillesdon et al. [54]. A Keller-Segel type flux term was incorporated
into the cell conservation equation, viz. VN = χ∇C, where χ is a constant chemotactic
coefficient and C is the oxygen concentration. Light can also play a role and a model
proposed by Vincent and Hill considers this case [123]. It is proposed that the average
swimming velocity can be expressed as VNT (I)zˆ, where VN is as above, T (I) is a taxis
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function depending on light intensity, I, and zˆ is the upward unit vector as above.
The solutions of bioconvection models have been studied in a variety of ways. Ghorai
and Hill studied the original continuum model of Pedley et al. and determined condi-
tions for the existence and stability of a 2-D plume in a tall chamber with stress-free
sidewalls [43]. It was shown that such a plume is stable in a shallow chamber and be-
comes unstable in a sufficiently deep chamber. The analytically predicted growth rates
of the instabilities agree well with results via numerical integration. The same authors
also considered behaviour in a wide chamber and in particular derived results of the
horizontal wavelengths of patterns on parameter values and suspension depth [44]. The
revised continuum model by Pedley and Kessler has also been analysed: Bees and Hill
[12] used linear analysis to predict the growth of patterns from a uniform suspension
with finite depth, comparing the results with their experiments in [11]. A numerical
scheme for solving the bioconvection equations in three dimensions has also been put
forward by Ghorai and Hill [45]. Again, a stable plume is seen to form in a shallow
chamber, which becomes unstable in a sufficiently deep chamber. For a more com-
prehensive overview of the continuum models for bioconvection mentioned above, the
review papers [52, 100] and references therein give an excellent summary.
1.2.1 Discrete Models
Discrete and hybrid discrete-continuum modelling approaches have also been used to
study chemotaxis. One such model was presented by Dallon and Othmer for D. dis-
coidium aggregation with adaptive signalling [29]. In this model, cells are considered
to be discrete points that move within a continuous concentration field of cAMP, the
movements of which are governed by suitable rules that result in an average flux of
cells up cAMP gradients. Stochastic models that take into account the noise that is in-
evitable in any biological system have been proposed. Chavanis presented a stochastic
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version of the Keller-Segel model for chemotaxis in [27]. The original model can be
recovered in the mean field limit of the stochastic model.
Discrete models of bioconvection have also been developed. For example, the model
introduced by Hopkins and Fauci [58] is again a discrete-continuum hybrid, with the
fluid velocity represented by the incompressible Navier-Stokes equations and cells as
discrete point sources of mass. Each cell is assigned a position, speed and orientation
that can be tracked as they are affected by negative geotaxis, gyrotaxis and chemotaxis.
The fact that cell geometry, flagellar motion etc. are not considered in this model
simplifies computation sufficiently to allow for the simulation of a realistically large
number of cells. As with continuum models, this approach shows that the wavelength
of bioconvection patterns varies with domain depth and also that the plume stability
decreases with depth. The main advantage of using this hybrid approach was that it
allowed for the analysis of the path of single cells as they move through a plume.
Therefore, this allows the direct analysis of how gyrotaxis orientates a given cell.
1.3 Thesis Outline
The rest of this thesis is ordered as follows. In Chapter 2 we review key experimental
observations in the literature regarding zoospore pattern formation and outline the ma-
terials, methods and results for all our laboratory experiments. Our experiments reveal
that the observations reported by Ko and Chase in [71] (among others) on the aggrega-
tion of P. palmivora zoospores are applicable to P. infestans as well. Specifically, our
experiments show that P. infestans zoospores form spontaneous, macro-scale patterns
in the absence of external stimuli that depend on depth and zoospore concentration.
We also report novel observations concerning the nature of these patterns such as their
dependance on the shape of the containers in which they take place and how patterns
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evolve over long times. Our experiments form the main motivation for the mathemat-
ical modelling and analysis in subsequent chapters. Also reported in Chapter 2 are
our attempts to collect data on individual zoospore movement. This provides a deeper
insight into zoospore behaviour at the micro scale and also aids parameterisation of the
models we develop.
In Chapter 3 we investigate chemotaxis as a possible contributory mechanism in zoospore
auto-aggregation. We give a summary of how the mathematical modelling of chemo-
taxis has developed historically and present a brief re-derivation of a continuum model
of Keller-Segel type with added volume-filling effect. This system comprises two par-
tial differential equations that describe the spatio-temporal evolution of cell density,
N(X,T ), and concentration of chemoattractant, C(X,T ) and is given in dimensional
form by
∂N
∂T
=−∇ ·
(
−DN∇N+N
(
1− N
NM
)
χN∇C
)
,
∂C
∂T
=−∇ · (−DC∇C)+αN−βC,
X ∈Ω⊂ Rk(k = 1,2,3),
∂N
∂X
=
∂C
∂X
= 0 on ∂Ω,
N(X,0) = N0(X), C(X,0) =C0(X),
(1.3)
where Ω is a bounded domain with smooth boundary, ∂Ω. The values of the parame-
ters in (1.3) are established using our data presented in Chapter 2 and estimates from
existing literature. After non-dimensionalising (1.3), we proceed to solve the system in
one, two and three space dimensions and examine the sensitivity of patterns to model
parameter values. We discuss any qualitative and quantitative agreement with the ex-
perimental results reported in Chapter 2 and how zoospore-zoospore chemotaxis may
contribute to auto-aggregation patterns.
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In Chapter 4, we study the steady states of the volume-filling chemotaxis model in
detail. We briefly outline results in the existing literature concerning steady states of
chemotaxis models of this type. Such solutions satisfy the following system for non-
dimensional cell density, n, and chemoattractant density, c:
0 = Γ∇ ·
[
D∇n−χn
(
1− n
γ
)
∇c
]
,
0 = Γ∆c+n− c,
x ∈Ω⊂ Rk(k = 1,2,3),
∂n
∂ν
=
∂c
∂ν
= 0 on ∂Ω,
(1.4)
where Γ, χ , D and γ are positive constants representing domain scaling, chemotactic
sensitivity, the relative diffusion of cells to chemoattractant and the maximum cell den-
sity, respectively. ∂∂ν represents the outward pointing normal derivative. We investigate
bifurcation from uniform steady states and, using phase plane arguments, attempt to
derive conditions on model parameters for the existence of all heterogeneous steady
state solutions. Important results concerning symmetry in the phase plane will also be
given. Next, we consider the stability of steady state solutions. The known conditions
for linear instability of the uniform solution, (n,c) = (1,1), of (1.4) are stated and sug-
gest regions in parameter space that could support pattern formation. The connection
between these conditions and the existence of non-uniform solutions is studied. Fi-
nally, we investigate the stability - or “metastability”- of heterogeneous solutions in
1-D using linear analysis.
Experimental results, including those that we have obtained, point to bioconvection as
playing a major role in auto-aggregation patterns. Therefore, in Chapter 5, we discuss
the mathematical modelling of zoospore bioconvection using a model first proposed
by Pedley et al. [98], combined with the chemotaxis model from Chapter 3, viz.,
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ρw
(
∂U
∂T
+(U ·∇)U
)
=−∇Pe− (ρc−ρw)vNgzˆ+µ∇2U,
∇ ·U = 0,
∂N
∂T
=−∇ · [N (U+VNp+χN∇C)−DN∇N] ,
∂C
∂T
=−∇ · [CU−DC∇C]+αN−βC.

X ∈Ω⊂ Rk(k = 2,3),
U(X,0) = U0(X), N(X,0) = N0(X), C(X,0) =C0(X), Pe(X,0) = Pe0(X)
(1.5)
where ρw and ρc are the densities of water and cells; U(X,T ) is the fluid velocity;
Pe(X,T ) is the excess pressure over hydrostatic; v is the volume of a cell; µ is the
dynamic viscosity of the fluid; g is acceleration due to gravity; VN is the upswimming
speed of the cells and; p is the unit swimming direction vector of cells. All other
variables are as defined in (1.3). We consider solutions in a rectangular domain in the
X −Z plane with width, L, and depth, H that represents a vertical cross section of a
petri dish. Boundary conditions are given by
U = 0 at Z =−H and X = 0,L,
U · zˆ = 0 and Uz = 0 at Z = 0,
JN · xˆ = JC · xˆ = 0 at X = 0,L,
JN · zˆ = JC · zˆ = 0 at Z = 0,−H,
where JN and JC represent the flux of zoospores and chemoattractant, respectively.
After non-dimensionalising (1.5), we review linear results concerning the gyrotactic
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instability of uniform steady states. Next, we study 2-D solutions of the model in the
absence of chemotaxis (χ = 0) and compare the results with experimental observations
of auto-aggregation. This is done for a variety of chamber widths and depths. Finally,
we investigate the effect of chemotaxis on these patterns (χ > 0) and how this effect
can be interpreted in the context of auto-aggregation.
In Chapter 6 we present and summarise key results and discuss the possible implica-
tions in understanding zoospore behaviour. A discussion of possible future directions
for mathematical modelling and experimental work is also given.
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Chapter 2
Experimental Methods and Results
2.1 Introduction
In the following chapter we give details of all experimental work: materials, methods
and results. We choose to present all of this work here, rather than give a staggered
account that is split over many chapters. We reference this work where appropriate.
First of all, we examine and discuss the phenomenon of zoospore aggregation in a
liquid suspension. We discuss the work that has been done previously and experimen-
tally confirm some results for P. infestans zoospores that have been reported for other
species. We then present what we believe to be novel results about the behaviour of
zoospores and emergent pattern formation over longer time scales.
Subsequently we focus on individual zoospore behaviour and, using video analysis and
statistical techniques, collect useful data such as average swimming speed and straight
run lengths. This data was collected not only for wild-type cells but also for a mutant
strain. It will be useful in parameterising mathematical models in later chapters. We
were also able to classify the movement of an individual cell by fitting a probability
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distribution curve to the data set.
2.2 Zoospore Pattern Formation
Certain species of Oomycete, P. infestans included, are known to produce zoospores
that exhibit aggregation behaviour. That is, in the absence of any external chemical or
electrical signals, zoospores can spontaneously form patterns either at the micro scale
or at the macro scale, the latter being observable with the naked eye. In the existing
literature, there have been observations reported for essentially two different types of
pattern formation. Over the years, there have been several names used to describe each
of these patterns and they have occasionally contradicted one another. In light of this,
it is helpful at this point to clarify any ambiguity and to define consistent terminology
that we will use throughout the rest of this thesis.
2.2.1 Zoospore-Cyst Attraction
Firstly, we will discuss the chemotactic response of zoospores towards encysted cells,
which we will refer to as zoospore-cyst attraction. In [118], Thomas and Peterson
reported this phenomenon for zoospores of the Achlya oomycete species. Given a
suspension of zoospores with an approximate concentration of 105 zoospores per ml,
after two to three hours circular masses of encysted zoospores formed, which grew at
a linear rate of approximately 103 cells per minute. The diameter of individual masses
ranged from 50-2000 µm. After microscopic observation, the mechanism by which
these masses were formed was concluded to be chemotaxis. Any zoospore that was
sufficiently close to an aggregate would exhibit a period of “excited” swimming be-
haviour before encysting and joining the mass itself. It was not only cells that showed
attraction toward aggregates but also germ tubes, which grew from zoospores that had
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encysted on their own, displayed clear chemotropism in the direction of a mass of
cysts.
Similar experiments were conducted by Reid et al. for various species from the Phy-
tophthora and Phythium genera in [108]. The type of pattern formation and the time
scales involved were very similar. However, their investigations were specifically re-
lated to the interactions across species and the role of calcium in the formation of cyst
masses. It was concluded again that the pattern formation was a consequence of a
chemically-induced, active taxis. Moreover, it also had some dependance on calcium,
since calcium gradients were found to emanate from the aggregation centres. The fact
that free-swimming zoospores from the Phytophthora genus were not attracted to ag-
gregates of Phythium and vice versa lent further weight to the hypothesis that it was a
chemical, not a mechanical, effect being observed.
It has been suggested that aggregation by zoospore-cyst attraction is actually just one
part of a two-stage process [108, 118]. The first stage would be the attraction of
zoospores to plant roots via chemical or electrical attraction causing cell encystment.
Following this, the encysted cells would secrete another, possibly distinct, chemical
signal that serves to amplify the first and recruit more zoospores to the infection site.
Although the behaviour of the cells in response to signals for each stage were similar,
the signal from the encysted cells was found to be stronger than that from the plant
roots. A recent experimental study by Galiana et al. [41] for Phytophthora parasit-
ica zoospores confirmed this to be the case, finding that microcolonies formed on the
surface of a host plant would attract free-swimming cells through chemotaxis.
The fact that the aggregation behaviour is only seen after two to three hours indicates
that it occurs after the zoospores’ endogenous energy reserves have been depleted.
This was said to be evidence for zoospore-cyst attraction being a survival mechanism
of zoospores.
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2.2.2 Auto-Aggregation
The second pattern formation process is the one we will study primarily in this the-
sis. We will refer to it as auto-aggregation but it has been known by other names in
the past including simply “aggregation” or “pattern swimming” (see [70, 71] and [89]
respectively). Ko and Chase first described this process for zoospores of Phythoph-
thora palmivora in 1973 [71]. Again, given a suspension of zoospores of sufficient
concentration, macro-scale patterns could be seen to form within a few minutes that
were quite distinct from those observed in zoospore-cyst attraction. First, high-density
bands are seen, which then break up to form spots with the highest concentration of
zoospores at the centre. As in zoospore-cyst attraction, the number of aggregates that
formed was dependent upon the initial zoospore concentration, the minimum being
approximately 106 zoospores per ml. The patterns could be dispersed by gently shak-
ing the plate but soon re-formed, suggesting that these patterns are being formed by
actively swimming cells. On examination of a single spot under the microscope, the
cells swimming towards the centre were seen to be much faster than those that were
swimming in other directions.
It is now thought that the formation of spots and bands in auto-aggregation is the result
of bioconvection, first suggested in [21] and later discussed in [89]. Bioconvection is
the name given to pattern formation in shallow suspensions of swimming cells, sim-
ilar to Rayleigh-Benard convection [52]. Earliest recorded observations of this phe-
nomenon date back to 1848, where so-called plumes of cells are set up as a result of an
instability as upswimming cells accumulate at the fluid surface. The reasons for this
upswimming can be either physical or chemical: cells can be bottom heavy leading to
an average vertical swimming direction or they could be attracted to, for instance, an
oxygen gradient originating at the fluid surface (see [63] for an example of this with
Bacillus subtilis cells).
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In the case of zoospores, an accumulation of Phytophthora megasperma cells at the
fluid surface was observed by Ho and Hickman in [55]. In a follow-up paper, [56],
the effect of oxytaxis was found to be absent and therefore it was concluded that the
effect was physical rather than chemical. Unlike the zoospore-cyst attraction described
above, the bioconvective behaviour of zoospores is not species-specific. That is, in ex-
periments with suspensions containing zoospores from more than one species, aggre-
gation was still observed in these suspensions, with the formation of auto-aggregation
patterns depending only on the overall zoospore concentration [70]. Subsequent exper-
iments by Cameron and Carlile confirmed this to be the case for other types of Phytoph-
thora zoospores [20]. The most likely explanation for this behaviour was found upon
closer examination of the cell shape. Ho et al. reported that Phytophthora zoospores
are larger at the rear than at the front, causing the cell to point slightly upwards as it
swims [57]. We reasonably assume that upswimming behaviour is present in P. infes-
tans zoospores also.
Zoospore-cyst attraction and auto-aggregation have always been considered as separate
processes. In [71], Ko and Chase tested the effects of adding encysted cells and plant
roots to a zoospore suspension exhibiting auto-attraction. They showed that there was
no observable change in aggregation patterns, suggesting that the fluid motion and
active swimming of cells were too strong to be disturbed by chemotaxis. Therefore,
the role of auto-aggregation in the infection process was unable to be confirmed from
these experiments.
Next, we present our own experimental results and observations of auto-aggregation
patterns for wild-type P. infestans zoospores.
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2.3 Macro-Scale Experiments - Materials and Methods
P. infestans (strain 88069) plates were grown over 12-14 days on rye agar medium
with 2% sucrose added at 18◦C [23]. New plates were inoculated by transferring three
agar plugs from fully grown plates. Sporangial cleavage and zoospore release was
initiated by flooding plates with 10ml of cold water. The water was ordinary tap water
and not autoclaved or de-mineralised as these practices have been known to inhibit
zoospore release in past experiments. The flooded plates were left in a cold room at
4◦C to release the zoospores over an average two to three hour period depending on
the efficiency of zoospore release.
To harvest the zoospores, a sterile glass spreader was used to gently scrape the liquid
off the surface of the plate. Suspensions were filtered through a 40µm cell strainer
to remove any empty sporangia, mycelia or other debris. To determine zoospore con-
centrations, samples from a suspension were placed into a hemocytometer with depth,
0.1mm. Cells were counted from left to right in five grids with area 0.04mm2 and this
number was scaled appropriately in order to determine the concentration per ml. The
counting process was repeated three times and an average was used. Photographs of
macro-scale patterns were taken with a Nikon Coolpix 8800 digital camera and the mi-
croscopic stills from these experiments were taken using a Leitz Labovert microscope
and Infinity Capture software. The contrast and colour of the images was adjusted
using Photoshop CS6 in order to make the patterns as clear as possible.
2.3.1 The Impact of Domain Shape and Suspension Depth
To our knowledge, previously published experiments involving macro-scale pattern
formation have been conducted in circular containers only. Ochiai et al. made com-
ment on the circularity of auto-aggregation bands produced and suggested that they
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were a consequence of the mixing process [89]. Here, we briefly show the contrasting
patterns that can be produced by varying the shape of the experimental domain. The
still photographs in Figure 2.1 demonstrate this effect. A circular petri dish produces
the previously seen circular bands, or rings, whereas a square dish produces square, or
straight, bands.
Figure 2.1: Auto-aggregation patterns in a circular (A) and square (B) dish. (A): a
circular dish produces a circular, high density band. (B) a square dish produces a
square pattern with straight bands. The bands in the square dish have started to break
up into spots. (C) and (D) are annotated to clearly show the band shapes. The initial
zoospore concentration was approximately 7.1×104 ml−1.
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There is a clear link here between the domain shape and the shape of auto-aggregation
patterns. All of the experiments began with the suspension of zoospores being poured
into the plate or other container. This act will inevitably create fluid motion and is, we
believe, the explanation for the initial circular or square patterning. Since this initial
fluid motion is damped out after short times in comparison with the time scale of the
experiment, this does not impact upon the long-term zoospore behaviour, but rather
sets up a different initial arrangement of aggregates. The photograph on the right of
Figure 2.1 shows break-up of straight bands. This will be discussed further in Chapter
5 where we study a mathematical model for bioconvection. The form of mixing used
at the beginning of the experiment can also influence the initial pattern distribution.
Figure 2.2 shows an auto-aggregation experiment for which the suspension had been
mixed by shaking the dish from left to right for a few seconds before patterns formed.
Aggregates distinctly formed at the left and right of the dish, suggesting that the initial
shaking concentrated zoospores in these regions.
Figure 2.2: Auto-aggregation patterns produced after gentle shaking of a dish from
left to right. The initial zoospore concentration was approximately 9.6× 104 ml−1.
Aggregates were primarily located at the left and right of the dish, with one or two
closer to the centre. The photograph was taken approximately five minutes after the
initial shaking had ceased.
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Not only does the domain shape affect pattern formation, but it appears the suspension
depth also has considerable influence on the form patterns take. To illustrate this, if we
use a single suspension of zoospores, we can test how patterns change in two differ-
ent sized petri dishes. Figure 2.3 shows images of such an experiment using a 90mm
and 60mm petri dish, moving the same suspension between each after a few minutes.
Results showed that in a shallow suspension (3mm) an arrangement of spots formed,
which had a region of high density at the centre and a roughly circular low density
region surrounding it. Increasing the suspension depth (to 7mm) produced different
patterns: aggregates were larger in size and had far more irregular shapes. Moreover,
a deeper suspension produced high density bands at the fluid surface in addition to
spots. The effect of depth variation is also illustrated in Figure 2.3 where a suspension
in a tilted dish produced band patterns at the deep end and spot patterns at the shallow
end. We acknowledge that the spot patterns in the shallow dish (Figure 2.3A) became
distorted at the right-hand edge of the petri dish. This was due to a slightly uneven sur-
face on which the experiment was conducted, leading to the suspension being slightly
deeper at this edge. Figure 2.4 shows single spots in a shallow and deep suspension
viewed from the side, again showing pattern wavelength to increase with depth.
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Figure 2.3: Auto-aggregation patterns in a suspension with concentration 2.4× 106
zoospores ml−1 and varying depths. (A): 3mm deep suspension showing distinct spot
formation (dish diameter 90mm) (B): 7mm deep suspension showing the formation
of bands. (dish diameter 60mm) (C): 90mm dish that has been tilted. As the depth
decreases (from left to right) the patterns change from bands to spots. All photographs
were taken five minutes after the suspension was poured into the dish.
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Figure 2.4: Side-on view of aggregates in a shallow and deep chamber. (A): a single
plume formed in a suspension with depth ≈ 3.5mm. (B): a single plume formed in
a suspension with depth ≈ 7mm. Images were adjusted so that zoospores appear in
white against the rest of the fluid. Blue marks the region above the fluid surface and
red marks the solid bottom of the chamber.
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2.3.2 Auto-Aggregation After Long Times
Previously published observations of auto-aggregation have typically focused on pat-
tern formation in the first few minutes after a suspension has been placed into a petri
dish [70, 71, 89, 121]. However, we have discovered that there are patterning dynamics
at work over time scales of many hours.
In Figure 2.5 we show snapshots of an experiment taken once every thirty minutes. In
the early stages of aggregation, the standard formation of faint dots is again observed.
Subsequently, the spots are seen to slowly drift towards one another and combine to
form fewer aggregates. These images show the drifting appears not to be random and
we therefore discount the possibility that the movement of aggregates is the result of
the intrinsic stochasticity in the zoospore swimming. The experiment was repeated in
a glass petri dish to measure any possible influence of electrostatic charge present in
ordinary plastic dishes. There was no change in the patterns and so we discount the
possibility that electrostatic interactions are involved in auto-aggregation. In the final
two images ((G) and (H)) in Figure 2.5, faint patterns can be seen around the three
plumes with what appear to be streams at the edges. We discuss this further later in
this section.
We could also measure the time taken for aggregates to drift and join together. In
Figure 2.6, snapshots are shown of an experiment that had run for three hours and only
two aggregates remained. Measurements show that it took twenty five minutes for the
aggregates to close the initial 7.8mm gap between them.
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Figure 2.5: Snapshots of zoospore auto-aggregation taken every thirty minutes in order
for (A)-(H). Photograph (A) was taken approximately five minutes after the suspension
was poured into the dish (diameter 90mm). The suspension depth was approximately
3mm and the initial concentration of zoospores was approximately 7.8×105 ml−1.
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Figure 2.6: Drifting and merging of two plumes in a suspension with initial concen-
tration of 4×105 zoospores ml−1. Photographs (A)-(D) were taken 180, 192, 196 and
205 minutes after the experiment was started. The distance between the centre points
of the aggregates shown in (A) was approximately 7.8mm.
Once all cells have stopped swimming, either due to encystment or otherwise, there
appears to be an order to their final distribution in the suspension. Figure 2.7 shows
images of the same experiment as above but after twenty four hours has elapsed and
at various magnifications. The final state of the system is what we will call a sheet
composed of encysted cells and intertwining germ tubes. The shape is roughly circular
and this suggests that it was formed by zoospore-cyst attraction. As discussed above,
aggregates were previously observed to be circular in shape. Since the zoospores were
most concentrated at the centre of the dish in this particular experiment, it is likely
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that a high concentration of encysted cells would build up over time and attract free-
swimming cells that were not taking part in bioconvection. The streams at the edges
of the structure could have resulted from non-uniformity of cyst concentration there.
Zoospore-cyst attraction would also explain the faint streams that are visible in Figure
2.5.
Figure 2.7: Images of an auto-aggregation experiment taken after twenty four hours.
(A): circular sheet of germinated cysts with streams at the edges. (B): The edge of the
sheet at 5x magnification. (C): The interior of the sheet at 10x magnification. (D): The
interior of the sheet at 25x magnification. These are images from the same experiment
as shown in Figure 2.6.
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2.4 The Microscopic Scale
2.4.1 Swimming Speeds and Run Lengths
Data on the properties of an individual cell is useful when attempting to parameterise
models of the processes under consideration. In this section, we outline the methods
and results of our raw data collection, for which we used video analysis. The impor-
tant measurements for our goals are those related to cell motility: most importantly,
the average swimming speed of a cell and also the lengths of straight runs. The latter
implicitly defines an average turning frequency. In order to collect this data we ex-
amined samples of zoospore suspensions under the microscope, recorded movies and
then analysed these using the Kinovea software package [6]. Kinovea is a free, open
source video analysis package that is ordinarily used by athletes to study performance
but we found it is also very useful for tracking zoospore movement.
2.4.2 Materials and Methods
The growth of the 88069 strain of P. infestans and the harvesting of the zoospores pro-
duced was done using the same procedure as described above. To capture images, nail
varnish was painted onto microscope slides in square shapes to create wells that would
hold 3 µL samples. This ensured that zoospores were not restricted too much in their
swimming once the cover slip had been applied. Stop motion videos were captured
using a Zeiss AxiocamMR3 microscope with an A-plan 5x/0.12 Ph 0 objective. Im-
ages are 1388 x 1040 pixels in size with a 1.28 µm / Pixel scale factor. All videos are
45 seconds long with frame rates varying between 2.53 and 3.02 frames per second.
These variations were taken into account in subsequent calculations.
Videos were loaded into the Kinovea package and a randomly chosen sample of cells
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was tracked and the paths of individual cells traced. Due to the obvious similarity
of individual cells, paths traced in Kinovea were carefully monitored from frame to
frame to ensure consistency and were manually corrected when appropriate. We also
acknowledge that swimming was not strictly in two dimensions and zoospores drifted
slightly out of focus from time to time. However, the movement of zoospores in the
vertical direction was negligible in comparison with the run lengths shown here. In
Figure 2.8, the zoospore paths are represented by dotted lines with different colours
for each cell tracked. Videos were labelled from 1 to 6.
Zoospores appear as grey dots in images shown in Figure 2.8. On first inspection, the
swimming path of a given zoospore appears as a number of straight runs and random
changes of direction. These new directions also appear to be random, i.e. there is
no obvious bias in the zoospore movement. However, run lengths vary considerably
between cells. Some have very short runs and hence their net displacement over the
observed times is small. Others seem to display longer run lengths on average and
hence a larger displacement.
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Figure 2.8: Cell paths traced in Kinovea for six sample suspensions of wild-type P.
infestans zoospores (labelled 1-6). Colours represent the paths of individual cells.
Circular markers are placed at the beginning of a zoospore run.
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2.4.3 Statistical Results
Once the trajectory data has been captured, Kinovea outputs the coordinates of each
cell for every frame in a spreadsheet format. From this, the distance travelled per frame
can be calculated and hence an instantaneous speed for each frame. The raw output
is measured in pixels per frame and so for each video we used the conversion: Speed
(µm/s) = 1.28D45
No. of frames
, where D is the distance travelled over the frame. Results from a
typical cell path are shown in Figure 2.9.
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Figure 2.9: Speed of a typical zoospore cell over 114 frames. All values have been
scaled to µm/s using the conversion: Speed (µm/s) = 1.28D45
No. of frames
, where D is the distance
travelled over the frame.
For statistical analysis of the raw output we used the Minitab software package [7].
Minitab was used to produce graphical summaries for data from each video shown in
Figure 2.8. These summaries are given in Figures 2.10-2.13. The data are shown in a
histogram plot with a best-fitting normal curve superimposed. A list of statistics are
also given including mean, standard deviation, 95% confidence intervals and a p-value
for the Anderson-Darling normality test. All summaries are given below in full.
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Figure 2.10: Graphical summaries of zoospore swimming speed data from videos 1
(top) and 2 (bottom) produced from Minitab.
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Figure 2.11: Graphical summaries of zoospore swimming speed data from videos 3
(top) and 4 (bottom) produced from Minitab.
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Figure 2.12: Graphical summaries of zoospore swimming speed data from videos 5
(top) and 6 (bottom) produced from Minitab.
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Figure 2.13: Graphical summary for combined zoospore swimming speed data from
videos 1-6 produced from Minitab.
There do not appear to be any unifying features of these data sets with respect to
their overall shape. Since all p-values are below the standard 0.05 α-level, no data
set was found to be normally distributed by the Anderson-Darling test and so analysis
of variance cannot be used. To obtain as close an approximation as possible to the
true mean swimming speed, we therefore considered data from all videos. To assess
whether or not this was an appropriate course, we used a 2-sample t-test to detect
significant statistical differences between sample means. Again, we used a standard
α-level of 0.05. For any p-value less than 0.05, we rejected the null hypothesis and
concluded there was a significant difference between the means. The p-values for each
test are summarised in Table 2.1.
46
Video No. 1 2 3 4 5 6
1 - < 0.001 < 0.001 0.1 0.064 0.155
2 < 0.001 - < 0.001 <0.001 < 0.001 0.001
3 < 0.001 <0.001 - 0.006 < 0.001 < 0.001
4 0.1 <0.001 0.006 - 0.912 0.003
5 0.064 <0.001 < 0.001 0.912 - 0.001
6 0.155 0.001 < 0.001 0.003 0.001 -
Table 2.1: P-values for 2-sample t-tests conducted for each pair of cell speed data sets
as given in Figures 2.10-2.12.
By inspection, we see that videos 1,4 and 5 are statistically similar according to the
t-test. From these, we computed the mean swimming speed of P. infestans zoospores
to be 50.176 µm s−1 with a standard deviation of 31.199 µm s−1. Run lengths can also
be calculated in Kinovea using the line tool, after the tracking data has been obtained.
After calibration, the distances can be exported and analysed in the same way as cell
speeds. The data are given below.
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Figure 2.14: Graphical summaries for zoospore run length data from videos 1 (top)
and 2 (bottom) produced from Minitab.
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Figure 2.15: Graphical summaries for zoospore run length data from videos 3 (top)
and 4 (bottom) produced from Minitab.
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Figure 2.16: Graphical summaries for zoospore run length data from videos 5 (top)
and 6 (bottom) produced from Minitab.
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Figure 2.17: Graphical summary for combined zoospore run length data from videos
1-6 produced from Minitab.
Again, no normality was found in these samples, although unlike the cell speed data
there is a definite similarity in the data shape. We again performed separate t-tests for
each data set to identify any significant statistical differences. Table 2.2 shows that all
p-values are sufficiently high to accept the null hypothesis and we concluded that there
is no statistical difference between data sets obtained from these samples.
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By examining the data as a whole, it is possible to fit a probability distribution curve
to the data. The EasyFit software package [5] is designed specifically for this task and
is equipped with a much wider selection of distributions than Minitab. At this point it
was reasonable to assume that zoospores move according to an ordinary random walk,
as is the case for many swimming cells. This assumption implies that the run lengths of
zoospores should follow an exponential probability distribution. This distribution has
only a single parameter and probability density function (pdf), f (x) = λe−λx. Easy-
Fit allowed us to test the hypothesis that zoospore run lengths follow an exponential
distribution by applying three different goodness-of-fit tests to the data set. Standard
significance levels were used in these tests, i.e. α = 0.01,0.02,0.05,0.1 and 0.2, where
α is the probability of falsely rejecting the null hypothesis. So, for p-values less than
a given α , we conclude that the distribution in question does not fit the data. Distri-
bution parameters were obtained using maximum likelihood estimators (MLE) as is
standard. The tests used were the Kolmogorov-Smirnov, Anderson-Darling and Chi-
squared tests and the results are shown in Table 2.3.
Video No. 1 2 3 4 5 6
1 - 0.427 0.562 0.486 0.818 0.511
2 0.427 - 0.150 0.134 0.355 0.167
3 0.562 0.150 - 0.868 0.798 0.860
4 0.486 0.134 0.868 - 0.705 0.979
5 0.818 0.355 0.798 0.705 - 0.709
6 0.511 0.167 0.860 0.979 0.709 -
Table 2.2: P-values for 2-sample t-tests conducted for each pair of wild-type zoospore
run length data sets as given in Figures 2.14-2.16. In all cases, p-values are sufficiently
high to suggest that data from all videos is statistically similar.
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Video K-S A-D C-S MLE for λ
1 Fit, α ≤ 0.2 Fit, α ≤ 0.1 Fit, α ≤ 0.02 λ = 0.02568
2 Fit, α ≤ 0.2 Fit, α ≤ 0.2 Fit, α ≤ 0.1 λ = 0.02697
3 Fit, α ≤ 0.02 Fit, α ≤ 0.02 No Fit λ = 0.02697
4 Fit, α ≤ 0.1 Fit, α ≤ 0.1 Fit, α ≤ 0.2 λ = 0.02736
5 Fit, α ≤ 0.2 Fit, α ≤ 0.1 Fit, α ≤ 0.05 λ = 0.02629
6 No Fit No Fit No Fit λ = 0.02744
Table 2.3: Results of goodness-of-fit tests for the wild-type zoospore run length data
as given in Figures 2.14-2.16. In cases where a statistical fit is obtained, a range of α is
given for which the corresponding test was passed (see text). Distribution parameters
for each video are given after being determined by maximum likelihood.
There is sufficient agreement to confirm our assumption that the run lengths are ex-
ponentially distributed. It is therefore reasonable to assume that zoospores swim in a
random manner. We take the average value of λ to be to λ¯ = 0.02678. The interpreta-
tion of this statistic is that we can expect a zoospore to turn λ¯ times within every µm
distance it swims. It should be noted that the exponential distribution is not necessarily
the best fitting distribution. We used EasyFit to test all available distributions in the
same way as above. The results are presented in Table 2.4 for standard α-levels.
Rank Kolmogorov-Smirnov / Max α Anderson Darling / Max α Chi-Squared / Max α
1 Fatigue Life (3p) / 0.02 Fatigue Life (3p) / 0.05 Fatigue Life / No Fit
2 Fatigue Life / 0.01 Fatigue Life / 0.02 Fatigue Life (3p) / No Fit
3 Pareto 2 / No Fit Log-Pearson / No Fit Lognormal / No Fit
Table 2.4: Results of goodness of fit tests applied to wild-type zoospore run length
data as in Figures 2.14-2.16 for all available distributions in EasyFit. Only the three
most suitable distributions are shown for each test. The maximum α-level for which a
distribution passes a test is also given.
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The three parameter Fatigue Life distribution, also called the Birnbaum-Saunders dis-
tribution, is statistically the best fit since it passes two out of three goodness of fit tests.
The pdf of this distribution is given by
Fatigue life pdf :=

√
(x−ξ )
ψ +
√
ψ
(x−ξ )
2η(x−ξ )
φ

√
(x−ξ )
ψ −
√
ψ
(x−ξ )
η
 , (2.1)
where η > 0 is the shape parameter, ψ > 0 is the scale parameter and ξ is the loca-
tion parameter (ξ = 0 yields the 2 parameter Fatigue Life distribution). The function,
φ(·) is the standard normal density function with zero mean and unit standard devi-
ation. According to EasyFit’s maximum likelihood estimates, these parameters are
η = 1.299,ψ = 21.276 and ξ =−0.36104. A comparison of the pdfs of the exponen-
tial and Fatigue-Life distributions is shown in Figure 2.18.
The exponential and fatigue life curves are very similar. Hence, there seems little ad-
vantage in proceeding with the latter, obscure distribution and, in keeping with existing
literature on cell movement, we choose to use the more common exponential curve. We
therefore approximate the average run length of zoospores as being the expected value,
1
λ¯ = 38µm, which is also the standard deviation.
We also investigated whether the direction of a straight run following a tumble was
purely random or if there existed a relationship between the directions of successive
runs. To do so, we computed the turning angles along the paths of six cells (one from
each video, 205 data points) and looked for possible patterns. This data was seen to be
uniformly spread with mean, 180.33◦, and a standard deviation of 102.91◦. Therefore,
evidence suggests that the turning angle is indeed random and we proceed under this
assumption from now on.
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Figure 2.18: Probability density function of the exponential distribution, λ¯ exp(−λ¯x)
(blue), and the Fatigue-Life Distribution, (2.1) (red), showing the probability of a
run with length xµm. Parameters: λ¯ = 0.02678, η = 1.299,ψ = 21.276 and ξ =
−0.36104.
2.4.4 Gα-Silenced Strain
In addition to the wild-type, we also studied a modified strain of P. infestans, which
was obtained using transformation and gene silencing techniques. Specifically, the
gene silencing was used for PiGPA1, a gene that encodes Gα proteins [73]. Two
different methods were used and we call the resultant strains H16 and G24.
Previous experimentation with zoospores produced from PiGPA1-silenced lines have
revealed some key differences in behaviour and tactic responses in comparison with
the wild-type strain. The turning frequency was found to be 6-8 times greater in the
silenced strain and consequently the lengths of straight runs were much shorter. Also,
chemotaxis towards glutamic and aspartic acid was shown to be impaired as well as
any large-scale aggregation. It may be a reasonable assumption that these effects are
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connected, i.e. auto-aggregation requires chemotactic, cell-cell attraction. Virulence in
the silenced strain was also found to be suppressed. Again, this could be a consequence
of the chemotactic and movement impairments and not a direct result of the genetic
modification.
We used the same video analysis techniques as above for this mutant strain in order to
draw comparisons with the wild-type in terms of swimming speed and run lengths. The
methods used for the growth and handling of the H16 and G24 strains was the same
as described above for the 88069 (wild-type) strain. The only exception is the addition
of geneticin to the Rye agar mixture before the plates are poured and inoculated. The
observed mycelial density was found to be lower in these strains than with 88069 and
so it was expected that fewer zoospores would be produced overall. The videos were
captured using a different microscope as they were taken at different times. H16 and
G24 movies were captured using an Axio Observer. Z1 microscope with an A-Plan
5x/0.12 Ph 0 objective. The size of each image is again 1388 x 1040 pixels but with a
1.25 µm / pixel scale factor in both the x and y directions. Figures 2.19 and 2.20 show
cell paths for the G24 and H16 strains respectively.
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Figure 2.19: Cell paths traced in Kinovea for zoospores from the G24 strain of P.
infestans. Each image shows a different sample suspension. Colours represent the
trajectory of individual zoospores. Circular markers are placed at the beginning of a
zoospore run.
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Figure 2.20: Cell paths traced in Kinovea for zoospores from the H16 strain of P.
infestans. Each image shows a different sample suspension. Colours represent the
trajectory of individual zoospores. Circular markers are placed at the beginning of a
zoospore run.
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Strain Mean Cell Speed (µm s−1) , SD (µm s−1) Mean Run Length (µm), SD (µm)
Wild-Type 50.176, 31.199 37.334, 37.334
G24 32.017, 20.818 27.729, 26.813
H16 42.319, 24.081 35.386, 26.503
All Mutants 37.744, 23.291 31.269, 26.937
Table 2.5: Comparison of the mean cell speeds and run lengths for zoospores from the
mutant and wild-type P. infestans strains. Standard deviations for each are also given.
On inspection, there is considerable variation between samples but not any obvious
difference between the G24 and H16 paths. This seems to contradict the results of
Latijnhouwers et al. in [73], which found the zoospore turning frequency to be greatly
increased. Here, we can see that long, straight runs are not uncommon. Table 2.5
shows the numerically computed averages of cell speed for each mutant and the wild-
type, which confirm the difference in results with [73]. We attribute this difference to
a decreased efficiency in the gene silencing and are therefore unable to determine any
significant results from any observations of individual cells from these mutant strains.
In addition, the auto-aggregation of each mutant was also tested and no patterns were
seen in the vast majority of cases. The reason for this was most likely the suspension
density being too low in comparison with the earlier wild-type experiments, in part due
to the general low zoospore release in comparison with the wild-type. The few occa-
sions where cells were seen to aggregate can again be attributed to the gene silencing
efficiency; some cells behave more like the wild-type than others. The effect was very
subtle and so we choose to omit the photographs as they are not helpful.
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2.5 Conclusions
We used video analysis to collect data on the behaviour of individual zoospores of P.
infestans. We found that, much like many bacterial cells e.g. E. coli, zoospores swim
in straight lines that are punctuated by tumbles that occur at random times. By using
statistical analysis, we classified zoospore swimming as a simple random walk, i.e. the
length of straight runs follows an exponential probability distribution. The orientation
angle after a tumble was also found to be random by collecting and analysing sample
data. The results for swimming speeds of zoospores are comparable to those published
by other researchers and will be useful in parameterising mathematical models in later
chapters.
We have considered an aspect of zoospore auto-aggregation that has not been discussed
before: the behaviour over long time scales. Our experiments have shown that after the
initial bioconvective plumes have formed, plumes that drift slowly toward one-another
are consistently observed. This drifting can continue over many hours, the end result
being a reduction in the number of plumes by merging. At the same time, given the
many hours over which we view these patterns, it is very probable that many zoospores
will encyst, also contributing to the reduction in plume numbers. Ho and Hickman
reported that a suspension of zoospores containing small, glass beads dramatically
decreased the period of normal swimming before encystment when compared with a
control group that did not contain these obstacles [56]. Encystment should then occur
most often in the areas with the highest concentration of cells as they will collide with
one another more often than in the areas of low concentration. Since the encysted cells
are immobile, they will sink to the bottom of the dish and any zoospore-cyst attraction
will likely not influence the auto-aggregation patterns. It does, however, produce a
secondary or sub-pattern that results in a large sheet of encysted, germinated cells that
persists long after active swimming has stopped. This pattern seems to be visible only
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after several hours have elapsed, presumably when enough cells have encysted and
germinated.
The explanation for the drifting of plumes, we believe, is due to chemotactic attraction.
For this to be true, chemotaxis must work at a much slower rate than bioconvection,
as the structure of the plumes is kept more or less intact. Therefore we predict that
zoospore auto-aggregation is likely to be a two stage process. First, the gyrotactic
zoospores swim to the surface of the fluid and form bioconvective plumes due to grav-
ity. If indeed the zoospores are releasing a chemical attractant, the second stage is
that the plumes will be drawn together over time due to the chemical gradients that
will form between aggregates. It is possible that the chemoattractant responsible for
zoopsore-cyst attraction is the same as that for auto-aggregation, the latter effect only
becoming detectable after plumes of high density have formed.
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Chapter 3
Modelling Chemotaxis
3.1 Introduction
It is well known that zoospores of P. infestans utilise chemotaxis in order to locate suit-
able infection sites [69, 51, 133]. However, in Chapter 2, we hypothesised that chemo-
taxis could play a major role in the auto-aggregation process as well. In this chapter
we study the chemotactic process in isolation to provide insight into how significant
this role might be. We first outline the background biological processes involved and
then discuss some of the work that has been done on the mathematical modelling of
chemotaxis to date. We then construct a model for zoospore chemotaxis via a stan-
dard random walk derivation. It is assumed that attraction between one zoospore and
another is in response to some chemical that they themselves secrete. Moreover, the
movement of cells is restricted by the amount of space available, i.e. a volume-filling
effect is present. The values of the parameters involved in this model are discussed as
well as how they relate to the experimental results obtained in the previous chapter. We
go on to solve these model equations numerically in one, two and three space dimen-
sions and determine reasonable estimates for unknown model parameters. We discuss
62
the qualitative and quantitative comparison of the solutions of the chemotaxis model
with experimental results and possible reasons for any discrepancies. This compari-
son will help us to better understand the role that chemotaxis might play in zoospore
auto-aggregation.
3.1.1 Biological Background
Chemotaxis can be broadly defined as chemically directed motion. A large number of
biological processes rely on chemotaxis including: the search for nutrients in bacteria;
mammalian development; wound healing; the growth of cancerous tumours and; in
the zoospore case, the search for new hosts to infect [133]. Chemotaxis was first
discovered in the late 19th century by Engelmann and Pfeffer, who each reported that
bacterial cells could respond to changes in the extracellular concentration of attractant
or repellant chemicals [37, 38, 102]. It was not until the later part of the 20th century,
that an understanding of the mechanisms involved began to emerge (see the review
papers [10, 96] and references therein).
Much of the work that has been done in the biology of chemotaxis has been related to
bacterial cells. The signalling network in prokaryotes involves only small numbers of
proteins as opposed to the potential hundreds in eukaryotes, making the former prefer-
able model organisms to study [60]. The identification of the individual components
involved in the signalling network required much experimentation. In the 1970s, a con-
nection was established between key chemotaxis genes and proteins using molecular
genetics, showing that the products of three key genes (cheM, cheD and cheZ) played
an essential role in the chemotactic process [113]. This eventually led to being able
to reconstitute the entire chemotaxis signalling network in vitro of the common model
organism E. coli, with complete characterisation of the specific proteins involved [86].
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For E. coli, the chemotactic process can be described as follows. On the surface of
each cell there are an average of four to six flagella, each anchored to flagellar motors
that can rotate either clockwise or anti-clockwise using electrochemical energy [16].
Flagella that are rotating counter-clockwise form what is known as a “bundle” and pro-
pel the cell forwards at a speed of around 20µm/s in what are called “runs”. If one,
or several flagella switch the direction of their rotation, the bundle is disrupted causing
the cell to tumble and facing it in a new direction for the next run. Also, on the cell
surface are receptors, which have been proven to detect changes in concentration of
specific chemicals [9]. Now, bacterial cells are too short to be able to detect gradi-
ents of these chemicals in a spatial sense, and so instead use temporal measurements
along straight runs. It is these measurements that dictate the likelihood of random
tumbles. Every cell has some default tumbling propensity with the mean run length
being roughly constant in a homogeneous environment. If a cell detects an increase
in attractant concentration as it swims forward, the average tumbling propensity is re-
duced, causing the run lengths to increase. On average, this mechanism leads to a bias
in the swimming direction and the net transport of cells up concentration gradients of
attractants and down concentration gradients of repellants.
As discussed in Chapter 1, the swimming mechanism of a bi-flagellate P. infestans
zoospore is quite different to that in bacteria, but given they are of a similar size, it
is reasonable to assume that the measurements of chemoattractant concentration by
each cell are achieved in a similar way. We proceed under this assumption when the
mathematical model is constructed. We note, however, that certain chemical attractants
and repellants have been found to work without surface receptor binding [91]. This
provides an avenue for further research.
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3.1.2 Mathematical Modelling Overview
The mathematical modelling of chemotaxis has developed over the years into a large
and diverse field. In 1970 and 1971, the seminal papers by Keller and Segel [65, 66]
introduced a continuum PDE model for chemotaxis and today it remains widely used
and well-studied (see, for example, review papers [53, 59] and references therein for
a comprehensive overview). Rather than a detailed description of an individual cell’s
behaviour, the continuum approach was designed to capture the average behaviour of
multiple chemotactic cells. In its original form, the Keller-Segel model consists of
two coupled partial differential equations, one describing spatio-temporal distrubtion
of cell density and the other for the concentration of chemoattractant. Credit for the
advective chemotaxis term in the model is often given to Patlak, who derived a similar,
but more general, PDE model by considering biased random walks [97]. Hence, the
model is occasionally referred to as the Patlak-Keller-Segel model. Its solutions will
be discussed later in the chapter along with numerical experiments. Although the first
application was to the aggregation of D. discoidium, this type of model has also been
successfully used in a diverse range of other biological systems including: embryonic
development [94]; other aggregating cells such as Salmonella typhimurium and E. coli
[120, 131] and; the formation of capillary networks in tumour growth [25, 26].
Although continuum models have attracted significant attention, alternatives such as
discrete, individual-based models and stochastic models have also proven popular.
Dallon and Othmer presented a discrete model of D. discoidium aggregation with
adaptive signalling [29], in which cells are treated as discrete points that move within
a continuous cAMP concentration field. The movement of cells is governed by suit-
ably chosen rules that result in an average flux up concentration gradients of cAMP. Of
course, the assumptions made when building deterministic models disregard stochastic
noise that would always be present in any biological system. The model derived in [27]
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by Chavanis consists of stochastic kinetic equations that take this noise into account.
The P-K-S continuum model can be recovered in the mean field limit of the stochastic
model and in this way the latter can be thought of as a generalisation. In angiogene-
sis modelling, a hybrid approach has also been used to combine continuum modelling
with discrete, stochastic modelling [25]. This hybrid approach was adopted to provide
more detailed information than could be obtained with the macroscale approximations
of PDEs. In some cases, there are obvious benefits of individual based models in terms
of the accuracy of their predictions. However, random noise does not generally become
important unless the number of cells in the system is relatively small. Therefore, given
the large numbers of cells involved in zoospore auto-aggregation considered here, we
view a continuum modelling approach as most appropriate and it is this approach that
will be taken in the rest of this thesis.
3.2 Constructing the Mathematical Model
3.2.1 Derivation From a Random Walk
We begin the derivation of the model by considering the random walk of an individual
cell. Here, we follow the approach used by Othmer and Stevens [93] and later by
Painter and Hillen [95].
Consider a one-dimensional lattice consisting of equally spaced grid points that are a
small distance, ∆x, apart. It is assumed that cells can either move to the left or right
after each small time step, ∆t. It is assumed that a cell at a point, x, on this lattice can
make jumps to either x±∆x or may remain stationary after each small time step, ∆t.
An equation for the change in cell density over the time, ∆t, can then be immediately
written down as follows:
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N(x, t+∆t) = N(x, t)+P+x−∆xN(x−∆x, t)+P−x+∆xN(x+∆x, t)− (P+x +P−x )N(x, t),
(3.1)
where N(x, t) is the cell number at the point, x, and time, t, and P±x are the probabilities
that a cell at point, x, will jump to the point, x±∆x, within time, ∆t. How to define these
probabilities is now to be decided. In the case of chemotactic cells, it is assumed that
the movement direction is biased towards higher concentrations of chemoattractant,
which we denote by C(x, t). Following [95], a reasonable choice for P±x is
P±x = a+b(σ(C(x±∆x, t))−σ(C(x, t))), (3.2)
where a and b are positive constants and σ is a function that describes the chemotactic
response. The relative sizes of a and b
(
σ(C(x±∆x, t))−σ(C(x, t))) determine the
strength of the chemotactic response in comparison with diffusion. If the concentration
of chemoattractant is uniformly distributed - or there is no chemical gradient - there is
no bias in the movement of cells, P±x = a, and the motion is purely diffusive (random).
Substituting (3.2) into (3.1), expanding terms using Taylor series and dividing by ∆t
gives
∂N
∂ t
+
∆t
2
∂ 2N
∂ t2
+O(∆t2) =
a∆x2
∆t
∂ 2N
∂x2
− 2b∆x
2
∆t
N
(
dσ(C)
dC
∂ 2C
∂x2
+
d2σ(C)
dC2
(
∂C
∂x
)2)
−2b∆x
2
∆t
dσ(C)
dx
∂N
∂x
+O(∆x4),
∂N
∂ t
+
∆t
2
∂ 2N
∂ t2
+O(∆t2) =
a∆x2
∆t
∂ 2N
∂x2
− 2b∆x
2
∆t
∂
∂x
(
N
∂σ(C)
∂x
)
+O(∆x4), (3.3)
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where the chain rule has been used for simplification. In order to obtain non-trivial
dynamics from these equations, the standard assumption is now made that the limit as
∆x,∆t → 0 of ∆x2∆t is a positive constant, known as the parabolic scaling limit. For a
discussion of this limit and others, e.g. the hyperbolic limit and the telegraph equation,
see [90]. We define
lim
∆x,∆t→0
a∆x2
∆t
= DN and lim
∆x,∆t→0
2b∆x2
∆t
= χN .
Then by taking the limit as ∆x → 0 and ∆t → 0 of (3.3), the classical chemotaxis
equation,
∂N
∂ t
= DN
∂ 2N
∂x2
− ∂
∂x
(
Nχ(C)
∂C
∂x
)
, (3.4)
is obtained, with the chemotactic sensitivity function defined by χ(C) = χN dσ(C)dC . This
approach can be easily extended to higher space dimensions. The same model can
also be derived by considering the total flux of cells to have both a diffusive and a
chemotactic component and using Fick’s law [36, 82]. An alternative PDE model can
also be derived by considering a velocity-jump process, where instantaneous changes
in speed and direction of individuals are generated by a Poisson process [92]. This
approach may be worthy of further consideration in the future for modelling zoospore
movement.
3.2.2 Deriving the Diffusion Coefficient
It remains to relate the cell diffusion coefficient, DN , to the experimental results pre-
sented in Chapter 2. To do this, we reasonably assume that a zoospore swims at a
constant speed, v = 50µm/s, and an average, straight run lasts for time, τT = 0.76s
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(values computed in Chapter 2). To determine the diffusion coefficient, DN , we follow
[24, 77] and employ results from polymer chemistry and statistics. That is, in three
dimensions, we can think of a path of a cell as a polymer chain consisting of n bonds
of mean length 〈l〉 and α representing the mean projection between each bond and
the next. It is known that the mean squared end-to-end distance of such a polymer
chain,〈r2(t)〉, at time, t, (equivalent to the mean squared displacement of a cell in our
case) satisfies the following expression given in [77]:
〈r2(t)〉 ' n〈l2〉1+(2〈l〉
2/〈l2〉−1)α
1−α . (3.5)
This can be transposed for application to swimming cells by replacing n by
t
τT
, the
average number of runs over time, t. Experimental evidence suggests that for bacterial
cells, the time between tumbles is exponentially distributed. We found the same to be
true for zoospores, as reported in Chapter 2 and therefore the probability of a straight
run with length, x, is given by Pr(X = x) =
1
τT v
exp
(
− x
τT v
)
. The mean squared run
time can then be written as
〈l2〉 = E(X2) =
∫ ∞
0
x2
1
vτT
e−
x
vτT dx
= 2τ2T v
2, (3.6)
where E(·) is the standard expected value of a random variable, i.e. the weighted aver-
age of all its possible values. A statistical result given in [24] for a particle diffusing in
three dimensions relates the mean squared displacement of the particle to the diffusion
coefficient, thus
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DN ' 〈r
2(t)〉
6t
. (3.7)
As discussed in Chapter 2, the zoospore orientation after each tumble appears to be
random, with no correlation between the directions of successive runs. Hence we set
α = 0 without loss of generality. Therefore, combining (3.5)-(3.7) yields an expression
for the diffusion coefficient:
DN =
v2τT
3
. (3.8)
3.3 Formulation of the Model
Using the above results, we can now construct a mathematical model. We consider a
population of zoospores, represented by a density field, N(X,T ). It is assumed that
each zoospore is attracted to some chemical, represented by the density field, C(X,T ).
We have defined the general model for cell movement in (3.4), but at this point we
make a final addition. In [95], Painter and Hillen introduced a novel variation on the
classical model that included a volume-filling effect. The basic principle underpinning
this model is that the movement of cells is restricted by the amount of available space.
The full model is given by
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∂N
∂T
=−∇ ·
(
−DN∇N+N
(
1− N
NM
)
χN∇C
)
,
∂C
∂T
=−∇ · (−DC∇C)+αN−βC,
X ∈Ω⊂ Rk (k = 1,2,3.),
∂N
∂X
=
∂C
∂X
= 0 on ∂Ω,
N(X,0) = N0(X), C(X,0) =C0(X),
(3.9)
where diffusion and chemotactic coefficients are as defined above and α and β are pos-
itive constants that represent chemical production and degradation, respectively. The
chemoattractant, C, is also assumed to move according to diffusion; the signal kinetics
as well as the chemotactic coefficient have been assumed to be linear. The parameter
NM is the maximum cell density. NM > 0 can either be a literal maximum based on
the size of a cell or an estimate based on experimental observation. The full derivation
of the volume-filling term, (1− NNM ), can be found in [95]. The decision to include
it was made to enhance biological relevance as cells obviously have a finite volume,
but it has also been proven to prevent the blow-up of solutions in finite time [128]. It
should also be noted that we have neglected to include any terms in the cell equation
representing proliferation or death. This is justifiable in our case firstly as zoospores
do not proliferate, and secondly the auto-aggregation experiments considered here take
place on much shorter time scales than cell death.
The equations in (3.9) are assumed to hold on a bounded spatial domain, Ω ⊂ Rn.
Given that experiments take place in fixed volumes of fluid, the most biologically rel-
evant boundary conditions to choose are zero-flux at the boundary, ∂Ω, for both N and
C, since no material enters or leaves the domain. For an investigation of the effects of
alternative boundary conditions on solutions see Myerscough et al. [84]. It is worth
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noting that the total number of cells is conserved, i.e.
∫
Ω
N(X,T )dX =
∫
Ω
N0(X)dX. (3.10)
This is easily confirmed by integrating (3.9) with k = 1 with respect to X. The system
possesses a homogeneous steady state when N = αβC =constant. For all steady states
of the system,
∫
Ω
N0(X)dX =
∫
Ω
α
β
C(X,T )dX, (3.11)
and so C is conserved in the steady state problem. This will be discussed further in
Chapter 4 but for now we are interested in the time-dependent problem only. First,
system (3.9) can be non-dimensionalised using a scaling similar to that used in [95]
to reduce the number of free parameters. Let Nss be the initial zoospore density in an
auto-aggregation experiment, then we introduce the scalings and parameter groupings,
n =
N
Nss
, c =
Cβ
αNss
, x =
X
L
, t = βT, D =
DN
DC
, χ =
χNαNss
βDC
,
Γ=
DC
βL2
, γ =
NM
Nss
, (3.12)
where L is the diameter of petri dishes used in experiments; D measures the ratio of cell
diffusion to chemoattractant diffusion; χ is the strength of the chemotactic response; Γ
is a scaling parameter; n is scaled with Nss and γ is a non-dimensional volume-filling
parameter. The re-scaled system is now
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∂n
∂ t
= Γ∇ ·
(
D∇n−χn
(
1− n
γ
)
∇c
)
,
∂c
∂ t
= Γ∇2c+n− c,
x ∈Ω⊂ Rk (k = 1,2,3.),
∂n
∂x
=
∂c
∂x
= 0 on ∂Ω,
n(x,0) = n0(x), c(x,0) = c0(x).
(3.13)
3.3.1 Parameter Values
It is important that the units of measurement are defined properly for all variables
and parameters in order for comparisons between numerics and experiments to be
meaningful. We treat cell density, N, as the number of cells per unit volume (ml) and
C is the molar concentration of chemoattractant (mol L−1). Given the experimental
observations that have been made and the scale of the patterns, we choose a length
scale of centimetres and a time scale of minutes for all measurements.
Results from Chapter 2 can now be used to determine some of the parameter values
for the model. Recall that calculations above showed the diffusion coefficient of the
cells to be of the form, DN =
(cell speed)2(Average run time)
3 . We choose to use the average
cell speed (50µm/s) giving a value of 3.8 x 10−4 cm2 min−1 for DN . Note that this is
similar to values obtained for other swimming unicellular organisms such as E. Coli
[17]. The value of NM is somewhat more difficult to pin down. Experimental data that
could help determine a suitable value can be found in the existing literature. Ko and
Chase studied auto-aggregation in zoospores of the P. palmivora species and reported
measurements of cell densities at the centre and at the periphery of aggregates [71].
Using the values given in this paper, by our calculations the ratio of the average cell
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Dimensional Description Value Reference
parameter
Nss Initial zoospore density 106 cells ml−1 Set here
DN Cell diffusion rate 3.8×10−4 cm2 min−1 Established here
DC Chemo diffusion rate 5.34×10−4 cm2 min−1 As for cAMP in water [15]
χN Chemotactic sensitivity 1.7×10−3 cm2 µM−1 min−1 Set here
α Chemo production rate 1.25 ×10−9µmol cell−1 min−1 Set here
β Chemo degradation rate 2.5 min−1 Value for cAMP [79]
L Diameter of petri dish 9 cm Set here
Non-dimensional
parameter
D Diffusion ratio 1 -
χ Chemotaxis coefficient 1.6 -
γ = NMNss Maximum cell density 3 Average for P. palmivora [70]
Γ Scaling coefficient 2.6×10−6 -
Table 3.1: Estimates for model parameters for the volume-filling chemotaxis model
including units of measurement and references where appropriate.
density across an aggregate to the initial cell density ranges from 2.12-4.57. We choose
to use an average value of NMNss = 3.
For some of the unknown parameters we use estimates based on measurements for
the well-studied case of aggregation of D. discoidium via cAMP signalling. For the
diffusion coefficient of the chemoattractant we choose a typical value used for cAMP
in liquid, DC = 5.43× 10−4 cm2 min−1 [15]. The chemoattractant degradation rate,
β , is taken to be that of cAMP and is taken from the experimental range given in [79].
We assume that the characteristic chemoattractant concentration, αNssβ = 0.5µM, based
on measurements for cAMP by Tomchik and Devreotes in [119] and hence compute
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an estimate for α to be 1.25 ×10−9µmol cell−1 min−1. The unknown chemotactic
sensitivity, χN , has been determined such that numerical simulations best correspond
to experimental data, as will be discussed further in the next section. The fact that this
value is two orders of magnitude greater than for chemotaxic response to cAMP can
be explained by the fact that the swimming speed of zoospores is far greater than the
crawling speed of D. discoidium cells on agar. L has been set as the diameter of petri
dishes most commonly used in experiments. All values for dimensional parameters are
given in Table 3.1 along with units of measurement and appropriate references. Also
given are the non-dimensional parameters obtained by substituting the dimensional
parameters into (3.12). D has been set to 1 for convenience.
3.4 Numerical Simulations
3.4.1 1-D Solutions and Parameter Variation
Now that the model setup is completed, the system can be solved numerically. The
numerical solutions that will be most relevant to study in comparison with experi-
ments will be those in 2-D and 3-D, given the nature of the physical patterns that are
observed. However, solving system (3.13) in 1-D has obvious computational bene-
fits compared with solving in higher space dimensions and hence we use this setup to
conduct sensitivity analysis of the model parameters established above. We will use
MATLAB’s well-known pdepe solver to discretise the equations in space and time and
obtain approximate solutions at each specified time point (see Appendix 7.1.1). 5000
grid points were used in the spatial discretisation and checks were made to ensure that
this was sufficiently high as to rule out numerical errors in solutions. In all simula-
tions, the uniform initial cell density was set as n0(x) = 1 and was perturbed at each
grid point using a small ( 1), uniformly distributed random variable with zero mean.
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The initial value for the chemoattractant density, c0(x) was set to zero, although any
uniform initial value produces the same results (data not shown). We begin by studying
solutions of (3.13) obtained with the default parameter set given in Table 3.1.
Figure 3.1 shows initial pattern formation over a short time interval and Figure 3.2
shows the behaviour over longer times. Over short times, the chemoattractant density
increases uniformly until perturbations to the initial cell density begin to grow and
peaks emerge. In general, density peaks (for both n and c) have local maxima that
are approximately 2-2.5 times greater than the initial, uniform density. Densities fall
sharply to around half the initial value in-between these peaks. Although the chemoat-
tractant density follows the same density pattern as the cells, the local maxima are
slightly smaller. Once initial peaks have formed, the evolution of the pattern slows
down dramatically: the spatial pattern in Figure 3.2 appears to be a stable state of the
system. However, as we will discuss in Chapter 4, this is in fact not the case and even-
tually only one peak will remain. The coarsening observed over long time scales is in
line with the conservation property (3.10) described above.
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Figure 3.1: Solution of (3.13) in 1-D showing the formation of peaks from a randomly
perturbed initial distribution of cells. Cell density, n, is shown in red and chemoattrac-
tant density, c, in blue (indistinguishable for most times). Parameter values are taken
from Table 3.1. Solutions were computed for t = 0..104. In dimensional terms, the
total simulation time is approximately three days.
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Figure 3.2: Solution of (3.13) in 1-D showing the coarsening of peaks after long times.
Cell density, n, is shown in red and chemoattractant density, c, in blue (indistinguish-
able for most times). Parameter values used are as in Table 3.1. Equations were solved
for t = 0..107 (approximately eight years in dimensional time).
The value of χ used in these simulations was chosen in order to produce a similar
number of initial peaks as seen in experiments. In our experiments, we found with
an initial zoospore concentration of approximately 106 ml−1, between ten and twenty
peaks would form across the 9cm diameter of the dish. While the number of peaks
appear to have been captured by the model, clearly the time scales predicted in these
simulations are not realistic. For instance, images in Figure 3.1 show more or less fully
78
formed peaks in cell density (shown in red) after 104 time units, which is equivalent
to three days. Our experiments show that initial formation of peaks can occur after
one to fifteen minutes, depending on the starting density. However, these times refer to
visible aggregation. After longer times, the pattern evolution slows down considerably
as it does in zoospore experiments. In Figure 3.2, cell peaks are seen to drift toward
one another. Again, the time scales involved do not agree with our experimental ob-
servations. Simulations show that over ≈ 6× 104 hours there is barely any change in
the distribution of aggregates. This is clearly unrealistic.
The discrepancy between the numerical simulations and the experiments could simply
be due to poor estimation of parameter values and hence some sensitivity analysis is re-
quired. The scaling factor, Γ, and the chemotaxis coefficient, χ , are the two parameters
that we have the most freedom to vary. That is, properties of the chemoattractant such
as its degradation rate as well as the chemotactic sensitivity of zoospores are largely
unknown. The non-dimensionalisation (3.12) ensures that Γ and χ can be varied inde-
pendently of one another and we now discuss the results.
Varying χ is equivalent to varying the chemotactic sensitivity, χN , which does not
affect the value of Γ. Figure 3.3 shows the initial formation of peaks with a fixed
value of Γ and with different χ values. Decreasing χ by a small amount results in
fewer peaks in comparison with the default value. Moreover, these peaks take much
longer to form. No patterns are formed for χ / 1.5. Calculations outlined in Chapter
4 can be used to show that the homogeneous steady state becomes stable, providing an
explanation for the lack of patterns in this case. The opposite effect can be induced by
increasing χ . For large values of χ , so many peaks are formed that the solutions cannot
be confidently separated from numerical error. In Figure 3.4, similar simulations are
shown but for varying values of Γ. These variations are equivalent to varying β while
keeping the parameter grouping, χ , constant. A decrease in Γ causes an increase in the
number of peaks, which take longer to form. Increasing Γ has the opposite effect. Note
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that in Figure 3.4, dimensional times are given since the time scales vary in each plot.
Changing other model parameters have similar effects on solutions (not shown) and,
based on these observations, it seems that realistic parameter values cannot be selected
that produce solutions that agree with our experimental observations. That is, either
the correct number of peaks can be obtained over an incorrect time scale or an incorrect
number of peaks can be produced over the correct time scale. Despite this discrepancy,
we will persevere with the default parameter set given in Table 3.1 as these values are
in the main gathered from existing literature or our experimental observations.
(b)
(c) (d)
Figure 3.3: Solutions of (3.13) showing cell density and chemoattractant concentration
peaks (n and c) in 1-D. Values of χ are small perturbations about the default value:
1.525 (a); 1.55 (b); 1.7 (c) and; 1.8 (d). All other parameters are fixed at the default
values given in Table 3.1. The dimensional times taken for each pattern to form can be
found by dividing the given time by β = 2.5min−1.
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(d)
Figure 3.4: Solutions of (3.13) in 1-D showing cell density and chemoattractant con-
centration patterns (n and c) for varying Γ. Values or Γ are 2.6 ×10−4 (a); 2.6 ×10−5
(b); 1 ×10−6 (c) and; 2.6 ×10−7 (d). All other parameter values are taken from Table
3.1. Since the time scale differs in each simulation, the approximate dimensional times
are shown for clarity.
3.4.2 Varying the Domain Shape: 2-D Solutions
To numerically integrate (3.13) in two and three space dimensions we used the COM-
SOL multiphysics software [4]. This is a finite element analysis package that is widely
used for solving problems involving partial differential equations in engineering, physics
and biology. COMSOL is ideally suited to solve the chemotaxis equations and we
make use of it here to solve system (3.13) with, again, a randomly perturbed uniform
cell density and an initial chemoattractant density of zero. In all of the simulations
that follow, between 2.5× 105-3.5× 105 elements were used in the spatial discretisa-
tion depending on the domain area. After checks were made this was found to give
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sufficient numerical accuracy. For other settings, see Appendix 7.2. There is a clear
advantage to solving the 2-D system as opposed to the 3-D system as this requires far
less computing power but, in fact, a 2-D approximation of zoospore auto-aggregation
may not be too unrealistic and worthy of interest in its own right. That is, it could be
reasonable to assume that the fluid layer in the auto-aggregation experiments can be
sufficiently shallow to be considered as two dimensional. We discuss this case next.
As seen in Figure 3.5, early patterns are a complex arrangement of “bands” that sub-
sequently break-up and form distinct spots. These simulations were run for the same
computational time as the 1-D case above and the time taken for aggregates to form
distinctly is very similar, as are the magnitudes of the peaks. The initial labyrinthine
patterns seen in numerical solutions appear to correspond qualitatively with the early
pattern formation in zoospore auto-aggregation. Figure 3.6 shows the same coarsening
behaviour of cell density peaks as observed in the 1-D case occurs over the same (long)
time scale. Also, it is worth noting that aggregates are found exclusively on the domain
edge after sufficiently long times.
The experimental results presented in Chapter 2 showed that domain shape had a pro-
found effect on aggregation patterns. By solving system (3.13) on a square domain,
the effect of the domain shape on solutions to the chemotaxis model can be tested. As
shown in Figure 3.7, the patterns are identical to those in the circular domain case.
Numerical simulations using other domain shapes did not produce any significantly
different spot arrangements (see Figure 3.8 for an example).
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Figure 3.5: Cell density solution, n, of system (3.13) in a circular domain for t = 0..10000
showing peak formation in 2-D. Dimensional times can be found by dividing the given times
by β = 2.5min−1. Colours for each plot correspond to the values shown in the given colour
bars. Parameter values used are taken from Table 3.1.
83
Figure 3.6: Cell density solution, n, of system (3.13) in a circular domain for t = 0..107
showing peak coarsening in 2-D. Dimensional times can be obtained by dividing the given
times by β = 2.5min−1. Colours for each plot correspond to the values shown in the given
colour bars. Parameter values used are taken from Table 3.1.
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Figure 3.7: Cell density solution, n, of system (3.13) in a square domain for t = 0..10000
showing the formation of peaks in 2-D. Dimensional times can be obtained by dividing the
given times by β = 2.5min−1. Colours for each plot correspond to the values shown in the
given colour bars. All parameter values used are taken from Table 3.1.
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Figure 3.8: Cell density solution, n, of system (3.13) in a domain with an outer, square bound-
ary and an inner, circular boundary for t = 0..10000 showing the formation of peaks in 2-D.
Dimensional times can be obtained by dividing the given times by β = 2.5min−1. Colours for
each plot correspond to the values shown in the given colour bars. Parameter values used are
taken from Table 3.1.
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3.4.3 The Effect of Depth: 3-D Solutions
Although a 2-D approximation of the system can be considered reasonable, solving
system (3.13) in three dimensions will clearly provide the most accurate and realistic
results. This can be done by again using the COMSOL multiphysics package, but such
3-D simulations can become very computationally expensive (approximately 8×105−
1×106 elements were needed). First, we simulated a suspension depth commonly used
in experiments of 3mm meaning a 30:1 ratio of diameter to depth. Figure 3.9 show the
results of these simulations.
Distinct spots are again seen to form within the same time frame as for the one and
two dimensional cases. Peaks have local maxima of similar magnitude to those in
the 1 and 2-D case and the chemoattractant density, c (not shown) is distributed as n.
The position of aggregates appears to be random: some are at the surface, some at the
bottom and some span the entire depth of the domain. As in the 2-D case, there are
also aggregates with irregular shapes that have yet to break up into spots.
The same temporal discrepencies still exist between experiments and simulations. In
the aggregation experiments using varying depths as discussed in Chapter 2, the initial
patterns were seen to change from spots to high-density bands as the solution depth was
increased from 3mm to 7mm (see Figure 2.3). By altering the depth of the domain,
Ω, in 3-D simulations, we can test whether or not chemotaxis could be responsible for
this pattern variation. Numerical simulations show that the chemotaxis model fails to
reproduce this effect: patterns are identical for depths of 3mm and 7mm (See Figures
3.9 and 3.10 respectively).
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Figure 3.9: Cell density solution, n, of (3.13) in a shallow cylindrical domain showing peak
formation for t = 0..10000 in 3-D. Dimensional times can be obtained by multiplying the given
times by β = 2.5min−1. Density is represented in an isosurface plot with the colours of solution
contours corresponding to the densities in given colour bars. Parameters are taken from Table
3.1.
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Figure 3.10: Cell density solution, n, of (3.13) in a deep cylindrical domain showing peak
formation for t = 0..10000. Dimensional times can be obtained by multiplying the given times
by β = 2.5min−1. Density is represented in an isosurface plot with the colours of solution
contours corresponding to the densities in given colour bars. Parameters are taken from Table
3.1.
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3.5 Conclusions
In this chapter we have calibrated and studied a minimal model for chemotactic zoospore
aggregation. This model was of Keller-Segel type with an added volume-filling term
as first introduced by Painter and Hillen. Model parameters were determined from our
experimental observations of individual zoospore swimming reported in Chapter 2 as
well as estimates from existing literature. Our aim was to ascertain whether the auto-
aggregation patterns presented in Chapter 2 could result from the self-chemotaxis of
zoospores to each other.
Solutions of the model in one space dimension were used primarily for parameter sen-
sitivity tests, as these are the least computationally expensive and hence quicker to run.
By varying key parameters about their default values derived from our experiments
and existing literature, we concluded that a quantitative agreement between numerical
solutions and experimental data is not possible with realistic parameter values. In par-
ticular, a realistic number of cell density peaks could be obtained but the time scales
involved were far from realistic, with initial pattern formation taking many days as
opposed to the few minutes required in experiments. However, the 1-D simulations
did reveal a qualitative agreement with experiments, in the sense that the subsequent
drifting and coarsening of peaks took place over much longer time scales than initial,
rapid spot formation.
In higher space dimensions, specifically 2-D and 3-D, the solutions behave in much
the same way. In the 2-D case, qualitative predictions look extremely promising: the
complex, band structures that precede the formation of spots in the simulations appear
to correspond to experimental observations. However, it also appears that this is where
the similarities end. In experiments, the initial aggregation patterns were shown to
depend on the domain shape, at least to some degree (see Figure 2.1). The spot for-
mation obtained numerically is identical, regardless of the shape of the domain, which
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suggests that this effect is independent of chemotaxis (see Figures 3.5 and 3.7). Figure
2.5 and results in the existing literature show that aggregates do not have a uniform
density but rather a high density region at the centre of the spot with a lower density
cloud of cells surrounding it. While this is true of initial patterns in simulations, this
is certainly not the case for solutions over long times as spots have an even density
across their surface. Moreover, as illustrated in Figure 3.6, the size of aggregates in-
creases considerably with time. Aggregates are predicted to be circular in shape with
the exception of those at the domain edge and a uniform density is maintained within
each aggregate. Since the cell density is always limited by the volume-filling term, it
is no surprise that the aggregate areas would increase as spots drift together and com-
bine. This seems to contradict what is seen in experiments. Although spots do vary in
size to some degree (see Figure 2.5), there are none that even vaguely correspond to
the aggregate sizes predicted by the model. It is possible that the sizes of real aggre-
gates are kept below a certain threshold due to other mechanisms not studied here e.g.
swimmers being lost through encystment. However, we view that this loss would not
have a significant effect. The fact that the chemotaxis model predicts that aggregates
after long times are located along the boundary is certainly not in agreement with our
experimental observations, as no such aggregates were seen in reality.
In three dimensions, the time taken for peaks to form was similar to that in one and two
dimensional simulations. Simulated aggregates were spherical in size and increased in
average size over time much as in the 2-D case. Crucially, studying solutions in three
space dimensions meant that the effect of suspension depth variation on patterns could
be considered and tested. Numerical simulations show that this variation has, in fact,
no effect on chemotactic patterns: the positioning of aggregates was random in the
z-direction, with no preferential depth at which aggregates would form. Altering the
domain shape in 3-D (results not shown) also had no effect on patterns.
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The evidence we have presented in this chapter leads us to the conclusion that chemo-
taxis almost certainly cannot be the sole mechanism behind zoospore auto-aggregation.
That is not to say that we should disregard it completely, as there are many features of
the numerical simulations that seem to confirm our initial characterisation of chemo-
taxis as a partial contributor. For instance, although not quantitatively accurate, the fast
formation of initial patterns followed by slow drifting is a property that is shared by all
simulations and is a feature of the experimental system. The details that the chemotaxis
model fails to capture, such as the effect of suspension depth, domain shape and the
non-uniform density seen across aggregate surfaces, strongly indicate that other pro-
cesses are in play. To this end we will study the process of bioconvection in Chapter 5
and consider how this process interacts with chemotaxis. Before that, in the following
chapter we examine in more detail the fast-slow pattern formation process that was a
common feature of the simulations presented in this chapter.
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Chapter 4
Steady States of the Volume-Filling
Chemotaxis Model
4.1 Introduction
We consider in more detail the pattern formation observed in the numerical simulations
reported in Chapter 3. For ease of reference, we state again the model used to describe
chemotactic zoospore movement. The model used is the standard Keller-Segel model
with the addition of the volume-filling term proposed by Painter and Hillen. In its
non-dimensional form the model is
∂n
∂ t
= Γ∇ ·
[
D∇n−χn
(
1− n
γ
)
∇c
]
,
∂c
∂ t
= Γ∆c+n− c,
x ∈Ω⊂ Rk (k = 1,2,3), t > 0
∂n
∂ν
=
∂c
∂ν
= 0 on ∂Ω, t > 0
(4.1)
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where n and c represent cell (zoospore) and chemoattractant density, respectively. The
parameters Γ,D,χ and γ are positive constants that represent a scaling of the domain
size, relative diffusion ratio of the cells to chemoattractant, chemotactic sensitivity
and maximum cell density (volume-filling), respectively. The spatial domain Ω ⊂
Rk, k = 1,2,3 with sufficiently smooth boundary ∂Ω. The boundary conditions are
of Neumann type with ∂∂ν representing the outward pointing normal derivative as is
standard.
The numerical simulations discussed in Chapter 3 concerned the solution of system
(4.1) augmented with initial data of the form
n(x,0) = n0(x), c(x,0) = c0(x), x ∈Ω (4.2)
for given positive functions n0 and c0. As stated there, by integrating the first equation
in system (4.1), it is straightforward to show that the total cell population is conserved,
i.e.
∫
Ω
n(x, t)dx =
∫
Ω
n0(x)dx, ∀ t > 0. (4.3)
Moreover, and again by integration, it immediately follows that when the system is in
steady state, ∫
Ω
n(x)dx =
∫
Ω
c(x)dx. (4.4)
Hence, when considering steady states relevant to the initial-boundary value problem
studied in Chapter 3, we are restricted to those that satisfy the condition
∫
Ω
n(x)dx =
∫
Ω
c(x)dx =
∫
Ω
n0(x)dx = |Ω| (4.5)
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without loss of generality (this arises from the non-dimensionalisation). We will return
to this important point later.
Chemotaxis models like (4.1), have been extensively studied by various researchers
(see e.g. [49, 53, 106, 110, 127] and references therein for further details). The review
paper [53] by Hillen and Painter presents a comprehensive overview. Steady state so-
lutions of these models have been the focus of many of these papers. For example,
in [53], the linear stability of constant steady states for various versions of the above
model is discussed. Dispersion relations are presented there for Ω ⊂ R as well as
necessary conditions on system parameters for linear instability - suggesting regions
in parameter space that could support pattern formation. Numerical simulations are
presented in one, two and three space dimensions and comment is made on the coars-
ening of peaks over time. The subject of peak merging and coarsening was tackled
by Potapov and Hillen in [106] for the Keller-Segel model with volume-filling (sys-
tem (4.1)). Using asymptotic techniques, bifurcation from spatially uniform solutions
is studied and it is shown that non-uniform solutions with two or more maxima are
marginally unstable - numerical calculations reveal that the eigenvalues of the associ-
ated linearisation are positive, but very close to zero.
First, using the approach in [110], we discuss bifurcation from uniform steady states
of (4.1). The system is reduced to a single equation, (4.8), which includes a positive
constant, λ . We show that there exist a finite number of bifurcation points along the
set of constant solutions to (4.8). We prove the existence of continuous branches of
non-trivial steady states that form loops, along which the nodal properties of solutions
are conserved. An interesting special case arises for γ = 2m, where all relevant steady
states of (4.1) (i.e. solutions with
∫
Ω cdx = |Ω|) can be obtained with a single value of
λ . We investigate the mathematical reason for this by using an extension of the phase
plane analysis given in [49] and [106]. Finally we discuss the stability of all steady
states of (4.1) using linear analysis.
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4.2 Steady States
Steady states of system (4.1) satisfy
0 = Γ∇ ·
[
D∇n−χn
(
1− n
γ
)
∇c
]
,
0 = Γ∆c+n− c,
x ∈Ω,
∂n
∂ν
=
∂c
∂ν
= 0 on ∂Ω,
(4.6)
To begin with we will consider all possible solutions of system (4.6) before reconsid-
ering those that are relevant as asymptotic states of system (4.1) -(4.2).
It is straight forward to show that any constant with n = c is a solution of (4.6). To
study non-constant steady states, we follow [110] and rewrite (4.6) as a single equation.
This can be done as follows. [We note that in [110], the standard Keller-Segel model
is considered, i.e. without the volume filling term. This led the authors of [106] to
comment that the system contraction method presented in [110] could not be used for
the volume-filling model. We show here that this can in fact be done and the analysis
of the resultant scalar equation provides useful insight into the structure of the solution
set of (4.6).]
4.2.1 Reduction to a single equation
Let r : R+→ R+ be the (unique) solution of the ordinary differential equation
dr
ds
=
χ
D
r
(
1− r
γ
)
, r(s0) = r0, (4.7)
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with 0 < r0 < γ and s0 > 0.
Define φ :R×R→R by φ(s,λ )= r(s,{0,λ}), where r(s,{1,λ}) denotes the solution
of (4.7) with r(1) = γ
1+λ exp(−χ/D) . Finally, define the Banach spaces X ,Y,Z and B as
follows:
Y := {u ∈C0,α(Ω)}, Z := {u ∈C2,α(Ω)}
X = {u ∈ Z |∂νu|∂Ω = 0}, B := {u ∈ X |u(Ω¯)⊂ R+},
where α = 0 for k = 1 and 0 < α < 1 for k = 2,3.
Then we have the following result.
Lemma 4.2.1. The pair (n,c) ∈ B×B is a solution of (4.6) iff, for some λ ∈ R+,
n(x) = φ(c(x),λ ), for all x ∈ Ω¯
and
Γ∆c+φ(c,λ )− c = 0.
Proof. The method of proof is identical to that used to prove Theorem 2.1 in [110].
We note that in our case it is easy to verify that
φ(c,λ ) =
γ
1+λ exp
(
− χDc
)
and hence seeking a solution (n,c) to (4.6) is equivalent to seeking a pair (c,λ ) ∈
B×R+ that satisfies
Γ∆c+ f (c,λ ) = 0, (4.8)
where
f (c,λ ) = φ(c,λ )− c.
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Once (c,λ ) is found, a solution for (4.6) can be constructed thus: (n,c) = (φ(c,λ ),c).

An additional constant, λ , appears in (4.8). This constant arises through integration
and serves as a link between the initial data of the time-dependent problem (4.1) and
solutions of the steady state problem (4.6). That is, since the integral of n is conserved,
the integral of φ(c,λ ) must equal that of n0(x). We use λ as the main bifurcation
parameter and discuss its significance further later.
To proceed we require to relate the linearisations of system (4.6) and the scalar equation
(4.8). This does not follow immediately. However, Theorem 2.2 in [110] does follow
without significant alteration and thus the linearisations can be shown to be equivalent.
Hence we have an existence result that mirrors Theorem 3.1 in [110], which we now
detail. First, some further definitions are required. Let the set of constant solutions to
(4.8) be denoted by
M := {(m,λ ) ∈ R+×R+ | f (m,λ ) = 0}.
The set M is identified with the subset of constant functions in B×R+ with the given
value. Now let the non-trivial solution set of (4.8) be denoted by
S := {(c,λ ) ∈ B×R+ |(c,λ )solves (4.8), c <M}
Finally, denote by (ω j,µ j) the eigenvector - eigenvalue pair associated with Γ∆ : X →
Y .
Lemma 4.2.2. Suppose for some (m0,λ0) ∈M,
∂1 f (m0,λ0) = µ j, j ≥ 1
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with µ j a simple eigenvalue of Γ∆ and let λ → m(λ ) be a parameterisation of M near
(m0,λ0). If in addition
d
dλ
(∂1 f (m(λ ),λ ))|λ=λ0 , 0,
then
1. (m0,λ0) is a bifurcation point i.e. (m0,λ0) ∈ S¯.
2. Let C (m0,λ0) be a connected component of S¯ with (m0,λ0) ∈ C (m0,λ0). Then
C (m0,λ0) either joins a bifurcation point in M different from (m0,λ0) orC (m0,λ0)
joins ∞ in B×R+.
3. In a neighbourhood U = U(m0,λ0) ⊂ B×R+, the component C (m0,λ0) is a
curve, i.e. for some ε0 ∈ R+ sufficiently small, C (m0,λ0) can be represented by
ε ∈ (−ε0,ε0)→ (C(ε),Λ(ε)), V ′(0) = ω j,
for twice continuously differentiable functions C and Λ.
4. For k = 1 the nodal properties of c are preserved in C (m0,λ0)
The proof of the lemma is standard, and follows from the local and global theorems of
Crandall and Rabinowitz and Rabinowitz, respectively (see e.g. [132]). Note that (i)
∂1 f (m0,λ0) = µ j > 0 for j ≥ 1 and hence the required parameterisation exists (suffi-
ciently close to the bifurcation points in any case, but see below); (ii) the requirement
that µ j are simple is weak - e.g. for k = 1, µ j are simple; (iii) in the case k = 1, the
nodal properties are of c′′(x). So solutions on the continuum that bifurcates from the
point where ∂1 f (m0,λ0) = µp will have exactly p simple zeros of c′′(x), i.e. p points
of inflection. Below, such solutions will be referred to as p−step solutions.
Lemma 4.2.2 ensures the existence of non-trivial solutions to (4.8) and hence to (4.6).
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Figure 4.1: Plot of the set M of uniform solutions to (4.8). The points (λ−,m−) and
(λ−,m−) mark folds in M. Bifurcation occurs from the subset Mb shown in red. See
text for a description symmetry point (Λγ ,γ/2). Parameter values used: γ = 2.5,χ =
25,D = 10.
The set of trivial solutions, M, for the volume filling model considered here is illus-
trated in Figure 4.1, for a typical choice of parameters. An examination of the function
f immediately reveals that the component marked in red corresponds to the portion of
the set M for which ∂1 f |M > 0. If the points P± mark the two folds, then M \{P±}, can
be parameterised by λ → (m(λ ),λ ). An alternative and more useful parameterisation
that holds for all M is m→ (m,λ (m)) where
λ (m) =
γ−m
m
exp
(
χ
D
m
)
. (4.9)
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The location of the folds is given by λ ′(m) = 0 i.e.
−exp(
χ
D m)
m2 (
χ
Dm
2− χDmγ+ γ) = 0 ⇐⇒ m = m±with
m± := γ2
(
1±
√
1− 4γ Dχ
)
.
Using (4.9), the corresponding values of λ are
λ± :=
γ−m±
m±
exp
(
χ
D
m±
)
.
Clearly, these folds exist if and only if
γ
χ
D
> 4. (4.10)
In this case, 0 < m± < γ and hence λ± > 0.
Given that µ j > 0 for all j ≥ 1, it follows from Lemma 4.2.2 that (4.10) is a necessary
condition for bifurcation from M. We will refer to the component of M for which
∂1 f |M > 0 as Mb. It will become apparent that an important point in Mb is where
∂ 21 f |Mb = 0. This marks a symmetry point for bifurcation from Mb separating this set
into upper and lower parts, denoted by M±b . By direct calculation, ∂
2
1 f = 0 iff
λ exp
(
−χ
D
m
)
−1 = 0
and using the expression for λ (m) given above, it is straightforward to show that this
is satisfied when (m,λ ) = (γ/2,Λγ), with
Λγ = exp
(
γχ
2D
)
.
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At this point on Mb,
∂1 f (γ/2,Λγ) =
1
4
γ
χ
D
−1, (4.11)
which is the maximum value of ∂1 f |Mb .
Combining all of these facts leads to the following result.
Theorem 4.2.1. Connected continua C (m j,λ j) of non-trivial solutions to (4.8) bifur-
cate from the trivial solution set Mb at the points (m j,λ j)∈Mb where ∂1 f (m j,λ j) = µ j
for each 0< µ j < 14γ
χ
D−1. These continua remain bounded in B×R+ and hence rejoin
Mb at some (mˆ, λˆ ) where ∂1 f (mˆ, λˆ ) = µi where i may equal j, but (mˆ, λˆ ) , (m j,λ j).
For the case k = 1, i = j.
Remark 4.2.1. The symmetry of the range of values of ∂1 f |Mb implies that if a bifur-
cation point (m+j ,λ
+
j )∈M+b exists, then so does its mirror (m−j ,λ−j )∈M−b . Therefore,
in the above theorem in the case k = 1, (mˆ, λˆ ) = (m−j ,λ
−
j ), that is the continua form
loops connecting the points (m+j ,λ
+
j ) with (m
−
j ,λ
−
j ). We conjecture that these loops
represent the generic structure of the solution set and that this structure persists for
k > 1.
Proof. The existence of the bifurcation points (m j,λ j) and associated continuaC (m j,λ j)
follows directly from Lemmas 4.2.1 and 4.2.2 above. What remains to be proved is the
global behaviour of these continua.
First, assume the λ ≥ 0. Multiplying (4.8) by c, integrating over Ω and applying the
boundary conditions yields
Γ
∫
Ω
|∇c|2dx =
∫
Ω
cφ(c,λ )dx−
∫
Ω
c2dx
=⇒
∫
Ω
c2dx ≤
∫
Ω
cφ(c,λ )dx.
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By Schwartz’ inequality,
∫
Ω
cφ(c,λ )dx≤
(∫
Ω
c2φ(c,λ )2dx
)1/2
|Ω|1/2
and since φ < γ , it follows that
∫
Ω
c2dx≤ γ|Ω|1/2
(∫
Ω
c2dx
)1/2
,
i.e. (∫
Ω
c2dx
)1/2
≤ γ|Ω|1/2.
Hence, ∫
Ω
|∇c|2dx≤ γ
2
Γ
|Ω|.
In conclusion we have that ‖c‖1,2≤K for some constant K independent of λ . Now, for
Ω⊂R3, the Sobolev embedding theorems ensure that W 1,2(Ω) ↪→ L6(Ω) (see e.g. [8]).
If c ∈ L6(Ω), then f (c,λ ) ∈ L6(Ω) so it follows directly from (4.8) that c ∈W 2,2(Ω)
and that ‖c‖2,2 ≤ K. That solutions are bounded in Y follows from the embedding
W 2,2(Ω) ↪→Cm(Ω¯), 0≤ m≤ 2− k/2, k = 1,2,3.
Finally, the boundedness of solutions in B follows from the smoothness of f (c,λ ) and
standard bootstrapping arguments. Hence we have established that the continua C
must remain bounded in B, provided λ remains positive.
Next we establish that all continua remain within λ > 0. Suppose otherwise. Then we
can construct a sequence of solutions (ci,λi) ∈ C with λi > 0 and limi→∞λi = 0. The
bounds obtained above ensure that the limit of this sequence exists and satisfies
Γ∆c+ γ− c = 0
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Integrating and applying the boundary conditions yields
∫
Ω
cdx =
∫
Ω
γdx = |Ω|γ.
Hence on setting y = γ− c, it follows that ∫Ω ydx = 0 and
−Γ∆y+ y = 0.
But the spectrum σ(−Γ∆) ≥ 0 and so this equation has the unique solution y = 0 i.e.
c ≡ γ . But then the continuum joins the set M at the point (c,λ ) = (γ,0). We now
show that this cannot be the case by invoking the Implicit Function Theorem.
Setting F(c,λ ) := Γ∆c+ f (c,λ ), the operator DcF(c,λ ) : B→ Z is defined by
DcF(c,λ )z = Γ∆z+
(
φc(c,λ )−1
)
z = Γ∆z−2z, z ∈ B.
It follows from standard arguments that DcF is a Fredholm operator of index zero and
as the spectrum σ(−Γ∆)≥ 0, DcFz= 0 =⇒ z= 0. Thus, DcFz= 0 is an isomorphism
and we may apply the Implicit Function Theorem to ensure that a unique branch of
solutions exists passing through the point (γ,0). But the set M also passes through this
point and hence we have reached a contradiction.
Finally, to show that all continua C remain bounded in B×R+, we again assume
the contrary. First, it follows directly from the strong elliptic maximum principle that
solutions on the continua, C , remain positive. Suppose then there exists a sequence
of solutions (ci,λi) ∈ C with ci,λk ≥ 0 and limk→∞λi = ∞. Then, as φ(ci,λi)→ 0
(uniformly in Ω), the limit (c0,0) of this sequence exists and satisfies
Γ∆c0− c0 = 0.
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Arguing as above, this equation has only the trivial solution c0≡ 0 and we have reached
a contradiction.
That the continua C (m j,λ j) must rejoin the set Mb now follows directly from the
alternatives presented in Lemma 4.2.2.

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Using the numerical continuation package AUTO 07p [2], we can construct a bifurca-
tion diagram in the case Ω= [0,1]. Two examples are shown in Figures 4.2-4.3, where
it is seen that the continua C form loops illustrating the results of Theorem 4.2.1.
Note that the value Λγ seems to mark a line of symmetry for the loops of non-trivial
solutions. Solutions (c j,Λγ) ∈ C j have the largest value at the left hand boundary.
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Figure 4.2: Bifurcation diagram for (4.6) computed using AUTO 07p. Steady state
solutions of (4.1) as functions of λ . The solution measure is its value at the left
boundary x = 0. Shown are uniform solutions (black curve); 1−step solutions (red
curve); 2−step solutions (blue curve); 3−step solutions (green curve). Black squares
mark the points where the integral of the solution equals one. Parameter values used:
γ = 2.5,χ = 25,D = 10,Γ= 0.005.
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Figure 4.3: Bifurcation diagram for (4.6) computed using AUTO 07p. Steady state
solutions of (4.1) as functions of λ . The solution measure is its value at the left bound-
ary x = 0. Shown are uniform solutions (black curve); 1−step solutions (red curve);
2−step solutions (blue curve). Note that 3−step solutions do not exist for this set of pa-
rameter values. Black squares mark the points where the integral of the solution equals
one and are obtained for the single value λ = λ (1) = exp(2.5) (see text). Parameter
values used: γ = 2,χ = 25,D = 10,Γ= 0.005.
4.2.2 Asymptotic States of the Initial-Boundary Value Problem
Recall that we are interested in steady states of system (4.1). The scaling used in
defining this system combined with the conservation of mass property discussed above,
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ensures that relevant (asymptotic) steady states must satisfy
∫
Ω
n(x)dx =
∫
Ω
c(x)dx = |Ω|. (4.12)
Figure 4.2 shows the solution set for a typical set of system parameters and Ω= (0,1).
Here, solutions that satisfy (4.12) are marked. It is seen that in general, we cannot
expect that a fixed value of λ ensures that all solutions satisfy this integral condi-
tion. [Indeed, it is not even guaranteed that any non-trivial solution exists for a given
value of λ .] However, in the special case γ = 2, the symmetry point of the set Mb
is given by (m,λ ) = (1,Λ2) with Λ2 = exp
(
χ
D
)
. In this case, the uniform steady
state (c,λ ) = (1,Λ2) satisfies (4.12). Moreover, as can be seen from Figure 4.3, all
non-trivial solutions (c(x),Λ2) also satisfy (4.12). This special case was mentioned in
[106] but without further discussion. Here, we see that this special case arises from a
symmetry of the set M and this single value of λ , provides all possible heterogeneous
steady states for system (4.1) satisfying (4.12). We will discuss this case below in more
detail. [Note, there is nothing special about the value m = 1 here. What is important is
that the homogeneous solution has value m = γ/2. Thus, if the scaling was such that
in the right hand side of the integral condition (4.12), |Ω| was replaced with K |Ω| for
some positive constant K, then the critical value of γ = 2K. ]
4.2.3 Existence of p-Step Steady State Solutions for Fixed λ
In the case Ω⊂R, system (4.6) reduces to a system of ordinary differential equations.
This structure can be exploited to give a fuller description of the solution set. Following
Grindrod et al., [49], we now present an analysis of the phase portrait of the steady state
system. For Ω ⊂ R, the rescaling discussed above (see (3.12)) allows us to consider
Ω= (0,1) without loss of generality. In this case, all solutions of (4.6) must satisfy the
following system:
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D
d2n
dx2
− d
dx
(
χn(1−n/γ)dc
dx
)
= 0, (4.13)
Γ
d2c
dx2
+n− c = 0, (4.14)
d
dx
n(x) =
d
dx
c(x) = 0 at x = 0,1. (4.15)
Following the general arguments detailed above, on integrating with respect to x and
using the boundary conditions (4.15) yields the single equation
Γ
d2c
dx2
+
γ
1+λ exp(−χc(x)D )
− c = 0 (4.16)
with n(x) determined by
n(x) =
γ
1+λ exp(−χc(x)D )
. (4.17)
The scaling requires that we are only interested in solutions (n,c) that satisfy (4.12)
with |Ω|= 1. In this case, the eigenvalue-eignenfunction pairs are (µ j,ω j)= ( j2pi2Γ,cos(√µ j x)).
By setting dcdx = w we can re-write (4.16) as the first order system:
dc
dx
= w,
Γ
dw
dx
= c− γ
1+λ exp(−χcD )
=− fλ (c), (4.18)
where fλ (·)≡ f (·,λ ) as defined above. Non-trivial (heterogeneous) solutions of (4.13)-
(4.15) are therefore represented by trajectories in the phase plane of system (4.18)
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(along with (4.17)). Relevant trajectories must intersect with the c−axis at points for
which c > 0. Moreover, the scaling demands that the “total transit time” for these tra-
jectories must be one. In order to ascertain whether such trajectories exist, we consider
the phase plane in more detail.
Fixed points of system (4.18) occur when c ≡ m for constants m where f (m,λ ) = 0.
The structure of the set f = 0 was discussed above. Hence, provided (4.10) holds
then for each fixed value of λ such that λ− < λ < λ+, f (·,λ ) = 0 has three solutions
m < m0 < m. For λ = λ−,+ there are two solutions and for λ < [λ−,λ+] there is only
one solution. For λ ∈ (λ−,λ+), ∂1 f (m0,λ ) > 0 and hence a standard linear stability
analysis reveals that (c,w) = (m0,0) is a centre for system (4.18) (and similarly that
(c,w) = (m,0),(m,0) are saddles). Hence, the phase plane of (4.18) contains an in-
finity of closed orbits centred on (m0,0). The stable and unstable manifolds of the
saddle points at (m,0) and (m,0) enclose these closed orbits (see Figure 4.4). Each
of these closed orbits, or part of them, potentially generates a non-trivial solution of
(4.13)-(4.15). However, two points must be verified: (i) the centre (m0,0) represents a
constant solution of (4.13)-(4.15) and with the adopted scaling this centre must there-
fore be (1,0); (ii) as detailed above, all relevant non-trivial trajectories must have a total
transit time of one. For (i) to hold, from (4.9) we must set λ = λ (1) = (γ−1)exp
(
χ
D
)
.
That (1,0) is a centre is equivalent to ∂1 f (1,λ (1))> 0. After a little algebra, it can be
shown that this condition holds provided
χ
D
>
1
1− 1γ
. (4.19)
As shown in Figure 4.2, (ii) does not hold in general, but as we will now show does
hold in the special case γ = 2m0 = 2.
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4.2.4 Symmetry of the Phase Plane
The symmetry of the phase plane and its relation to relevant p−step solutions of sys-
tem (4.13)-(4.15) is best discussed by considering the Hamiltonian associated with
(4.18), namely,
H(c,w) = Γ
w2
2
+
Dγ
χ
ln
(
λ + exp
(
χc
D
))
− c
2
2
= Constant. (4.20)
The level sets of H form the trajectories in the phase plane as shown in Figure 4.4.
It is clear that H is symmetric in w. This symmetry ensures that p−step solutions
to (4.13)-(4.15) are represented by trajectories in the phase plane that connect points
(c,w)= (C0,0) to (C1,0), where C0 may equal C1. For example, and referring to Figure
4.4, 1−, 2− and 3−step solutions would be represented by paths of the form AB, ABA
and ABAB, respectively. Note that in the special case γ = 2, it can be shown that H is
also symmetric about c= 1. That is solutions of (4.16) satisfy either c(x) = 2−c(1−x)
or c(x) = c(1− x) for odd and even p respectively. From (4.17) symmetry of c(x)
implies symmetry of n(x).
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Figure 4.4: Contour plot of H(c,w) given in (4.20). A and B mark the points that a
given orbit intersects the c-axis. In the case γ = 2, the phase portrait is symmetric about
both the c-axis and about c = 1. Parameter values : χ = 50,D = 10,γ = 2,Γ= 0.004.
Following [106], a lower bound for the transit time around the phase plane trajectories
can be obtained by an inspection of the system close the centre (1,0). Here, solutions
of (4.18) are given approximately by
c(x) = Acos
(
1√
Γ
√
∂1 f (1,λ (1)) x
)
.
Thus the minimum transit time of an orbit AB is
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Tmin :=
pi
√
Γ√
∂1 f (1,λ (1))
=
pi
√
Γ√
χ(γ−1)
Dγ −1
.
Moreover, it follows directly from the structure of the phase plane that the transit time
for orbits of the form AB tends to infinity as A (resp. B) approaches the saddle point at
(m,0) (resp. (m,0)). Therefore a phase plane trajectory that corresponds to a p−step
solution exists if and only if Tmin ≤ 1p i.e.
pi
√
Γ√
χ(γ−1)
Dγ −1
≤ 1
p
. (4.21)
Now, from (4.11) and Theorem 4.2.1, it follows that p−step solutions of (4.13)-(4.15)
exist for all p that satisfy Γp2pi2 < max∂1 f = γ4
χ
D −1, i.e.
pi
√
Γ√
γ
4
χ
D −1
<
1
p
. (4.22)
We can guarantee that both (4.21) and (4.22) are satisfied simultaneously if γ = 2.
Hence, for λ fixed, λ = λ (1), phase plane trajectories can be found that represent all
possible p−step solutions if γ = 2. Otherwise, for λ fixed, the phase plane trajectories
may only represent some or even none of the desired solutions.
4.3 Stability
We now consider the stability of the steady state solutions of (4.1) - (4.2). It is simplest
to attack the system directly. First, we note some details of the linear stability of
homogeneous steady states. As noted previously, the scaling chosen here means that
there is only one relevant uniform steady state, (n,c) = (1,1).
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4.3.1 Stability of the Homogeneous Steady State
By setting n = 1+ nˆ and c = 1+ cˆ, with nˆ and cˆ assumed to be small ( 1) and
substituting these expressions into (4.1) leads to the following system:
∂ nˆ
∂ t
= Γ∇ ·
[
D∇nˆ−χ
(
1− 1
γ
)
∇cˆ
]
,
∂ cˆ
∂ t
= Γ∆cˆ+ nˆ− cˆ,
x ∈Ω, t > 0
∂ nˆ
∂ν
=
∂ cˆ
∂ν
= 0 on ∈ ∂Ω, t > 0.
(4.23)
Given the conservation arguments detailed above, and as noted in [110], we only con-
sider zero-mass perturbations. (Otherwise, we would be considering the different prob-
lem of adding cells to the system. This would of course result in a different homoge-
neous steady state.) Thus we seek solutions of the form nˆ, cˆ ∝ ∑∞j=1 eαtω j(x), with
ω j as defined above. Substituting these expressions into (4.23) yields the following
eigenvalue problem and its characteristic equation:
 α+Dµ j −µ jχ
(
1− 1γ
)
−1 α+µ j +1

 nˆ
cˆ
= 0;
α2+α
(
µ j (1+D)+1
)
+µ j
(
D
(
µ j +1
)−χ(1− 1
γ
))
= 0.
This has solutions:
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α j±=
1
2
−(µ j(1+D)+1)±
√√√√(µ j (1+D)+1)2−4µ j(D(µ j +1)−χ(1− 1γ
)) .
(4.24)
Hence, the perturbations (nˆ, cˆ) grow if Re(α) > 0 for any α given by (4.24) and con-
versely, the steady state (n,c) = (1,1) is stable if Re(α)< 0 for all α . A necessary and
sufficient condition instability is therefore
µ j
(
D
(
µ j +1
)−χ(1− 1
γ
))
< 0,
i.e.
0 < µ j <
(
χ
D
(
1− 1
γ
)
−1
)
, (4.25)
for some j = 1,2, ... etc. For (4.25) to hold for any j, requires
(
1− 1
γ
)
χ
D
> 1. (4.26)
Note that this is exactly (4.19), i.e. the necessary conditions for instability of the
uniform steady state and the existence of non-uniform steady states are identical. If
(4.26) is violated, then all the eigenvalues α j± have a negative real part and the ho-
mogeneous steady state is stable and moreover, no non-uniform steady state solutions
exist. If (4.26) is satisfied, then it follows that large eigenvalues, µ j, will not contribute
to growing perturbations and hence any instability will be manifest through low wave
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number modes. Note that in general, system parameters could be chosen so that
(
1− 1
γ
)
χ
D
−1 < µ j < γ4
χ
D
−1, j = 1,2, ..p
in which case, combining the bifurcation results in Lemma 4.2.2 with the above con-
ditions on stability, indicates that bifurcation can occur from the branch of uniform
steady states at the point (n,c) = (1,1) but the uniform steady state is stable. This
indicates that the bifurcation is subcritical (to an unstable non-trivial solution). Note,
that when γ = 2, the left and right hand sides of the above inequalities are equal and
hence in this case, if bifurcation does occur, it is associated with a loss of stability of
the homogeneous steady state.
Figure 4.5: Plot of the positive eigenvalue, α j+, from (4.24) as a function of the
wavenumber, j. Left: Plot of α j+ with χ = 50 (green), 35 (blue), 20 (red) and 0
(gold). Right: Plot of α j+ with D = 10 (green), 15 (blue), 25 (red) and 100 (gold).
Other parameter values: γ = 2 and Γ= 0.004.
For Ω = (0,1), µ j = j2pi2Γ, a plot of α+ as a function of j is shown in Figure 4.5
for range of system parameters. The values of j for which α+ > 0 are predicted by
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the theory to represent growing (unstable) modes. Shown in red are the plots of α+
when χ and D are on the cusp of violating condition 4.26 and therefore µ+ ≤ 0 for
all j > 0. An increase in the ratio χD leads to (1,1) becoming unstable to a greater
range of wavenumbers. This formalises the intuitive reasoning that the greater the
strength of the chemotactic response in relation to diffusion, the faster the autocatalytic
cell recruitment takes place and thus more peaks will be formed. The same intuitive
reasoning holds on increasing the domain length, represented here by Γ. Note that
j = 0 always satisfies (4.25) and has associated eigenvalues -1 and 0. Any uniform
perturbation of (1,1)merely translates solutions along the line of constant steady states
- this represents a non-zero mass perturbation and as noted above is therefore outwith
our interest.
4.3.2 Numerical Solutions
In all that follows, we focus on the case Ω= (0,1) and hence consider the system
∂n
∂ t
= Γ
D∂ 2n
∂x2
−χ ∂
∂x
(
n
(
1− n
γ
)
∂c
∂x
) ,
∂c
∂ t
= Γ
∂ 2c
∂x2
+n− c,

x ∈ (0,1),
∂n
∂x
=
∂c
∂x
= 0 at x = 0,1,
(4.27)
The linear theory outlined above only indicates the fastest growing modes. By solving
system (4.27) numerically we can track how these modes develop as solutions of the
full system. Figure 4.6 shows numerical simulations of (4.27) generated using the well-
known solver pdepe in MATLAB. The initial data used was a small random perturbation
of the homogeneous solution (1,1). As seen in the top figures, the initial number
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of peaks corresponds to the fastest growing mode as predicted by the linear analysis
( j = 3 for the parameters used). This mode-3 solution appears at first sight to be a
stable state, but an integration over longer times reveals that that this is not the case.
Indeed, as illustrated in the bottom set of figures, this mode-3 solution drifts over a
much longer time scale than the initial pattern formation to form after a very long time
a mode-1 solution. This “metastable” behaviour will be discussed further in the next
section.
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Figure 4.6: Plots of cell density, n (red), and chemoattractant density, c (blue), solu-
tions to (4.1) in 1-D. Top: Initial pattern formation showing the k=3 mode to be the
fastest growing. Bottom: Evolution of patterns over longer times. Parameter values:
χ = 50,D = 10,γ = 2 and Γ= 0.004.
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4.3.3 Stability of Non-Homogeneous Steady States
We now investigate the linear stability of p-step steady states by formulating an asso-
ciated eigenvalue problem. Similar calculations were done in [106] using a different
scaling. Here, we present an alternative analysis.
To analyse the stability of non-homogeneous steady states we linearise in the usual
way: let (n¯(x), c¯(x)) represent a nonuniform steady state of (4.27) and set n(x, t) =
n¯(x)+ nˆ(x, t),c(x, t) = c¯(x)+ cˆ(x, t) with nˆ(x, t) = nˆ(x)eνt , cˆ(x, t) = cˆ(x)eνt . Substitut-
ing these expressions into (4.27) and equating terms to first order yields the following
system:
nˆt = Γ
[
Dnˆxx−χ (Rxcˆx+Rcˆxx+Sxnˆ+Snˆx)
]
,
cˆt = Γcˆxx+ nˆ− cˆ, (4.28)
where n¯(1− n¯/γ) =: R(x) and c¯x(1− 2n¯/γ) =: S(x). In matrix-vector form, this be-
comes
 nˆt
cˆt
=
 Γ
(
D ∂
2
∂x2 −χ(Sx+S ∂∂x)
)
−χΓ
(
R ∂
2
∂x2 +Rx
∂
∂x
)
1 Γ ∂
2
∂x2 −1

 nˆ
cˆ
 . (4.29)
We make a standard assumption that we may write nˆ = eνt∑∞j=1 a j cos( jpix) and cˆ =
eνt∑∞j=1 b j cos( jpix). After multiplying equation (4.29) by cos(ipix) and integrating
between 0 and 1, we have
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ν ai
bi
=
 Γ(−2Ni−Dµi) Γ(2Mi)
1 −(Γµi+1)

 ai
bi
 (4.30)
+ Γ
 2∑∞j,i ∫ 10 cos(ipix){χ cos( jpix)(−Sxa j +Rµ jb j)+χ sin( jpix)(S jpia j +Rx jpib j)}dx
0
 ,
where
Ni := χ
∫ 1
0
Sx cos2(ipix)−Sipi2 sin(2ipix)dx,
Mi := χ
∫ 1
0
Rµi cos2(ipix)+Rx
ipi
2
sin(2ipix)dx, (4.31)
for i = 1,2,3 etc. and for ease of notation we reset µi = i2pi2. A crucial point to note
here is that, as we are linearising around a non-homogeneous steady state, the values
of the coefficients ai,bi not only depend on i but also on all values of a j,b j for j , i.
To deal with this non-locality and make progress, we re-write the non-local terms on
the right-hand side of (4.30) as:
2 Γχ
∞
∑
j,i
∫ 1
0
cos(ipix)
{
cos( jpix)(−Sxa j +Rµ jb j)+ sin( jpix)(S jpia j +Rx jpib j)
}
dx
= 2Γχ
[−a1Ki1+b1Hi1− ...−a jKi j +b jHi j]
= 2Γχ
∞
∑
j,i
−a jKi j +b jHi j, (4.32)
where
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Ki j :=
∫ 1
0
cos(ipix){cos( jpix)Sx− sin( jpix)S jpi}dx,
Hi j :=
∫ 1
0
cos(ipix){cos( jpix)Rµ j + sin( jpix)Rx jpi}dx. (4.33)
We can therefore formulate (4.30) as an eigenvalue problem in block form:
ν

a1
a2
a3
a4
a5
...

=

A1 B12 B13 B14 B15
B21 A2 B13 B14 B15
B31 B12 A3 B14 B15
B41 B12 B13 A4 B15
B51 B12 B13 B14 A5


a1
a2
a3
a4
a5
...

, (4.34)
where
ai =
 ai
bi
 , Ai =
 −Γ(2Ni+Dµi) 2Γ(Mi)
1 −(Γµi+1)
 , Bi j = 2Γχ
 −Ki j Hi j
0 0
 .
(4.35)
The Ai and Bi j blocks represent the local and non-local terms in (4.30), respectively.
We will refer to the large block matrix in (4.34) as Q from now on. This is an infinitely
large system and so Q should properly be thought of as an operator on an appropriate
sequence space. (The formal setup would be Q : D(Q)⊂ l2(R)→ l2(R).) However, for
computational purposes, we make the reasonable assumption that a finite dimensional
approximation will contain all relevant information as will be discussed later. Further-
more, it is possible to simplify the problem and make progress by again considering the
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special case γ = 2 for which the steady states of (4.1) are symmetric. The symmetry
of n and c implies that the related functions, R(x) and S(x) are also symmetric.
With γ = 2, recall that steady states are either odd or even about x = 12 , depending on
the value of p. The consequences of these properties as well as the orthogonality of
the sine and cosine functions are summarised in Table 4.1.
Function even j, odd i odd j, even i
Ki j
∫ 1
0 odd ∗ (even∗ even−odd ∗odd) dx = 0
∫ 1
0 even∗ (odd ∗ even− even∗odd) dx = 0
Hi j
∫ 1
0 odd ∗ (even∗ even−odd ∗odd) dx = 0
∫ 1
0 even∗ (even∗odd+ even∗odd) dx = 0
Function even j, i odd j, i
Ki j
∫ 1
0 even∗ (even∗ even− even∗odd) dx , 0
∫ 1
0 odd ∗ (odd ∗ even− even∗odd) dx , 0
Hi j
∫ 1
0 even∗ (even∗ even+odd ∗odd) dx , 0
∫ 1
0 odd ∗ (even∗odd+ even∗odd) dx , 0
Function even i odd i
Ni
∫ 1
0 even∗ even2−odd ∗odd dx , 0
∫ 1
0 even∗ (odd2)−odd ∗odd dx , 0
Mi
∫ 1
0 even∗ (even2)+odd ∗odd dx , 0
∫ 1
0 even(odd ∗odd)+odd ∗odd dx , 0
Table 4.1: Orthogonality of Hi j,Ki j,Ni and Mi functions for γ = 2. Components of the
integrands are in the same order as in the original function definitions given in (4.31)
and (4.33).
The results in Table 4.1 allow a simplification of the eigenvalue problem (4.34) as
several blocks become zero and thus we have
ν

a1
a2
a3
a4
a5
...

=

A1 0 B13 0 B15 ...
0 A2 0 B24 0 ...
B31 0 A3 0 B35 ...
0 B42 0 A4 0 ...
B51 0 B53 0 A5 ...
... ... ... ... ... ...


a1
a2
a3
a4
a5
...

. (4.36)
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Although simpler in structure, (4.36) is still an infinitely large system and so we need
to determine whether or not the eigenvalues of a truncated Q are useful in determining
stability. To do this we re-examine the functions contained in the blocks Ai and Bi j.
As suggested by the results in Figure 4.7, it appears that as i → ∞, Ni → 0 in an
oscillatory manner and Mi → ∞. Thus the entries on the diagonal of Ai, and hence
on the diagonal of Q, will be dominated by the µi = O(i2) terms, when i is large. The
patterns for H and K are more complicated but it can be seen in Figure 4.8 that both
functions generally increase in magnitude with i and j.
For a typical set of parameters, using the arguments detailed above, it can be shown
that pmax = 6. This is illustrated numerically and, for reference, Figure 4.9 shows
the symmetry of n(x) and c(x) for p = 1..6. These solutions were obtained using the
well-known BVP4C solver for system (4.6) in MATLAB.
We are interested in the conditions that ensure the steady states are unstable and hence
seek positive eigenvalues of Q. The above results regarding Ai and Bi j strongly suggest
that if positive eigenvalues exist then they must come from the top-left corner of Q,
where i and j are both small. Thus we reasonably restrict our attention accordingly to
this component of Q for all the subsequent computations. Using MATLAB, we can build
a finite truncation of the matrix Q and calculate its eigenvalues numerically for various
p-step solutions (see Appendix 7.1.2-7.1.4 for code). Using the default parameter
values, χ = 50,D = 10,γ = 2 and Γ = 0.004, examples of the matrix Q are given for
1,2 and 3-step solutions below. To calculate eigenvalues, a 200 by 200 approximation
of Q was used, which we found to be sufficient. That is, increasing this size further did
not impact the eigenvalues in any significant way.
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Figure 4.7: Plots of Mi (left column) and Ni (right column) as defined in (4.31) for
1-,2- and 3-step solutions. i = 1..50. Parameter values: χ = 50,D = 10,γ = 2 and
Γ= 0.004.
125
Figure 4.8: Plots of Hi j (left column) and Ki j (right column) as defined in (4.33) for
1-,2- and 3-step solutions. i, j = 1..50. Colours correspond to values in given colour
bars. Parameter values: χ = 50,D = 10,γ = 2 and Γ= 0.004.
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Figure 4.9: Plots of p-step solutions to (4.6) obtained using the BVP4C solver in
MATLAB. n(x) is shown in red and c(x) in blue. For the parameter values, χ = 50,D =
10,γ = 2 and Γ= 0.004. All steady state solutions that exist are shown in (a)-(f) with
p = 1 to 6 (see text).
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Q1−step =

−0.8231 0.1940 0.0021 0.0037 0.9870 −0.4492 0.0207 −0.0115 ...
1 −1.0395 0 0 0 0 0 0 ...
−0.0232 0.0024 −0.4618 0.1770 0.0614 −0.0158 −0.1481 −0.1802 ...
0 0 1 −1.1579 0 0 0 0 ...
0.3907 −0.4492 0.0082 −0.0095 −5.0607 1.5433 −0.0405 0.0312 ...
0 0 0 0 1 −1.3553 0 0 ...
0.0448 −0.0071 −3.7240 −0.1800 −0.1138 0.0250 −4.7142 1.0605 ...
0 0 0 0 0 0 1 −1.6317 ...
0.2797 0.6362 −0.0606 0.0119 −0.1387 −1.9158 0.0482 −0.0424 ...
0 0 0 0 0 0 0 0 ...
... ... ... ... ... ... ... ... ...

Q2−step =

−0.3878 0.2000 0.0387 −0.0067 −1.1082 0.4167 −0.0211 0.0165 ...
1 −1.0395 0 0 0 0 0 0 ...
−0.0140 −0.0026 −3.8027 1.3556 −0.0175 0.0202 0.0070 −0.0000 ...
0 0 1 −1.1579 0 0 0 0 ...
−3.3389 0.4168 −0.0896 0.0149 −3.5460 1.7996 −0.0500 0.0444 ...
0 0 0 0 1 −1.3553 0 0 ...
−0.0588 0.0101 0.0070 −0.0000 −0.1549 0.0354 −3.1140 1.6842 ...
0 0 0 0 0 0 1 −1.6317 ...
−5.5695 −0.6948 −0.1212 0.0289 4.0023 −1.4207 0.0729 −0.0599 ...
0 0 0 0 0 0 0 0 ...
... ... ... ... ... ... ... ... ...

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Q3−step =

−0.3708 0.2980 0.0643 −0.0049 0.0240 −0.0000 0.1274 −0.0475 ...
1 −1.0395 0 0 0 0 0 0 ...
−0.0029 −0.0015 −1.5551 1.1918 0.1477 −0.0310 −2.9050 1.3923 ...
0 0 1 −1.1579 0 0 0 0 ...
0.0240 −0.0000 0.0431 −0.0188 −7.9236 4.2483 −0.0562 0.0634 ...
0 0 0 0 1 −1.3553 0 0 ...
0.0817 −0.0079 −5.8362 1.3928 −0.2008 0.0504 −6.2925 4.7672 ...
0 0 0 0 0 0 1 −1.6317 ...
−7.3017 0.8706 −0.1487 0.0366 0.0240 0.0000 −0.1754 0.0456 ...
0 0 0 0 0 0 0 0 ...
... ... ... ... ... ... ... ... ...

p Eigenvalues of Q
1 -0.5554 -0.6163 -1.1025 -1.2168 -1.3328 -1.5779 ...
2 -0.0079 -0.9484 -1.0036 -1.2001 -1.2668 -1.6316 ...
3 0.0012 0.0012 -0.9851 -1.0712 -1.1061 -1.5453 ...
4 0.0355 0.0556 0.0556 -0.9324 -1.0516 -1.3007 ...
5 0.0971 0.1568 0.2285 0.2588 -0.6889 -0.8808 ...
6 0.2761 0.2995 0.5165 0.5611 0.6234 -0.1665 ...
Table 4.2: Small eigenvalues of the matrix Q for different values of p sorted into
descending order. Parameter values: χ = 50,D = 10,γ = 2 and Γ= 0.004.
Table 4.3.3 shows the eigenvalues of Q for each p-step solution for the default parame-
ter set. Only the smallest six eigenvalues are important as all others are negative. They
have been sorted into descending order and all entries of Q as well as the eigenvalues
are correct to four decimal places. The results show that the 1-step solution is always
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stable and that higher step solutions are increasingly unstable with increasing p. The
exception here is the 2-step solution, which we have found to have negative eigenval-
ues. However, the smallest eigenvalue is not only small, but two orders of magnitude
smaller than the second smallest. Solutions of the time-dependent problem show the
2-step solution to be unstable. Therefore, we conclude that this result is a numerical
artefact and the 2-step solution has a positive eigenvalue that is very close to zero. At
the very least we are confident that the number of positive eigenvalues associated with
the 2-step solution can be no greater than one.
It appears that, in general, a p-step solution has (p− 1) positive associated eigenval-
ues. We note that this was not the case observed in [106]: this interesting point needs
further investigation. The appearance of so-called metastable solutions occurs not only
in volume-filling chemotaxis models but also in other areas such as microwave heat-
ing and Cahn-Hilliard equations (see [61] and [116] for details). As discussed earlier,
solutions of (4.1) are spatio-temporal patterns with structures that we can identify by
their number of steps. We call these solutions p-step solutions as they have exactly p
points of infection (see Figure 4.6). Roughly speaking, metastability can be described
as follows. By choosing parameter values such that (4.25) is satisfied with k ≥ 1 we
ensure that the uniform steady state is linearly unstable. Analysis of this instability
reveals that a pm-step metastable solution is formed where pm is the number of steps
associated with the fastest growing mode. This process is fast compared to what hap-
pens next. This solution holds its shape for some time until it destabilises to form
a p < pm-step solution. The step reduction process continues until a linearly stable
1-step solution is reached.
Ideally, we would like to be able to prove that for all parameters that permit the exis-
tence of a 1-step steady state, this state is also unconditionally stable. A negative upper
bound on the eigenvalues of Q would accomplish this. Unfortunately, all methods we
have tried have been unsuccessful, including permutation of Q and the Gerschgorin
130
circle theorem. When applying the latter, lower and upper bounds can be obtained for
the smallest eigenvalue and hence a possible range. However, this range does allow for
the possibility of a positive eigenvalue and is therefore not helpful. Further exploration
of this problem may yield some rigorous mathematical results.
4.4 Conclusions
We conclude that spatially uniform and heterogeneous steady states of the volume-
filling chemotaxis model are strongly connected. We have found that heterogeneous
steady state solutions can only exist provided that the homogeneous steady state is
linearly unstable. Moreover, by examining the special case when γ = 2m0 we found
that, due to the symmetry of solutions, a single value of λ , λ (1) satisfies (4.17) for
all heterogeneous steady states of the time-dependent problem. We found that the
number of heterogeneous steady states exactly equals the number of unstable modes
associated with the constant steady state. Whether or not this is always the case remains
open but the fact that we have also shown that heterogeneous steady states can only
exist provided the uniform steady state is unstable is certainly consistent with this
conjecture.
Solutions of the eigenvalue problem we constructed in Section 4.3.3 provide further
support to the conjecture that these p-step solutions are metastable and analysis of
the matrix, Q, reveals that the small non-zero components are largely the cause of
the small, positive eigenvalues that are associated with such solutions. Numerical ex-
periments suggest that for all parameters, provided they lie in the range allowing for
linear instability of uniform steady states, that metastability is a generic property of
the model. Proof of this statement may be the subject of interesting work in the fu-
ture. Also, we observe that solutions of our eigenvalue problem differ slightly from
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previous results: while it was shown that the number of positive eigenvalues certainly
increases with p, our results differ in the sense that we see a p-step steady state has
p−1 unstable eigenvalues. This hypothesis is in line with the generic situation where
the real part of the spectrum of the linearisation slides through zero, one eigenvalue at
a time. The reason why our results are different to those given in [106] is unclear at
this stage, particularly as no details are given of how eigenvalues are computed, but
may be related to differences in the scaling of the problem or the numerical methods
used in computation.
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Chapter 5
Bioconvection
5.1 Introduction
The model discussed so far does not fully capture the behaviour seen in zoospore exper-
iments. Solutions of the chemotaxis model discussed in Chapter 3 show that, although
the initial formation of spots and the slow drifting of aggregates over longer times were
in qualitative agreement with experiments, there are other, perhaps more subtle, details
that this model fails to capture. The largest omission up to this point has been the
effect of fluid motion on zoospore patterning. As discussed in Chapter 1, the compet-
ing hypothesis for zoospore auto-aggregation (besides chemotaxis) is that the patterns
are due to bioconvection. Therefore, in this chapter, we study a model for zoospore
bioconvection. Moreover, we will present for the first time a combined bioconvection-
chemotaxis model. In this chapter we begin by giving a general overview of bioconvec-
tion in microorganisms and the current evidence for bioconvection in zoospores. We
also outline how the mathematical modelling of bioconvection has developed. To con-
struct our mathematical model, we re-derive the continuum model of Pedley et al. [98]
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and couple this with the chemotaxis model discussed in Chapter 3. Numerical simu-
lations of this model will be examined in the absence of chemotactic effects first, in
particular the formation of plumes for varying chamber depths and in wide chambers.
The results of these simulations will be compared with experimental evidence. We then
examine solutions of the full bioconvection-chemotaxis model and how these compare
with those produced by pure bioconvection. Finally, we discuss the implications of
our results to zoospore auto-aggregation and how the model could be developed in the
future.
5.1.1 Bioconvection in Upswimming Microorganisms
Bioconvection patterns are macroscale density distributions observed in suspensions
of some swimming microorganisms. The term “bioconvection” was first used by Platt
in 1961 [103] in a paper that investigated and aimed to provide an explanation for
such patterns, which had been observed as early as 1838 [124]. In order for biocon-
vection to take place, the organisms in question must have two features: i) they must
be slightly more dense than the surrounding fluid and ii) they must have a tendency
to swim towards the fluid surface. In a suspension containing large numbers of such
organisms, a dense layer of cells forms at the fluid surface and overturning instabil-
ities lead to the formation of concentrated plumes of cells (see Figure 2.4). This is
analogous to Rayleigh-Be´nard convection, which is observed in a shallow, horizontal
fluid layer heated from below. The heated fluid rises to the surface and falls back down
when it cools, forming a periodic pattern of Be´nard convection cells. The upswimming
of microbial cells can be caused by many factors. For example, Bacillus subtilis cells
consume oxygen and in doing so create a gradient as the oxygen is replenished at the
water surface. The bacteria can sense this gradient and swim upwards via oxytaxis.
Tetrahymena pyriformis cells can respond to changes in gravity: cells have been found
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to swim upwards in a gravity field without chemical or light gradients present, but
swim in random directions in low gravity (0.01 g) [87].
5.1.2 Gyrotactic Upswimming
Cameron and Carlile reported Phytophthora zoospores to exhibit upswimming be-
haviour [19]. After appropriate tests were conducted, the accumulation of zoospores
at the fluid surface was concluded not to be due to phototaxis or oxytaxis (attraction
to light or oxygen). In a study of zoospore morphology, Ho et al. [57] found that
zoospores are slightly larger at the rear than at the front. It is therefore most likely that
the mechanism for upswimming in zoospores is gyrotaxis, first described by Kessler
[68]. Bottom-heavy cells in a fluid experience a gravitational torque that, when bal-
anced with viscous torque, means the cell swims upwards on average. Moreover, gyro-
taxis causes cells to swim towards regions of downwelling fluid and away from regions
of upwelling fluid. This was confirmed experimentally by Kessler [67]: given a pop-
ulation of gyrotactic cells in a fluid flow in a cylinder, the cells were focussed into a
narrow beam in the centre (where the fluid velocity was strongest) when the direction
of the flow was in the −zˆ-direction. When the direction of the flow was reversed,
cells accumulated at the edges of the cylinder (where the fluid velocity was weakest),
confirming the role of gyrotaxis in orientation. This mechanism provides a second
instability from which bioconvection can develop besides a dense layer of cells at the
fluid surface. In a mixed suspension, any small non-uniformities in the cell density
distribution will lead these more dense “blobs” of fluid to sink, generating downward
fluid motion and thereby concentrating neighbouring cells in their wake [100]. Pho-
tographic evidence of this can be seen in [100] for a deep suspension of C. nivalis
cells: so-called “bottom-standing” plumes can be seen that formed away from the fluid
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surface. Whether gyrotactic or overturning instabilities first lead to bioconvection de-
pends on the time scales required for various events: the time for initial fluid motion
in a stirred suspension to decay (td) (stirring is often employed to at the beginning of
bioconvection experiments to homogenise suspensions); the time for a dense layer of
cells to form at the surface (ts); the time for the growth of overturning instabilities in
this layer (toverturning); the growth of gyrotactic instabilities in the suspension below the
surface (tgyro). There are three probable cases, as detailed in [100]:
1. Gyrotactic instabilities are observed first if td < tgyro < ts+ toverturning;
2. Overturning instabilities are observed first if td < ts+ toverturning < tgyro;
3. The decaying fluid motions will enable the formation of focussed plumes if td >
tgyro and td > ts+ toverturning.
Bees and Hill [12] argue that the time for initial fluid motion to decay is short enough
to be neglected. That is, for a petri dish and suspension rotating with angular velocity,
Ω (|Ω| v 1 s−1), the time taken for the initial fluid motion to decay when the dish is
instantaneously brought to rest is O(E1/2|Ω|−1), where E is the Ekman number. It
was estimated that this time was approximately ten seconds for a petri dish with diam-
eter of 5cm. Given that auto-aggregation patterns are normally observed in zoospore
suspensions at least one or two minutes after initial mixing, we assume that the initial
bulk fluid motion does not play a significant role and that bioconvection is likely to
arise from case 1 or 2 above. Whether patterns are formed as a result of overturning or
gyrotactic instabilities will be discussed further later.
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5.1.3 Mathematical Modelling Overview
As discussed above, bioconvection can be initiated by a variety of different upswim-
ming mechanisms and this is reflected in the diversity of models that have been devel-
oped so far to investigate this phenomenon. The first of these was by Plesset and Winet
[104], who considered only the linear stability of a dense layer of cells at the fluid sur-
face, neglecting cell motility. The predictions of pattern wavelengths that would grow
from this unstable state were found to be in good agreement with experimental data for
Tetrahymena pyriformis.
However, it is partial differential equation models that have been favoured by the ma-
jority of researchers studying bioconvection patterns in the last few decades. Childress
et al. presented such a model for upswimming algae in 1974 [28, 76]. This is the
most generic model of its kind as it was assumed that the upswimming velocity was a
constant of the form VN zˆ, and was not dependent on any specific mechanism such as
gyrotaxis or chemotaxis. This basic model was developed further by Pedley et al. in
1988, who examined gyrotactic bioconvection in C. nivalis cells [98]. The Gyrotaxis
mechanism was represented in the model by assuming a constant swimming speed but
with a unit direction vector, p, for which an average could be computed. Both of the
PDE models discussed so far assumed the diffusion of cells to be isotropic as a first ap-
proximation. However, in 1990, Pedley and Kessler re-thought their original approach
in [98], reasoning that the assumption of isotropic diffusion with a bias in the average
swimming direction was inconsistent. A suitable revision was made in 1990 when
the same authors proposed a so-called “new” model, taking a probabalistic approach
[99]. That is, the average swimming direction was represented by a probability density
function, f (p), that can be determined as a solution of a Fokker-Planck equation. The
predictions made by this model were found to be an improvement over the original in
a quantitative sense. For bioconvection in B. subtilis, a slightly different approach had
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to be taken. The model by Hillesdon et al. includes a Keller-Segel type chemotaxis
flux to account for the cells’ attraction towards oxygen [54]. Further complexity arises
from the fact that B. subtilis cells only swim in the presence of a sufficiently high oxy-
gen concentration and this can lead to an inactive layer of cells where the supply is
low. In the model, this was accounted for with the inclusion of a heavyside function
multiplying the diffusion and chemotaxis terms, removing their effects for sufficiently
low oxygen concentrations. Vincent and Hill investigated the phototactic component
of bioconvection in C. nivalis cells (they are also gyrotactic) [123]. This was accom-
plished by assuming that the average swimming velocity was of the form VNT (I)zˆ,
where VN is a constant and T (I) is a taxis function depending on light intensity.
The analysis of PDE models for bioconvection is varied and extensive. Ghorai and
Hill studied the original continuum model of Pedley et al. and determined conditions
for the existence and stability of a 2-D plume in a tall chamber with stress-free side-
walls [43]. Their conclusion was that such a plume is stable in a shallow chamber
but becomes unstable as the depth increases. Two specific types of instability were
noted: a periodic “varicose” instability where dense blobs moves down the plume (as
observed by Kessler in experiments with Poiseuille flow [68]) and a meandering in-
stability where the plume is shifted to one of the side walls. Using linear analysis,
the predicted wavelengths of these instabilities were found to be in agreement with
numerical solutions of the model. The same authors investigated this model further,
specifically considering solutions in a wide chamber and the dependence of horizontal
pattern wavelengths on model parameter values and chamber depth [44]. Crucially,
solutions in shallow chambers were always found to be steady while those in deep
chambers are always unsteady. We discuss this further in this chapter. Bees and Hill
analysed the revised model of Pedley and Kessler, using linear analysis to predict the
growth rate of patterns via gyrotaxis in a uniform suspension with finite depth [12].
The results compared favourably with quantitative experimental data for C. nivalis
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[11] and were found to be more accurate than those obtained with the original model.
“Perfect” agreement with experiments could be obtained by tuning parameter values
within realistic bounds. The same authors carried out non-linear analysis of this model
for a deep layer and concluded that bifurcation to instability was supercritical, and
hence justifies the use of linear analysis to predict initial pattern wavelengths [13]. The
formation of three dimensional plumes has been investigated by Ghorai and Hill [45],
and is currently the only such investigation to the best of our knowledge. Using a
specially designed numerical scheme, a single plume was seen to form in a shallow
chamber, becoming unstable in a sufficiently deep chamber as predicted by 2-D linear
analysis. Multiple plumes were not studied, presumably due to computational limita-
tions. The review papers [52, 100] and references therein give an excellent summary
of continuum modelling work for bioconvection.
Discrete bioconvection models are less common, with only one having been studied
thus far. Hopkins and Fauci [58] employed a discrete-continuum hybrid approach
and aimed to apply the model to a range of bioconvection mechanisms, i.e. simple
upswimming, gyrotaxis and chemotaxis. The cells are represented as discrete point
sources of mass and the fluid velocity is again modelled by the incompressible Navier-
Stokes equations. Each cell is assigned a position along with an individual speed and
orientation. As in continuum models, the cell microstructure is neglected, allowing the
simulation of many cells simultaneously to be computationally feasible. The results
show that pattern wavelengths vary with depth and also that the stability of plumes is
again dependent on suspension depth. The appeal of using such a model is that an
individual cell and its orientation, speed etc. can be accurately tracked as it swims,
illustrating how the gyrotactic mechanism orientates individual cells. However, the
number of cells that can be tracked (approximately 105 in total) is not enough for
proper comparison with experiments in many cases including ours.
Given the fact that the most likely mechanism that would drive bioconvection in zoospores
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is gyrotaxis as discussed above, we choose the original continuum model of Pedley et
al. [98] as a basis for our bioconvection-chemotaxis model.
5.2 Combining Bioconvection and Chemotaxis: Model
Configuration
In order to construct the model, we make some standard assumptions. Firstly, we
assume that all zoospores are idealised as spheres with a fixed volume, v, radius a,
density ρN and that their centre of gravity is offset a distance, h, from the centre of the
cell (see Figure 5.1). We also assume that a zoospore suspension is dilute, i.e. the ratio
of total zoospore volume to the total suspension volume is small. We estimate that
this value lies between 0.00005−0.0005 ( 1) for typical concentrations of 105−106
zoospores ml−1 and so this assumption is valid. The microstructure (e.g. the flagella)
of zoospores is also neglected since the length scale of auto-aggregation patterns is
much larger than cell diameters or average spacing between cells. Finally, we assume
that both water and zoospores are incompressible.
We now construct the model following the approach of Pedley et al. [98]. It is sup-
posed that a small volume element, δV , contains N(X,T )δV zoospores, where X is
the centre of the element and T is time. The total mass-average velocity of all material
in δV is defined as U(X,T ) and the average swimming velocity of zoospores is taken
to be VNp, where VN is a constant and p is a unit swimming direction vector. The fact
that the suspension is dilute means that the Bousinessq approximation can be applied
(see e.g. [52, 28]). In this context, this implies that variations in suspension density
in the fluid element due to zoospore swimming are assumed to be small. Hence, the
zoospores only impact the fluid through negative bouyancy, represented in the momen-
tum equation by g(ρN−ρw)vN(X,T )δV , where g is the acceleration due to gravity and
140
ρw is the density of water. Following [98], we write the pressure gradient as the sum
of hydrostatic and excess components, ∇P = ∇Ph +∇Pe. It is assumed that the fluid
density is roughly constant, implying that −∇Ph−ρwgzˆ = 0 and we need only model
the excess pressure over hydrostatic. The full momentum equation for the suspension
and incompressibility condition are then
ρw
(
∂U
∂T
+(U ·∇)U
)
=−∇Pe− (ρc−ρw)vNgzˆ+µ∇2U, (5.1)
∇ ·U = 0, (5.2)
where Pe(X,T ) is pressure in excess of hydrostatic; g is acceleration due to gravity; and
µ is the dynamic viscosity of the suspension, assumed to be approximately that of wa-
ter. We now couple equations (5.1) and (5.2) to the chemotaxis model derived in Chap-
ter 3. Since both zoospores and chemoattractant are advected with the fluid, the time
derivatives in the evolution equations for zoospores and chemoattractant must be re-
placed by material derivatives. Using the incompressibility condition (5.2) these can be
simplified and written as ∂N∂T +∇ · (NU) and ∂C∂T +∇ · (CU), respectively. The zoospore
flux due to upswimming is represented by Vnp. The full bioconvection-chemotaxis
model is then given by
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ρw
(
∂U
∂T
+(U ·∇)U
)
=−∇Pe− (ρc−ρw)vNgzˆ+µ∇2U,
∇ ·U = 0,
∂N
∂T
=−∇ · [N (U+VNp+χN∇C)−DN∇N] ,
∂C
∂T
=−∇ · [CU−DC∇C]+αN−βC.

X ∈Ω⊂ Rk(k = 2,3),
U(X,0) = U0(X), N(X,0) = N0(X), C(X,0) =C0(X), Pe(X,T ) = Pe0,
(5.3)
where variables and parameters are as defined above. These equations are assumed to
hold on a bounded domain Ω with boundary, ∂Ω. We will consider 2-D domains for
now, i.e. a rectangular cross section of a petri dish in the X −Z plane with width L
cm and depth Hcm. The choice of boundary conditions is summarised as follows. For
the fluid velocity, we assume no-slip conditions at all solid boundaries as is standard.
We take the boundary at Z = 0, the fluid-air interface, to be free of tangential stress
and also that there is zero vertical fluid velocity (fluid cannot leave the domain). For
zoospore density and chemoattractant concentration, the boundary conditions are taken
to be zero-flux at all boundaries as no material should enter or exit the domain.
U = 0 at Z =−H and X = 0,L,
U · zˆ = 0 and Uz = 0 at Z = 0,
JN · xˆ = JC · xˆ = 0 at X = 0,L,
JN · zˆ = JC · zˆ = 0 at Z = 0,−H, (5.4)
where JN and JC represent the flux of zoospores and chemoattractant, respectively.
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Figure 5.1: An idealised cell with centre, C, and an offset centre of mass at the point
M. h =−hp is the displacement of the centre of gravity from the centre of the cell and
mg is the force due to gravity. The swimming direction, p, is at an angle, θ from the
vertical axis, which increases in an anti-clockwise manner. Tµ and Tg represent the
viscous and gravitational torque, respectively.
The unit vector p is the unit swimming direction for a cell given by
p = [px, pz] = [−sin(θ),0,cos(θ)], (5.5)
for which an average, p¯, still needs to be determined. In order to do this, we follow
the approach of Ghorai and Hill [43] and idealise cells as being spherical in shape with
radius a with an offset centre of gravity, a distance h from the centre of the cell. p is at
an angle θ from the vertical axis as shown in Figure 5.1. The viscous torque and the
gravitational torque act in opposing directions and it is the balance of these forces that
143
determines the average cell orientation. The gravitational torque is given by mh× g,
where m is the mass of a cell, h is the displacement vector of the centre of mass and
g is the acceleration due to gravity. Torque generated through viscosity on a sphere
of radius a is given by 4piµa3 (∇×U−2Ω) [50], where Ω is the angular velocity of
the sphere. The orientation of a cell is determined by the balance of gravitational and
viscous torques. This leads to the following time evolution equation for θ when the
total torque is equal to zero:
Total torque = Tgravity+Tviscosity = 0
mh×g+4piµa3(∇×U−2Ω) = 0
mghsin(θ)+4piµa3(ωy−2dθdT ) = 0
Bωy+ sin(θ)
2B
=
dθ
dT
, (5.6)
where ωy is the y component of the fluid vorticity and B = 4piµa
3
mgh is the so-called gyro-
tactic orientation parameter as defined in [98]. This can be interpreted as the time taken
for a cell to re-orientate through gravitational torque against the torque generated by
fluid viscosity. Equation (5.6) has an equilibrium solution when sin(θ) = −Bωy pro-
vided that |Bωy| ≤ 1. For the case where |Bωy| > 1, we again follow the approach
used by Ghorai and Hill [43] and compute an average in the following way. Consider
Bωy > 1: Time is re-scaled such that τ = T2B and hence (5.6) can be written as
dθ
dτ
= κ+ sin(θ), (5.7)
where κ = Bωy. Equation (5.7) has an explicit solution given by
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1
2
θ(τ) = arctan
η tan
(
η(τ+A)
2
)
−1
κ
 , (5.8)
where η =
√
κ2−1 and A is a constant of integration. This allows the period of
rotation of a cell to be calculated: as θ2 increases from 0 to pi ,
η(τ+A)
2 must also change
by pi . A simple calculation reveals the tumbling period to be τp = 2piη and hence the
average swimming direction is defined by averaging p over τp, i.e.
p¯x =
1
τp
∫ τp
0
px dτ
=
1
τp
∫ τp
0
κ− dθ
dτ
dτ = κ−η , (5.9)
p¯z =
1
τp
∫ τp
0
pz dτ
=
1
τp
∫ 2pi
0
cos(θ)
dθ/dτ
dθ = 0. (5.10)
After a similar calculation for Bωy < −1, by substituting the above results into (5.5),
the average unit swimming direction can be written in general form as
p¯ =
[
Bωy,(1−B2ω2y )1/2
]
, |Bωy| ≤ 1,
p¯ =
[(
Bωy− (B2ω2y −1)1/2
)
,0
]
, Bωy > 1,
p¯ =
[(
Bωy+(B2ω2y −1)1/2
)
,0
]
, Bωy <−1. (5.11)
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We now set p = p¯ and finally, using standard techniques, system (5.3) can be written
in non-dimensional form as
1
Sc
(
∂u
∂ t
+(u ·∇)u
)
=−∇pe−Rnzˆ+∇2u,
∇ ·u = 0,
∂n
∂ t
=−∇ · [n(u+ vnp¯+χ∇c)−∇n] ,
∂c
∂ t
=−∇ · [cu−D∇c]+n− rdc.

x ∈Ω⊂ Rk(k = 2,3),
u(x,0) = u0(x), n(x,0) = n0(x), c(x,0) = c0(x), pe0(x,0) = pe0(x),
(5.12)
with boundary conditions given by
u = 0 at z =−1 and x = 0, L
H
u · zˆ = 0 and uz = 0 at z = 0,
Jn · xˆ = Jc · xˆ = 0 at x = 0, LH ,
Jn · zˆ = Jc · zˆ = 0 at z = 0,−1. (5.13)
Letting Nss represent the background zoospore density in auto-aggregation experiments
as in Chapter 3, non-dimensional parameters and re-scaled variables are set as
Sc =
µ
DNρw
, R =
(ρc−ρw)vNssgH3
µDN
, vn =
VnH
DN
, χ =
χNαNssH2
D2N
,
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D =
DC
DN
, rd =
β0H2
DN
, n =
N
Nss
, G =
BDN
H2
,
c =
ADN0
α0NssH2
, x =
X
H
, pe =
PeH2
µDN
, t =
DNT
H2
, u =
HU
DN
. (5.14)
R and Sc are known as the Rayleigh and Schmidt numbers respectively and are defined
as is standard in bioconvection modelling. The boundary conditions are defined as
above on the computational domain now defined by z ∈ [−1,0] and x ∈ [0, LH ]. Note
that volume-filling has not been included in the chemotaxis equation. Our omission of
the volume-filling term is equivalent to setting the maximum zoospore density NM to
be large and hence the chemotactic flux is simply given by χNN∇C. Our experiments
show that this is reasonable.
Estimates for the dimensional and non-dimensional parameter values for the model are
given in Table 5.1 along with appropriate references. The physical properties of water
such as viscosity and density as well as gravitational acceleration are set as standard.
The density of a zoospore is based on a measurement by Kessler for C. nivalis [68] and
is slightly higher than that of water. The volume of a zoospore was calculated based
on the assumption that cells are spherical with a radius of 5µm. Parameters related to
chemotaxis are again estimated based on results for D. discoidium attraction to cAMP.
The values used here have been tuned within reason in order to best match experimental
observations and so differ slightly from those in Chapter 3. The gyrotactic orientation
parameter, B, is assumed to be the same as for C. nivalis also. DN is estimated using
values from the upper end of the data set collected and analysed in Chapter 2 (average
swimming speed: 150µm s−1, average run length: 200µm) in order to best match
experimental data and is in line with previous investigations of bioconvection. The
upswimming speed, Vn, is difficult to estimate directly and has again been set here to
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Dimensional Description Value Reference
parameter
ρw Density of water 1 g / cm3 As standard
ρn Density of a cell 1.05 g / cm3 Value for C. nivalis [68]
µ
ρw Viscosity 0.6 cm
2 min−1 As standard
v Volume of a cell 5 ×10−10 cm3 Established here
Vn Upswimming speed 33.3 µm s−1 Set here
B Gyrotactic orientation time ≈ 0.0566 min Estimate for C. nivalis [68]
g Gravitational acceleration 3.528 ×106 cm min−2 As standard
α Chemo production rate 1.125 ×10−9µmol cell−1 min−1 Set here
β Chemo degradation rate 0.25 min−1 Estimate based on cAMP [79]
H Suspension depth 0.1-0.7 cm Set here
Nss Background cell density 106 cm−3 Established here
DN Diffusion rate of zoospores 6 ×10−3 cm2 min−1 Established here
DC Chemo diffusion rate 3 ×10−3 cm2 min−1 Estimate based on cAMP [15]
χN Chemotactic sensitivity 1.7 ×10−3 cm2 µM−1 min−1 Set here
Non-dimensional
parameter
R Rayleigh number 24500 H3 -
Sc Schmidt number 100 -
vn Scaled upswimming speed ≈ 33.3 H -
G Scaled gyrotaxis number 3.4 ×10−3 / H2 -
D Diffusion ratio 0.5 -
χ Chemotaxis coefficient 54 H2 -
rd Chemo degradation 40 H2 -
Table 5.1: Estimates for parameter values of the bioconvection-chemotaxis model in-
cluding units of measurement and references where appropriate.
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best match experimental observations. Since we study a range of suspension depths,
H is left free in non-dimensional definitions.
5.3 Gyrotactic Instability of the Uniform Steady State
As discussed above, bioconvection in populations of gyrotactic microorganisms can
result from two different instability mechanisms: i) the overturning instability of a
dense layer of cells at the fluid surface and ii) the gyrotactic focusing of cells in the
wake of sinking dense “blobs” of fluid below the surface. The latter can be illustrated
mathematically by considering the linear stability of a uniform suspension of cells in
an infinitely deep suspension as in [98]. We now outline this result.
Neglecting chemotaxis, system (5.12) admits a steady state solution with uniform
zoospore density and zero fluid velocity. We linearise around this steady state in
the usual way by setting n = 1+ nˆ, u = uˆ = [uˆ,0, wˆ], pe = −Rz+ pˆe and pˆ = zˆ+ p¯′
(p¯′ · zˆ = 0), where the magnitude of the perturbations is assumed to be small. Substi-
tuting these into (5.12) gives the linear equations,
1
Sc
∂ uˆ
∂ t
= −∇pˆe−Rnˆzˆ+∇2uˆ
∇ · uˆ = 0
∂ nˆ
∂ t
= ∇2nˆ− vn∂ nˆ∂ z − vn∇ · p¯
′. (5.15)
Given that θ = θˆ and ωy = ωˆy, it follows from (5.5) and (5.6) that p¯′ = Gωˆyxˆ ⇒
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∇ · p¯′ = −G∇2wˆ, where wˆ is the perturbed vertical fluid velocity and the incompress-
ibility condition has been used. Assuming that all perturbation functions are propor-
tional to exp(σt)exp(i(kx+mz)), (5.15) leads to the following eigenvalue problem and
dispersion relation:

−ik −im 0 0
1
Sc
σ +K2 0 0 ik
0 1Scσ +K
2 R im
0 K2Gvn (σ +K2+ vnim) 0


uˆ
wˆ
nˆ
pˆe

= 0;
(
1
Sc
σ +K2
)(
σ + vnim+K2
)
− k2vnRG = 0, (5.16)
where K2 = k2 +m2. The uniform steady state is unstable if Re(σ) > 0. It is worth
noting two special cases at this stage. Firstly, suppose G= 0 and there are no gyrotactic
effects present, then cells swim vertically upwards only and it follows from (5.16) that
σ+,− =−ScK2,−(K2+ ivnm). (5.17)
Clearly, both eigenvalues have a negative real part and so in the absence of gyrotaxis
the uniform steady state is linearly stable. Secondly, if only horizontal perturbations
are considered, i.e. m = 0, equation (5.16) has solutions
σ+,− =
1
2
[
−k2(1+Sc)±
√
k4(1+Sc)2−4Sc(k4− k2RGvn)
]
. (5.18)
Given that the model parameters are positive, there is one positive eigenvalue, σ+, for
wavenumbers satisfying
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k < kc =
√
vnRG, (5.19)
and so disturbances with sufficiently large wavelengths will grow in time.
Now, returning to the general case, the solution of (5.16) with the largest real part is
given by
σ+=
Sc
2
−(K2+ 1
Sc
(K2+ vnim)
)
+
√(
K2+
1
Sc
(K2+ vnim)
)2
− 4
Sc
(
K2(K2+ vnim)− k2vnRG
) ,
(5.20)
Figure 5.2: Plot of the real part of σ+ from (5.20) using parameter values from Table
5.1 with depth H = 0.3cm. Instability is only possible for k < kc ≈ 5 for all m.
Figure 5.2 shows an example range of horizontal and vertical wavenumbers for which
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the real part of σ+ is positive. We see that, with the inclusion of vertical wavenumbers,
instability occurs for k < kc only. Instabilities are possible with m , 0 and k > kc for
sufficiently elongated cells such as rod shaped bacteria (see Pedley et al. [98] for de-
tails), but this is not relevant in the zoospore case. If the imaginary terms are assumed
to be negligible (as in [98]), an explicit condition for instability can be obtained. The
case of a chamber with finite depth is of particular interest and it is reasonable to as-
sume that the linear theory is valid sufficiently far away from the boundaries if only
small vertical wavelengths are considered. That is, for m > m0 = 2pi , it follows from
equation (5.20) that the uniform state is unstable if
k2ck
2 > (k2+m2)2,
and therefore the critical values of the horizontal wavenumber, k1 say, satisfy
k21− kck1+m20 = 0. (5.21)
Using this result, it is straightforward to show that a real, horizontal perturbation can
only exist when m20 <
1
4k
2
c . Or, after re-arrangement, instability is only possible if
vnRG > 16pi2. (5.22)
For the default parameters in Table 5.1 and the depths in which we are interested,
this inequality certainly does not hold. In conclusion, we should expect bioconvection
patterns to be initiated via an overturning, not a gyrotactic, instability. However, since
the uniform steady state under consideration does not satisfy the zero-flux boundary
conditions at the horizontal boundaries, these results are only of qualitative relevance
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but our numerical simulations agree with this prediction.
5.4 Numerical Simulations
5.4.1 Plume Formation in Shallow and Deep Chambers, χ = 0
We use the COMSOL multiphysics package (discussed in Chapter 3) to solve this
system in a 2-D, rectangular domain representing the cross-section of a petri dish, i.e.
the chamber width used in simulations is equal to the diameter of the dish. We assume
that a two dimensional approximation is valid as plumes are generally symmetric about
their centre. The vast majority of numerical investigations of bioconvection in the
existing literature have been in 2-D, due in part to the computational challenges of
simulating in 3-D. The number of elements used ranged from approximately 8×103-
1× 105 depending on the size of domain under consideration. We found this to be
sufficient to rule out numerical error in solutions. For other settings used, see Appendix
7.2.
Firstly, we investigate the formation of single plumes and the effect of depth on their
shape and features in the absence of chemotaxis and so set χ = 0. The initial data is
given by n0(x,z)= 1+ε(x,z), u0(x,z)= 0 and pe0(x,z)= 0, where ε(x,z) is a small, si-
nusoidal perturbation that ensures that plumes form in the centre of the domain, purely
for computational convenience and without loss of generality. To minimise the effect
of the vertical boundaries, we use periodic boundary conditions for both zoospore den-
sity and fluid velocity. All other boundary conditions are as described above in (5.13).
We examine plume formation for four different depths, H = 0.1,0.3,0.5 and 0.7cm.
For a sufficiently shallow suspension, no bioconvection takes place at all (see Figure
5.3). In this case, the zoospore density, n, forms a stratified state with a dense layer at
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the fluid surface. In fact, this profile can be computed directly by considering a steady
state of (5.12) with u = 0 and n(x,z) = n¯(z):
n¯(z) =
vn exp(vnz)
1− exp(−vn) , p¯e =−Rn¯z, (5.23)
where the fact that the total zoospore number is conserved in time has been used to
determine the constant of integration. This exactly describes the pattern seen in Figure
5.3. Figure 5.4 shows the formation of a single plume in a shallow suspension with
depth, H = 0.3cm. Initially, the formation of a dense layer of cells can be seen before
instability develops, which closely resembles an exponential profile in the zˆ-direction.
After a few minutes, instability develops at the fluid surface (t=0.22). This confirms
our earlier assumption that bioconvection would most likely result from overturning as
opposed to gyrotactic instability. The final snapshot (t=0.5) shows a fully formed and
steady plume, i.e. the structure, shape and position of the plume remain constant after
long times. Figure 5.5 shows the formation of a plume with H=0.5cm. The process
is much the same as for H = 0.3cm case, however the plume features, such as the
widening at the bottom and narrowing nearer the top, appear more pronounced and
exaggerated. For instance, the plume shown for H = 0.5cm has a maximum width
of approximately 0.7cm compared with 0.2cm for the plume shown in Figure 5.4.
Upon increasing the suspension depth to H = 0.7cm, the plume formed is far less
stable as Figure 5.6 shows. In fact, the plume splits into two: once the dense blob
of cells has sunk to the bottom, a secondary plume is formed. This plume exhibits a
varicose instability as described above for some time before rejoining the main, anchor-
shaped plume on the right. The motion of zoospores in each of these cases can be
better understood by examining the fluid velocity. The horizontal and vertical fluid
velocities for the cases where H = 0.3cm and H = 0.5cm are shown in Figure 5.7
and a clear convection pattern can be seen. [Note that images in Figure 5.7 show
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the fluid velocity profiles after the system has reached a steady state. We omit the
fluid velocity plots for H = 0.7cm as the solutions continuously evolve and no such
steady state is attained.] At the surface, zoospores are focused towards the centre of
the plume, where the density is highest, and pulled downwards into the region of most
rapid downward flow. At the bottom, the plume widens as the cells spread out and then
move back towards the surface. Subtle features of plumes can be altered by the choice
of parameter values. Increasing/decreasing vn has the effect of stretching/compressing
plumes (in the z-direction) respectively. Plumes become wider/narrower at the bottom
upon increasing/decreasing G.
Figure 5.3: Shallow chamber (H = 0.1cm) showing the formation of a dense layer of cells at
the fluid surface but no bioconvection patterns. Solution of system (5.12) in 2-D showing cell
density, n, for t = 0..10. The chamber is approximately 0.2cm wide. Dimensional times can
be found by multiplying the given times by H
2
DN
≈ 1.6 min. Colours for each plot correspond to
the values shown in the given colour bars. Parameter values used are taken from Table 5.1.
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Figure 5.4: Formation of a single bioconvection plume for H = 0.3cm. Plots show cell density
solutions, n, of system (5.12) in 2-D for t = 0..0.5. The chamber is 0.6cm wide. Dimensional
times can be found by multiplying the given times by H
2
DN
= 15 min. Colours for each plot
correspond to the values shown in the given colour bars. Parameter values used are taken from
Table 5.1.
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Figure 5.5: Formation of a single bioconvection plume for H = 0.5cm. Plots show cell density
solutions, n, of system (5.12) in 2-D for t = 0..1. The chamber is 1cm wide. Dimensional times
can be found by multiplying the given times by H
2
DN
≈ 40 min. Colours for each plot correspond
to the values shown in the given colour bars. Parameter values used are taken from Table 5.1.
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Figure 5.6: Unstable bioconvection for H = 0.7cm. A single plume forms and splits into two,
which subsequently re-merge. Plots show cell density solutions, n, of system (5.12) in 2-D for
t = 0..0.5. The chamber is 1.4cm wide. Dimensional times can be found by multiplying the
given times by H
2
DN
≈ 80 min. Colours for each plot correspond to the values shown in the given
colour bars. Parameter values used are taken from Table 5.1.
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Figure 5.7: Fluid convection for H = 0.3cm and H = 0.5cm. Plots show fluid horizontal
and vertical fluid velocity solutions, u and w, of system (5.12) in 2-D after a plume has fully
formed. Velocities are shown for H = 0.3cm at t = 0.5 (top) and H = 0.5cm at t = 1 (bottom).
The convection pattern is approximately symmetric about x = L/2, where L is the width of the
chamber. Colours for each plot correspond to the values shown in the given colour bars. The
region of greatest downward velocity is in the centre of the plume and the greatest horizontal
velocity is at the fluid surface. Parameter values used are taken from Table 5.1.
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Figure 5.8: Bioconvection in shallow and deep chambers with width 9cm. Plots show
cell density solutions, n, of system (5.12) in 2-D in a wide chamber for H = 0.3cm
(top) and H = 0.7cm (bottom). A shallow chamber produces a steady array of plumes
and a deep chamber produces continually evolving, unstable plumes. Both simulations
are run for approximately eight hours in dimensional time and all parameter values are
taken from Table 5.1. Images with H = 0.3cm have been stretched in height to make
patterns more clear.
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Figure 5.9: Bioconvection in a wide chamber for non-uniform initial data. Solution
of system (5.12) in 2-D showing zoospore density, n, with zoospores initially concen-
trated in the centre of the domain (top) and at the sides of the domain (bottom). Initial
data was set as n0 = e−0.01(x−15)
2
(top) and n0 = e−0.01x
2
+ e−0.01(x−30)2 (bottom). In
both cases plumes form fastest in the areas of highest zoospore concentration and drift
outwards until a stable pattern is reached. Both simulations are run for approximately
eight hours in dimensional time and all parameter values are taken from Table 5.1 with
H = 0.3cm. All images have been stretched in height to make patterns more clear.
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Figure 5.8 shows the formation of multiple plumes in a wide chamber, representing
a cross section (9 cm) of a petri dish commonly used in experiments. Boundary
conditions are as in (5.13), i.e. the sidewalls are set as solid boundaries. We show
the zoospore density solution for a shallow and deep chamber, with H = 0.3cm and
H = 0.7cm. The dimensional time scale for both of these is approximately eight hours.
In the shallow chamber, eighteen discrete plumes are formed and the total number of
plumes remains constant, with only slight shifting of plume positions after long times.
Two of these plumes lie at the boundary and appear distorted in comparison with those
away from the edge. This distortion is simply a numerical artefact due to the no-slip
boundary conditions and we do not observe this behaviour in experiments. The final
state of the system appears to be steady with evenly spaced plumes. In the deep cham-
ber (H = 0.7), the plumes formed are unstable as is expected. The pattern wavelength
is generally larger than in the shallow case, but crucially the solution is constantly
evolving and no steady plume arrangement is reached. Moreover, the plume number
fluctuates as plumes can merge or occasionally dense blobs break off and form sep-
arate plumes. The observation of steady plumes in a shallow chamber and unsteady
plumes in a deep chamber is consistent with the previous investigations of gyrotactic
bioconvection discussed above. Figure 5.9 shows the evolution of bioconvection pat-
terns for non-uniform initial data for a shallow chamber (H = 0.3). By prescribing
a high concentration of zoospores at the centre (top) and at the sides (bottom) of the
domain, plumes form first in these regions and the pattern spreads out over time. The
final plume arrangement in each case is steady.
Both the size and structure of individual plumes are in good agreement with exper-
imental observations of auto-aggregation patterns. Although, the predicted zoospore
densities within the centre and periphery of the plume are slightly higher than exper-
imental measurements made by Ko and Chase in [71]. However, these quantities are
not easily measured experimentally and there are many model parameters that have
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been estimated and so these discrepancies are not a cause of concern. In Chapter 2,
the suspension depth was found to have an effect on auto-aggregation patterns, i.e.
the overall pattern wavelength increases as depth increases and high-density bands are
seen in deeper suspensions (see Figure 2.3). In simulations, the increase in pattern
wavelength is captured and there are band-like regions in the deep chamber simulation
in Figure 5.8. Whether or not these correspond directly to bands in experiments is not
clear but comparison is not unreasonable. Ochiai et al. reported that zoospores of the
Phytophthora citricola species swim towards the centre of these bands [89]. Assuming
this is also the case for P. infestans zoospores, this means that bands are intrinsically
three dimensional structures and cannot properly be captured or represented in a 2-D
simulation.
One critical element of auto-aggregation we are interested in, the drifting of plumes
observed in experiments with shallow suspensions (see Figures 2.5 and 2.6), is cer-
tainly not captured here: plume arrangements are consistently steady after long times.
In Chapter 2, we discussed that the arrangement of spots could be altered through ini-
tial fluid mixing (see Figure 2.2). The simulations shown in Figure 5.9 confirm that
the initial distribution of aggregates is not important to the evolution of bioconvection
patterns, as plumes are seen to spread out over time, and do not drift together. We
now investigate the solutions of the full bioconvection-chemotaxis model in the next
section.
5.4.2 Bioconvection and Chemotaxis
Simulations without any chemotactic effects present and in a wide chamber show that
multiple plumes form that appear to be steady. Since plumes in deeper chambers have
been shown to be unstable anyway, we are only interested in shallow chambers in this
section. Specifically, we would like to determine whether chemotaxis can destabilise
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such a state, with chemotactic effects taking place over much longer time scales than
bioconvection. To start, we consider a small section of the full domain in order to
observe plumes in detail. Initial conditions are as above with c0(x,z) = 0. Boundary
conditions are as given in (5.13) but with periodic conditions at the vertical sidewalls
to minimise their effect on the solution.
Figure 5.10 shows the formation of three plumes with χ = 0 from random initial data.
These plumes appear to be steady as they do not move over long times. The same
setup but with χ = 4.86 (see Table 5.1) is shown in Figure 5.11. Here, three plumes
are again formed initially but those at the left and in the middle merge into one. Just
before merging takes place, the smaller of the two plumes appears to be distorted as it
gets closer to the larger, middle plume (t = 2.2). Otherwise, the overall structure of the
plumes is kept roughly intact as they move. Subsequently, the two remaining plumes
start to drift together and finally only one remains near the centre of the domain (t = 5).
This final plume is steady and the zoospore density within it as well as its overall size
is slightly greater than that in comparison to that of the three that formed initially.
Next we examine effect of chemotaxis in the full-sized chamber with width, L = 9
cm. The boundary conditions used are as given in (5.13) and we assume again that
c0(x,z) = 0,u0(x,z) = 0, pe0(x,z) = 0 and n0 = 1+ ε(x,z), where ε is a small, ran-
dom perturbation applied at each mesh point. The plume formation in the absence of
chemotaxis can be seen in Figure 5.8 and has been discussed above. A simulation with
χ > 0 for the default parameter set in Table 5.1 is shown in Figure 5.12. It can be seen
that this change has a dramatic effect on the solution. Initially, over twenty plumes
form, which is again a greater number than in the χ = 0 case. [Note: it is very prob-
able that this change could be quantified through linear analysis of the model, i.e. we
expect that the predicted initial pattern wavelength would vary with χ]. Plumes then
begin to drift together and seem to split into three groups on the left, middle and right of
the domain. Eventually, the final image shows three, dense plumes after approximately
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two and a half hours. The second plot shown in Figure 5.12 illustrates that the choice
of parameter values also seems to be important. That is, for a slightly reduced value of
χ , plumes drift towards one another but do not merge even after very long times (≈ 25
hours), with the exception of those closest to the left boundary. Therefore, it seems
that the chemotactic effect has to be sufficiently strong in order to break through the
opposing fluid motion that acts to keep plumes separate. Decreasing the diffusion ratio,
D or increasing the chemoattractant degradation rate has a similar effect on solutions.
In comparison with experimental data, the simulations have many encouraging fea-
tures. For instance, when two or more plumes merge, the composite plume that results
is slightly larger and more dense than the individuals. This can be seen in experiments,
e.g. in Figures 2.5 and 2.6 where plumes at later times appear brighter (more dense)
and larger than those formed initially. The predicted speed of plume drifting and merg-
ing also seems to lie within a realistic range. In the simulation shown in Figure 5.11,
plumes formed at the left and at the centre that were a distance of 0.6cm apart initially
and subsequently drifted and merged over a period of thirty minutes. We reported a
similar situation in Chapter 2 where two plumes drift and merge over a distance of
0.78cm in twenty five minutes (see Figure 2.6).
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Figure 5.10: Bioconvection with no chemotaxis showing the formation of steady plumes.
H=0.3cm and the chamber is approximately 1.8cm wide with periodic boundary conditions at
the vertical walls. Plots show cell density solutions, n, of system (5.12) in 2-D for t = 0..5.
Three plumes form and remain stationary after long times. Dimensional times can be found by
multiplying the given values by H
2
DN
= 15 min. Colours for each plot correspond to the values
shown in the given colour bars. χ = 0 and all other parameter values are as in Table 5.1.
166
Figure 5.11: Bioconvection with chemotaxis showing plume formation and merging.
H=0.3cm and the domain is approximately 1.8cm wide with periodic boundary conditions
at the vertical walls. Plots show cell density solutions, n, of system (5.12) for t = 0..5. Dimen-
sional times can be found by multiplying the given values by H
2
DN
= 15 min. Colours for each
plot correspond to the values shown in the given colour bars. Parameter values used are taken
from Table 5.1.
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Figure 5.12: Bioconvection and chemotaxis in a wide chamber. H = 0.3cm and the
chamber is 9cm wide. Plots show cell density soluitons, n, of system (5.12) in 2-D.
Plumes drift and merge for χ = 4.86 (top) and do not merge for χ = 3 (bottom). All
other parameter values are taken from Table 5.1. Dimensional times can be found by
multiplying the given times by H
2
DN
= 15 min. All images have been stretched in height
to make patterns more clear.
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5.4.3 Plume Formation in 3-D
Obtaining numerical simulations of bioconvection in 3-D is very computationally ex-
pensive since a high number of mesh points are required in spatial dicretisation. Nonethe-
less, the study of such solutions is of interest given that bioconvection patterns are, of
course, three dimensional. There has been just one such study that we are aware of
by Ghorai and Hill [45], where the formation and stability of single plumes in deep
chambers was considered.
We use COMSOL to solve system (5.12) in a 3-D domain with square cross section
defined by x,y ∈ [0, LH ] and z ∈ [−1,0]. We impose periodic boundary conditions at the
sidewalls and all other boundary conditions are given by
u = 0 at z =−1,
u · zˆ = 0 and uz = vz = 0 at z = 0,
Jn · zˆ = Jc · zˆ = 0 at z = 0,−1, (5.24)
where u= [u,v,w] and other variables are as defined above. u0 = 0, pe0 = 0,c0 = 0 and
n0 = 1+ ε , where ε is a small, random perturbation.
Figure 5.13 shows the formation of a single plume with χ = 0, H = 0.3cm and L =
0.6cm. As in the 2-D simulations above, a dense layer of cells forms at the fluid surface
and becomes unstable. A steady plume then forms with shape and features similar to
those in 2-D results above. The pointed shape seen for n = 2 once the plume has
formed, we believe, is an artefact due to the boundary conditions and the fact that the
pattern wavelength is slightly too large compared with domain size. This aside, the
simulated plume features agree with experimental observation.
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Study of the formation of single plumes is not particularly useful for our investigations.
Of much greater interest is the study of the formation of multiple plumes and their
interaction. Unfortunately, this is non-trivial and a large amount of computing power
is required. The formation, drifting and merging of multiple plumes in 3-D with non-
zero χ will be the subject of our upcoming work.
Figure 5.13: Formation of a single plume in 3-D. Isosurface plots show cell density solutions,
n, of (5.12) for t = 0..3. H=0.3cm and the sides are 0.6cm in length. Dimensional times can
be found by multiplying the given values by H
2
DN
= 15 min. Colours for each plot correspond to
the values shown in the given colour bars. χ = 0 and all other parameter values are as in Table
5.1.
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5.5 Conclusions
In this chapter we have studied a mathematical model for zoospore auto-aggregation
based on a combination of two distinct mechanisms: bioconvection and chemotaxis.
The model was based on the bioconvection model of Pedley et al. [98] and coupled
with the Keller-Segel type chemotaxis model discussed in Chapter 3.
The bioconvection process was studied in isolation first with χ = 0. Based on results
shown here and other reports in the literature, there can be little doubt that the spot
formation in auto-aggregation experiments with P. infestans zoospores is the result of
bioconvection. Single plumes could be formed in small chambers and the features
of these plumes agreed well with experimental observations for varying values of H.
Plumes viewed from above would show a high density spot in the centre surrounded
by a lower density “cloud” of cells, exactly as observed in the experiments discussed
in Chapter 2. Side-on photographs of aggregates shown in Chapter 2 also show the
same structure as predicted here. We have shown that plume stability decreases with
depth as reported in previous studies by various researchers. This is in line with our
experimental observations as well. Plume formation was also studied in wide cham-
bers, representing a cross section of a petri dish. The predicted number of plumes and
the pattern wavelength is representative of the initial patterns observed in experiments.
As depth increases, the pattern wavelength increases (see Figure 2.3).
The crucial difference between the simulations and experiments is that simulated plumes
appear to be steady. That is, the number of plumes in the chamber remains roughly
constant over approximately eight hours, which is the approximate time scale of auto-
aggregation experiments. This is clearly different from our experimental observations,
where it is seen that the plumes drift and merge. Therefore, it seems very unlikely that
the large scale auto-aggregation phenomenon can arise from bioconvection alone.
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We have found that by introducing chemotactic attraction between zoospores into the
gyrotactic bioconvection model, arrangements of plumes that were previously steady
are de-stabilised. The overall effect is that plumes slowly drift towards one another and
hence the number of plumes is reduced over time, as seen in Figure 5.12. Moreover,
the shape and increased density of plumes after merging is in agreement with our
experimental observations (see Figure 2.5).
A logical way of testing our hypothesis, based on model predictions, would be to try
and separate bioconvection from chemotaxis in experiments. For example, if chemo-
taxis could be removed from the system, we would expect to see the formation of bio-
convective plumes that remain stationary after long times. One such method that we
attempted was to use a calcium chelator, EGTA, to remove calcium from a zoospore
suspension and observe any pattern formation. Given the importance of calcium in
zoospore-cyst attraction, the assumption that calcium could be attracting swimming
zoospores toward each other was reasonable. Unfortunately, calcium is also important
for other cellular processes, including swimming. Therefore, we were unable to obtain
conclusive results from the experiment as no auto-aggregation patterns were observed.
The model also predicts that no bioconvection or chemotactic pattern formation oc-
curs in sufficiently shallow chambers (see Figure 5.3). Our laboratory experiments
with shallow zoospore suspensions (H = 0.1cm) also failed to produce patterns and so
separating bioconvection from chemotaxis in this way does not seem possible. In the
future, this may be achievable using genetic mutation, e.g. to alter zoospore geometry
and suppress upswimming, or by varying gravity in the system using a centrifuge. Cru-
cially, normal swimming behaviour would need to be preserved in such experiments
for results to be meaningful.
In general, exact quantitative results are difficult to obtain from the model because
of the dependance of its solutions on many, largely unknown, parameter values. The
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importance of encystment is also unclear at this stage. In Chapter 2, we make com-
ment that, over longer times, a sub-pattern of encysted cells can be seen. Given the
scale of this sub-pattern, this would suggest that our assumption that the total num-
ber of zoospores is conserved may break down after long times. This may provide
an explanation for the fact that we have been unable to obtain complete aggregation
(reduction to one plume) within a realistic time scale thus far: reduced plume density
after long times due to encystment may reduce the strength of the fluid convection suf-
ficiently to allow chemotaxis to draw plumes together. The interaction of plumes with
encysted cells due to zoospore-cyst attraction may also require investigation. Although
the model is a good first approximation, we cannot expect to fully capture all aspects
of auto-aggregation at this stage.
However, the fact remains that neither the model for gyrotactic bioconvection alone
or other, more detailed bioconvection models for that matter, predict the slow drifting
and reduction to a single plume seen in zoospore auto-aggregation experiments. The
evidence presented here strongly suggests that chemotaxis between individual cells
is capable of destabilising a steady arrangement of plumes in a shallow suspension
and pulls them toward one another. Therefore, we believe that cell-cell chemotaxis in
P. infestans zoospores is worthy of further experimental study and could well be an
important factor in the overall infection process.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions and Discussion
In this thesis we have presented mathematical modelling and experimental evidence
that the zoospore auto-aggregation phenomenon results from a combination of both
chemotaxis and bioconvection. In order to do this we have taken a continuum mod-
elling approach and studied two types of model in particular. The first was of Keller-
Segel type, for which it was assumed that zoospores exhibit chemotactic attraction
towards one another. The second was a model for bioconvection in microorganisms,
for which we assumed zoospores swim upwards, on average, as a result of an offset
centre of mass (gyrotaxis). Finally, we considered a combination of both these ef-
fects in what we believe to be the first bioconvection-chemotaxis model for zoospore
auto-aggregation.
To motivate and inform the mathematical modelling in this thesis, we conducted a
series of laboratory experiments, the results of which are reported in Chapter 2. We
collected data on the behaviour of individual zoospores of P. infestans in a variety of
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controlled conditions. Using video analysis, we observed that, much like many bacte-
rial cells e.g. E. coli, zoospores swim in straight lines that are punctuated by tumbles
that occur at random times. By using statistical analysis, we classified zoospore swim-
ming as a simple random walk, i.e. the length of straight runs were found to follow
an exponential probability distribution. The orientation angle after tumbling also ap-
peared to be random.
In addition to the behaviour of individuals, we studied the evolution of large-scale
auto-aggregation patterns as well. We found that P. infestans zoospores exhibit aggre-
gation patterns in a very similar manner to those described for P. palmivora zoospores
by Ko and Chase [71]. The form of patterning observed varied with suspension depth,
with the wavelength of patterns seen to increase with depth. On close inspection, the
shape and structure of individual aggregates strongly indicated that they had been pro-
duced by bioconvection. We also concluded that the initial distribution of aggregates
was explicitly dependent on the shape of experimental chamber used and implicitly
dependent on the initial fluid motion. When a suspension was poured into a circular
petri dish, a circular pattern was observed. Similarly, when a suspension was poured
into a square dish, bands would form with a square outer ridge. By gently shaking a
suspension in a circular dish from side to side, aggregates were clearly seen to form
on the left and right side of this dish, which is presumably a consequence of greater
zoospore concentration there. We therefore concluded that the initial distribution of
aggregates could be affected by bulk fluid motion, but this was not an influence on
subsequent pattern evolution.
A particular focus of our experimental work was on the evolution of zoospore auto-
aggregation patterns over long time scales, which is a subject that has not been previ-
ously discussed. Our experiments consistently showed that after bioconvective plumes
had formed, they drifted slowly toward one another. This drifting could continue over
many hours, the end result being a reduction in the number of plumes by merging.
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In light of the data that we obtained from our experiments, we hypothesised that a
likely explanation for the drifting of aggregates over long times was chemotactic at-
traction between zoospores. For this to be true, chemotaxis must work at a much
slower rate than bioconvection, as the drifting plumes are kept more or less intact.
Given that the fluid motion within bioconvection plumes has been reported to be faster
than cell swimming speed, this is reasonable. We therefore predicted that zoospore
auto-aggregation is likely to be a two stage process. First, the zoospores swim to the
surface of the fluid (most likely due to gyrotaxis) and form bioconvective plumes due
to gravitational instabilities. If indeed the zoospores are releasing a chemical attrac-
tant, the second stage would be that the plumes will be drawn together over time due
to the chemical gradients that will form between aggregates.
In Chapter 3, we calibrated and studied a minimal model for chemotactic zoospore
aggregation. This model was of Keller-Segel type with an added volume-filling term.
Our aim was to ascertain whether the density patterns presented in Chapter 2 could
result from the self-chemotaxis of zoospores to each other, without the influence of
external effects.
Results of numerical simulations showed that it was indeed possible to obtain a realistic
number of zoospore density peaks (aggregates) by tuning model parameters. Qualita-
tively, these results had several features in common with observed auto-aggregation
in experiments. Aggregates in two and three dimensional simulations were circular
(or spherical) in shape and did drift towards one another after long times (far longer
than the time required for initial patterns to form). However, the patterns generated by
the model were independent of the domain shape and 3-D simulations in particular re-
vealed that aggregation occurred uniformly in the vertical direction, unlike the patterns
observed in experiments. Certainly, aggregates of similar structure to those discussed
in Chapter 2 could not be obtained. Moreover, the predicted time scale for the evo-
lution of these patterns was vastly unrealistic, with drifting of aggregates taking place
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over time scales equivalent to several days as opposed to the observed time scale of
hours. We deduced that a quantitative agreement between solutions of the chemotaxis
model and experiments was not possible with realistic parameter values. Therefore, we
concluded that chemotaxis could only reasonably be considered a partial contributor
to zoospore auto-aggregation patterns at most.
In Chapter 4, we digressed to explore the mathematics of the volume-filling chemo-
taxis model in greater detail. Using bifurcation analysis and phase plane arguments, we
were able to derive conditions on model parameters for the existence of p-step steady-
state solutions. In fact, the number of steady states that exist for given parameters
exactly equals the number of unstable modes predicted by linear analysis. Whether
or not this holds in general remains open. We also found that there is a strong con-
nection between the stability of spatially uniform solutions and the existence of non-
uniform solutions. Specifically, the necessary condition for a linearly unstable uniform
state and the necessary condition for non-uniform solution existence were shown to be
identical, meaning the latter cannot exist without the former. The stability of spatially
non-uniform solutions was investigated through linear analysis. This revealed that p-
step solutions are “metastable”, i.e. all steady states are unstable for p ≥ 2 with the
number and magnitude of associated positive eigenvalues decreasing with p. Hence,
the general evolution of the system is towards a 1-step steady state, which is linearly
stable.
Returning to the study of auto-aggregation, we studied a combined bioconvection-
chemotaxis model in Chapter 5. The model was based on the bioconvection model of
Pedley et al. [98] and coupled with the Keller-Segel type chemotaxis model discussed
in Chapter 3. Having studied 2-D solutions of the bioconvection-chemotaxis model
without chemotactic effects (χ = 0), we concluded that the spot and band pattern for-
mation seen in auto-aggregation and reported in Chapter 2 are indeed the result of
zoospore bioconvection. The shape and structure of simulated plumes agreed well with
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experimental observations for shallow and deep suspensions. Plume stability was also
correctly predicted to decrease with depth. However, a critical difference between the
simulations and experimental observations was seen when solutions in a wide chamber
were considered, i.e. a chamber with width equal to the diameter of a petri dish used
in experiments. Multiple plumes would form that remained steady after long times.
This is certainly not what we observed in experiments as plumes were seen to drift
together and merge until a single plume remained. By varying initial data, we investi-
gated the effect of a non-uniform initial distribution of zoospores that could be induced
by mixing (as reported in Chapter 2). By prescribing a high initial zoospore density
at the centre and sides of the domain, plumes form preferentially in these regions and
were then seen to spread out to form a regular pattern, and certainly did not merge. We
do not believe, therefore, that the initial distribution of aggregates is important to the
auto-aggregation process. We concluded that it was very unlikely that bioconvection
alone was sufficient to describe zoospore auto-aggregation.
By studying solutions of the full bioconvection-chemotaxis model (χ > 0), we were
able to test our hypothesis that auto-aggregation arises as the result of both of these
processes. Again considering 2-D solutions in a wide chamber, we found that by in-
troducing chemotactic attraction, arrangements of plumes that were previously steady
are de-stabilised. The overall effect was that plumes slowly drifted towards one an-
other and hence the number of plumes was reduced over time. Moreover, the shape
and increased density of plumes after they had merged was found to be in qualitative
agreement with our experimental observations. Our main conclusion from these results
was that zoospore auto-aggregation is far more likely to be the result of a combination
of bioconvection and chemotaxis than either of these processes in isolation.
Bioconvection and chemotaxis are both concentrative phenomena. Therefore it is in-
tuitive to imagine that both of these processes would lead to zoospore populations in a
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natural environment becoming more dense and hence promote a higher rate of infec-
tion at suitable sites. For P. infestans zoospores in the context of infection, a common
and important situation to consider is a population of zoospores confined to a water
droplet on a plant leaf. If this droplet were suspended underneath a leaf, for example,
then the upswimming of and accumulation of zoospores at the water-solid interface
would have an obvious advantage. For a water droplet on the top of a leaf, the implica-
tions are less clear however some interesting results have been reported that may be of
particular relevance. A study by Dombrowski et al. of the bioconvection of Bacillus
subtilis cells in water droplets (1cm across) have shown that plumes formed at the sur-
face in the centre of the drop move down the slanted meniscus [32]. This in turn leads
to a high accumulation of cells at the narrow region at the edge of the water, air, solid
boundary. If this were also the case for zoospores, accumulation of this type would
presumably be advantageous as many zoospores would be brought into contact with
the plant leaf. Perhaps also, given the high density in these regions, zoospore-zoospore
chemotaxis would amplify this effect. Further experimental work and modelling in
this area may yield useful results.
6.2 Future Work
6.2.1 General Comments
The work discussed in this thesis has raised a number of important questions that could
form a rich area for further research. First and foremost, we have presented evidence
that chemotaxis between zoospores is a factor in auto-aggregation and so experiments
to investigate this further, such as chemotaxis assays for P. infestans zoospores, would
be illuminating. Furthermore, experimental studies of bioconvection in ecologically
relevant domains would also be of interest, e.g. in water droplets or a porous medium to
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represent soil. Results from experiments such as these may help to determine the eco-
logical impact of bioconvection and chemotaxis in zoospores’ natural environments.
Mathematically, there are also many unanswered questions. The bioconvection-chemotaxis
model could be developed further. Perhaps most importantly, the effect of zoospore
encystment during zoospore auto-aggregation could be considered. In the model, this
could be accomplished by introducing an evolution equation for cysts that assumes
zero diffusion, the production of a (possibly new) chemoattractant and that cysts are
produced at some rate proportional to the concentration of swimming zoospores. The
flux of cysts would include advection with the fluid and since cysts are non-motile and
relatively dense, they would sink. Suitable evolution equations could be of the form:
∂A
∂T
=−∇ · [A(u−gv(ρc−ρw)zˆ)]+E(N,T )N, (6.1)
where A(X,T ) is the concentration of encysted cells and E(N,T ) is a production term
describing the rate of encystment, assumed to depend on the zoospore density and on
time. All other variables are as described in previous chapters. Encystment is thought
to be triggered by collisions and also when a zoospore’s internal nutrient reserves are
depleted. Hence the rate of encystment should be non-linear and would presumably
increase with time and with zoospore density. Loss of zoospores due to encystment
would need to be included in the cell evolution equation as −E(N,T )N(X,T ) as well
as modification of the chemotactic flux to include attraction to the chemical, C1. To
complete the model, a final equation governing the evolution of C1 is needed, for which
it would be reasonable to assume linear production, degradation and diffusion.
Solutions of the bioconvection-chemotaxis model appear to have some interesting
properties. Setting χ > 0 was seen to increase the initial number of bioconvective
plumes formed. Linear analysis of the model would perhaps provide a mathematical
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explanation for this. The merging of peaks seems to occur for a range of parameter
values related to chemotaxis (χ,D,rd) and through analysis it may be possible to de-
termine conditions on parameters that guarantee the merging of plumes, and also how
these conditions could depend on parameter values in the bioconvection model.
6.2.2 Modelling Individual Zoospores
In this thesis we have considered only continuous, deterministic models of zoospore
movement. Whilst these are very helpful for studying large scale pattern formation,
in the future it may be useful to examine the behaviour of individual cells using agent
based modelling. This could be of particular use when studying auto-aggregation in
the context of infection, where the effect of complex domains are of interest and more
detail on zoospore movement could be included, e.g. flagella. Here, we outline some
preliminary work for zoospore chemotaxis toward plant root exudates with this goal in
mind.
NetLogo [85] is a multi-agent modelling package, which uses its own variant of the
Logo programming language, simply called the NetLogo language. Originally de-
veloped for educational purposes, this language allows a great deal of flexibility and
is well-suited for preliminary investigations. NetLogo is agent based, the two main
types being: “patches” - square sections of the domain; and “turtles” - mobile agents
that move within the grid of patches. Simulations can be carried out in 2-D, square
domains.
We assume each cell moves a constant distance after each time step according to the
direction it is facing. Also, we assume that each cell has some default probability of
tumbling at the end of each time step that is mediated by the chemoattractant con-
centration. Each time step can be thought of as a Bernoulli trial, with probability
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of success (tumbling) given by p. The probability of a run of a given length is then
described by a geometric probability distribution (the discrete analogue of the expo-
nential distribution discussed in Chapter 2). The orientation after a tumble is chosen at
random from 1 to 360 degrees. Each cell has a memory of the chemical concentration
at the previous patch it was in. If the concentration was greater in the previous patch,
the tumbling probability is reduced and vice versa. Note this would perhaps be too
simplistic when considering zoospore-zoospore chemotaxis as no account of the mag-
nitude of chemical concentration is taken. Cell-cell collisions are taken into account
by forcing a random tumble if two or more cells are found in the same patch. The
chemical diffuses in space by equally distributing a fraction of the concentration value
at a given patch to all neighbouring patches after each time step. Boundary conditions
are taken to be periodic at all boundaries.
Figure 6.1 shows the chemotactic response of cells toward a point source of chemoat-
tractant at the centre of the domain. As expected, cells aggregate in the centre where
the chemical concentration is highest. In Figure 6.2 a more complicated situation is
considered where the source of chemoattractant is a wound site on the right-hand side
of a plant root. This root is shown in green and is impenetrable by cells: if a collision
occurs, the cell tumbles. We see that after some time, cells have aggregated around the
wound site. These early results provide a glimpse into possible future applications of
an individual-based model for zoospore infection.
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Figure 6.1: NetLogo output after 0, 100, 300 and 1000 steps from left to right. Initial
setup is 1000 cells randomly positioned in space and with random orientation. Cells
are shown in blue and chemical concentration in red. Cells aggregate at the point of
greatest chemical concentration.
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Figure 6.2: NetLogo output after 0, 450, 900 and 1500 steps from left to right. Initial
setup is 1000 cells randomly positioned in space and with random orientation. Cells
are shown in blue, chemical concentration in red and the plant root in green. Cells
accumulate at a wound site on the right-hand side of the root.
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Chapter 7
Appendix
7.1 MATLAB files
7.1.1 ‘Vfillsolve’ Program
Program that uses the PDEPE solver to solve system (3.13) in 1-D and plot the results.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Vfillsolve
clc
clear all
close all
global D chi G gamma %( Here G is the scaling factor Dv/beta*Lˆ2)
% Set parameter values
D=10; gamma=3; G=0.004; chi=50;
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deltax=5001; % Number of grid points
tmax=500; % Maximum time
deltat=501; % Number of time points
% m is required by PDEPE and is set to zero in our case
% (see MATLAB documentation)
m=0;
% Define space and time vectors using spacings defined above
x=linspace(0,1,deltax);
t=linspace(0,tmax,deltat);
%--------------------------------------------------------------------
% Set error tolerances
options=odeset(’RelTol’,1e-6,’AbsTol’,1e-6);
% Call PDEPE
sol=pdepe(m,@vfill_pde,@vfill_ic,@vfill_bc,x,t,options);
% Extract Solutions from PDEPE output
n=sol(:,:,1);
c=sol(:,:,2);
%--------------------------------------------------------------------
% Still Plots
figure(1);
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subplot(3,2,1);
hold on
title(’Time t =0’);
xlabel(’x’);
plot(x,n(1,:),’r’);
plot(x,c(1,:),’b’);
hold off
subplot(3,2,2);
hold on
title([’Time t =’,num2str(tmax/5)]);
xlabel(’x’);
plot(x,n((deltat-1)/5,:),’r’);
plot(x,c((deltat-1)/5,:),’b’);
hold off
subplot(3,2,3);
hold on
title([’Time t =’,num2str(2*tmax/5)]);
xlabel(’x’);
plot(x,n(2*(deltat-1)/5,:),’r’);
plot(x,c(2*(deltat-1)/5,:),’b’);
hold off
subplot(3,2,4);
hold on
title([’Time t =’,num2str(3*tmax/5)]);
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xlabel(’x’);
plot(x,n(3*(deltat-1)/5,:),’r’);
plot(x,c(3*(deltat-1)/5,:),’b’);
hold off
subplot(3,2,5);
hold on
title([’Time t =’,num2str(4*tmax/5)]);
xlabel(’x’);
plot(x,n(4*(deltat-1)/5,:),’r’);
plot(x,c(4*(deltat-1)/5,:),’b’);
hold off
subplot(3,2,6);
hold on
title([’Time t =’,num2str(5*tmax/5)]);
xlabel(’x’);
plot(x,n(5*(deltat-1)/5,:),’r’);
plot(x,c(5*(deltat-1)/5,:),’b’);
hold off
%--------------------------------------------------------------------
function [c,f,s]=vfill_pde(x,t,u,DuDx)
global chi gamma D G
% Define the system of equations
n=u(1);
c=u(2);
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s=[0;n-c];
f=[G*(D*DuDx(1)-chi*n*(1-n/gamma)*DuDx(2));G*DuDx(2)];
c=[1;1];
%--------------------------------------------------------------------
function n0=vfill_ic(x)
% Initial Conditions with random perturbation
n0=[1+0.01*rand;0];
%--------------------------------------------------------------------
function [pl,ql,pr,qr]=vfill_bc(xl,nl,xr,nr,t)
% Set zero-flux boundary conditions
pl=[0;0];
pr=[0;0];
qr=[1;1];
ql=[1;1];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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7.1.2 ‘Vfillbvp’ program
Boundary value problem solver to find solutions to (4.18) and store these solutions
along with related functions, R(x) and S(x).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Vfillbvp
clc
clf
clear all
close all
global chi D gamma G lambda %( Here G is the rescaling factor,
% Gamma = Dv/beta*Lˆ2)
% Set parameter values
D=10;
chi=50;
gamma=2;
G=0.004;
lambda=exp(5);
% Set number of grid points
deltax=501;
% m is required by BVP4C and is set to zero in our case
% (see MATLAB documentation)
m=0;
190
% Set the domain size using the number of grid points defined above
x=linspace(0,1,deltax);
% Call BVP4C to solve the ODE system
solinit=bvpinit(x,@vfill_init);
sol=bvp4c(@vfill_ode,@vfill_odebc,solinit);
% Extract solution for c and build n
S=deval(sol,x);
cstat=S(1,:);
nstat= gamma./(1+lambda*exp(-chi.*cstat./D));
% Define R(x) and S(x) functions
cdash=diff(cstat)./diff(x);
cdash(deltax)=0;
ndash=diff(nstat)./diff(x);
ndash(deltax)=0;
R=nstat.*(1-nstat./gamma);
S=cdash.*(1-2.*nstat./gamma);
% Calculate R_x and S_x
Rdash=diff(R)./diff(x);
Rdash(501)=0;
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Sdash=diff(S)./diff(x);
Sdash(501)=Sdash(500);
% Save the results for future calculations
save nandc2step
% Plot the solutions
figure(2)
axis([0 1 0 2.5])
hold on
plot(x,nstat,’r’)
plot(x,cstat,’b’)
title(’Plot of n(x) (red) and c(x) (blue)’)
xlabel(’x’)
hold off
% Check that the integrals of the c and n solutions equal 1
% and display the results.
intc=trapz(x,cstat)
intlam=trapz(x,gamma./(1+(gamma-1)*exp(chi/D)*exp(-chi.*cstat./D)))
%---------------------------------------------------------------------
function dudx=vfill_ode(x,u)
global D gamma chi G lambda
% Define the ODE system. u(1)=c, u(2)=w.
dudx=[u(2)
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(1/G).*(u(1)-gamma./(1+lambda.*exp(-chi.*u(1)./D)))];
%---------------------------------------------------------------------
function res=vfill_odebc(ua,ub)
% Set the boundary conditions. In this case, we set w
% equal to zero at the boundaries.
res=[ua(2)
ub(2)];
%---------------------------------------------------------------------
function guess=vfill_init(x)
% Initial guess function. This can be chosen to find p-step solutions
% by selecting an appropriate wavenumber.
guess=[1+cos(2*pi*x)
0];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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7.1.3 ‘AsandBs’ program
Program to build all block matrices, Ai and Bi j (see (4.35), and store them so as they
can be used to construct Q (see (4.34)).
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function AsandBs
clc
clear all
clf
% Load the desired p-step solution and related functions computed
% using vfillbvp.
load nandc2step
% Set the size of the Q approximation (2*jmax by 2*jmax).
jmax=100;
for i=1:jmax
%---------------------------------------------------------------------
% Define M_i and N_i
Mi=chi*trapz(x, R.*(iˆ2*piˆ2).*(cos(i*pi*x)).ˆ2
+Rdash.*(i*pi/2).*sin(2*i*pi*x) );
eval([’M_’ num2str(i) ’=Mi;’])
Ni= chi*trapz(x, Sdash.*(cos(i*pi*x)).ˆ2-S.*(i*pi/2).*sin(2*i*pi*x) );
eval([’N_’ num2str(i) ’=Ni;’])
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% Build A_i
Ai=[ -G*(2*Ni+D*(iˆ2*piˆ2)) 2*G*Mi ; 1 -(G*(iˆ2*piˆ2)+1)];
eval([’A_’ num2str(i) ’=Ai;’])
%---------------------------------------------------------------------
for j=1:jmax
% Define and label the K_i_j and H_i_j matrices
Hij = trapz(x, cos(i*pi*x).*cos(j*pi*x).*R.*jˆ2*piˆ2
+cos(i*pi*x).*sin(j*pi*x).*Rdash*j*pi );
eval([’H_’, num2str(i) ’_’ num2str(j) ’=Hij;’])
Kij = trapz(x, cos(i*pi*x).*cos(j*pi*x).*Sdash
-cos(i*pi*x).*sin(j*pi*x).*S*j*pi );
eval([’K_’, num2str(i) ’_’ num2str(j) ’=Kij;’])
%---------------------------------------------------------------------
% Build the Bij matrices
Bij=[-2*G*chi*Kij 2*G*chi*Hij ; 0 0];
eval([’B_’,num2str(i) ’_’ num2str(j) ’=Bij;’])
end
end
% Create matrix of K_ijs, KMatrix
for i=1:jmax;
for j=1:jmax;
Kmatrix(i,j)= eval([’K_’ num2str(i) ’_’ num2str(j)]);
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end
end
% Create matrix of H_ijs, HMatrix
for i=1:jmax;
for j=1:jmax;
Hmatrix(i,j)= eval([’H_’ num2str(i) ’_’ num2str(j)]);
end
end
% Plot values of H and K matrices using surface plots
figure(1)
surf(Kmatrix-diag(diag(Kmatrix)))
% Note that the main diagonal is omitted as j cannot equal i.
title(’Values of K_i_j for a 2-step n,c’,’fontsize’,14)
xlabel(’i’,’fontsize’,13)
ylabel(’j’,’fontsize’,13)
colorbar
figure(2)
surf(Hmatrix-diag(diag(Hmatrix)))
title(’Values of H_i_j for a 2-step n,c’,’fontsize’,14)
xlabel(’i’,’fontsize’,13)
ylabel(’j’,’fontsize’,13)
colorbar
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for i=1:jmax
Nivec(i)=eval([’N_’ num2str(i)]);
end
for i=1:jmax
Mivec(i)=eval([’M_’ num2str(i)]);
end
% Plot the N_j and M_j functions
figure(3)
plot(Nivec,’--*b’)
xlabel(’i’)
title(’Values of N_i for 2-step n,c’)
figure(4)
plot(Mivec,’--*r’)
xlabel(’i’)
title(’Values of M_i for 2-step n,c’)
% Save the results for further calculations.
save AsandBs2stepjmax100
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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7.1.4 ‘Qbuilder’ Program
Program to construct a finite approximation of the matrix, Q (see (4.34)), and calculate
its eigenvalues.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function Qbuilder
% Load A_i and B_ij matrices computed using ’AsandBs’.
load AsandBs2stepjmax100
% Build the matrix, Q:
%--------------------------------------------------------------------
% Build each row separately and label them. IF statements determine
% which As and Bs go where.
for i=1:jmax;
for j=1:jmax;
if j==i && i==1
qtemp=eval([’A_’ num2str(j)]);
eval([’Q_row’ num2str(i) ’=qtemp;’]);
elseif j==i
qtemp=[qtemp eval([’A_’ num2str(j)])];
eval([’Q_row’ num2str(i) ’=qtemp;’]);
elseif j==1
qtemp=[eval([’B_’ num2str(i) ’_’ num2str(j)])];
eval([’Q_row’ num2str(i) ’=qtemp;’]);
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else
qtemp=[qtemp eval([’B_’ num2str(i) ’_’ num2str(j)])];
eval([’Q_row’ num2str(i) ’=qtemp;’]);
end
end
end
% Take each row and join one under the other to build Q.
Qfull= Q_row1;
for i=2:jmax
Qfull= [Qfull ; eval([’Q_row’ num2str(i);])];
end
%--------------------------------------------------------------------
% Calculate eigenvalues of Q.
[V,nu]=eig(Qfull);
% Display eigenvalues correct to 15 decimal places in descending order.
format long
QEigenvalues=sort(eig(Qfull))
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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7.2 COMSOL Multiphysics Settings
Given below are general mesh and solver settings used in COMSOL setup when solv-
ing (3.13) and (5.12). Settings were the same for all simulations with the obvious
exception of domain geometry and model equations, both of which can be set up by
following COMSOL documentation.
1. Modules Used
• Navier-Stokes equations: ‘Laminar flow (ns)’ (incompressible)
• Chemotaxis equations: ‘PDE (g)’
2. Boundary Condition Types Used
• No-slip: ‘Wall’
• Fluid-air interface: ‘Symmetry’
• All boundaries for n and c: ‘Zero Flux’
• Pressure at surface: ‘Pressure Point Constraint’
• ‘Periodic Flow Condition’ and ‘Periodic Condition’ were used
where indicated (see text)
3. Mesh Settings
• Sequence Type: ‘Physics-controlled mesh’
• Maximum element size: ‘0.028’ (example. see text for number
of elements used)
• Minimum element size: ‘4.0E-4’
• Resolution of curvature: ‘0.25’
4. Shape Functions
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• n: ‘LaGrange (Quadratic)’
• c: ‘LaGrange (Quadratic)’
• u,v,w: ‘LaGrange (Quadratic)’
• pe: ‘LaGrange (Linear)’
5. Time-Dependent Solver
• Absolute Tolerance
– Global method: ‘Unscaled’
– Update scaled absolute tolerance: ‘Off’
• Time Stepping
– Method: ‘Generalized alpha’
• Output
– Store time-derivatives: ‘Off’
– Store solution out-of-core: ‘Off’
• Advanced
– Error estimation: ‘Exclude algebraic’
– Matrix Symmetry: ‘Nonsymmetric’
• Linear Solver
– Solver: ‘PARDISO’
– Preordering algorithm: ‘Nested dissection’
– Check error estimate: ‘Yes’
– Factor in error estimate: ‘4000000’
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