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that the forward (backward) ﬂow originating from a plane that lies
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can be veriﬁed even if the system matrix is not diagonal dominant.
As a consequence, the resulting conditions for dichotomy are not
related to diagonal dominance and can be applied to cases in
which some of the classical hypotheses appearing in literature do
not hold.
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1. Introduction
Given an interval J ⊂ R, let A ∈ C( J ,Rn×n) be a continuous matrix function and consider the
linear homogeneous differential system
x˙(t) = A(t)x(t), t ∈ J . (1)
We recall the following deﬁnition (see [1], with μ1 = ϕ2 and μ2 = ϕ1):
Deﬁnition 1. Let ‖ ·‖ denote a norm on Rn and the corresponding induced matrix norm. Let ϕ1, ϕ2 be
continuous real-valued functions on J , t0 ∈ J and Φ(t, t0) the matrix solution of system (1) such that
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there exist supplementary projections P1 and P2 and positive constants K1, K2 such that, ∀t1, t2 ∈ J ,
∥∥Φ(t2, t0)PiΦ(t0, t1)∥∥ Ki exp
( t2∫
t1
ϕi
)
, if (−1)i(t2 − t1) 0, i = 1,2.
If ϕ1 and ϕ2 are constants and are such that ϕ2 < 0 < ϕ1, then system (1) is said to have a
(ϕ1,ϕ2)-exponential dichotomy.
Dichotomy and exponential dichotomy play an important role in the theory of linear differential
systems, see for instance [1–6], with important consequences in stability theory.
In literature, some criteria for dichotomy and exponential dichotomy are available. Mainly, these
depend on conditions which involve the boundedness of matrix A appearing in (1) and various for-
mulations of diagonal dominance (see for instance [2], Proposition 3, page 55, or [4] for an improved
result and [1], where the hypothesis on boundedness of A(t) has been removed).
In this paper we suggest another criterion based on a geometric property: a cone invariance prop-
erty. This property consists in the existence of two disjoint cones, such that the forward (backward)
ﬂow of system (1) originating from a plane that lies in the ﬁrst (second) cone remains in the cone
itself (see Deﬁnition 2).
This property can be veriﬁed even if matrix A is not diagonal dominant.
As a consequence, the resulting conditions for dichotomy are not related to diagonal dominance
and can be applied to cases in which some of the classical hypotheses appearing in literature do not
hold (see for instance [2,4,1]), as we show in some examples. We have found this particular condition
dealing with dynamic inversion problems for the control of nonlinear systems (see for instance [7–9,
12]). In fact, the concept of dichotomy plays an important role in the control of nonlinear nonmini-
mum phase systems as pointed out in [10] and [11].
The following notations will be used. ∀a,b ∈ R, a ∧ b = min{a,b}, a ∨ b = max{a,b}, [a,b[ =
{x ∈ R | a  x < b} and analogously we deﬁne the intervals ]a,b], ]a,b[, [a,b]. If J is an interval
in R and x¯ ∈ J , we set [x¯, sup J ) = {x ∈ J | x¯  x  sup J } and (inf J , x¯] = {x ∈ J | inf J  x  x¯}, then
J = (inf J , x¯]∪ [x¯, sup J ) = (inf J , sup J ). For any x ∈ Rn , ‖x‖ denotes a norm on Rn and In is the iden-
tity matrix in Rn . The set of all real matrices B = (bij)i=1,...,n, j=1,...,m , will be denoted by Rn×m and
for any matrix B ∈ Rn×m , Im B = {Bx | x ∈ Rm}, ‖B‖ = sup‖x‖=1 ‖Bx‖. Furthermore
μ−(B) = lim
h→0−
‖In + hB‖ − 1
h
, μ+(B) = lim
h→0+
‖In + hB‖ − 1
h
denote the left and right logarithmic norms.
2. A dichotomic invariance property
All along the paper, k denotes an integer such that 1  k < n and Π1, Π2 denote respectively
the matrices of the projection maps P1 : Rn → Rk , P2 : Rn → Rn−k deﬁned by P1(x) = (x1, . . . , xk),
P2(x) = (xk+1, . . . , xn).
We will consider on Rk and Rn−k the norms induced by the norm ‖ · ‖ assigned on Rn which will
be still denoted by ‖ · ‖.
Moreover J denotes a real interval, A ∈ C( J ,Rn×n), A11 ∈ C( J ,Rk×k), A12 ∈ C( J ,Rk×(n−k)), A21 ∈
C( J ,R(n−k)×k), A22 ∈ C( J ,R(n−k)×(n−k)) continuous matrices on J such that the following block de-
composition holds:
A(t) =
(
A11(t) A12(t)
A (t) A (t)
)
, ∀t ∈ R.21 22
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{
Φ˙(t) = A(t)Φ(t), ∀t ∈ J ,
Φ(t0) = In.
(2)
Given any σ  0, set:
Bk×(n−k)(σ ) = {X1 ∈ Rk×(n−k) ∣∣ ‖X1‖ σ},
B(n−k)×k(σ ) = {X2 ∈ R(n−k)×k ∣∣ ‖X2‖ σ},
and deﬁne the following cones in Rn:
U σ1 =
{
x ∈ Rn ∣∣ ‖Π1x‖ σ‖Π2x‖}, U σ2 = {x ∈ Rn ∣∣ ‖Π2x‖ σ‖Π1x‖}.
Remark 1. Set σ  0. The following properties hold:
a)
U σ1 =
⋃
X1∈Bk×(n−k)(σ )
Im
(
X1
In−k
)
, U σ2 =
⋃
X2∈B(n−k)×k(σ )
Im
(
Ik
X2
)
. (3)
b) Set X1 ∈ Bk×(n−k)(σ ), X2 ∈ B(n−k)×k(σ ) and let Φ ∈ Rn×n be such that
det
(
Π2Φ
(
X1
In−k
))
= 0, det
(
Π1Φ
(
Ik
X2
))
= 0.
Set
Φ1(X1) = Π1Φ
(
X1
In−k
)(
Π2Φ
(
X1
In−k
))−1
,
Φ2(X2) = Π2Φ
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
.
Then
ImΦ
(
X1
In−k
)
⊂ U σ1 ⇐⇒ Φ1(X1) ⊂ Bk×(n−k)(σ ),
ImΦ
(
Ik
X2
)
⊂ U σ2 ⇐⇒ Φ2(X2) ⊂ B(n−k)×k(σ ).
Proof. a) Set x ∈ U σ2 with x = 0, then Π1x = 0.
By the Hahn–Banach Theorem there exists a vector w ∈ Rk such that 1  ‖wT ‖ = sup{|wT v|
| v ∈ Rk, ‖v‖ = 1} and wTΠ1x = ‖Π1x‖. Then
x =
(
Π1x
Π2x
)
=
(
Π1x
Π2x
wT Π1x‖Π1x‖
)
=
(
Ik
X2
)
Π1x,
where X2 = (Π2x)wT‖Π x‖ . Then x ∈ Im
(
Ik
X
)
and ‖X2‖ ‖Π2x‖‖Π x‖ ‖wT ‖ σ .1 2 1
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(
Ik
X2
)
v has the property that ‖Π2x‖ σ‖Π1x‖. Anal-
ogously we operate for U σ1 .
b) Suppose that ImΦ ( Ik X2 ) ⊂ U σ2 , then ∀y ∈ Rk , Φ ( Ik X2 ) y ∈ U σ2 which is equivalent to say that
∥∥∥∥Π2Φ
(
Ik
X2
)
y
∥∥∥∥ σ
∥∥∥∥Π1Φ
(
Ik
X2
)
y
∥∥∥∥, ∀y ∈ Rk,
that is
∥∥∥∥Π2Φ
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
α
∥∥∥∥ σ‖α‖, ∀α ∈ Rk
(being Π1Φ
(
I
X2
)
invertible by hypothesis), which is equivalent to
∥∥Φ2(X2)∥∥ σ ⇐⇒ Φ2(X2) ∈ B(n−k)×k(σ ).
Analogously we reason for U σ1 . 
Deﬁnition 2. Let it be σ1, σ2  0. We say that A has the (σ1, σ2)-dichotomic cone invariance property
on J if
{∀t0 ∈ J , ∀i = 1,2, for any subspace U ⊂ U σii ,
Φ(t, t0)U ⊂ U σii , ∀t, t0 ∈ J : (−1)i(t − t0) 0,
that is, more explicitly, ∀t0 ∈ J
Φ(t, t0)U ⊂ U σ11 , ∀t ∈ (inf J , t0] and any subspace U ⊂ U σ11 , (4)
Φ(t, t0)U ⊂ U σ22 , ∀t ∈ [t0, sup J ) and any subspace U ⊂ U σ22 . (5)
Proposition 1. The following properties are equivalent:
a) A has the (σ1, σ2)-dichotomic cone invariance property.
b) ∀t1, t2 ∈ J with inf J < t1  sup J , inf J  t2 < sup J , ∀X1 ∈ Bk×(n−k)(σ1), ∀X2 ∈ B(n−k)×k(σ2):
det
(
Π2Φ(t, t1)
(
X1
In−k
))
= 0, ∀t ∈ (inf J , t1], (6)
det
(
Π1Φ(t, t2)
(
Ik
X2
))
= 0, ∀t ∈ [t2, sup J ), (7)
and the maps
Φ1(X1, t1): (inf I, t1] → Rk×(n−k),Φ2(X2, t2): [t2, sup J ) → R(n−k)×k,
deﬁned by
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(
X1
In−k
)(
Π2Φ(t, t1)
(
X1
In−k
))−1
, (8)
Φ2(X2, t2)(t) = Π2Φ(t, t2)
(
Ik
X2
)(
Π1Φ(t, t2)
(
Ik
X2
))−1
(9)
are such that
Φ1(X1, t1)(t) ∈ Bk×(n−k)(σ1), ∀t ∈ (inf J , t1], (10)
Φ2(X2, t2)(t) ∈ B(n−k)×k(σ2), ∀t ∈ [t2, sup J ). (11)
Proof. b) ⇒ a). To prove (5), by a) of Remark 1, it suﬃces to show that
Φ(t, t2)
(
Im
(
Ik
X2
))
⊂ Uσ22 , ∀t ∈ [t2, sup J ), ∀t2 ∈ J , ∀X2 ∈ B(n−k)×k(σ2). (12)
Since b) holds, it suﬃces to apply part b) of Remark 1 with Φ = Φ(t, t2) to prove that (12) is true.
Analogously we prove (4).
a) ⇒ b). We prove result (7) concerning map Φ2(X2, t2), analogously we reason for (6) concerning
the map Φ1(X1, t2). Then, properties (10) and (11) are straightforward consequences of Remark 1. Set
X2 ∈ B(n−k)×k(σ2), note that Π1Φ(t2, t2)
(
Ik
X2
)
= Ik , therefore there exists δ > t2 such that
det
(
Π1Φ(t, t2)
(
Ik
X2
))
= 0, ∀t ∈ [t2, δ].
Set
δ¯ = sup
{
δ ∈ [t2, sup J )
∣∣ det(Π1Φ(t, t2)
(
Ik
X2
))
= 0, ∀t ∈ [t2, δ]
}
, (13)
then the map Φ2(X2, t2) given by (9) is well deﬁned for t ∈ [t2, δ¯[. For simplicity we denote by Φ2(t),
Φ(t), respectively the maps Φ2(X2, t2)(t) and Φ(t, t2).
Since, ∀t ∈ [t2, δ¯[:
˙̂(
Π1Φ
(
Ik
X2
))−1
= −
(
Π1Φ
(
Ik
X2
))−1
Π1Φ˙
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
,
it follows, ∀t ∈ [t2, δ¯[,
Φ˙2 = Π2Φ˙
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
− Π2Φ
(
Ik
X2
)
×
(
Π1Φ
(
Ik
X2
))−1
Π1AΦ
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
= Π2AΦ
(
Ik
X2
)(
Π1Φ
(
Ik
X2
))−1
− Φ2Π1A
(
Ik
Φ2
)
= Π2A
(
Ik
Φ
)
− Φ2Π1A
(
Ik
Φ
)
= A22Φ2 − Φ2A11 − Φ2A12Φ2 + A21. (14)2 2
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has the dichotomic cone invariance property on J , by b) of Remark 1 we have that ‖Φ2(t)‖  σ2,
∀t ∈ [t2, δ¯[ which implies, by (14), that there exists M > 0 such that ‖Φ˙2(t)‖  M , ∀t ∈ [t2, δ¯[. Then
Φ2 may be continued to a C1 function (which we continue to denote by Φ2) on [t2, δ¯] solution of
system (14) on [t2, δ¯]. Remark that ∀t ∈ [t2, δ¯]
Φ(t)
(
Ik
X2
)
=
⎛
⎜⎜⎝
Π1Φ(t)
(
Ik
X2
)
Π2Φ(t)
(
Ik
X2
)
⎞
⎟⎟⎠=
(
Ik
Φ2(t)
)(
Π1Φ(t)
(
Ik
X2
))
. (15)
Since rank Φ(t)
(
Ik
X2
)
= k, ∀t ∈ J , rank Π1Φ(t)
(
Ik
X2
)
 k, ∀t ∈ [t2, δ¯], then det
(
Π1Φ(δ¯)
(
Ik
X2
)) = 0,
which implies, by continuity, that there exists  > 0 such that det
(
Π1Φ(t)
(
Ik
X2
)) = 0, ∀t ∈ [t0, δ¯ + [.
This contradicts the deﬁnition of δ¯, therefore δ¯ = sup J . Therefore (7) holds, which implies (11) by b)
of Remark 1, since it is supposed that a) holds. 
The following remark is a consequence of the proof of the previous proposition.
Remark 2. Suppose that A has the (σ1, σ2)-dichotomic cone invariance property. Then ∀t1, t2 ∈ J ,
with inf J < t1  sup J , inf J  t2 < sup J , ∀X1 ∈ Bk×(n−k)(σ1), ∀X2 ∈ B(n−k)×k(σ2), maps Φ1(X1, t1)
and Φ2(X2, t2) are, respectively, the solution of the following initial value problems:
{
Φ˙1(t) = A11(t)Φ1(t) − Φ1(t)A22(t) − Φ1(t)A21(t)Φ1(t) + A12(t), ∀t ∈ (inf J , t1],
Φ1(t1) = X1,
(16)
{
Φ˙2(t) = A22(t)Φ2(t) − Φ2(t)A11(t) − Φ2(t)A12(t)Φ2(t) + A21(t), ∀t ∈ [t2, sup J ),
Φ2(t2) = X2.
(17)
The following theorem gives a suﬃcient condition for the dichotomic cone invariance property
for A.
Theorem 1. Suppose that
λ(t) = μ−
(
A11(t)
)− μ+(A22(t)) 0, ∀t ∈ J
and

(t) = λ(t)2 − 4∥∥A12(t)∥∥∥∥A21(t)∥∥> 0, ∀t ∈ J .
If σ1 and σ2 are such that
2‖A12(t)‖
λ(t) + √
(t) < σ1 <
2‖A12(t)‖
λ(t) − √
(t) , ∀t ∈ J ,
2‖A21(t)‖
λ(t) + √
(t) < σ2 <
2‖A21(t)‖
λ(t) − √
(t) , ∀t ∈ J
(with the convention that 2‖A12(t)‖
λ(t)−√
(t) = +∞ =
2‖A21(t)‖
λ(t)−√
(t) if ‖A12(t)‖·‖A21(t)‖ = 0), then A has the (σ1, σ2)-
dichotomic cone invariance property.
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are veriﬁed, analogously we operate for (6) and (8). Set σ2 > 0, t2 ∈ J with inf J  t2 < sup J , X2 ∈
B(n−k)×k(σ2). Deﬁne δ¯ as in the proof of Proposition 1. Then, setting Φ2(t) = Φ2(X2, t2)(t), Φ2 veriﬁes
the following equation on [t2, δ¯[:
Φ˙2 = A22Φ2 − Φ2A11 − Φ2A12Φ2 + A21.
Hence, ∀t ∈ [t2, δ¯[
D+
(∥∥Φ2(t)∥∥)= limsup
h→0+
1
h
{∥∥Φ2(t) + hA22(t)Φ2(t) − hΦ2(t)A11(t)
− hΦ2(t)A12(t)Φ2(t) + hA21(t)
∥∥− ∥∥Φ2(t)∥∥}

{
lim
h→0+
1
2h
(∥∥In−k + 2hA22(t)∥∥− 1)− lim
h→0−
1
2h
(∥∥Ik + 2hA11(t)∥∥− 1)
}∥∥Φ2(t)∥∥
+ ∥∥A12(t)∥∥∥∥Φ2(t)∥∥2 + ∥∥A21(t)∥∥
= ∥∥A12(t)∥∥∥∥Φ2(t)∥∥2 − (μ−(A11(t))− μ+(A22(t)))∥∥Φ2(t)∥∥+ ∥∥A21(t)∥∥.
Therefore, by the deﬁnition of σ2, we get that
D+
(∥∥Φ2(t)∥∥)< 0, if ∥∥Φ2(t)∥∥> σ2,
which implies that ‖Φ2(t)‖ σ2, ∀t ∈ [t2, δ¯[, since ‖Φ2(t2)‖ = ‖X2‖ σ2. Therefore as in the proof of
Proposition 1 we can show that J has to be equal to sup J . Therefore (7) and (11) are veriﬁed on all
[t2, sup J ) and the theorem holds. 
3. Dichotomic cone invariance implies dichotomy
This section shows how (σ1, σ2)-dichotomic cone invariance property for A implies the (ϕ1,ϕ2)-
dichotomy for system (1).
To this end we need the following lemma.
Lemma 1. Suppose that A has the (σ1, σ2)-dichotomic cone invariance property on J , with σ1σ2 < 1.
For any t0 ∈ J , there exist X¯1 ∈ Bk×(n−k)(σ1), X¯2 ∈ B(n−k)×k(σ2), such that the solutions Φ1 , Φ2 of the
following initial value problems
{
Φ˙1(t) = A11(t)Φ1(t) − Φ1(t)A22(t) − Φ1(t)A21(t)Φ1(t) + A12(t), ∀t ∈ J ,
Φ1(t0) = X¯1,
(18)
{
Φ˙2(t) = A22(t)Φ2(t) − Φ2(t)A11(t) − Φ2(t)A12(t)Φ2(t) + A21(t), ∀t ∈ J ,
Φ2(t0) = X¯2
(19)
verify the property
∥∥Φ1(t)∥∥ σ1, ∥∥Φ2(t)∥∥ σ2, ∀t ∈ J , (20)
det
(
Π2Φ(t, t0)
(
X¯1
In−k
))
= 0, ∀t ∈ J , (21)
det
(
Π1Φ(t, t0)
(
Ik
X¯
))
= 0, ∀t ∈ J , (22)2
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Φ1(t) = Π1Φ(t, t0)
(
X¯1
In−k
)(
Π2Φ(t, t0)
(
X¯1
In−k
))−1
, ∀t ∈ J , (23)
Φ2(t) = Π2Φ(t, t0)
(
Ik
X¯2
)(
Π1Φ(t, t0)
(
Ik
X¯2
))−1
, ∀t ∈ J . (24)
Moreover the following properties hold:
a) if D(t) =
(
Ik Φ1(t)
Φ2(t) In−k
)
, ∀t ∈ J , then det D(t) = 0, ∀t ∈ J ,
b) ∀x0 ∈ Rn, let x ∈ C1( J ,Rn) be the solution of{
x˙(t) = A(t)x(t), ∀t ∈ J ,
x(t0) = x0
and set z(t) = D−1(t)x(t), ∀t ∈ J . Then zi = Πi z, (i = 1,2) are the solutions of the following differential
systems:
z˙1(t) =
(
A11(t) + A12(t)Φ2(t)
)
z1(t), ∀t ∈ J , (25)
z˙2(t) =
(
A21(t)Φ1(t) + A22(t)
)
z2(t), ∀t ∈ J , (26)
and
∥∥z1(t)∥∥ ∥∥z1(t0)∥∥e∫ tt0 (μ−(A11(τ ))−σ2‖A12(τ )‖)dτ , ∀t ∈ J , t  t0, (27)∥∥z2(t)∥∥ ∥∥z2(t0)∥∥e∫ tt0 (μ+(A22(τ ))+σ1‖A21(τ )‖)dτ , ∀t ∈ J , t  t0. (28)
Therefore if Ψ1(t, t0), Ψ2(t, t0) are the matrix solutions of systems (25) and (26) with initial data in t0 , Ik
and In−k respectively, we have that(
Ψ1(t, t0) 0
0 Ψ2(t, t0)
)
= D−1(t)Φ(t, t0)D(t0), ∀t, t0 ∈ J (29)
and ∀i = 1,2
∥∥Ψi(t, t0)∥∥ e∫ tt0 ϕi(τ )dτ , ∀t, t0 ∈ J : (−1)i(t − t0) 0, (30)
where
ϕ1(t) = μ−
(
A11(t)
)− σ2∥∥A12(t)∥∥, ϕ2(t) = μ+(A22(t))+ σ1∥∥A21(t)∥∥. (31)
Proof. Let us show the existence of X¯2 ∈ B(n−k)×k(σ2) such that the solution Φ2 of (19) is deﬁned on
all the interval J . Suppose that inf J ∈ J , then we can take as Φ2 the solution of system (17) with ini-
tial condition (on t2 = inf J ) any element X2 ∈ B(n−k)×n(σ2) and as X¯2, Φ2(t0). Then, by Remark 2 and
Proposition 1, ‖Φ2(t)‖ σ2,∀t ∈ J and (22), (24) hold. Suppose that inf J /∈ J , set X2 ∈ B(n−k)×k(σ2)
and let {t2,n}n∈N be a sequence such that limn→∞ t2,n = inf J , inf J < t2,n < t0. Remark that, by (11)
∥∥Φ2(X2, t2,n)(t)∥∥ σ2, ∀n ∈ N, ∀t ∈ [t2,n, sup J ), (32)
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∥∥Φ2(X2, t2,n)(t0)∥∥ σ2.
Then there exist an X¯2 ∈ B(n−k)×k(σ2) and a subsequence {nh}h such that
lim
h→∞
Φ2(X2, t2,nh )(t0) = X¯2. (33)
Let Φ2 be the solution of
{
Φ˙2 = A22Φ2 − Φ2A11 − Φ2A12Φ2 + A21,
Φ2(t0) = X¯2,
(34)
deﬁned on its maximal interval of existence.
Since, by Remark 2, for any h, Φ2(X2, t2,nh ) veriﬁes the same differential system as (34) on[t2,nh , sup J ) and (32), (33) hold, by the theorem of continuous dependence of the solution from
the initial datum, we get that Φ2 is deﬁned on all J and (20) holds for Φ2. Analogously we can ﬁnd
X¯1 ∈ Bk×(n−k)(σ1) such that the solution of system
{
Φ˙1 = A11Φ1 − Φ1A22 − Φ1A21Φ1 + A12,
Φ2(t0) = X¯1,
is deﬁned on all J and (20) holds. The validity of (21), (22), (23) and (24) is a consequence of Propo-
sition 1 and the previous construction.
Since σ1σ2 < 1 by hypothesis and ‖Φ1(t)‖  σ1, ‖Φ2(t)‖  σ2, ∀t ∈ J by (20), there exists the
inverse D−1(t) on J , given by
D−1(t) =
(
(Ik − Φ1(t)Φ2(t))−1 −(Ik − Φ1(t)Φ2(t))−1Φ1(t)
−(In−k − Φ2(t)Φ1(t))−1Φ2(t) (In−k − Φ2(t)Φ1(t))−1
)
. (35)
Since x = Dz, x˙ = D˙z + Dz˙, by (18) and (19) we deduce that:
(
(A11Φ1 − Φ1A22 − Φ1A21Φ1 + A12)z2
(A22Φ2 − Φ2A11 − Φ2A12Φ2 + A21)z1
)
+
(
z˙1 + Φ1 z˙2
Φ2 z˙1 + z˙2
)
=
(
A11 A12
A21 A22
)(
z1 + Φ1z2
Φ2z1 + z2
)
=
(
A11z1 + A11Φ1z2 + A12Φ2z1 + A12z2
A21Φ2z1 + A21z2 + A22Φ2z1 + A22z2
)
,
which implies that
−Φ1Gz2 + z˙1 + Φ1 z˙2 = Ez1,
−Φ2Ez1 + Φ2 z˙1 + z˙2 = Gz2,
where, ∀t ∈ J , E(t) and G(t) denote respectively matrices A11(t) + A12(t)Φ2(t) and A22(t) +
A21(t)Φ1(t). Subtracting from the ﬁrst equation the second one multiplied by Φ1 and from the second
equation the ﬁrst one multiplied by Φ2, we obtain on J
(Ik − Φ1Φ2)z˙1 = (Ik − Φ1Φ2)Ez1, (In−k − Φ2Φ1)z˙2 = (In−k − Φ2Φ1)Gz2.
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therefore (25), (26) hold.
To prove (27) remark that ∀t ∈ J˚ , it is, by (25) and (20)
D−
(∥∥z1(t)∥∥)= lim inf
h→0−
‖z1(t + h)‖ − ‖z1(t)‖
h
= lim inf
h→0−
‖z1(t) + hA11(t)z1(t) + hA12(t)Φ2(t)z1(t)‖ − ‖z1(t)‖
h

(
lim
h→0−
‖Ik + hA11(t)‖ − 1
h
− σ2
∥∥A12(t)∥∥
)∥∥z1(t)∥∥

(
μ−
(
A11(t)
)− σ2∥∥A12(t)∥∥)∥∥z1(t)∥∥,
which implies (27). To prove (28) remark that ∀t ∈ J˚ it is, by (26) and (20)
D+
(∥∥z2(t)∥∥)= limsup
h→0+
‖z2(t + h)‖ − ‖z2(t)‖
h
= limsup
h→0+
‖z2(t) + hA22(t)z2(t) + hA21(t)Φ1(t)z2(t)‖ − ‖z2(t)‖
h

(
lim
h→0+
‖z2(t) + hA22(t)z2(t)‖ − ‖z2(t)‖
h
)
+ ∥∥A21(t)∥∥∥∥Φ1(t)∥∥∥∥z2(t)∥∥

(
lim
h→0+
‖In−k + hA22(t)‖ − 1
h
+ σ1
∥∥A21(t)∥∥
)∥∥z2(t)∥∥
= (μ+(A22(t))+ σ1∥∥A21(t)∥∥)∥∥z2(t)∥∥,
which implies (28). 
Theorem 2. Suppose that A has the (σ1, σ2)-dichotomic cone invariance property, with σ1σ2 < 1. Then given
any t0 ∈ J there exist two supplementary projections P1 , P2 such that, ∀i = 1,2, ∀t1, t2 ∈ J
∥∥Φ(t2, t0)PiΦ(t0, t1)∥∥ (1+ (σ1 ∨ σ2))21− σ1σ2 e
∫ t2
t1
ϕi(τ )dτ , if (−1)i(t2 − t1) 0,
with
ϕ1(t) = μ−
(
A11(t)
)− σ2∥∥A12(t)∥∥, ∀t ∈ J ,
ϕ2(t) = μ+
(
A22(t)
)+ σ1∥∥A21(t)∥∥, ∀t ∈ J ,
therefore system x˙ = Ax has a (ϕ1,ϕ2)-dichotomy on J .
Proof. Without loss of generality, suppose that t0 = 0 ∈ J . Let X¯1 ∈ Bk×(n−k)(σ1), X¯2 ∈ B(n−k)×k(σ2)
be given by Lemma 1 and consider ∀t ∈ J the following linear maps P1(t), P2(t) : Rn → Rn deﬁned
by, ∀x ∈ Rn
P1(t)x =
(
Ik 0
Φ (t) 0
)
D−1(t)x, P2(t)x =
(
0 Φ1(t)
0 I
)
D−1(t)x,2 n−k
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are supplementary projections such that
Φ(t)Pi(0) = Pi(t)Φ(t), ∀i = 1,2, (36)
where, as usual for simplicity Φ(t) denotes the matrix Φ(t,0). To prove (36), for instance with i = 1,
it is suﬃcient to show that
P1(t) = Φ(t)P1(0)Φ−1(t),
which is equivalent to show that Φ(t)P1(0)Φ−1(t) has the same image and kernel of P1 (being both
linear projections).
In fact, by (24), since det
(
Π1Φ(t)
(
Ik
X¯2
)) = 0, by (21) it is
Im
(
Φ(t)P1(0)Φ
−1(t)
)= Im(Φ(t)P1(0))= Im
(
Φ(t)
(
Ik 0
Φ2(0) 0
)
D−1(0)
)
= Im
(
Φ(t)
(
Ik 0
X¯2 0
))
= Im
(
Ik 0
Φ2(t) 0
)(
Π1Φ(t)
(
Ik
X¯2
)
0
0 In−k
)
= Im
(
Ik 0
Φ2(t) 0
)
= Im
(
Ik 0
Φ2(t) 0
)
D−1(t) = ImP1(t).
Moreover, by (23), since det
(
Π2Φ(t)
(
X¯1
In−k
)) = 0, ∀t ∈ J , by (21)
Ker
(
Φ(t)P1(0)Φ
−1(t)
)= KerP1(0)Φ−1(t) = Φ(t)KerP1(0)
= Φ(t)Ker
((
Ik 0
Φ2(0) 0
)
D−1(0)
)
= Φ(t)D(0)Ker
(
Ik 0
X¯2 0
)
= Φ(t) Im
(
0 X¯1
0 In−k
)
= Im
(
Φ(t)
(
X¯1
In−k
))
= Im
(
Φ1(t)
In−k
)(
Π2Φ(t)
(
X¯1
In−k
))
= Im
(
0 Φ1(t)
0 In−k
)
= D(t)Ker
(
In−k 0
Φ2(t) 0
)
= Ker
(
In−k 0
Φ2(t) 0
)
D−1(t) = KerP1(t).
Then (36) holds for i = 1, analogously we reason for i = 2.
To prove that system (1) has a dichotomy on J , set Pi = Pi(0), i = 1,2. Then, by (36) and (29),
∀ξ ∈ Rn , ∀t2, t1 ∈ J , with t2  t1,
∥∥Φ(t2)P1Φ−1(t1)ξ∥∥= ∥∥P1(t2)Φ(t2)Φ−1(t1)ξ∥∥
=
∥∥∥∥
(
Ik 0
Φ2(t2) 0
)
D−1(t2)Φ(t2, t1)D(t1)D−1(t1)ξ
∥∥∥∥
=
∥∥∥∥
(
Ψ1(t2, t1) 0
Φ2(t2)Ψ1(t2, t1) 0
)
D−1(t1)ξ
∥∥∥∥=
∥∥∥∥
(
Ik
Φ2(t2)
)
Ψ1(t2, t1)
(
D−1
)
1(t1)ξ
∥∥∥∥,
where (D−1)1 is the ﬁrst row of D−1 deﬁned in (35):
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D−1
)
1(t) =
((
Ik − Φ1(t)Φ2(t)
)−1
,−(Ik − Φ1(t)Φ2(t))−1Φ1(t)).
Therefore, by (30), (31), (20), if σ = σ1 ∨ σ2:
∥∥Φ(t2)P1Φ−1(t1)ξ∥∥ (1+ ∥∥Φ2(t2)∥∥)∥∥Ψ1(t2, t1)∥∥∥∥(Ik − Φ1(t1)Φ2(t1))−1∥∥
× (1+ ∥∥Φ1(t1)∥∥)‖ξ‖ (1+ ∥∥Φ1(t1)∥∥+ ∥∥Φ2(t2)∥∥+ ∥∥Φ1(t1)∥∥∥∥Φ2(t2)∥∥)
× ∥∥(Ik − Φ1(t1)Φ2(t1))−1∥∥∥∥Ψ1(t2, t1)∥∥‖ξ‖
 1+ σ1 + σ2 + σ1σ2
1− σ1σ2
(
e
∫ t2
t1
ϕ1(τ )dτ )‖ξ‖ (1+ (σ1 ∨ σ2))2
1− σ1σ2
(
e
∫ t2
t1
ϕ1(τ )dτ )‖ξ‖.
We have an analogous estimate for P2. 
The following theorem is a consequence of Theorems 1 and 2.
Theorem 3. Suppose that A is such that
λ(t) = μ−
(
A11(t)
)− μ+(A22(t)) 0, ∀t ∈ J (37)
and

(t) = λ2(t) − 4∥∥A12(t)∥∥∥∥A21(t)∥∥> 0, ∀t ∈ J . (38)
If σ1 , σ2 are any real numbers such that
σ1σ2 < 1, (39)
2‖A12(t)‖
λ(t) + √
(t) < σ1 <
2‖A12(t)‖
λ(t) − √
(t) , ∀t ∈ J , (40)
2‖A21(t)‖
λ(t) + √
(t) < σ2 <
2‖A21(t)‖
λ(t) − √
(t) , ∀t ∈ J (41)
(with the convention that 2‖A12(t)‖
λ(t)−√
(t) = +∞ =
2‖A21(t)‖
λ(t)−√
(t) if ‖A12(t)‖ · ‖A21(t)‖ = 0), then system x˙(t) =
A(t)x(t) has a (ϕ1,ϕ2)-dichotomy on J with
ϕ1(t) = μ−
(
A11(t)
)− σ2∥∥A12(t)∥∥, ∀t ∈ J ,
ϕ2(t) = μ+
(
A22(t)
)+ σ1∥∥A21(t)∥∥, ∀t ∈ J ,
where K1 , K2 appearing in Deﬁnition 1 are given by
K1 = K2 = (1+ (σ1 ∨ σ2))
2
1− σ1σ2 .
Remark 3. By the properties of logarithmic norms, if we use in Rn the Euclidean norm, that is ‖x‖ =
{∑ni x2i }1/2, then the function λ in (37) is given by
λ(t) = λ(As11(t))− λ(As22(t)), ∀t ∈ J ,
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s
22(t)) are respectively the minimum and maximum eigenvalue of A
s
11(t),
As22(t), the symmetric parts of A11(t) and A22(t).
The following examples show that the hypotheses of Theorem 3 may be satisﬁed when the classi-
cal conditions based on diagonal dominance are not.
Example 1. Suppose J = R and
A(t) =
(
t2
1+t2 1
1
5 − 11+t2
)
.
In this case λ(t) = 1, 
(t) = 1/5 > 0, then conditions (37) and (38) are veriﬁed. Hence, Theorem 3
states that system (1) has a (ϕ1,ϕ2)-dichotomy on R with
ϕ1(t) = t
2
1+ t2 − σ2, ϕ2(t) = −
1
1+ t2 +
σ1
5
,
if we choose σ1, σ2 such that
2
√
5√
5+ 1 < σ1 <
2
√
5√
5− 1 ,
2
√
5
5(
√
5+ 1) < σ2 <
2
√
5
5(
√
5− 1) , σ1σ2 < 1.
Nevertheless, note that Proposition 2.9 of [1] implies that, following our notation, the following
property holds.
Suppose there exist a real continuous function ρ(t) and real numbers σ1 , σ2 with 0 σ1, σ2 < 1 such that
σ2μ+
(
A22(t)
)+ ∥∥A21(t)∥∥ σ2ρ(t), σ1μ−(A11(t))− ∥∥A12(t)∥∥ σ1ρ(t), (42)
then the system x˙ = A(t)x =
(
A11(t) A12(t)
A21(t) A22(t)
)
x has a (ϕ1,ϕ2)-dichotomy, where
ϕ1(t) = μ+
(
A22(t)
)+ σ1∥∥A21(t)∥∥, ϕ2(t) = μ−(A11(t))− σ2∥∥A12(t)∥∥.
Therefore, for this example, we have a (ϕ1,ϕ2)-dichotomy by the previous property if there exist
a continuous function ρ and σ1, σ2 ∈ R such that
0 σ1,σ2 < 1, −σ2 1
1+ t2 +
1
5
 σ2ρ(t), σ1ρ(t) σ1
t2
1+ t2 − 1,
which is equivalent to ﬁnd σ1, σ2 such that
0 < σ1,σ2 < 1, and
1
5σ2
+ 1
σ1
 1,
that is never satisﬁed since 15σ2 + 1σ1 > 1σ1 > 1, being 0  σ1 < 1. Therefore the previous property
cannot be applied to conclude that the system has a (ϕ1,ϕ2)-dichotomy.
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A(t) =
( t2+1
2t2+4
1
3
1
3 − t
2+3
2t2+4
)
,
in this case λ(t) = 1, 
(t) = 59 , then conditions (37) and (38), (40) are veriﬁed. Hence, Theorem 3
states that system (1) has a (ϕ1,ϕ2)-dichotomy on R, with
ϕ1(t) = t
2 + 1
2t2 + 4 −
σ2
3
, ϕ2(t) = − t
2 + 3
2t2 + 4 +
σ1
3
,
if we choose σ1, σ2 such that
2
3+ √5 < σ1,σ2 <
2
3− √5 , σ1σ2 < 1.
Moreover it is possible to choose σ1 and σ2 suﬃciently close to 23+√5 such that there exist two
constants c1, c2 such that
ϕ2(t) c2 < 0 < c1  ϕ1(t), ∀t ∈ J .
Therefore system (1) has also the exponential dichotomy on R. Note that matrix A(t) does not
satisfy the conditions related to diagonal dominance given in [4] (which ensure the exponential di-
chotomy).
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