We decompose the decline in coal production from 2008 to 2016 into the contributions of several sources. In particular, we estimate the effects of declining natural gas prices and the introduction of new environmental regulations along with several other factors, using both monthly state-level data and annual information on coal plant closings. We estimate that falling price of natural gas relative to coal is responsible for 92% of the total decline in coal production over this period and that environmental regulations account for an additional 6%, with other factors making small and offsetting contributions.
Introduction
From 2008 to 2016, U.S. coal production fell 37%, from 1,172 million short tons to 739 million short tons (EIA, 2017) . During this period, carbon dioxide emissions from coal-fired power plants fell by 718 million metric tons, although some of those reductions were offset by increased CO2 emissions from natural gas for power generation. The decline in coal CO2 emissions drove a 23% reduction in total power sector CO2 emissions 2008 to 2016. The decline in the burning of coal to generate electricity also provided significant health benefits arising from reductions in emissions of fine particulates and other pollutants. At the same time, this decline in coal consumption has had a substantial impact on the economic prospects of coal mining communities, with employment in coal mining falling from 87,000 in 2008 to 52,000 in 2016.
Public discussions of the reasons for this decline focus on three explanations: the decline in natural gas prices as a result of fracking, environmental regulations affecting coal-fired power plants, and the role of state-level renewable mandates in increasing wind and solar generation.
Understanding the reasons for the decline in coal is important. If the primary reason is the decline in the price of natural gas, then policies that spur additional production of natural gas will serve to keep prices low and hasten the transition away from coal. If, on the other hand, the main reason for the decline was environmental rules regulating coal emissions, then softening or reversing environmental regulations could spur a revival of coal. Thus, quantifying these and other factors informs the likely effect of environmental and climate policies in the power sector going forward.
We decompose the decline in coal production from 2008 to 2016 into nine factors. Six pertain to domestic steam coal use for electricity: changes in the price of natural gas relative to coal, environmental regulations affecting coal-fired power plants, Renewable Portfolio Standards (RPSs), heat rates (i.e., thermal efficiency), overall electricity demand, and a small unexplained residual. The remaining three factors relate to the other uses of U.S. coal: changes in industrial use, net exports, and metallurgical coal.
Our decomposition combines three methodological approaches. First, we use monthly state-level data from 2001 to 2016 to decompose econometrically the decline in the coal share of generation into the effect of changing relative prices, air regulations other than the Mercury and Air Toxics Standards (MATS), and RPSs on coal's share of electricity generation, allowing for seasonal patterns that differ across states. We use state-level data (where prices and quantities are aggregated from plant-level data) because the RPSs and many of the air regulations are implemented at the state level. Second, the one air regulation that took effect over this period that does not have regional variation -and thus the effect of which is not identified by variation across states -is the MATS rule. To estimate its effect on steam coal demand, we perform a differences-in-differences analysis of the effect of the rule on planned plant closures and add the results to the econometric decomposition. Third, to complete the decomposition, we use an accounting approach to add in the relatively small amount of production arising from changes in electricity consumption, steam coal exports, and metallurgical coal demand. Figure 1 presents the resulting decomposition of the decline in coal production tonnage from 2008 to 2016 into its nine components. According to our estimates, the declining price of natural gas relative to coal, on an energy-adjusted basis, explains 92% (SE = 2.5 percentage points) of the decline in coal production, or approximately 397 of the 433 million ton decline. An additional 6% (SE = 2.2 percentage points) of the decline is explained by environmental regulations, primarily the Cross-State Air Pollution Rule (CSAPR) and the MATS rule. The remaining seven factors contribute small, largely offsetting amounts to the change in coal production. We attribute a small amount of the decline, 2 percent (9 million tons) to the adoption of Renewable Portfolios Standards. For the middle part of this period the growth in coal exports contributed positively, although the export market has declined subsequently and changes in coal exports over the full 2008-2016 period are negligible. There is also a small unexplained component (20 million tons), which arises from measurement error from combining data from different surveys and the regression residual in the state-level econometric model of shares. The implication of this decomposition is that the decline in coal consumption in the power sector, and thus of CO2 emissions in the power sector, over this period was predominately driven by the fracking revolution, not by public policy.
Notes: Shaded areas denote the contributions, in millions of short tons, to the change in coal production (solid marked line) from 2008 to the indicated year. Including the residual, the components sum to the change in coal production from 2008 to that year. Source: Energy Information Administration data and authors' calculations.
Figure 1. Decomposition of changes in annual coal production, 2008-2016
These results inform the prospects for either a rebound, or a continuation of the decline, in coal production. Because the major driver in the decline is the relative price of natural gas to coal, prospects for a rebound in coal production largely hinge on the path of this relative price.
The U.S. Energy Information Administration's Annual Energy Outlook projects natural gas prices to rise gradually to approximately $5/MMBtu in 2040, still well below 2008 prices, and for national electricity demand to be flat (EIA, 2018a) . Policy actions could affect these prices.
Greater access to gas and coal deposits on federal lands would tend to lower both coal and gas prices; however, the time required to open a new mine is far longer than to drill a new gas well and the price of coal from public lands is already very low, so opening public lands further would tend to make gas more, not less, competitive. Other deregulatory actions, such as the suspension of the Bureau of Land Management's waste methane rule (BLM 2017), could also push down the gas-coal relative price. Although the price of renewables is projected to decline further (e.g., Shankleman and Warren, 2017) , the full cost of building new renewables must compete with the marginal cost of burning coal in existing facilities. Moreover, federal production and investment tax credits for renewables expire in 2022, and there may be additional economic challenges associated with integrating large amounts of renewable energy given its intermittent nature.
Taken together, our results suggest that in the projected environment of stable relative prices of gas to coal, existing renewables penetration, and stable total electricity demand, the prospects for a rebound in coal production are slim. At the same time, barring major price decreases for gas and/or renewables or major climate regulations or legislation, our results are consistent with a plateau in coal use, not a continuing decline.
Relation to the Literature Several recent studies seek to understand the effects of low natural gas prices on electricity generation and emissions (Knittel, Metaxoglou, and Trindade 2015; Johnsen, LaRiviere, and Wolff 2016; Cullen and Mansur 2017; Holladay and LaRiviere 2017; Linn and Muehlenbachs 2018) . A few studies seek to understand the effects of a broader set of factors -including natural gas prices, environmental regulations, and renewables, among others -on a variety of coal and electricity market outcomes (Houser, Bordoff, and Marsten 2017; Linn and McCormack 2017; U.S. DOE 2017; Fell and Kaffine 2018; Jordan, Lange, and Linn 2018) .
In this section we provide a brief discussion of the papers most closely related to this one.
The U.S. Department of Energy (2017) finds that the biggest driver of recent coal plant retirements has been low relative prices for natural gas, consistent with our results. It also cites low electricity demand, generation by renewable technologies, and environmental regulations as factors that "negatively impacted the economics of baseload plants," but the report does not provide quantitative estimates of their importance. 1 In contrast, our paper provides quantitative estimates of the importance of these factors on coal consumption by all coal-fired electricity generators, rather than focusing more narrowly on coal-fired electricity generation capacity.
Like us, Houser, Bordoff, and Marsten (2017) decompose the decline in aggregate coal production into the contributions of environmental regulations, coal-to-gas substitution, renewables penetration, international demand, and other effects. There are several important differences between our approach and theirs. First, they use ex-ante estimates of the impacts of environmental regulations, whereas we use econometric methods to estimate these effects ex- 1 The study cites anecdotes about the negative effect of renewables generation driven by state and federal policy on the profitability of traditional baseload capacity, but finds that "To date, however, the data do not show a widespread relationship between VRE [variable renewable energy -wind and solar] penetration and baseload retirements" (DOE 2017, p. 50) .
post. Second, they use an accounting identity approach based on ex-ante electricity generation forecasts to quantify the role of natural gas prices that may conflate multiple factors affecting changes in generation over time, whereas we explicitly estimate this relationship using variation over both time and space. Third, our use of econometric methods allows us to estimate the uncertainty associated with the decomposition. Fourth, their decomposition of the decline in coal is relative to 2006 projections by the EIA, whereas ours is relative to the actual value of production in 2008, which makes it difficult to directly compare results. 2 That said, they attribute 49 percent of the decline of domestic coal consumption to cheap natural gas, 26 percent to lowerthan-expected demand, 18 percent to growth in renewable energy, and a significantly smaller amount to environmental regulations. Fell and Kaffine (2018) estimate the dependence of coal-fired electricity generation on the amount of electricity generated from wind and the relative price of coal to natural gas. Their use of daily price and generation data means that their estimates focus on dispatching decisions (the intensive margin), whereas our analysis using monthly data captures plant closures as well (the extensive margin). They find that changes in the price of natural gas relative to coal and increased wind generation contributed significantly to the decline in coal generation between 2008 and 2013, and they are unable to reject the null hypothesis that these two factors explained 2 The main distinction here is between projections and actuals. The 2006 EIA total demand projections did not anticipate the Great Recession and thus showed steadily growing electricity demand, whereas in actuality the recession led to a decline in demand which then plateaued. Relative to the EIA projections, Houser, Bordoff, and Marsten (2017) attribute a substantial amount of the decline in coal production to lower-than-projected electricity demand. In contrast, our baseline is the amount of coal consumed in 2008, and we decompose the change in actual consumption from 2008 to 2016. Because electricity demand was roughly flat from 2008 to 2016, we attribute little of the change since 2008 to a change in total electricity demand. Said differently, Houser, Bordoff, and Marsten (2017) answer the question, "What accounts for coal production being less than EIA thought it would be circa 2006?" whereas we answer the question, "What accounts for the decline of coal production from 2008 to 2016?" all of the observed reduction of capacity factors for coal generators across the four electricity markets they study. 3 In contrast, we focus more broadly on coal production rather than coal-fired electricity generation, and we explicitly estimate the impact of environmental regulations on coal-fired electricity generation in addition to the impacts of natural gas prices and renewables.
Their results are broadly similar to ours, although they find that wind power plays a larger role, and natural gas prices a somewhat smaller role, than our estimates imply. Jordan, Lange, and Linn (2018) also study the determinants of trends in the U.S. coal industry using a model of coal mine profitability. They find that natural gas prices and electricity demand explain a significant number of Appalachian coal mine closures, but that declining labor productivity had an even larger effect. In the context of our analysis, this declining labor productivity acts as a disturbance to the coal supply curve that induces an increase in price of coal, all else equal, contributing to the decline in the relative price of gas to coal. At the national level, 89% of the decline in the log relative price is due to the fall in gas prices, so that is how we describe our results; however the Jordan et. al. (2018) mine closure effect could further have exacerbated the effect of fracking for states that use Appalachian coal.
Two other papers provide context for our results. First, Johnsen, LaRiviere, and Wolff (2016) use a least cost dispatch model to find that low natural gas prices due to fracking displaced 28 percent of coal-fired generation over the period 2007 to 2012. Our results suggest that low natural gas prices caused a 38 percent decline in coal consumption for electricity egeneration in 2016 relative to 2008. Second, using a detailed model of operations and investment in the eastern interconnection, Linn and McCormack (2017) find that natural gas prices, renewables generation, and lower than expected electricity demand explain a 41 percent reduction in coal use by electricity generators between 2005 and 2015. Their quantitative results contrast with ours, as they find electricity demand was the most important of these three factors, followed closely by natural gas prices. 4 A methodologically related paper is Knittel, Metaxoglou, and Trindade (2015) . They use plant-level panel data to estimate econometrically the response of electricity generation from coal to changes in the relative price of coal to natural gas. They focus on how this response varies by ownership and market type, and do not provide aggregate estimates of the effects of natural gas price declines, environmental regulations, or flattening demand.
Road Map
The remainder of this paper is organized as follows: Section 2 describes the data and Section 3 presents the methods and results for the state panel data econometric analysis. Section 4 presents the MATS event study, and Section 5 explains the overall decomposition. Section 6 concludes.
Data

Data sources
Data on annual coal production come from EIA Office of Oil, Gas, and Coal Supply Statistics, which compiles data from Form EIA-7A and Form 7000-2. 5 Coal consumption for electricity generation, average coal prices for electricity, and average natural gas prices for electricity are compiled by the EIA Office of Energy Statistics using Forms EIA-826, EIA-923, EIA-860, and EIA-861. 6 We use quarterly domestic consumption of metallurgical coal compiled by EIA from Forms EIA-3 and EIA-5 and aggregate it to an annual frequency. 7 We use data on quarterly exports and imports of coal by origin and destination country compiled by EIA from US Census Bureau Monthly Report 545 and Monthly Report IM 145 and aggregate to a national annual time series of net exports for the US. 8 We also construct panel data on electricity production and the coal consumption for electricity at the state level. We obtain data on electricity generation both from coal and in total across all fuels (both in MWh) at the state level from the EIA's API covering the period 2001-2016. Data on consumption of coal by electricity generating units (EGUs), along with the delivered prices of coal and natural gas used in electricity generation are taken from the EIA publication Electric Power Monthly over the 2003-2016 period. EIA constructs the delivered prices of coal and natural gas as a weighted average over EGUs, weighted by the quantity of 5 These data were accessed through the EIA's Coal Data Browser (EIA 2017). 6 These data were accessed through the EIA's Electricity Data Browser. 7 We downloaded this data from the EIA's Application Programming Interface (API). 8 These data were downloaded from the EIA's API. each fuel used by EGU. We estimate the heat rate using a 12-month moving average of state coal consumption divided by a 12-month moving average of state coal-fired generation.
The data contain some missing values on delivered fuel prices. 9 We handle these missing values two ways. For our primary results, we omit observations with missing prices when estimating the regressions. As a sensitivity check, we re-estimate the panel data regressions using imputed prices, computed as the predicted value from a regression of log prices on state and time fixed effects (so the imputed log price is the national log price for that month, adjusted for a constant state departure from the national log price). Given the regression coefficients, the coal decline decomposition is computed using the full set of prices, observed and imputed.
We also create panel data on environmental regulations at the state level. We construct indicators to capture whether individual Clean Air Act regulations affect coal generators in a given state based on the date each regulation went into effect and the states each regulation covered. This information was gathered from the Environmental Protection Agency (EPA) website and regulatory filings. The Clean Air Act regulations included are: Table A .2). This process resulted in a binary variable for each regulation, with a one indicating that one or more (typically, all) EGUs in that state/month were subject to the regulation. Preliminary analysis showed that there is insufficient variation in the data to estimate separate coefficients for each of these rules. We therefore merged all the CAIR rules into a single CAIR dummy variable, and we also merged the CSAPR rules into a single CSAPR dummy variable. For all regulations except for MATS, this resulted in regulations that have variation across states in multiple months, so that for those regulations the effect of the regulations is identified from state variation. This leaves us with four regulatory dummy variables with state-level variation over this period: OTC NBP Seasonal NOx, NOx NBTP, CAIR, and CSAPR.
For MATS, the regulation affected all coal-fired EGUs so the MATS binary indicator is in effect a time dummy variable that takes the value of one after the compliance date. We do not use time effects in our regressions because doing so would attribute the decline to time effects without energy-economic substantive content. Instead of identifying MATS from time series variation, we undertake a plant closing event study, which is reported in Section 4. For that study, we used data on planned plant closures from EIA Form 860; the details are discussed in Section 4.
We incorporate data on Renewable Portfolio Standards (RPSs) from the Database of
State Incentives for Renewables and Efficiency (DSIRE) maintained by the NC Clean Energy
Technology Center at North Carolina State University. Ideally, we would like to have total instate generation mandated by the RPSs; however it is not feasible to construct that series, both because of lack of renewable generation quantity target data for some states and because RPS requirements typically can be met, to varying degrees, by interstate trading of renewable energy credits. We therefore used a simpler RPS measure: a binary indicator for the presence of an RPS based on the date a state first established its RPS. Table A .2 contains a detailed summary of when each RPS and environmental regulation was in effect in each state.
Finally, of a total of 9,231 state-month observations, 813 observations have no coal-fired electricity generation because there are no operating coal plants in the state. Of these, 724
observations are for states with no coal-fired generation over the entire period (Idaho, Rhode Island, Vermont, and D.C.), and the remaining 89 are for states (like Oregon, Washington, and California) in which the last coal-fired EGU was retired during the sample period. These observations are excluded from our econometric analysis and decomposition. 
Data description
Methods
We use panel data regressions to estimate the response of the share of electricity generation by coal to the relative price of coal to gas (on an energy content basis), environmental 10 The seasonals were estimated separately for each state in a regression of the logarithm of the series on monthly dummy variables. This mirrors the treatment of seasonals in the panel data regressions, which include state-by-month effects. An alternative would be to estimate the seasonals using a method that allows the seasonals to evolve, such as Census X-11; however given the short data set here the end-point problems of seasonal adjustment with changing seasonals becomes important so we elected to fix the seasonals.
regulations, and the presence of RPS requirements. All regressions are on monthly data by state and include state effects and a full set of monthly seasonals for each state; that is, all regressions include state effects and interactions of the state effects with 11 monthly binary indicators.
Because the shares are constrained to be between zero and one, we use a logistic transform of the shares. We allow for the possibility of adjustment lags, so that the effect of a change in relative fuel prices might not take full effect for several months, perhaps due to physical or contractual adjustment constraints. We allow for these lags in two ways: first by using the log relative price of multi-month moving averages of the fuel prices (our baseline specification), and second by using a distributed lag of the monthly fuel prices. We refer to these respectively as the static and the dynamic specifications. For the static specification, we assume that prices are exogenous, conditional on the state, year, and state-by-month fixed effects, an assumption we relax in Section 3.3 when we use an instrumental variable (proximity to fracking reserves) for relative prices. For the dynamic specification, we assume that relative prices are conditionally weakly exogenous, that is, the demand error is uncorrelated with current and past relative prices, conditional on the state-by-month fixed effects.
Specifically, let git denote the fraction of electricity generated by burning coal in state i and time t. The static specification is, ,
where aim(t) are state-by-calendar-month fixed effects (including the main effects for state and calendar month), is a moving average of current and past log relative prices, "# is a vector of regulatory dummy variables, and "# is a dummy variable for whether RPSs were in effect. In the base specification, is an equal-weighted moving average of current and 5 lags of log relative prices. The vector of regulatory variables includes: 1) a dummy for whether any of the 
where pit = and Dit is a binary indicator that equals one if pit is above the median relative price . The term denotes the current value and nine lags of log relative prices, where each of the regressors is interacted with Dit (so the regressor for the k th lag would be Ditpit-k). The dummy variable interaction specification (2) allows for different price dynamics, including different cumulative elasticities, depending on whether the relative price is high or low, while imposing that the coefficients on the remaining regressors do not depend on the relative price.
We will interpret the responses to a small change in log prices, as estimated by these regressions, as elasticities or semi-elasticities of demand, depending on the setting. If prices were exogenous then we could associate these regression estimates with estimates of demand elasticities. Over this period, a large portion of the decline in the gas price stems from the development, improvement, and deployment of fracking technology, which from the perspective of demand estimation constitutes an exogenous shift in the supply of gas. The availability of shale gas depends on local pipeline infrastructure and the changing location of fracking fields
which provides additional state-level exogenous variation in prices. Although there are seasonal swings in gas prices as a result of seasonal changes in demand, all the specifications include state-level seasonals which absorb this source of potential endogeneity. To us, these features suggest that treating relative prices as exogenous is a plausible approximation.
Results
Table 1 presents the estimated coefficients in the baseline regressions. We highlight four features of these results.
First, the effects of air regulations and RPS requirements are estimated to reduce the coal share, although most coefficients are not statistically significant. In the baseline regressions (1),
(2), and (3), the coefficients for RPS, CSAPR, and NBTP NOx are all estimated to reduce the coal share. Although the baseline regressions estimated that CAIR could have increased or decreased the coal share, these coefficients are both small and statistically indistinguishable from zero. We view this as consistent with CAIR rules having a small (possibly negative) effect on the coal share, which is difficult to identify precisely from state-level variation. 11 Notes: Dependent variable is the logistic transform of the state-month coal share in generation. Regressors are described in Section 3.1. "# &' is computed using a six-month moving average of the relative price. Standard errors are two-way clustered by state (47 states) and time period (180 time periods). All regressions are estimated on 2002m1 -2016m12. Observations in which the moving averages or distributed lags include imputed coal or natural gas prices are excluded. Significant at the *5%, **1%, ***0.1% level.
Table 1. Panel regression results, shares regressions
Second, as illustrated in Figure 6 , the nonlinear term in the relative prices is statistically significant and consistent with the demand being more elastic at higher relative prices.
Consistent with the good fit of the quadratic specification in the figure, a cubic spline (shown in the figure) delivers essentially the same fit as the quadratic specification. Restricting to a linear specification results in a worse fit particularly during the later years of our sample period when falling natural gas prices raised the relative price of coal.
Notes: Both variables are regressed on month-by-state fixed effects and regulatory dummies, then residuals from this regression are divided into 20 equal-sized bins. The means of each variable within each bin are plotted as a scatterplot. The two lines are the regression line from regressing the residualized logit share on the residualized price and the residualized price squared, and a cubic spline version of that regression (5 knots). Source: Authors' calculations.
Figure 6. Binned scatterplot of shares (logit transform) v. log relative price, controlling for nonprice variables in the static regression of Table 1, column (1).
Third, the estimated distributed lag coefficients are consistent with most of the effect of a relative price change occurring quickly, within the first few months. Figure 7 shows the cumulative dynamic effect of a one percentage point change in the relative price using various specifications in Table 1 . When the relative price is high (approaching one), the effect of a one percent change in the relative price on the logit transform of the share is roughly twice what it is when the relative price is low. Thus the figure provides additional evidence that the static specification provides an accurate approximation to the more complicated dynamics of the dynamic specification. The straight dashed lines are the values of this effect, estimated using the static model. The static estimates closely approximate, and are within one standard error of, the cumulative effects in the dynamic specification. We interpret this figure as providing support for using the static specification for the decomposition.
Notes: The dynamic responses correspond to columns (3a) and (3b) of Table 1 . The constant dashed lines are the implied responses using the static specification in Table 1 , column (1), evaluated at the mean relative price in the subsamples used to estimate columns (3a) and (3b). Vertical bars indicate 95% confidence intervals. Fourth, the static and dynamic specifications give similar predictions for changes in coal demand, and both provide good fits to the state-level share data. Figure 8 shows the predicted values from the static specification and from the dynamic specification; both are fit over the full sample for four representative states. Pennsylvania has a moderate use of coal with little seasonality and both regressions are similarly close to the observed data. In contrast, Montana has strong seasonal patterns, but both regressions are able to fit this data owing to the state by calendar month fixed effects. We note that comparable figures (not shown) without the logistic transform provides poor fits for states with shares near zero or one as are New York and West Virginia, and occasionally produce predicted shares outside their 0-1 range. The fit of the dynamic specification is marginally worse in some cases than the static linear model, presumably because the nonlinearity is approximated in a way that is not smooth. This plot also supports the use of the static specification. 
Additional Results
We undertook a number of sensitivity checks, some of which are reported in Table 2 .
(1)
(2) Notes: Dependent variable is the logistic transform of the state-month coal share of either total generation (columns 1, 2, 3, 5, & 6) or fossil-fuel generation (column 4). Instruments and regressors are described in Section 3.3. Standard errors are two-way clustered by state and time period. In the scalar case, the Cragg-Donald statistic is the first-stage F statistic. All regressions are estimated on 2002m1 -2016m12. Significant at the *5%, **1%, ***0.1% level.
Table 2. Additional regression results, shares regressions
First, we instrument for prices with the availability of shale gas production to verify that our results are not driven by endogeneity in prices. In our baseline specifications, we assumed that all variation in the relative price of coal aside from seasonal variation is due to the growth of fracking technology. To the extent that this is not the case, prices may be somewhat endogenous.
We test this assumption by instrumenting for the relative price of coal with a measure of the availability of fracking in order to identify the demand elasticity using only this exogenous source of variation.
We construct our measure of fracking availability by interacting the total amount of available shale gas locally with a time trend. Specifically, we instrument for the relative price where " is cumulative shale gas production for state over the 2007-2016 period reported by EIA Office of Oil and Gas (based on Form EIA-23 data) and "7 is the distance in miles between the centroids of states and . We compute a weighted average of total shale gas production for each state, weighting by inverse distance to approximate the costs of transportation, taking the log of the resulting average. In this way, we measure the availability of shale gas for each state, including both its own reserves as well as the size of reserves in nearby states. By interacting this measure with a time trend, we capture that states with larger availability of shale gas experienced larger declines in the price of natural gas, and thus larger increases in the relative price of coal, over this time period. We also include as an instrument the same fracking availability measure interacted with a squared time trend to instrument for the quadratic term in prices.
Instrumenting for prices to isolate variation due to fracking technology produces similar estimates to our baseline specification, as can be seen in columns (1) and (2) of Table 2 
. Column
(1) uses only the linear term and delivers a similar result as our baseline, although this does not capture nonlinearities. 12 Column (2) also includes the quadratic term and delivers close results to our baseline specification. The coefficients on the linear and quadratic price terms are about -1.8 and -0.5, respectively, which indicates slightly more elastic estimates of demand for coal generation. Both IV regressions are easily able to reject that the instruments are weak, as evidenced by the large first stage F statistics.
Our second set of additional regression results relax the assumption that regulations are either completely or not at all binding for a given state-month observation. In fact, Clean Air Act regulations are binding at the plant-level, since only some types of generators are subject to these regulations. We aggregate the EPA's Air Markets Program Data to the facility level and merge this with the average electricity generating capacity at each facility over the years 2007-2014 from the EIA 860 data. We use this to compute the capacity-weighted share of plants affected by each regulation for each state-month observation, giving us a continuous measure between 0 and 1 of the extent to which each regulation was binding. Column (3) of Table 2 indicates that using these continuous regulation variables produces coefficient estimates that are not statistically or economically significant, as in our baseline specification. 12 We have additionally explored instrumenting with a quantity that interacts our measure of cumulative shale gas production with a dummy variable for whether production exceeded a minimum threshold in a given time period. This allows for variation along the time dimension not due to a time trend, but instead coming from the introduction of extraction in different locations. As fracking technology developed, extraction began in some areas before others, presenting useful identifying variation. This instrument yields very similar results when using the linear term only as in column (1), but does not sufficiently pass a weak instruments test when the quadratic terms are included.
Third, we show that our results are robust to alternative assumptions about the use of renewable fuels. In our baseline specification, we controlled for the presence of RPS address this issue. Alternatively, we can allow for any exogenous change in the use of renewable fuels by modeling electricity generation from coal as a share of electricity generation from only fossil fuel sources (coal + natural gas). This allows for the impact of RPS and other factors driving the rise of renewable fuels to potentially vary by state and over time. Column (4) of Table 2 repeats our baseline specification using the coal share of fossil fuel generation as the dependent variable without the RPS covariate. The resulting coefficient estimates are similar but indicate slightly more elastic demand, indicating that substitution into renewable fuels was not a confounding factor in our baseline specification.
Fourth, we repeat our baseline regressions adding in observations for which prices have been imputed. Columns (5), (6a), and (6b) indicate that including these observations makes the resulting demand elasticity estimates more elastic.
Fifth, we examined the robustness of the regressions to using fewer or more lags. For the static specification, this amounts to using moving average windows of 1, 2,…, 18 months. The results are presented in Figure A .1 for the linear static specification. Evidently, the estimated elasticity is insensitive to the moving average window length, at least for windows exceeding three months. In addition, Table A.3 reports dynamic specifications with 6 , 9, 12, 15, and 18 lags. Although the dynamics differ somewhat across lag lengths, the long-run (cumulative) elasticity, which is the key elasticity for the decomposition, is very stable across specifications, increasing from -0.759 (SE = 0.097) for six lags to -0.7921 (SE = 0.101) for 18 lags. For all dynamic specifications, the elasticities are close to the elasticities in the linear static model shown in Figure A.1. Sixth, in unreported results, we estimated specifications in which the price of coal and natural gas entered separately (in logarithms); the hypothesis that the coefficients have equal and opposite signs is not rejected.
MATS Event Study
Methods
The MATS rule regulates emissions of toxic air pollutants including mercury, arsenic, and heavy metals from coal-and oil-fired power plants. The Clean Air Act Amendments of 1990 required EPA to prepare a study on the health effects of hazardous pollution from power plants, and EPA submitted the study in 1998. In 2000, EPA determined that regulating those pollutants was appropriate and necessary. After litigation and court delays, the MATS rule was proposed on March 16, 2011 and was finalized on December 21, 2011.
The MATS rule sets out technology-based standards, with a compliance deadline of March 2015. 13 EPA expected that it would be economically more cost-effective to retire some plants than to retrofit them. In its Regulatory Impact Analysis, EPA estimated that 4.7 GW of capacity would be retired for MATS compliance and that power sector coal consumption would fall by one percent as a result of MATS (EPA, 2011).
Because the MATS rule applied nationally, a dummy variable indicating the MATS compliance date of 2015 is not separately identified from time effects including national mean changes in prices. Thus estimating the effect of MATS on coal generation share is not amenable 13 MATS did allow coal plants to apply for a one-year compliance date extension on a case-bycase basis, but the small change between 2016 planned retirements in the 2010 and 2011 data suggests this did not influence retirement plans made upon the release of the MATS formal rule in 2011.
to the regression methods of the previous section. However, a convenient institutional feature of the MATS rulemaking makes it possible to estimate its effect on newly planned plant closings resulting from the MATS rule. EIA collects data (EIA Form 860) on whether an EGU is planned to be retired and, if so, when the retirement is planned to occur. The deadline for EGU owners to submit these data to EIA is the end of February, two months after the relevant reporting year.
Thus forms filled out in early 2011 would not have taken into account the MATS rule because it
had not yet been proposed, while forms filled out in early 2012 would take into account the finalized MATS rule. Because the final rule included the compliance schedule, with final compliance in March 2015, some of the changes in EIA Form 860 data between early 2011 and early 2012 for retirements planned to occur in 2015 can be associated with the MATS rule.
There was in fact a 7.2 GW spike in retirements in 2015 which were not planned as of February 2011 but were planned as of February 2012 (Figure 9 ). There was also an increase in 2014 planned retirements, and a smaller increase in 2016 planned retirements. Neither the 2014 nor 2016 increase can plausibly be attributed to MATS: there is no reason to retire a unit early for MATS compliance if it is economical without the MATS compliance upgrades, while retiring it later than 2015 would place it out of compliance. Rather, these newly announced retirements for 2014 and 2016 likely reflect other confounding factors that changed between early 2011 and early 2012. This suggests that not all of the 7.2 GW increase in 2015 planned retirements is attributable to the MATS rule, so estimating the MATS effect needs to adjust for these confounding factors.
The analysis of the preceding section suggests that the leading confounding factor is the relative price of natural gas to coal. During 2011 fracking was having its first major impact on gas prices, and gas price projections were being adjusted to take fracking into account.
Moreover, because of pipeline infrastructure and the location of shale gas, both gas prices and projected gas price paths during this period varied regionally.
We therefore use data on price projections for 9 U.S. regions, published by the EIA in early 2011 and again in early 2012 as the reference case in their Annual Energy Outlooks, to control for the effect of changing natural gas price forecasts over this period. These regional projections were distributed to the state level so that the final year of actual prices in the AEO regional forecast aligns at the state level with actual prices in the final quarter of that year, resulting in state-level projections of gas-coal relative prices. With these data in hand, it is possible to estimate the effect of the MATS rule as the excess retirements in 2015, above and beyond those arising from a change in gas prices.
Results
The regression results are given in the first column of Table 3 and are summarized in Figure 9 . The negative coefficient on the log relative gas-coal price indicates that lower gas prices would have increased planned retirements, even absent the MATS rule. The total increase in planned retirements in 2015 is 7.2 GW. Based on the estimated regression coefficients in 6.4 MT (4.9) Notes: Regressions are estimated using state-level data on projected capacity retirements, by retirement year, and log projected relative prices. Capacity and price projections are specified in changes in projections between early 2011 and early 2012. The regressions were estimated on the 26 states that reported changes in planned retirements, over the retirement years indicated in the first numerical row. The first three rows provide regression coefficients and, in parentheses, heteroskedasticity-robust standard errors. Data sources: EIA Forms 860 and 923, EIA Annual Energy Outlook 2011 and 2012, and authors' calculations. Significant at the *5% **1% ***0.1% level. Notes: To derive the econometrically adjusted changes, we use estimates from the first model in Table 3 to remove the effects of the constant and the change in relative fuel prices from the raw data. The result is the composite effect of the MATS rule and residual variation unexplained by the model, which we plot side-by-side with the raw data. Source: Authors' calculations. The effect of the MATS rule on coal consumption can also be estimated by incorporating data from EIA Form 923. For each unit planned for retirement according to Form 860, we incorporate data from Form 923 on coal receipts during that reporting year and distribute the total quantity for the plant to each coal-fired unit within the plant proportionally based on the nameplate capacity of each unit. We then aggregate these data for all planned retirements in a given 860 reporting year to the state level. As with capacity, some of the reduction in coal consumption at these newly planned retirements is likely due to the decline in gas price forecasts, and the net effect of the MATS rule can be estimated in the same way as its net effect on retirements. The results are reported in the second column of Table 3 . The direct effect of the MATS rule on coal consumption is estimated to be a reduction of 6.4 million short tons, or 0.6% of total 2014 coal production.
Decomposition
Methods
We start by decomposing the production of coal in year y into coal used for domestic electricity generation, net steam coal exports, metallurgical coal, domestic industrial steam coal use, and all other sources. Thus the change in coal production from 2008 to year y is the sum of the changes of these components:
,
where ΔC Total is the change in total coal production from 2008 to year y, that is, ΔC Total = , and so forth for the other terms. We include changes in coal stocks, as well as any measurement error arising from differences in the data source, in the term containing domestic industrial steam coal. The units are millions of tons of coal. Because coal for electricity is a nonlinear function of the prices and the other determinants, we use a decomposition based on repeated conditional expectations; this approach specializes to the familiar linear decomposition in the case that the determinants enter additively.
Let py denote the set of state prices {piy} in year i and so forth. Now define vy to be the unexpected component of coal electricity, given these determinants, that is, vy = , so that (identically) = .
Thus the change in coal burned for electricity between 2008 and year y can be written as,
. (4) This expression in turn can be expanded as the sum of differences of conditional expectations, changing one conditioning variable at a time: 14 14 We make two technical notes concerning the decomposition (5). First, because of the nonlinearity, the ordering of the variables matters. Numerically, however, it turns out that changing the order of the variables makes a negligible difference to the decomposition (linearization provides a good approximation 
The six terms in (5) 
Results
The decomposition results are shown graphically in Figure 1 , and numerical values are given in Table 4 . Entries in Table 4 are the change in coal consumption from 2008 to the column year attributed to the source in the first column of each row. The most striking feature of the decomposition is the role played by the declining price of natural gas. Over the full period, of the 433 million ton decline in production, 397 million tons is attributable to a decrease in the price of gas relative to coal. This amounts to 92% (SE = 2.5 percentage points) of the reduction in coal production. In contrast, environmental regulations explain 6% (SE = 2.2 percentage points) of the decline in coal production, primarily driven by the effects of the CSAPR and MATS rules.
The remaining seven factors contribute small, largely offsetting amounts to the change in coal production.
The main driver of the contribution of the air regulations is the MATS rule; absent the MATS rule, the point estimate of the effect of air regulations is counterintuitively positive. This positive effect is driven by the positive but statistically insignificant coefficient on the Clean Air Interstate Rule in Table 1 , column (1). The near-zero coefficient on CAIR is consistent with the small effects that Glasgow and Zhao (2017) found on the reduction of pollution by the CAIR. If one sets the CAIR coefficient in Table 1 
Conclusion
By using econometric methods to estimate the ex-post effects of changes in natural gas prices, environmental regulations, and several other factors, we are able to provide a detailed quantitative decomposition of the decline in coal production. We find that the decline in the price of natural gas relative to coal explains the majority of the decline in coal production, and that environmental regulations under the Clean Air Act had a modest impact on coal production, with other factors making small and offsetting contributions.
Looking forward, our results are consistent with stable coal production, assuming that the relative price of natural gas to coal remains low and stable and absent new regulations. This assessment is consistent with large-scale model projections by the EIA, which projects flat coal demand through mid-century (EIA, 2018b). The main caveat to this assessment is the possibility of a decline in the prices of wind and solar generation, spurred by increasingly aggressive statelevel RPSs, that is sufficient to make up for the anticipated sunset of wind and solar tax credits.
Even though the growth of wind and solar were a modest factor over the period covered by this study, if they can be combined with inexpensive grid-scale storage they could turn out to be a key part of the ongoing transition in the power sector. 
III. Additional Specifications
Notes: This figure shows the coefficient on the relative price in our linear static specification, repeated for different choices of the window used to create a moving average of the relative price. Our baseline specification uses a sixmonth moving average. Bars denote 95% confidence intervals. Notes: Dependent variable is the logistic transform of the state-month coal share in generation. Regressors are described in Section 3.1. Standard errors are two-way clustered by state (47 states) and time period (180 time periods). All regressions are estimated on 2002m1 -2016m12. Observations in which the distributed lags include imputed coal or natural gas prices are excluded. For each specification, a joint F-test of the last three lags is conducted and the F-statistic and p-value are reported. Significant at the *5%, **1%, ***0.1% level. 
