Recursive Analytic Solution of Nonlinear Optimal Regulators by Sadegh, Nader & Almubarak, Hassan
ar
X
iv
:2
00
6.
15
68
5v
1 
 [e
es
s.S
Y]
  2
8 J
un
 20
20
RecursiveAnalyticSolutionofNonlinearOptimalRegulators
Nader Sadegh⋆ a, Hassan Almubarak b
aFaculty of The George W. Woodruff School of Mechanical Engineering, Georgia Institute of Technology, Atlanta, GA, USA
bSchool of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA, USA
Abstract
The paper develops an optimal regulator for a general class of multi-input affine nonlinear systems minimizing a nonlinear
cost functional with infinite horizon. The cost functional is general enough to enforce saturation limits on the control input
if desired. An efficient algorithm utilizing tensor algebra is employed to compute the tensor coefficients of the Taylor series
expansion of the value function (i.e., optimal cost-to-go). The tensor coefficients are found by solving a set of nonlinear matrix
equations recursively generalizing the well-known linear quadratic solution. The resulting solution generates the optimal
controller as a nonlinear function of the state vector up to a prescribed truncation order. Moreover, a complete convergence
of the computed solution together with an estimation of its applicability domain are provided to further guide the user. The
algorithm’s computational complexity is shown to grow only polynomially with respect to the series order. Finally, several
nonlinear examples including some with input saturation are presented to demonstrate the efficacy of the algorithm to generate
high order Taylor series solution of the optimal controller.
Key words: Feedback control; Nonlinear control; Optimal control; Non-Quadratic optimal regulators; Quadratic optimal
regulators; HJB equation; Infinite horizon; Lyapunov function;
1 Introduction
Optimal control has been a leading methodology for
both linear and nonlinear systems to address the opti-
mization requirements quantitatively and qualitatively.
Optimization problems, and consequently optimal con-
trollers, can be constructed either as finite horizon or
infinite horizon problems. Optimal control problems
constructed as short horizon problems are usually tack-
led numerically for which different techniques have
been proposed in the literature. A well known short
horizon technique is known as Model Predictive Con-
trol (MPC) (Mayne, 2014; Qin and Badgwell, 2003).
Using this method, the optimization problem needs to
be solved at each point of time for the short horizon
ahead and hence the solution is updated continuously.
This method ensures the optimality of the solution. De-
spite its successful practicality, it can be very expensive
computationally. On the other hand, infinite horizon
optimal control problems can provide the optimal con-
troller that needs to be updated with the current mea-
surements, i.e. states, only. A leading approach that has
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untangled the infinite horizon optimal control problems
involves solving the Hamilton-Jacobi-Bellman (HJB)
equation. The HJB equation is a partial differential
equation (PDE) and solving it for nonlinear systems is a
daunting task. When the system is linear, however, and
a quadratic cost functional is chosen, the HJB equation
is reduced to the well-known Algebraic Riccati Equa-
tion (ARE) whose solution generates the prominent
Linear Quadratic Regulator (LQR). Many different
techniques have been proposed over the years to approx-
imate the HJB equation’s solution and/or approximate
the associated optimal feedback control law for general
nonlinear systems (Adurthi, Singla, and Majji, 2017;
Al’Brekht, 1961; Almubarak, Sadegh, and Taylor, 2019;
Beard, Saridis, and Wen, 1998; Fujimoto and Sakamoto,
2011; Garrard, 1972; Garrard and Jordan, 1977;
Garrard, Enns, and Antony Snell, 1992; Kalise and Kunisch,
2018; Lawton and Beard, 1998; Lukes, 1969; Nishikawa, Sannomiya, and Itakura,
1971; Oishi and Sakamoto, 2017; Sakamoto and van der Schaft,
2008; Tran, Suzuki, and Sakamoto, 2017;Wernli and Cook,
1975; Xin and Balakrishnan, 2005; Yoshida and Loparo,
1989).
Recently, a new technique that utilizes the stable mani-
fold theorywas developed by Sakamoto and van der Schaft
(2008) to approximate the stabilizing solution of the
Lagrangian submanifold of the Hamiltonian system.
The resulting algorithm has been successfully ap-
plied to control several nonlinear systems of academic
interest such as an underactuated acrobot system
(Horibe and Sakamoto, 2016), a constrained mag-
netic levitation system (Tran, Suzuki, and Sakamoto,
2017), and an inverted pendulum with saturated input
(Fujimoto and Sakamoto, 2011). The main drawback of
this method is that it requires a large amount of a-priori
information to produce an approximate suboptimal so-
lution. Moreover, it is computationally complex and
suffers from the curse of dimensionality.
Another approach is to successively approximate the
solution of the HJB equation through iteratively solv-
ing a sequence of the linear generalized HJB (GHJB)
equations. GHJB equations are linear PDEs that ap-
proach an approximate solution to the HJB equation
starting by a randomly chosen feedback admissible
control (Abu-Khalaf and Lewis, 2005; Adurthi et al.,
2017; Beard et al., 1998; Kalise and Kunisch, 2018;
Lawton and Beard, 1998). The successive approxima-
tion will eventually converge to an approximate solution
of the HJB equation (Beard et al., 1998). A very popu-
lar method to successively approximate the solution is
through using the Galerkin spectral method which was
pioneered by Beard et al. (1998). The main downside
of this approach is that it does not lead to a single so-
lution and the quality of the solution depends on the
initialization of the control as well as the computation
of many integrals.
Other methods try to solve the problem at each state in
time. A well known algorithm generated from the HJB
equation is known as the State-Dependent Riccati Equa-
tion (SDRE). The idea is to factorize the system’s dy-
namics to put it in a form similar to the linear case but
with a state dependent system’s matrix. This factoriza-
tion, also called apparent linearization (Cimen, 2008),
leads to a state-dependent Riccati equation. Neverthe-
less, because apparent linearization is not unique and dif-
ferent linearizations result in different approximations,
bad or nonconvergent solution is not unexpected. More-
over, no current method is known to produce an opti-
mum factorization (Cimen, 2008).
The idea of using power series expansion has been in-
vestigated mostly in flight control systems papers. In
an early work by Al’Brekht (1961), Albrekht studied
nonlinear optimal control for analytic systems where he
provided and proved a sufficient condition for optimi-
ality. Additionally, he constructed a general systematic
method to obtain the controller as a power series of the
states for a scalar controller. Lukes (1969) studied that
for finite number of inputs and relaxed the analyticity
assumption to twice differentiable. Besides, in a local
sense, Lukes provided a proof of existence and unique-
ness of the optimal control; nonetheless, neither pre-
sented a recursive closed form procedure to obtain the
control law. In Garrard (1972), Garrard adopted a simi-
lar idea by expanding the value function as a power series
of an artificial variable around the origin. The proposed
method further developed in Garrard and Jordan (1977)
and Garrard et al. (1992) by expanding the system’s dy-
namics as a power series which is applicable to a wider
class of systems. It was tested and compared to the LQR
method in automatic flight control systems and proved
its superiority, although it is only applicable to systems
with low nonlinearites. Nishikawa et al. (1971) proposed
a more efficient technique to find the coefficients of the
series by assuming that the artificial variable is suffi-
ciently small to find a sub-optimal control in a power
series form of the artificial variable. Yoshida and Loparo
(1989) adopted Garrad’s problem (Garrard, 1972), i.e.
a nonlinear control affine system with a constant input
matrix and a quadratic cost functional to develop a sys-
tematic method to construct a quadratic regulator for
the finite and infinite horizon problems based on Pon-
tryagin’s minimum principle and they showed that the
solution satisfies the HJB equation. In their develop-
ment for the infinite horizon regulator, the gradient of
the value function along the states was computed and
used directly in the controller. This is only true, however,
if the Jacobin of the value function gradient is symmet-
ric, which one cannot assume but needs to enforce as we
shall show in this paper. Moreover, no closed form of the
unknown coefficients matrix was provided. Therefore, it
is hard to develop a computer aided design, which they
suggested as a future work. Recently, Almubarak et al.
(2019) adopted the same problem and considered enforc-
ing symmetry in computing the series coefficients which
led to a closed form solution for the unknown coefficients.
In this paper, we solve the infinite horizon optimal con-
trol problem for nonlinear control affine systems. Our
algorithm efficiently produces a Taylor series expansion
of the optimal solution around an equilibrium point. As
a consequence, we provide the optimal controller as a
nonlinear function of all possible combinations of the
states. Moreover, a recursive closed form formula is pro-
vided to obtain the control law as well as the value func-
tion. The proposed cost functional is general enough
to incorporate not only the usual quadratic functions
but also higher order state and input penalty terms. A
byproduct of this generality is the ability to utilize input
penalty function to enforce input saturation (Lyshevski,
1998). Finally, we analyze the convergence of the result-
ing power series and, more importantly, estimate its re-
gion of convergence. Subsequently, many limitations of
the previous methods are overcome.
This paper is organized as follows. Section 2 contains the
problem statement as well as the basic theorems for the
development of the nonlinear optimal controller through
the HJB equation. The main development lies in Sec-
tion 3 where we start by utilizing tensor algebra tools
to construct a nonlinear matrix equation, which is an
equivalent of the HJB equation, by efficiently represent-
ing the value function and the system nonlinearities as a
2
multivariate Taylor series of the state variables. There-
after, we present an algorithm to untangle this matrix
equation recursively up to a prescribed truncation or-
der as well as a general formula for computing the un-
known coefficients matrix. In Section 4, analysis and a
numerical estimation of the radius of convergence of the
Taylor series are discussed. Afterwards, we present three
simulation examples with different systems natures and
nonlinearities in Section 5. Section 6 provides further in-
sights, future directions, and other concluding remarks.
Proofs of all Lemmas and Propositions are given in Ap-
pendices A-D.
2 Optimal Control Problem Statement
Consider the nonlinear control affine dynamical system
x˙ = f(x) + g(x)u (1)
where x ∈ Rn, u ∈ Rm, f : Rn → Rn and g : Rn×m →
Rn. It is worth mentioning that the control affine re-
quirement can be relaxed by introducing new states as
shown by an example in Almubarak et al. (2019). It is
desired to find a control input, u(t), that minimizes the
cost functional
V (x(0), u(t)) =
∫ ∞
0
Q(x(t)) +R(u(t))dt (2)
whereQ : Rn → R+ andR : Rm → R+ are the state and
control penalty functions. For notational convenience,
we drop the time argument, t, in our development. We
shall use the notaion Ck (Cω) to denote k-times contin-
uously differentiable (analytic) functions on a neighbor-
hood of the origin. Throughout the paper, we make the
following assumptions on f , g, Q, and R:
A1 f(x) and g(x) are at least C
2, f(0) = 0 and (F1, G0)
is stabilizable where F1 =
∂f
∂x (0) and G0 = g(0).
Furthermore, ‖∂f∂x‖ ≤ C‖x‖α and ‖∂gi∂x ‖ ≤ C‖x‖α,
i = 1, . . . ,m, for some positive C and α.
A2 Q(x) is C
ω, positive definite (i.e., Q(x) > 0, ∀x 6= 0,
and Q(0) = 0) on Rn, and Q1 :=
∂2Q(0)
∂x2 ≥ 0.
A3 R(u) is C
ω, even (R(−u) = R(u)), positive definite,
and R1 :=
∂2R(0)
∂u2 > 0. Furthermore, ρ(u) := (
∂R
∂u )
T
has an inverse φ(v) := ρ−1(v), and ρ(0) = φ(0) = 0.
Remark. Assumption A1 ensures stabilizabity of the
linearized system and that f and g are well-posed .
This assumption is essentialy the same as that in Lukes
(1969) for differentiable f and g. Assumptions 2 and 3
are automatically satisfied for a quadratic (or any fi-
nite order polynomial) Q(x) and R(u). In particular, if
R(u) = 12u
TR1u, then ρ(u) = R1u and φ(v) = R
−1
1 v.
To state the necessary optimality condition, let the
Hamiltonian associated with (1) and (2) be denoted by
H(x, V ∗x , u) = Q(x) +R(u) + V
∗
x (x)
T (f(x) + g(x)u)
(3)
where V ∗(x0) = minu∈L2(0,∞) V (x0, u) is the value
function (i.e., optimal cost-to-go) and the vector
V ∗x = (
∂V ∗
∂x )
T . A necessary condition to minimize (2) is
that the well-known Hamilton-Jacobi-Bellman equation
(HJB) be satisfied (Lewis et al., 2012, p. 278):
HJB := min
u
H(x, V ∗x , u) = 0 (4)
In the next subsection, we explore the conditions under
which the HJB equation has a unique solution and show
that its satisfaction is also sufficient for existence of an
optimal controller.
2.1 Existence and Uniqueness of the Optimal Solution
and Sufficiency of the HJB Equation
The objective of the optimal control problem specified
by (1)-(2) is to develop a nonlinear feedback control law
that minimizes the cost functional (2). Such a feedback
law will be shown to exists if Assumptions A1-A3 are
satisfied. First, the following proposition shows that ρ
viewed as a vector field is conservative with its integral
function denoted by ψ:
Proposition 2.1. Suppose that R satisfies A3. There
exists an analytic (Cω) function Ψ: Rm → R such that
(∂Ψ∂v )
T = φ(v) = ρ−1(v).
The following theorem, adopted from Lukes (1969),
guarantees the existence and uniqueness of the value
function V ∗ and the optimal control.
Theorem 2.2. Consider the optimal control problem
(1)-(2) satisfying A1-A3. There exists a unique continu-
ously differentiable (C1) optimal feedback control u∗(x)
in a neighborhood of the origin given by
u∗(x) = −φ(gTV ∗x (x)) (5)
where V ∗x = (
∂V ∗
∂x )
T satisfies the HJB equation:
V ∗Tx f(x)−Ψ(gTV ∗x (x)) +Q(x) = 0 (6)
subject to V ∗(0) = 0. Furthermore, V ∗, and consequently
u∗, is Cω if f and g are Cω.
Proof. The proof of existence and uniqueness of the C1
optimal controller and the associated C2 value function
V ∗(x) can be found in Lukes (1969). According to the
HJB equation (4), it is necessary for the optimal con-
troller u∗(x) to minimize the Hamiltonian H(x, V ∗x , u)
with respect to u. This implies Hu(x, V
∗
x , u) = ρ(u) +
3
gTV ∗x = 0. Since φ is the inverse of ρ, (5) follows. Letting
v∗ = gTV ∗x , the corresponding HJB equation becomes
H(x, V ∗x , u
∗) = V ∗x (x)
T f(x) +R(u∗)− v∗Tφ(v∗) +Q(x)
By Proposition 2.1, v∗Tφ(v∗) − R(u∗) = Ψ(v∗) since
u∗ = φ(v∗). Thus (6) follows. The proof of the last part
of the Theorem can be found in Lukes (1969). 
The preceding Theorem guarantees the existence and
uniqueness of the optimal solution as well as the neces-
sity of the HJB equation. The next Theorem establishes
the sufficiency of the HJB equation (6) and is the infi-
nite horizon version of the sufficiency results in Liberzon
(2011, p. 165-167).
Theorem 2.3. The optimal control problem (1)-(2) has
a unique minimizing solution u∗ given by (5) if the HJB
equation (6) has a unique C2 solution for V ∗.
Proof. We first need to establish that u∗ given by (5) is
a stabilizing controller or equivalently the origin of the
closed loop system x˙ = f(x) + g(x)u∗(x) is asymptot-
ically stable. The HJB equation (4) with the optimal
control u∗(x) can be rewritten as
V ∗x (x)
T (f(x) + g(x)u∗(x)) +Q(x) +R(u∗(x)) = 0
Now, suppose that the value function, V ∗(x), satisfies
the HJB equation. Then,
dV ∗
dt
= V ∗x (x)
T (f(x) + g(x)u∗(x))
= −(Q(x) +R(u∗(x))) ≤ −Q(x) < 0, ∀x 6= 0
By Lyapunov stability theory (Khalil, 2002, The-
orem 4.1), the origin of the closed loop system,
f(x) + g(x)u∗(x), is asymptotically stable. The proof of
u∗ in (5) minimizing (2) is completely parallel to that
in Liberzon (2011, p. 165-167) and is omitted. 
Therefore, satisfaction of the HJB equation is both nec-
essary and sufficient for existence of the optimal con-
trol solution to (1) and (2). Moreover, in view of The-
orem 2.2, a unique optimal solution u∗ is attainable if
Assumptions A1-A3 are satisfied. It is also important to
note that the value function V ∗ is real analytic (i.e., has
a convergent Taylor series) if f and g are real analytic.
In the next section, we will formulate an efficient method
for computing the Taylor series of V ∗ to within a pre-
scribed order. Additionally, a closed form solution to find
the coefficients of an arbitrary order will be provided.
3 Infinite Horizon Nonlinear Regulator for
Control Affine Systems
The key idea is to use tensor algebra tools to compute
the Taylor series of the value function as
V ∗(x) =
∑
k≥1
xT P¯kx
⊗k
k + 1
(7)
where P¯k ∈ Rn×nk is a matricized symmetric tensor of
rank k,⊗ is the Kronecker product and x⊗k = x⊗x . . .⊗
x k times. A tensor P¯k is represented by a matrix by
unfolding it. The following subsection highlights the key
definitions and properties of multivariate tensors needed
for further refinement of the value function V ∗(x) and
the resulting optimal control u∗(x).
3.1 Series Formulation of the Optimal Solution via
Multivariate Tensors
We begin by reviewing the key properties of Kronecker
product (Horn and Johnson, 1994, Chapter 4), which is
frequently used throughout the remainder of the paper
particularly in our main numerical algorithm. For any
matrices A, B, and C, and integers m and n,
1) (A⊗B)T = AT ⊗BT .
2) (A⊗B)−1 = A−1 ⊗B−1, for non-singular A and B
3) vec(ABC) = (CT ⊗ A)vec(B), where vec is an op-
erator such that vectorizing Am×n =
[
A1 A2 . . .
]
yields vec(Am×n) =
[
AT1 A
T
2 . . .
]T
mn×1
, where
A1, A2, . . . are vectors of A.
It is crucial to mention that repeated terms created from
the Kronecker product of the states vector generates de-
pendent vectors in the tensor P¯k. To eliminate redun-
dancy, the vector x⊗k ∈ Rnk can be reduced to lexo-
graphic listing xk ofmk :=
(
n+k−1
k
)
linearly independent
terms of x⊗k (Loparo and Blankenship, 1978):
xk =


xk1√
kxk−11 x2
...
ck1,k2,...,knx
k1
1 x
k2
2 . . . x
kn
n
...√
kxk−1n xn−1
xkn


(8)
where c2k1,k2,...,kn =
k!
k1!k2!...kn!
are the multinomial coef-
ficients representing the number of times xk11 x
k2
2 . . . x
kn
n
4
is repeated in x⊗k. Therefore, for each k, there exists
a unique Lk ∈ Rnk×mk such that x⊗k = Lkxk and
P¯kx
⊗k = Pkxk with Pk = P¯kLk to be the reduced
matricized tensor. It follows that Lk is orthonormal
(i.e. LTkLk = I) with entries that are either zero or
1/ck1,k2,...,kn . For example, for n = 2,
x⊗x = x⊗2 =


x21
x1x2
x2x1
x22

 , x
2 =


x21√
2x1x2
x22

 , L2 =


1 0 0
0 1√
2
0
0 1√
2
0
0 0 1


The following Proposition shows that the higher dimen-
sional tensors inherit scalar product and norm from their
vector parents.
Proposition 3.1. For x, y ∈ Rn, an integer k ∈ N, and
the lexographic listing vectors xk and yk defined in (8),
〈xk, yk〉 = (xT y)k. In particular, ||xk|| = ||x||k.
Now, using the mapping Pk = P¯kLk in (7) provides the
value function in terms of the reduced matrices Pk’s:
V ∗(x) =
∑
k≥1
xTPkx
k
k + 1
(9)
The gradient of the k-th term of V , i.e., Vk(x) =
1
k+1x
TPkx
k, with a symmetric Jacobian (e.g., P1 = P
T
1
for k=1) is given by
(
∂Vk
∂x
)T
= Pkx
k (10)
The following proposition provides the necessary and
sufficient symmetry conditions on Pk in order for (10)
to be valid.
Proposition 3.2. The given relationship in (10) holds
for an arbitrary tensor Pk ∈ Rn×mk if and only if one of
the following equivalent conditions holds
i) The Jacobian matrix of Pkx
k (i.e., the Hessian of
Vk) is symmetric.
ii) vec(Pk) = K
T
k pk for some pk ∈ Rmk+1 where Kk ∈
Rnmk×mk+1 is the unique matrix that reduces xk⊗x
to xk+1: xk ⊗ x = KTk xk+1.
This is a very important proposition which is missed
in Yoshida and Loparo (1989). Additionally, the second
part of Proposition 3.2 leads to a more computationally
efficient methodology than the one in Almubarak et al.
(2019). To illustrate the symmetry condition, let us
give an example of P2 in the 2-dimensional (n = 2)
case. The Kronecker product x2 ⊗ x is reduced to
x3 =
[
x31,
√
3x21x2,
√
3x1x
2
2, x
3
2
]T
via x2 ⊗ x = KT2 x3
with
K2 =


1 0 0 0 0 0
0 1√
3
√
2
3 0 0 0
0 0 0
√
2
3
1√
3
0
0 0 0 0 0 1


The reduced P2 satisfying the symmetry condition
(i.e., vec(P2) = K
T
2 p2) is given by P2 =
[
a
√
2b c
b
√
2c d
]
for p2 = [a,
√
3b,
√
3c, d]T . The cubic component of the
value function corresponding to P2 is
V ∗3 (x) =
1
3
xTP2x
2 =
a
3
x31 + bx
2
1x2 + cx1x
2
2 +
d
3
x32
The gradient of V ∗3 is easily seen to be V
∗
x3(x) = P2x
2 as
expected. Note that for an an arbitrary (non-symmetric)
S2 ∈ R2×3, S2x2 is not a gradient of any cubic func-
tion. Once the symmetry condition for each Pk holds,
the value function’s gradient can be expressed as
V ∗x (x) =
∑
k≥1
Pkx
k (11)
leading to the optimal control law
u∗(x) = −φ
(∑
k≥1
g(x)TPkx
k
)
(12)
The input penalty function R(u) can also be used to
enforce input constraint (Lyshevski, 1998). For instance,
if φ(v) = [tanh(v1) . . . tanh(vm)]
T , which we will use in
an example in Section 5 to confront saturation, then each
input is restricted to [−1, 1]. The resulting R and ψ are
ψ(v) =
∑m
i=1 ln(cosh(vi)) and R(u) =
∑
k≥1
‖u‖2k2k
2(2k−1)k
where ‖u‖p denotes the p-norm: ‖u‖pp =
∑m
i=1 |ui|p.
3.2 Nonlinear Regulator (NLR) Detailed Algorithms
The first algorithm we present in this subsection, solves
the HJB equation (6) sequentially by exploiting the Tay-
lor series expansions of V ∗x in (11), the system vector
field f(x) =
∑
j≥1 Fjx
j , and other relevant functions:
∑
k,j≥1
xjTFTj Pkx
k −Ψ
(
gT
∑
k≥1
Pkx
k
)
+Q(x) = 0 (13)
To solve for Pk, the coefficients of all the independent
terms of order k+1 in (13) are set to zero. By doing so,
a set of linear matrix equations results that is solved for
Pk to render the value function up to a desired order of
truncation. The procedure starts by solving the ARE
for P1. The subsequent Pk’s are evaluated recursively
5
based on previous Pk’s and the other known data.
Algorithm 1. Recursive Closed Form Solution of the
NLR
Given analytic functions f(x), g(x), Q(x), R(u) satisfy-
ing A1-A3, and the approximation order k¯, execute the
following steps to compute Pk, k = 1, . . . , k¯, used to find
the Taylor expansion of the optimal cost-to-go V ∗(x)
and the optimal control u∗(x):
1. Determine the matrix components
i. Fk of f(x) =
∑k¯
k=1 Fkx
k +O(xk¯+1),
ii. G0 and Gik of gi(x) = gi0+
∑k¯
k=1Gikx
k+O(xk¯+1)
for i = 1, . . . ,m, where gi is the i-th column of g,
iii. Qk of Q(x) =
1
2x
TQ1x+
∑k¯
k=2 x
TQkx
k +O(xk¯+2),
iv. R˜k of Ψ(v) =
1
2v
T R˜1v +
∑k¯
k=2 v
T R˜kv
k + O(vk¯+2),
where bothQk and R˜k are assumed to be symmetric
tensors of order k. Note that R˜1 = R
−1
1 .
The main operation needed to implement the algorithm
is the dot product of two power series. To this end, let
[s]k denote the k-th tensor coefficient of the power se-
ries s(x) =
∑
k≥0 Skx
k,i.e., [s]k = Sk. The dot prod-
uct sT l(x) = lT s(x) of s(x) with another power series
l(x) =
∑
k≥0 Lkx
k is given by
[sT l]k =
k∑
j=0
Kk−j,jSTj Lk−j
where the matrix Ki,j reduces x
i ⊗ xj to xi+j : (xi ⊗
xj)T = x(i+j)TKi,j . Similarly, the product g
T s(x) of a
matrix valued power series g(x) = [g1(x) · · · gm(x)] with
s(x) is evaluated from sT gi, i = 1, . . . ,m. For conve-
nience, we denote Kk,1 by Kk for k = 1, 2, . . . , k¯.
2. For k = 1, the quadratic component of the HJB equa-
tion (13) yields the ARE
FT1 P1 + P1F1 +Q1 − P1G0R−11 GT0 P1 = 0
Assumption A1, guarantees that the solution P1 to the
ARE is a symmetric positive definite matrix.
3. For k ≥ 2, compute Pk by collecting the (k + 1)-th
order components of the HJB equation (13):
xTFT1 Pkx
k + xTQkx
k − xTP1G0R−11 GT0 Pkxk
+ ([fThk]k+1 − [Ψ(gThk)]k+1)xk+1 = 0
where hk(x) =
∑k−1
j=1 Pjx
j . Interestingly, we have a neg-
ative feedback from the linear solution multiplied by the
unknown matrix in the third term. Defining the closed-
loop matrix Fc = F1 −G0R−11 GT0 P1, we have
xT (FTc Pk +Qk)x
k + [fThk −Ψ(gThk)]k+1xk+1 = 0
Vectorizing the preceding equation using the Kronecker
product identities, we get
(xk⊗x)T vec(FTc Pk+Qk)+[fThk−Ψ(gThk)]k+1xk+1 = 0
Again, the Kronecker product will create some repeated
basis. As shown previously, there exists a reducer matrix
Kk ∈ Rnmk×mk+1 such that xk ⊗ x = KTk xk. Thus
x(k+1)T
(
Kk(I⊗FTc )vec(Pk)+[fThk−Ψ(gThk)]Tk+1+qk
)
= 0
where qk = Kkvec(Qk). Before solving for Pk, we need to
enforce symmetry as given by Proposition 3.2: That is,
vec(Pk) = K
T
k pk where pk ∈ Rmk+1 is an unknown vec-
tor. Since xk+1 is an arbitrary vector, it can be dropped
from the preceding equation reducing it to
Mkpk + [f
Thk −Ψ(gThk) + qk]Tk+1 + qk = 0
where Mk = Kk(I ⊗ FTc )KTk . Solving for pk yields:
vec(Pk) = K
T
k M
−1
k
(
[Ψ(gThk)− fThk]Tk+1 − qk
)
(14)
Finally, reshape vec(Pk) into an n×mk matrix to get Pk.
4. The optimal controller resulting from the computed
value function at the end step k¯ is given by
u∗¯k(x) = −φ
(
g(x)T
k¯∑
k=1
Pkx
k
)
Note that in the case of a quadratic cost, the controller
will be reduced to u∗¯
k
(x) = −R−11 g(x)T
∑k¯
k=1 Pkx
k.
End of Algorithm.
The algorithm for most part is self explanatory. The
main remaining issue that needs to be addressed is the
validity of inverting Mk required at each step k ≥ 2,
which is established by the next Lemma.
Lemma 3.3. Matrix Mk = Kk(I ⊗ FTc )KTk is invert-
ible, ∀k ≥ 2. Furthermore, if Fc is negative definite,
then inf‖v‖=1 ‖Mkv‖ ≥ α−1 or equivalently ‖M−1k ‖ ≤ α,
∀k ≥ 1, with α = 2/λmin(−Fc − FTc ).
In spite of being invertible, there is no guarantee
that the inverse of Mk remains bounded as k in-
creases. In fact, a simple numerical example can be
constructed to illustrate that M−1k can grow unbound-
edly whenever Fc is not negative definite. For instance,
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F1 =
[
0 1
1 1
]
, G =
[
0
1
]
, Q1 = 100I, and R1 = 1 pro-
duce gain κ = R−11 G
T
0 P1 = [11.050 12.0950] and
Fc = F1 − G0K1 =
[
0 1
−10.050 −11.095
]
is sign in-
definite. While ‖Mk‖ ≤ ‖Fc‖, ∀k ≥ 1, the 2-norm of
M−1k for k = 5, 50, 100 grows to 5.758, 2.14 × 104, and
9.45× 107, respectively. This indicates that the original
system is poorly conditioned. Fortunately, this issue
can be easily resolved by means of a linear state trans-
formation. Intuitively, a linear transformation improves
conditionality by scaling and rotating the state-space
coordinate axes. The following Lemma, which comple-
ments Lemma 3.3, guarantees the existence of such a
linear transformation.
Lemma 3.4. There exists a symmetric positive definite
transformation matrix T ∈ Rn×n with respect to which
Fˆc = TFcT
−1 is negative definite and the resulting Mˆk =
Kk(Imk⊗FˆTc )KTk satisfies the conclusions of Lemma 3.3.
As can be seen from the proof of Lemma 3.4, the
transformation matrix T =
√
Pc where Pc satisfies the
Lyapunov equation FTc Pc + PcFc + I = 0. Following
this procedure, T =
[
1.025 0.223
0.223 0.223
]
and α = 4.608
for our numerical example. The resulting ‖Mˆ−1k ‖ for
k = 5, 50, 100, which are 1.623, 3, and 3.489, respec-
tively, stay well below α as expected. This finding ne-
cessitates a linear state transformation of the original
system and cost function whenever Fc is poorly condi-
tioned.
Algorithm 2. Modified (NLR) Algorithm with guaran-
teed numerical conditionality
1. Execute steps 1 and 2 of Algorithm 1 and compute
Fc = F1−G0R−11 GT0 P1 and F¯c = − 12 (Fc+FTc ). If F¯c > 0
and α = 1/λmin(F¯c) is less than a certain threshold,
proceed with the remaining steps of Algorithm 1. Else,
continue.
2. Solve the Laypunon equation FTc Pc+PcFc+I = 0 for
Pc > 0 and set the linear transformation matrix to T =√
Pc. Replace f(x), g(x), and Q(x) by their transformed
equivalents f(x) ← Tf(T−1x), g(x) ← Tg(T−1x) and
Q(x) ← Q(T−1x). Then, return to step 1 of Algorithm
1 with the new data.
End of Algorithm.
The next Theorem summarizes the main contributions
of the preceding algorithms and their computational ef-
ficiency.
Theorem 3.5. The NLR Algorithms 1 and 2 exactly
compute each matrix component Pk ∈ Rn×mk of the value
function V ∗(x) in (9) in order to satisfy the HJB equation
(13) up to a prescribed order k¯. Each computed Pk satis-
fies the symmetry condition required to produce the opti-
mal control function (12). Moreover, the computational
complexity of each algorithm grows at most polynomially
in k¯ and Algorithm 2 guarantees that the numerical pro-
cedure (i.e., inversion ofMk) used to compute Pk is well-
conditioned (i.e. the condition number ‖Mk‖‖M−1k ‖ of
Mk is uniformly bounded) regardless of k.
Proof. The first part of the theorem follows from the de-
scribed steps in Algorithms 1 and 2 together with Lem-
mas 3.3 and 3.4. To prove the growth order, it should be
clear that the computational complexity of each term in
(14) including [Ψ(gThk)]k+1 is at most polynomial since
the length of pk is mk+1 = O(k
n) and the complexity
of [(gThk)
j ]k+1, j ≤ k, needed to compute the power
series for Ψ(.) is also of polynomial growth rate. There-
fore, the overall complexity of the algorithm is at most
polynomial in the truncation order k¯, which completes
the proof. 
4 Convergence Analysis and Radius Estima-
tions
The proposed method in this paper efficiently generates
the exact Taylor expansion of the value function and the
associated optimal control law for analytic systems. The
main goal of this section will be to estimate the region of
convergence (ROC) associated with the generated value
function V ∗ and the resulting optimal controller. For-
mally, we define the region of convergence ROC(f) of
an arbitrary analytic function f to be the largest open
neighborhood of the origin in which f is analytic. The
radius rcon(f) of convergence on the other hand is the
radius of the largest n-sphere that can be inscribed in
ROC(f). The importance of estimating the ROC is that
it allows the user of the algorithm to know where it
works best. It should be pointed out that it is guaran-
teed that higher orders of approximation lead to a bet-
ter performance inside the ROC. On the contrary, if we
operate outside the ROC, the controller is only subop-
timal without any guarantees of stability. For a single
variable analytic function, it is well known (see for exam-
ple Flajolet and Sedgewick (2009, Theorem IV.7)) that
rcon(f)
−1 = limk→∞ sup |[f ]k| 1k where [f ]k is k-th Tay-
lor series coefficient of f . The next Theorembuilds on the
single variable case to formulate the ROC of the value
function (ROC(V ∗)) based on the limiting behaviour of
the matrix coefficients Pk’s.
Theorem 4.1. Let Pk be the matrix coefficients gener-
ated by Algorithm 2 and define the directional radius of
convergence along a unit vector υ ∈ Rn by
r∗υ =
(
lim
k→∞
sup ‖Pkυk‖ 1k
)−1
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Then, the value function V ∗(x) =
∑
k≥1
1
k+1x
TPkx
k on
ROC(V ∗) = {x ∈ Rn : x = rυ, ‖υ‖ = 1, 0 ≤ r < r∗υ}.
Proof. By Theorem 2.2, the value function V ∗ ∈ Cω
subject to the analyticity requirement of Algorithm 2
(i.e., f, g,Q, and R ∈ Cω). Let x be a nonzero vec-
tor in ROC(V ∗). The restriction V ∗x |υ(z) = V ∗x (zυ) of
V ∗x to x = zυ for υ ∈ Rn, ‖υ‖ = 1, is also an ana-
lytic function of a single complex variable z and has
a convergent Taylor series on Dr = {z ∈ C : |z| < r}
for some r > 0. Applying the radius of conver-
gence formula to each component of V ∗x |υ(z) yields
r ≤ r∗υ,∞, where r∗υ,∞ = (limk→∞ sup ‖Pkυ‖1/k∞ )−1.
From ‖Pυk‖ ≤ √n‖Pυk‖∞, it follows that r∗υ,∞ ≤ r∗υ
so that r ≤ r∗υ. Thus, ROC(V ∗) ⊂ ℜ∗ where ℜ∗ is the
right side of ROC(V ∗) in the statement of the Theorem.
To prove ℜ∗ ⊂ ROC(V ∗), it is sufficient to show
that V ∗(x) =
∑
k≥1
1
k+1x
TPkx
k converges abso-
lutely and uniformly on compact subsets σℜ¯∗ of ℜ∗
for σ ∈ (0, 1). The gradient V ∗x (x) =
∑
k≥1 Pkx
k of
V ∗ is absolutely convergent for each x ∈ ℜ∗ since
r∗υ ≤ rcon(V ∗xi(zυ)), i = 1, .., n, where V ∗xi = ∂V ∗/∂xi.
This proves that V ∗(x) is at least continuous at
each x ∈ ℜ∗ hence uniformly bounded on σ¯ℜ¯∗ for
σ < σ¯ < 1. Thus supx∈σ¯ℜ¯∗ |V ∗(x)| ≤ β for some finite
β > 0. Furthermore, by the Cauchy’s estimate formula
(Yoshida and Loparo, 1989; Scheidemann, 2005, The-
orem 1.3.3), the coefficient of the (k + 1)-th order of
the Taylor series expansion of V ∗(zυ), |z| < r¯υ, satis-
fies 1k+1 |υTPkυk| ≤ βr¯−k−1υ , ∀υ ∈ Rn, ‖υ‖ = 1, where
r¯υ = σ¯r
∗
υ. Letting rυ := σr
∗
υ < r¯υ and evaluating the
sum of the absolute values of the Taylor series for V ∗,
we have
sup
x∈σℜ¯∗
∑
k≥1
|xTPkxk|
k + 1
= sup
‖υ‖=1
∑
k≥1
sup
0≤r≤rυ
|υTPkυk|
k + 1
rk+1
≤ β
∑
k≥2
(rυ
r¯υ
)k
≤ σ
σ¯
βσ
σ¯ − σ <∞
which proves the uniform and absolute convergence for
the Taylor series of V ∗ and completes the proof. 
Theorem 4.1 can be used to construct an accurate
estimate of the ROC of the value function V ∗, and
consequently, the generated optimal controller u∗. It
is also possible to find an n-sphere approximation of
the ROC(V ∗). From Theorem 4.1, it can be see that
r∗ :=
(
limk→∞ sup ‖Pk‖ 1k
)−1
serves as a lower bound
for the radius of convergence of V ∗. Both ROC(V ∗) and
r∗ will be numerically estimated in the next section.
5 Algorithm Implementation Examples and
Simulation Studies
In this section, we implement the proposed algorithm
on control affine nonlinear systems. A MATLAB routine
that takes a symbolic systems dynamics vector f(x), a
symbolic input matrix g(x), a penalizing positive defi-
nite function Q(x), an input penalizing positive definite
function R(u), a desired expansion order of the system’s
dynamics, and a desired order of approximation of the
optimal control was developed by the authors applying
the described algorithms in Section 3. The MATLAB
routine efficiently computes the solution matrices of the
Taylor expanded value function, namedPk’s in the above
algorithm, up to the prescribed order of approximation
(available upon request). Using the MATLAB routine,
we are able to compute very high truncation orders very
fast (e.g. the 300th order value function for second order
systems). Three examples with different systems natures
and nonlinearities are presented including an input con-
strained problem.
5.1 Third Order Multi-input System
In this example, using the proposed HJB approach based
nonlinear regulator, we construct the value function and
the optimal feedback control law up to different trunca-
tion orders. The problem is to solve the optimal control
problem given by
V =
∫ ∞
0
(50(x21+x
2
2+x
2
3)+x
4
1+x
4
2+x
4
3+
1
2
(u21+u
2
2))dt
(15)
governed by the dynamics,
x˙1 = 3sin(x2)
x˙2 = 2x
3
1 + x3 + u1
x˙3 = 3e
x1 − u2
(16)
For this example, the desired order of the regulator is
selected to be 30 so the order of the value function
is 31. Then, f(x), g(x) and Q(x) are expanded to get
Fk’s, Gk’s and Qk’s for k = 1, . . . , 30. The Taylor series
matrix coefficients of the optimal solution, Pk’s, were
computed in 0.6643 seconds using a laptop with an In-
tel(R) Core(TM) i7-8550U CPU at 1.8 GHz and 16GB
RAM running on Windows 10. For k¯ = 10 or lower,
the built routine is able to instantly produce the ma-
trix coefficients (i.e., in zero MATLAB CPU time). Effi-
ciently computing high powers Pk’s helps in estimating
the ROC, Fig. 1, by shooting unit vectors in all direc-
tions and computing the radius of convergence at each
direction as discussed in Section 4. Now, let us examine
the initial condition x(0)T =
[
x1(0) x2(0) x3(0)
]
=[
−2 −1.5 0
]
, which is inside the ROC. The closed loop
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Fig. 1. Estimated ROC for the Taylor series of the optimal
solution of (15)-(16)
system’s response and the control action are shown in
Fig. 2 and Fig. 3.
Clearly, higher NLR’s provide better performances. It
can be seen, however, that the improvement in the per-
formance after the 5th NLR is not notable, which can be
seen as a sign of convergence to the optimal controller.
We tested more initial conditions and there was no sig-
nificant improvement in the performance after the 7th
NLR in most cases. Moreover, if we slightly increase this
initial condition, the LQR, is not capable of stabilizing
the system unlike the NLR’s and thus the NLR’s result
in larger region of attraction. It is worth mentioning,
however, that if we start outside the ROC, the nonlinear
controllers, consume higher control power in the begin-
ning to stabilize the system in a faster pace which may
not be always realizable. Nonetheless, one could impose
some inputs constraints and the NLR’s are capable of
regulating the system in many cases, as we will show for
the next example. Additionally, we must note that we
have tested more initial conditions and it was concluded
that if we are outside the region of convergence of the
Taylor series, very high order regulators are not guar-
anteed to provide better performance neither stability,
as expected. Thus, the control designer may choose rel-
atively lower order NLR’s, e.g. 5th to the 10th, for this
problem as they provide a greater performance with rea-
sonable actuation.
5.2 F-8 Flight Control System
This system is taken from Garrard and Jordan (1977)
which they applied their HJB equation based control.
Beeler et al. (2000) used the control-affine, constant-
input-matrix version of this example to compare hand-
ful of feedback control methodologies. Garrad and Jor-
dan’s controller, called the two-term Taylor expansion
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Fig. 2. Comparing the closed loop response of the nonlinear
system under the control of the LQR and different orders of
the NLRwith an initial condition of x(0)T =
[
−2 −1.5 0
]
.
method in Beeler et al. (2000), was compared with other
controllers including a state-dependent riccati equation
(SDRE) controller. Almubarak et al. (2019) used that
version too to implement their NLQR.
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Fig. 3. First and second control actions of the LQR and
different orders of NLR to stabilize the system (16) with an
initial condition of x(0)T =
[
−2 −1.5 0
]
.
This F-8 flight control system is given by
f(x, u) =


−0.877x1 + x3 + 0.47x21 − 0.088x1x3
−0.019x22 + 3.846x31 − x21x3 − 0.215u
+0.28x21u+ 0.47x1u
2 + 0.63u3
x3
−4.208x1 − 0.396x3 − 0.47x21 − 3.564x31
+20.967u+ 6.265x21u+ 46x1u
2 + 61.4u3


3×1
where x1 is the angle of attack deviation (rad) from the
trim value of 0.044, x2 is the flight path angle (rad), x3
is the rate of change in the flight path angle (rad/sec)
and u, the input, is the tail deflection deviation (rad)
from the trim value of −0.009. The cost functional, as
in Garrard and Jordan (1977), is chosen to be
V =
1
2
∫ ∞
0
(xT 0.25I3×3x+ u2)dt
To use our proposed algorithm, we first need to put the
systemof the form of (1), which is a control affine dynam-
ical system. We want to develop a nonlinear feedback
control that is able to regulate the angle of attack op-
timally. In Beeler et al. (2000), Beeler, Tran and Banks
used an initial condition of x(0) =
[
0.4363 0 0
]T
, i.e.
an angle of attack of 25o, to compare the different feed-
back methodologies. It is reported that Garrard’s algo-
rithm is simple and very effective but only for systems
with low nonlinearites since it is not feasible to get higher
approximation orders of the optimal control. However,
the SDRE and Garrard’s controllers were outweighed by
the other methods. Almubarak, Sadegh and Taylor in
Almubarak et al. (2019) obtained higher orders of ap-
proximation of the optimal control. Nevertheless, the
developed controllers in these papers used the approxi-
mated system, with a constant input matrix, as we men-
tioned. Here we use the general control affine system, i.e.
with a state dependent input matrix g(x), which surely
gives a better solution and more accurate approximation
to the optimal solution. Using our proposed algorithm,
we got up to the 30th order of approximation more ac-
curately. The estimated ROC for this problem is shown
in Fig. 4. The estimate of rcon(V
∗) is equal to r∗ = 0.52,
which fairly well agrees with the ROC range for x1. We
provide here the 5th order controller, after removing very
small and zero terms without affecting the performance,
which is an improved version of the NLQR provided in
Almubarak et al. (2019):
u =− 0.053x1 + 0.5x2 + 0.521x3 + 0.035x21 − 0.045x1x2
+ 0.339x31 − 0.531x21x2 + 0.017x21x3 + 0.139x1x22
− 0.042x1x2x3 + 0.013x1x23 + 0.504x41 − 0.655x31x2
+ 0.082x31x3 + 0.353x
2
1x
2
2 − 0.081x21x2x3 − 0.087x1x32
+ 0.0327x1x
2
2x3 + 2.29x
5
1 − 3.205x41x2 + 0.499x41x3
+ 2.104x31x
2
2 − 0.554x31x2x3 + 0.043x31x22 − 0.864x21x32
+ 0.271x21x
2
2x3 − 0.038x21x2x23 + 0.155x1x42
− 0.087x1x32x3 + 0.011x1x22x23 + 0.013x42x3
As shown in Fig. 5, the performance gets improved as
we use higher powers. Yet, clearly after the 10th order
approximation, the performance almost did not get en-
hanced. These results are an improvement of the re-
sults obtained in Almubarak et al. (2019) and is very
close, if not better than, to the best results obtained
by Beeler et al. (2000) through the interpolation of two-
point boundary-value (TPBV) open-loop control.
It is worth mentioning that for higher angles of attack,
low order controllers, including the LQR obviously,
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Fig. 4. Estimated ROC boundary contours for constant in-
clination angle for the generated Taylor series
are not capable of regulating the system. For a de-
tailed discussion about the F-8 flight control system,
the reader may refer to Garrard and Jordan (1977).
Fig. 6 shows the performance of higher order con-
trollers, 6th, 7th and 30th, when the initial condition is
x(0) =
[
0.5236 0 0
]T
, which corresponds to an an-
gle of attack of 30o where low orders are not capable
of regulating the system. Clearly, there is a significant
improvement in the performance when using the 30th
power control rather than the 6th power control. This
initial condition, however, is outside the ROC and thus,
as discussed before, using higher orders does not guar-
antee stability nor better performance. In fact, many
of the higher order regulators could not stabilize the
system.
5.3 Constrained F-8 Flight Control System
We impose input constraints, which is reflected in the
cost integral as in Abu-Khalaf and Lewis (2005) where
artificial neural networks were used to approximate the
optimal solution. Fig. 6 shows that the nonlinear con-
troller uses high input power to recover and stabilize the
angle of attack. Testing this system with multiple non-
linear regulators showed that the NLR’s usually can’t
recover if the deviation of the tail deflection required is
very high. Thus, we restrict the agnle of deviation to 0.2
rad, i.e. −11.46o ≤ u ≤ 11.46o. Then, to confront this
constraint, φ is chosen to be φ(v) = tanh(5v)/5, and
thus Ψ(v) = ln(cosh(5v))/25 and consequently the cost
functional will be
V =
∫ ∞
0
(1
2
xT 0.25I3×3x+
1
5
∫ u
0
tanh−1(5v)dv
)
dt
Therefore, the k¯th NLR will be in the form uk¯(x) =
− 15 tanh(5gT
∑k¯
k=1 Pkx
k). The results in Fig. 7 show a
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Fig. 5. The angle of attack’s deviation and the required de-
viation of the tail deflection, i.e. control action, of different
Taylor expansions of the optimal control to regulate the an-
gle of attack with an initial angle of 25o.
great deal in handling the constraints and a clear im-
provement in the NLR to recovery. Notice that when
the constraints are lifted as in Fig. 6, the 7th order NLR
needed to use a relatively high deviation in the tail to re-
cover while after imposing the constraints, it was able to
regulate the system using less control power. Moreover,
some NLR’s couldn’t stabilize the system before adding
the constraints but imposing input saturation helped in
generating NLR’s that are capable of handling the high
angle of attack. The results here show how to untan-
gle input saturation directly by incorporating a satura-
tion function in the cost integral without the need of
adding more states to enforce saturation indirectly as in
Almubarak et al. (2019).
6 Conclusion
The paper presented an efficient and novel algorithm to
compute the value function and the associated optimal
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Fig. 6. The angle of attack’s deviation under the control of
6th, 7th and 30th Taylor expansion approximations of the
optimal control with an initial angle of 30o where using low
orders result in unstable closed loop system.
controller for control-affine nonlinear systems. The al-
gorithm can also be utilized to accurately estimate the
ROC of the generated optimal controller. More specifi-
cally, a general closed form solution for each matrix co-
efficient of the value function and the resulting optimal
controller was provided. The methodology is based on
efficiently expanding the HJB equation to construct a
nonlinear matrix equation that can be untangled inde-
pendently of the current states. As a result, the NLR
can be obtained offline using a minimal polynomial ba-
sis function that includes all possible combinations of
the states as a generalization of the linear case. It was
demonstrated that the proposed methodology is capable
of achieving asymptotic stability for nonlinear systems
satisfying the required assumptions. Three examples of
nonlinear systems were presented including one with in-
put saturation where it was shown that using higher or-
der controllers improves performance inside the region
of convergence of the series and could provide larger re-
gion of attraction.
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Fig. 7. The angle of attack’s deviation under the constrained
control of the 6th, 7th and 30th NLR’s with an initial angle
of attack of 30o where using low orders result in unstable
closed loop system.
Future works may include performing the power series
expansion of the value function around arbitrary states
in order to possibly expand the region of convergence.
Another improvement could be extending the current
work to general nonlinear systems, i.e., not affine in con-
trol without adding more state variables. Furthermore,
optimal estimation algorithms could be formulated sim-
ilarly to the proposed method.
Appendix A Proof of Proposition 2.1
Proof. We claim that Ψ(v) = vTφ(v)−R ◦ φ(v). Differ-
entiating both sides with respect to v yields
∂Ψ
∂v
= φ(v)T + vT
∂φ
∂v
− ∂R
∂u
∂φ
∂v
= φ(v)T (17)
using that ∂R(u)/∂u = ρ(u)T = vT evaluated at u =
φ(v) = ρ−1(v). The analyticity of Ψ follows from the
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analyticity of φ being the inverse of an analytic function
with positive definite (and invertible) Jacobian. 
Appendix B Proof of Proposition 3.1
Proof. 〈xk, yk〉 = (xk)T yk = (xkLk)TLkyk = (x⊗k)T y⊗k
= (xT y)k, where Lk is a unique linear mapping matrix
such that x⊗k = Lkxk. 
Appendix C Proof of Proposition 3.2
Proof. i) If (10) holds then the Jacobian of Pkx
k, being
the Hessian of Vk, must be symmetric. To prove the con-
verse suppose that the Jacobian of Pkx
k is symmetric.
Then
(k + 1)
(
∂Vk
∂x
)T
= Pkx
k +
(
Pk
∂xk
∂x
)T
x = (k + 1)Pkx
k
where the last equation follows from
∂xk
∂x
x =
n∑
i=1
∂xk
∂xi
xi = kx
k
ii)By Kronecker product properties, the symmetry con-
dition is equivalent to
∂
∂x
xTPkx
k = (k + 1)Pkx
k ⇐⇒
vec(Pk)
T
( ∂
∂x
(xk ⊗ x)− (k + 1)(xk ⊗ I)
)
= 0
Denoting the matrix multiplying vec(Pk)
T by N(x), we
have N(x) = ( ∂∂xx
k ⊗ x) − k(xk ⊗ I). We show that
(yk ⊗ y)TN(x) = 0, ∀x, y ∈ Rn:
(yk ⊗ y)TN(x) =(ykT ⊗ yT )( ∂
∂x
xk ⊗ x)
− k(ykT ⊗ yT )(xk ⊗ I)
⇒ (yk ⊗ y)TN(x) = ( ∂
∂x
〈yk, xk〉 ⊗ yTx)
− k(〈yk, xk〉 ⊗ yT )
By Proposition 3.1, 〈yk, xk〉 = (yTx)k and ∂∂x (yTx)k =
k(yTx)k−1yT . It follows that (yk ⊗ y)TN(x) = 0 thus
proving the claim. Now,
(yk ⊗ y)TN(x) = y(k+1)TKkN(x) = 0, ∀y ∈ Rn
⇒R(N(x)) ⊆ N (Kk)
Now, if dim
(⊕x∈RnR(N(x))) < dim(N (Kk), then ∃z ∈
N (Kk) such that zTN(x) = 0, ∀x ∈ Rn. Next, let a
matrix Z be such that vec(Z) = z. Then, zTN(x) = 0
implies
zT
k + 1
( ∂
∂x
(xk ⊗ x) − (k + 1)(xk ⊗ I)) =
1
k + 1
∂
∂x
zTKTijx
k+1 − zT (xk ⊗ I) =
0− zT (xk ⊗ I) = −Zxk = 0 ∀x
But, this is a contradiction proving that⊕x∈RnR(N(x)) =
N (Kk). This together with vec(Pk)TN(x) = 0, ∀x ∈ R
implies that vec(Pk) ∈ ⊕x∈RnR(N(x))⊥ = N (Kk)⊥ =
R(KTk ) if and only if the symmetry condition holds. 
Appendix D Proof of Lemmas 3.3 and 3.4
Proof. Suppose that FTc + Fc is not negative definite.
Since Fc is Hurwitz, there exists a symmetric positive
definite matrix Pc ∈ Rn×n that satisfies the Laypunov
equation FTc Pc + PcFc + I = 0. Let W = P
−1
c > 0 and
T =
√
Pc be the transformation matrix. Multiplying
the Lyapunov equation FTc Pc + PcFc + I by T
−1 from
the left and T from the right yields FˆTc + Fˆc +W = 0
where Fˆc = TFcT
−1. Otherwise, let T = I (i.e., Fˆc =
Fc) and W = −(FTc + Fc) > 0. Thus in either case,
FˆTc + Fˆc = −W and Mˆk = Kk(Imk ⊗ FˆTc )KTk . Let v be
an arbitrary unit vector and σ = λmin(W )/2 > 0 where
λmin(W ) denotes the smallest eigenvalue of W . Since
(Mˆk + σI)
T (Mˆk + σI) ≥ 0, it follows that
vT MˆTk Mˆkv ≥ −σ(vT M¯kv + σ)
where M¯k = −Kk(Imk ⊗ W )KTk < 0. Next we shall
establish a lower bound on |vT M¯kv|. Letting z = KTk v,
we have ‖z‖ = 1 and
|vT M¯kv| = zT (Imk⊗W )z ≥ λmin(Imk⊗W ) = λmin(W )
where the last equality follows from the fact that the
eigenvalues of Imk ⊗W are the same as those ofW , each
with multiplicity mk. Thus
‖Mˆkv‖2 = vT MˆTk Mˆkv ≥ σ(λmin(W )−σ) ≥ λ2min(W )/4
or ‖Mˆkv‖ ≥ α−1 := λmin(W )/2 > 0 using that σ =
λmin(W )/2. This clearly proves that Mˆk is invertible as
a linear map from R⊗k = {y ∈ Rmk : y = xk, x ∈ Rn}
to R⊗k. A coordinate transformation (change of basis
in Rn) preserves its invertibility proving thatMk is also
invertible. Finally, ‖v‖ = ‖MˆkMˆ−1k v‖ ≥ α−1‖Mˆ−1k v‖,
∀v ∈ Rmk+1 , implies ‖Mˆ−1k ‖ ≤ α. 
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