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We propose an alternative implementation of the Projected Gross-Pitaevskki equation adapted for
numerical modeling of the atomic Bose-Einstein condensate trapped in a toroidally-shaped potential.
We present an accurate and efficient scheme to evaluate the required matrix elements and calculate
time evolution of the matter wave field. We analyze the stability and accuracy of the developed
method for equilibrium and nonequilibrium solutions in a ring-shaped trap with additional barrier
potential corresponding to recent experimental realizations.
I. INTRODUCTION
Gross-Pitaevskii equation (GPE) is the most widely
used mathematical tool to model atomic Bose-Einstein
condensates (BEC) and their dynamics at zero tem-
perature [1, 2]. Various modifications have been pro-
posed to extend the applicability of GPE for a non-
perturbative treatment of finite temperature effects and
non-equillibrium dynamics. Such methods are commonly
termed classical-field (or C-field) methods. Most no-
table methods of this class are truncated Wigner approx-
imation [3] and the Projected Gross-Pitaevskii equation
(PGPE) [4, 5]. The latter one will be the main focus
of the present work. A wide range of physical problems
addressed with PGPE and its modifications include in
particular Bose-condensation and quasicondensation [6–
8], dynamical generation [9] and decay [10] of quantum
vortices, dissipative bosonic Josephson effect [11].
From the numerical point of view Projected Gross-
Pitaevskii equation belongs to the class of pseudospectral
methods. It relies on the reformulation of the GPE in the
spectral basis of single-particle states and frequent trans-
formations between coordinate and spectral representa-
tions are at the core of the numerical procedure. Such an
approach requires explicit knowledge of the basis states in
order to efficiently transform the condensate wave func-
tion between the two representations. It is therefore quite
natural, that existing realizations of PGPE are based on
the eigenstates of a three-dimensional harmonic oscilla-
tor potential [4, 5, 12]. This limits the applicability of
such realizations to the traps which can be well approx-
imated by the harmonic oscillator and account for any
non-harmonic part as a small perturbation.
In the present work we propose an extension of the
PGPE formalism to describe Bose-Einstein condensates
trapped in toroidally-shaped traps. While single particle
states of a toroidal trap can not be obtained analytically,
we show here that PGPE can be formulated equally well
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in terms of approximate eigenstates and produce physi-
cally relevant results. We verify the accuracy and time
stability of the developed approach and demonstrate that
made approximations do not introduce significant er-
rors. The developed approach can be straightforwardly
extended to include dynamical noise terms and imple-
ment the stochastic projected Gross-Pitaevskii equation
(SPGPE). This will allow to model a dynamical evolution
of finite-temperature toroidal condensates.
II. PGPE MODEL FOR TOROIDAL SYSTEM
We consider a system that is characterized by the mean
field Gross-Pitaevskii Hamiltonian operator HGP [1, 2]:
HGP ψ(r, t) =
[
−~
2∇2
2M
+ Vtrap(r) + δV (r, t)
+g|ψ(r, t)|2]ψ(r, t). (1)
with the nonlinear interaction parameter g = 4pi~2a/M ,
where a is the s-wave scattering length and M is the atom
mass. The potential Vtrap(r) is a cylindrically symmetric
ring-shaped trap formed by a combination of a shifted
harmonic potential in the radial direction and another
harmonic potential in the vertical direction [13, 14]:
Vtrap(r) =
M
2
[
ω2r(r − r0)2 + ω2zz2
]
, (2)
where we use cylindrical coordinates r = {r, θ, z}, r =√
x2 + y2. The additional time-dependent potential
δV (r, t) is considered as a (small) perturbation to the
trap potential. It can represent, for example, a moving
barrier as in experiments of Refs. [14, 15].
Classical field or C-field methods are based on the con-
cept of splitting the many-particle system into highly oc-
cupied low-energy modes described by the coherent clas-
sical field ψ(r, t) and sparsely occupied incoherent high-
energy modes forming a thermal bath. Such splitting
is conveniently represented in the basis of single-particle
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2eigenstates φn of the trapping potential Vtrap
H0φα =
[
−~
2∇2
2M
+ Vtrap(r)
]
φα = Eαφα, (3)
where α represents a set of quantum numbers that char-
acterize the single-particle eigenstates φα. The classi-
cal field ψ(r, t) is then a coherent superposition of these
states with energies below the chosen cut-off energy ecut
ψ(r, t) =
∑
α∈C
cα(t)φα(r), (4)
C = {α : Eα ≤ ecut}.
The choice of the cut-off energy may be a compli-
cated problem for finite temperature calculations (see e.g.
[16, 17]). In the case of zero temperature this parameter
only determines the basis size and overall accuracy of the
decomposition (4)
Unfortunately, for the ring-shaped potential (2) we can
not solve the single-particle problem (3) analytically. In-
stead we can choose a basis that only approximately diag-
onalizes the Hamiltonian H0. We define the basis states
for the ring-shaped system as
φα(r, θ, z) =
1√
2pir
ϕ(ωr)n (r − r0)ϕ(ωz)m (z)eilθ, (5)
where α contains now three quantum numbers α →
{n, l,m} and ϕ(ω)n (x) are normalized eigenstates of a one-
dimensional harmonic oscillator with frequency ω:
ϕ(ω)n (x) =
√
b
2n
√
pin!
Hn
(x
b
)
e−
x2
2b2 ,
where b =
√
~/Mω is the characteristic oscillator length,
Hn is the Hermite polynomial of the order n. This ba-
sis (5) is not orthonormalized due to its radial depen-
dence. The approximate orthogonality can be ensured if√
~/Mωr  r0 (see Appendix A for more details). The
Hamiltonian H0 is also not fully diagonalized by the cho-
sen basis, but rather takes the form
〈φn′l′m′ |H0|φnlm〉 =
[
(E(r)n + E
(z)
m )δnn′
+E
(θ)
l Inn′
]
δmm′δll′ ,
where
E(r)n = ~ωr
(
n+
1
2
)
, E(z)m = ~ωz
(
m+
1
2
)
,
E
(θ)
l =
~2
2Mr20
(
l2 − 1
4
)
,
Inn′ =
∞∫
0
dr
r20
r2
ϕ(ωr)n (r − r0)ϕ(ωr)n′ (r − r0). (6)
The matrix element Inn′ formally diverges at r → 0. It
can still be meaningfully approximated if we restrict the
integration to the region of finite support of the oscillator
functions and use again the condition
√
~/Mωr  r0 (see
Appendix B for more details). In this case Inn′ is also
close to identity matrix and we can approximately define
the single-particle energy spectrum as
Enml = E
(r)
n + E
(z)
m + E
(θ)
l . (7)
Using this approximate spectrum and chosen cut-off en-
ergy we define the C-region and truncate the basis (4)
C = {n,m, l : E(r)n + E(z)m + E(θ)l ≤ ecut},
which also fixes the maximal value of each of the quantum
numbers nmax, mmax, lmax.
The density of states which corresponds to the spec-
trum (7) can be calculated analytically as follows
ρ() =
4
3
√
2Mr0
~3ωrωz
3/2. (8)
More details on this derivation can be found in the Ap-
pendix C.
The density of states can be also estimated in quasi-
classical approximation
ρqc() =
∫
drdp
(2pi~)3
δ(− E(r,p))
=
M3/2√
2pi2~3
∫
V≤
dr
√
− V (r), (9)
where E(r,p) is the energy of a classical particle in the
potential V (r) = Vtrap(r) + δV (r). The integral in (9)
can be calculated analytically for a pure ring trap poten-
tial (2) and energies  < Mω2rr
2
0/2 producing the same
expression as above. In general the closeness of the two
estimates (8) and (9) shows how good the real spectrum
of Eq. (3) is reproduced by the approximate basis states
(5). From the density of states (8) one may also see that
the number of basis states in C-region (and consequently
the numerical complexity of the calculations) grows with
the cut-off as NC ∼ e5/2cut .
If we completely neglect the incoherent region (all
single-particle states above the cut-off) then the classical
field ψ(r, t) will be a solution to the projected Gross-
Pitaevskii equation (PGPE) [5, 12]:
i~
∂ψ(r, t)
∂t
= PHGPψ(r, t) (10)
where P is a projection operator to the C-space.
Pψ(r, t) =
∑
α∈C
φα(r)
∫
dr′φ∗α(r
′)ψ(r′, t).
In the spectral basis the equation for expansion coeffi-
cients cα reads
i~
dcα
dt
= (E(r)n + E
(z)
m )cα + E
(θ)
l Dα + Fα (11)
3where
Dα =
∫
drφ∗α(r)
r20
r2
ψ(r, t), (12)
Fα =
∫
drφ∗α(r)
[
δV (r, t) + g|ψ(r, t)|2]ψ(r, t) (13)
In order to numerically solve the Eq. (11) we need an
efficient and accurate way to transform the solution be-
tween the coordinate and spectral representations. The
integrals containing harmonic oscillator states can be
accurately approximated by the Gauss-Hermite quadra-
ture. The general form of the NQ point quadrature rule
is ∫ ∞
−∞
dxe−x
2
f(x) ≈
NQ∑
j=1
wjf(xj),
where xj and wj are the quadrature points and weights.
This quadrature rule is exact if f(x) is a polynomial of
a degree below 2NQ− 1. Transformation of any function
ψ(r) to the basis representation is then constructed as
follows:
cnlm =
∫
drφ∗nlm(r)ψ(r)
=
∑
jks
w
(r)
j w
(z)
s δθUjnW
∗
kl Ysmψ(rj , θk, zs),
where we introduce the rescaled quadrature weights
w
(r)
j = wjbre
(rj−r0)2/b2r , w(z)s = wsbze
r2s/b
2
z ,
with
br =
√
~
Mωr
, bz =
√
~
Mωz
.
Integration in the azimuthal direction is performed with
a usual trapezoidal rule on a uniform grid with spacing
δθ. The transformation matrices are defined as the basis
states evaluated on the quadrature grid:
Ujn = ϕ
(ωr)
n (rj−r0), Wkl = eilθk , Ysm = ϕ(ωz)m (zs).
The backwards transformation to the spatial representa-
tion is then performed as follows:
ψ(rj , θk, zs) =
∑
nml
UjnWkl Ysm cnlm.
For more details on the transformations between co-
ordinate and spectral representations and calculation of
matrix elements we refer to Ref. [12]. It is worth notic-
ing that in practical realizations the transformation with
matrix Wkl can be replaced with a Fast Fourier Trans-
form for better performance. We however prefer to keep
this transformation matrix here for clarity.
In order to perform a time evolution of the Eq. (11)
we build a computational scheme similar to the split-step
Fourier transform (SSFT) method which is widely used
for GPE modeling [18]. This method implements a time
evolution operator exp(−iHGP t/~) to propagate the con-
densate wave function in time. Adapting this scheme to
PGPE (11) and using a second order Trotter decomposi-
tion for the time evolution operator a basic time evolu-
tion step cnlm(t) → cnlm(t + δt) can be outlined as the
following sequence:
1 : c′nlm = exp
[
− iδt
2~
(E(r)n + E
(z)
m )
]
cnlm(t),
2: djlm = exp
[
− iδt
2~
E
(θ)
l
r20
r2j
]∑
n
Ujnc
′
nlm,
3: fjks =
∑
lm
WklYsmdjlm,
4: f ′jks = exp
[
− iδt
~
(
δV (rj , θk, zs, t) + g|fjks|2
)]
fjks,
5: d′jlm =
∑
ks
w(z)s δθW
∗
klYsmf
′
jks,
6: c′′nlm =
∑
j
w
(r)
j Ujn exp
[
− iδt
2~
E
(θ)
l
r20
r2j
]
d′jlm,
7: cnlm(t+ δt) = exp
[
− iδt
2~
(E(r)n + E
(z)
m )
]
c′′nlm.
We note that in order to calculate the term which in-
cludes the integral Dα defined by Eq. (12) we need to
perform a partial transformation and use coordinate rep-
resentation in r together with a spectral representation
in θ and z.
III. NUMERICAL VERIFICATION
In order to test the developed numerical approach we
model the toroidal trap of the experiment [14]. The pa-
rameters of the trap potential are then defined as follows:
ωr/2pi = 188 Hz, ωz/2pi = 472 Hz, r0 = 19.5 µm. The
total number of atoms in BEC is N = 4 · 105 and corre-
sponding chemical potential is estimated as µ ≈ 10~ωr.
The barrier is approximated by a following potential,
which for the purposes of present study we consider as
time-independent:
δV (r) = VbΘ(x)e
− y2
2λ2 ,
where Θ(x) is a Heaviside step function, λ = 6µm is the
1/e2 half width of the barrier and we choose the barrier
height to match the value of the chemical potential Vb =
10~ω.
The main requirement for the validity of our approach
is br  r0. For the trap parameters defined above we
get br/r0 ≈ 0.04. We first test the quality of our basis
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FIG. 1. Left panel: Density of states for the ring-shaped
potential without a barrier from Eq. (8) (dashed blue line)
and (9) (solid yellow line). Right panel: Blue (dark grey) line
shows relative error of Eq. (8) for a homogeneous ring, yellow
(light grey) line is the same but for a ring with additional
barrier potential.
representation by evaluating the density of states and
comparing it to the analytical expression (8). The result
is shown in Fig. 1. It shows that the energy spectrum
of a toroidal trap (without a barrier) is reproduced very
accurately for energies up to 100~ωr. The discrepancy
is expectedly higher when the barrier potential is taken
into account. The relative error is however within 2% in
high-energy region which is very good for such a simple
approximation and justifies the cut-off definition based
on the the approximate spectrum (7).
Next, we calculate the ground state of the system with
a barrier by propagating the PGPE (11) in the imagi-
nary time. This is done for different values of ecut to see
the effect of basis size on the accuracy of the calculated
ground state. The results are shown at Fig. 2. In order
to estimate the error we compare the coordinate space
representation of the obtained solutions to the solution
of a three-dimensional GPE obtained on a very dense co-
ordinate grid with the usual SSFT method. We see that
for all chosen values of the cut-off energy our numeri-
cal procedure produces reasonable approximations of the
condensate ground state. The error converges rapidly
with increasing basis size and reaches saturation around
ecut = 30~ωr. We conclude that this is the optimal cut-
off energy for such system and use only this value for the
rest of this section. It is worth noticing that in realistic
finite-temperature calculations the choice of the cut-off
energy is a nontrivial problem and its definition is re-
lated to the temperature of the system [10, 11, 19]. For
the purposes of present feasibility study, which does not
address any real finite-temperature processes, the cut-off
value is considered only as a measure of the basis size
and consequently the quality of spectral representation
of the condensate wave function.
While PGPE in general conserves the total energy and
the normaization of the wave function (which is the to-
tal number of particles in the system) we can not prove
that this conservation laws are preserved in the basis (5)
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FIG. 2. (a) Ground state solution of PGPE on the quadra-
ture points in the z = 0 plane. (b) Relative error of the
solution in coordinate space along the radial direction away
from the barrier for four different values of the energy cut-off
and consequently different basis sizes: ecut = 20~ωr (7282
basis states), ecut = 25~ωr (12576 basis states), ecut = 30~ωr
(19676 basis states), ecut = 40~ωr (39970 basis states). (c)
Same as (b) but along the barrier direction.
which is only approximately orthogonal. This may lead
to an accumulation of numerical errors and as a result
to a drift of the conserved quantities. Such effects can
be even stronger in the presence of the barrier potential
as the single particle spectrum is shifted. We therefore
check next that the energy and the atom number are
reasonably conserved on a time scale of the experiment
which is around 3 seconds in [14]. In order to prepare
a non-equilibrium state we add to the stationary state
a random complex noise uniformly distributed across all
basis states. We then renormalize obtained state to ob-
tain the state with the same number of atoms but with
the higher energy then the ground state. Fig. 3 shows
the evolution of the energy per particle and the num-
ber of particles in time for initial equilibrium and non-
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FIG. 3. Energy per particle (Left panel) and total number
of atoms (Right panel) monitored during the real time evolu-
tion of PGPE. The initial state for the evolution is chosen as
equilibrium state (solid blue lines) or a non-equilibrium state
(dashed red lines) with the same initial number of particles.
equilibrium states. The relative drift of these quantities
on the time scale of the experiment is about 0.2% for a
non-equilibrium state. In the evolution of the stationary
state no noticeable drift is observed. Stability of the con-
served quantities even for non-equilibrium states shows
the applicability of the proposed time evolution scheme
and overall consistency of the developed algorithm on
physically relevant time scales.
We perform the next test in order to further verify the
accuracy of non-equilibrium dynamics reproduced by our
evolution scheme. We prepare the initial state by adding
a phase circulation to the stationary ground state intro-
ducing a single quantum of angular momentum to the
system. Time evolution of such state effectively mim-
ics the instability of a persistent current states in a ring
with a barrier. As our equation does not contain any ex-
plicit dissipation mechanism such instability manifests as
oscillations of the average angular momentum projection
〈Lz〉. Such unstable evolution was modeled with our evo-
lution scheme of PGPE and with the grid-based GPE for
comparison (see Fig. 4). We see a nearly perfect match of
the two results. It is worth mentioning that the value of
〈Lz〉 can be calculated in the basis representation exactly
as the basis states (5) are eigenfunctions of Lz operator.
IV. CONCLUSIONS
We have developed an implementation of a projected
Gross-Pitaevskii equation adapted for Bose-Einstein con-
densates in toroidal traps. It is based on approximate
eigenstates of a single-particle Hamiltonian which never-
theless closely reproduces the spectrum of the trap.
We have also proposed a time propagation scheme for
PGPE which is similar to a well established split-step
Fourier transform method. This scheme can be applied
for both real and imaginary time evolution of PGPE. It
was thoroughly tested and is shown to produce stable
and accurate results. Such fully explicit time evolution
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FIG. 4. Evolution of the angular momentum projection 〈Lz〉
modeled with PGPE (solid blue line) and grid-based GPE
(dashed red line).
algorithm is straightforward to complement with time-
dependent noise terms and realize a stochastic projected
Gross-Pitaevskii equation. This will allow for modeling of
various fintie-temperature processes in BEC which is the
main application of PGPE models. We therefore believe
that the proposed method can be especially useful for
modeling of the temperature-induced decay of persistent
currents in BEC and will help to resolve existing discrep-
ancies between theory and experiment [14, 15, 20, 21].
From the performance point of view, the advantage
of PGPE is that it needs to be propagated on a rela-
tively small prescribed basis, much smaller then the typ-
ical number of points in three-dimensional grid-based cal-
culations. For the chosen value of the cut-off energy the
basis size is about 20k states. If compared to grid-based
calculations, the minimally acceptable three-dimensional
grid size for the system under study can be estimated as
128×128×32, which leads to more that 500k grid points.
On the other hand, however, the effect of small basis size
for PGPE is compensated by the additional computa-
tional cost of frequent transformations. Without per-
forming a detailed performance study we only note that
practical computational times were comparable for our
implementations of PGPE and grid-based GPE.
Appendix A: Approximate orthogonality of the basis
The basis (5) is only approximately orthonormalized
due to its radial dependence. The overlap integral of two
basis functions is
Sαα′ =
∫∫∫
rdr dθ dzφα(r, θ, z)φα′(r, θ, z)
= δll′δmm′
∞∫
0
drϕ(ωr)n (r − r0)ϕ(ωr)n′ (r − r0)
= δll′δmm′
∞∫
−r0
drϕ(ωr)n (r)ϕ
(ωr)
n′ (r). (A1)
6The oscillator functions have finite support defined by
the classical turning points Rn =
√
2n~
Mωr
. Outside these
points the function is exponentially small. Therefore if
r0 > Rn, Rn′ , then we can approximate the overlap inte-
gral as follows
Sαα′ = δll′δmm′
δnn′ − −r0∫
−∞
drϕ(ωr)n (r)ϕ
(ωr)
n′ (r)

= δll′δmm′
[
δnn′ +O
((
r0
br
)n+n′
e−(
r0
br
)2
)]
≈ δαα′ ,
(A2)
where br =
√
~/Mωr  r0 is a necessary requirement
for approximate orthogonality.
Appendix B: Matrix Inn′ and the approximate
spectrum
Here we analyze the matrix elements Inn′ defined by
(6) and show the validity of the approximate spectrum
(7). More specifically, in order to define the cut-off en-
ergy we need to approximate the high-energy region of
the spectrum. Therefore we are interested mainly in the
behavior of Inn′ for n, n
′  1. In this region the ba-
sis functions are rapidly oscillating and the integral (6)
can be approximated using stationary phase arguments
[22, 23]:
Inn′ =
∞∫
0
dr
r20
r2
ϕ(ωr)n (r − r0)ϕ(ωr)n′ (r − r0)
≈ δnn′ 1
2
[
r20
(r0 +Rn)2
+
r20
(r0 −Rn)2
]
≈ δnn′
[
1 + 3
R2n
r20
]
, (B1)
where Rn =
√
2n~
Mωr
are the classical turning points of the
oscillator states, which are at the same time the points
of stationary phase. The approximation is only valid if
the integrand r20/r
2 is a smooth continuous function and
both points of stationary phase are within the integra-
tion region. This imposes additional restriction Rn < r0.
With the result (B1) we get the following spectrum
Enml = E
(r)
n + E
(z)
m + E
(θ)
l + 3~ωr
b4r
r40
n
(
l2 − 1
4
)
,
where br =
√
~/Mωr. The condition br  r0, which was
imposed to ensure the orthogonality of the basis states,
allows here to neglect the last term and justify the ap-
proximate spectrum (7).
Appendix C: Derivation of the density of states
Here we show how the relations between density of
states (8), the approximate spectrum (7) and the quasi-
classical integral (9). We start with the spectrum (7):
Enml = ~ωr
(
n+
1
2
)
+ ~ωz
(
m+
1
2
)
+
~2
2Mr20
(
l2 − 1
4
)
.
We are mostly interested in high-energy behavior of the
spectrum. Therefore, to simplify the calculations we first
shift the spectrum so that the ground state (n = m =
l = 0) has zero energy:
E˜nml = ~ωrn+ ~ωzm+
~2l2
2Mr20
.
The number of states with energies E˜ <  is defined as
the sum
N() =
∑
E˜nml<
1.
The simplest way to calculate this sum is to consider n,
m and l as continuous variables and convert it to the
integral
N() =
∫∫∫
E˜nml<
dn dmdl.
This integral yields
N() =
8
15
√
2Mr0
~3ωrωz
5/2. (C1)
The density of states is then calculated as the derivative
of the above expression:
ρ() =
dN()
d
=
4
3
√
2Mr0
~3ωrωz
3/2. (C2)
Another approach to calculate the density of states is
based on the quasiclassical approximation. The energy
of the classical particle in the potential V (r) = Vtrap(r)
is
E(r,p) =
p2
2M
+V (r) =
p2
2M
+
M
2
[
ω2r(r − r0)2 + ω2zz2
]
The density of states is then defined by the following
7integral:
ρqc() =
∫
drdp
(2pi~)3
δ(− E(r,p))
=
M
pi2~3
∫
V≤
dr
∫
dp p2δ
(
p2 − 2M [− V (r)])
=
M3/2√
2pi2~3
∫
V≤
dr
√
− V (r)
=
M3/2√
2pi2~3
∫
V≤
dr
√
−M/2 [ω2r(r − r0)2 + ω2zz2]
=
2
√
2Mr0
3/2
pi~3ωrωz
∫
r˜2+z˜2≤1
dr˜dz˜
√
1− r˜2 − z˜2
=
2
√
2Mr0
3/2
pi~3ωrωz
2
3
pi =
4
3
√
2Mr0
~3ωrωz
3/2, (C3)
where we have used the condition  < Mω2rr
2
0/2. In this
way we have obtained the density of states which is the
same as Eq. (C2). It is worth noticing that two deriva-
tions are based on rather different set of approximations.
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