Continuation methods for nonlinear equations by Avila, J. H.
Technical Report TR-142 
GJ-231 and NGL-21-002-008 
January 1971 
CONTINUATION METHODS FOR NONLINEAR EQUATIONS 
by 
John H. Avila 
J 
UNIVERSITY OF M A R Y L A N D  
co N C E  CENTER 
h 
https://ntrs.nasa.gov/search.jsp?R=19710019099 2020-03-11T19:57:14+00:00Z
Technical Report TR-142 
GJ-231 and NGL-21-002-008 
January 1971 
CONTINUATION METHODS FOR NONLINEAR EQUATIONS 
by 
John H .  Avila 
This research was supported i n  par t  by Grant GJ-231 f r o m  
the National Science Foundation and by Grant NGL-21-002-008 
from the National Aeronautics and Space Administration t o  
the Computer Science Center o f  the University o f  Maryland. 
TABLE OF CONTENTS 
Chapter Page 
I . INTRODUCTION AND BACKGROUND ............................... 1 
1 . Introduction ........................................ 1 
2 . Historical Background ............................... 6 
I1 . THE FEASIBILITY OF NUMERICAL CONTINUATION ................. 9 
1 . An Example .......................................... 9 
2 . The Basic Numerical Continuation Theorem ............ 11 
3 . Point o f  Attraction Theorems and Numerical 
Continuation ........................................ 18 
4 . Model Problem ....................................... 23 
5 . Continuation w i t h  Specific Locally Convergent 
I t e r a t ive  Processes ................................. 28 
Appendix t o  Chapter I1 .................................. 39 
I11 . PATH EXISTENCE THEOREMS USING CONTIMUATION METHODS ........ 48 
1 . The Continuation Property and P a t h  Existence ........ 48 
2 . 
3 . 
The Yakovlev Theorem and Some o f  I t s  Applications ... 
Application t o  the Model Problem .................... 64 
IV . STEPLENGTH ESTIMATION ..................................... 67 
55 
1.  Estimation from Local Convergence Theorems .......... 67 
2 . An Application t o  Mildly Nonlinear Equations ........ 73 
3 . Generalized Continuation Processes .................. 81 
V . A NEW APPROACH TO NUMERICAL CONTINUATION .................. 95 
1 .  Numerical Continuation by Minimization .............. 95 
2 . Step1 ength A1 gori thms and Convergence Resul t s  ....... 101 
3 . Numerical Solution o f  the Model Problem ............. 115 
4 . Other Numerical Experiments ........................ 130 
REFERENCES., ..................................................... 136 
LIST OF TABLES 
Tab1 e Page 
5.1 Computational Results for the Model Problem ................ 125 
5.2 Sample Numerical Solutions f o r  the Model Problem 
5.3 
for h = .1 ................................................. 127 
I t e ra t e s  Showing Convergence (Case 2) ...................... 129 
5.4 Computational Results f o r  Two Additional Examples .......... 131 
5.5 Computational Results Using Mumerical Continuation 
w i t h  Newton as the Local Process ........................... I33 
CHAPTER I 
Introduction and Background 
Section 1 .  Introduction 
Many i t e r a t ive  techniques for the solution o f  nonlinear equations 
have the drawback t h a t  convergence depends on a good i n i t i a l  approxi-  
mat ion  t o  the solution. Correspondingly most convergence resul ts  
only guarantee the existence o f  a well defined convergent sequence of  
i t e ra tes  for  very restr ic ted sets  of  s t a r t i n g  vectors. This leads t o  
the following well-known concepts o f  a domain and a point-of-attraction. 
7 .1  Definition. Let G :  D c X  -+ X be a mapping on some metric space X. 
Then any non-empty s e t  Do t D i s  a domain of at t ract ion of the i t e r a t ive  
process 
(1 1 
w i t h  respect t o  the p o i n t  x* i f  for  any xo E Do we have {xn 1 C D 
and l im xn = x*. 
X n+l = G ( P )  , n = O J ,  ... 
n- 
If  x* E i n t  ( D o )  for some domain of  a t t ract ion Do, then x* i s  a 
point of  a t t ract ion o f  ( 1 ) .  
Note that  the domain o f  at t ract ion need not contain a l l  subsequent 
i t e ra tes  a f t e r  the f i rs t .  
A basic theorem which gives a suff ic ient  condition f o r  some x* t o  
be a p o i n t  of a t t ract ion o f  ( 1 )  i s  the following well-known resu l t  of  
Os trows k i  [ 19661. 
2 
1 . 2  Theorem. 
G :  D C  X + X has a Frechet derivative a t  the fixed p o i n t  x* E i n t  D 
of  G .  
If  
Let X be a normed l inear  space and assume t h a t  
(2 )  llG'(x*> 11 < 1 3  
then x* is a point of a t t ract ion o f  ( 1 )  and ,  more precisely, there i s  
an open ball S(x*,r)  w i t h  center x* and radius r > 0 which i s  a domain 
o f  at t ract ion o f  (1 )  w i t h  respect to x*. 
Ostrowski s t a t e s  the theorem for the case when X = R n .  Then ( 2 )  
can be weakened t o  the condition 
where 
and Rheinboldt [1970]). 
p( - ) denotes the spectral radius o f  G' (x*) , (see, e.g. Ortega 
This paper i s  concerned w i t h  one approach i n  overcoming the local 
convergence nature of i t e r a t ive  processes, namely with the so-called 
continuation method. Basically, this method can be described as follows: 
l e t  F: D = X  -+ X be a given mapping on the metric space X and consider 
the problem of  solving the equation 
( 4 )  F ( x )  = 0. 
T h i s  problem is imbedded into a family of problems of the form 
(5) H ( t , x )  = 0. 
where t E [O,l] 
a t  t = 0, the solution of (5) is a known point xo, while a t  t = 1 ,  
the solution x1 o f  (5) also solves ( 4 ) .  
the form 
J is a parameter. The imbedding i s  chosen so t h a t  
For example H m i g h t  have 
3 
( 6  1 H ( t , x )  = F ( x )  + ( t - 1 )  F ( x 0 ) .  
Suppose now t h a t  there exists a continuous solution curve x:  J -f @ 
of ( 5 )  s ta r t ing  a t  xo. 
involves proceeding i n  some as ye t  unspecified manner along or near 
this  curve x = x ( t )  from the i n i t i a l  point xo = x ( 0 )  t o  the terminal 
point x1 = x ( 1 ) .  
The idea behind the continuation method then 
A basic method we will consider in this  paper i s  the following: 
Suppose t h a t  G :  J x D c  J x X + X i s  a mapping with the property t h a t  
( 7 )  x ( t )  = G ( t , x ( t ) ) ,  b t E J ,  
where x:J -+ D denotes again the solution of ( 5 ) .  Then we can con- 
s ider ,  for  each t, the i te ra t ive  process 
(8) X n+l = G ( t , x n ) .  
I n  general, for fixed t this process will converge t o  x ( t )  only for 
s ta r t ing  values near t h a t  p o i n t .  
have convergence for the process w i t h  t = 1 s ta r t ing  from x ( 0 ) .  
leads t o  the following numerical continuation process. 
I n  particular,  we cannot hope t h a t  we 
This 
A part i t ion of J 
( 9 )  0 = to < tl < ... <tN = 1 ,  
and a sequence of integers 
t h a t  the points 
{jk) , k = 1 ,  . . . , N - 1 ,  i s  chosen such 
are well defined and t h a t  
4 
X N  j+' = G ( 1 , x i )  , j = O,l, ... 
converges to  x ( 1 )  .as j -+ . 
The principal problem i s ,  of course, t o  choose the par t i t ion ( 9 )  
so that  x ( tk )  l i e s  i n  some domain of a t t ract ion D of x( tk+ l  
0 tk+l 
for each k ,  1 5 k < N .  
(7) for  t = t k  must ultimately produce an i t e r a t e  xkkc D 
turn can be taken as the s ta r t ing  point 
ation involving tktl. 
process can be carried out until f ina l ly  t k  = tN = 1 i s  reached. 
Then, i f  X k  E D the sequence generated by 
t k  j 
which i n  
= x for the next i t e r -  
j k  tk+l 
k 
Thus with x'; = xo as i n i t i a l  point the en t i re  
For 
jN-' i s  then in D1 which ensures t h a t  ( l o b )  converges t = l , x  = x  
t o  x ( 1 )  as j -f w . 
0 
N N  
There i s  obviously a trade-off between the number of i t e r a t ive  
steps j k  taken a t  t = t k  and the allowable length of the parameter 
step tk+l - t k '  Clearly, fo r  certain choices of the par t i t ion ( 9 )  
i t  may happen tha t  (10) simply cannot be carried out since a proper 
overlap of the domains of a t t ract ion Dt i s  not guaranteed. 
1 . 3  Definition. I f  a parti t ion (9 )  exis ts  so tha t  w i t h  some 
sequence of integers {jk) the en t i r e  process (10)  is well-defined 
and tha t  ( l o b )  converges to x ( l ) ,  then the numerical continuation 
process (10a,b) is  called feasible.  
k 
In Chapter I1 we shall  examine the f eas ib i l i t y  of numerical 
continuation processes. In particular we will establish a poin t -of -  
a t t ract ion theorem which extends Ostrowski ' s  r e su l t  t o  the process (10) .  
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This general resu l t  i s  then applied t o  obtain specif ic  theorems for  
various i te ra t ive  processes. As a practical application of the re- 
curve x = x ( t )  
the 1 i terature 
t o  a survey of 
these results 
original proof 
in this  area i s  
some of the typ 
s a theorem due 
was unfortunate 
su l t s  t o  a particular example, we also introduce in Chapter I 1  a 
model problem t o  which we return in each of the l a t e r  chapters. 
The question o f  the existence and continuity of the solution 
satisfying ( 5 )  i s  considered in Chapter 111. Since 
extensive, we confine ourselves here 
cal and  important resul ts .  Among 
t o  Yakovlev [1965] for  which the 
y incomplete, and for  which we pre- 
t o o ,  we apply the resul ts  t o  the sent a completed proof. Here, 
model problem. 
I n  Chapter IV we take up the problem of estimating the s ize  of 
the parameter step tk+l - tk in ( l o a ) .  
f icul ty  in obtaining good steplength estimates. This i s  n o t  surprising 
since we already saw above t h a t  the steplength question i s  intimately 
bound up  with the question of the determination of domains of a t t rac t ion ,  
a problem generally acknowledge t o  be very d i f f i cu l t .  
which we obtain are applied t o  a class of mildly nonlinear e l l i p t i c  
boundary value problems. 
nature of the types of steplength estimates derivable from s t a n d a r d  
convergence theorems. 
The resul ts  show the dif-  
The resul ts  
These examples show clearly the conservative 
In  Chapter IV we also consider a generalization of the basic 
continuation process in which the i n i t i a l  phase ( loa)  i s  essent ia l ly  
uncoupled from the terminal phase ( lob) .  Broadly speaking, ( l oa )  i s  
replaced by any process which generates a f t e r  f i n i t e l y  many steps 
6 
a point i n  the convergence domain of the terminal process, b u t  
for which we need not be able t o  guarantee any longer t h a t  the inter-  
mediate points are  close t o  the solution curve. 
numerical continuation methods include a number of the processes 
obtained from a numerical treatment of a different ia l  equation des- 
cribing the underlying homotopy. 
These generalized 
Finally in Chapter V we present a new approach to  numerical 
continuation. 
related minimi zation problem and the application of the techniques 
of unconstrained minimization such as ,  fo r  example, described i n  
Ortega and Rheinboldt [1970, Chapters 8 and 141. 
This approach involves basically the creation of  a 
The information 
available in this se t t ing  allows the development o f  algorithms which 
appear to be well suited to the numerical continuation problem and 
which by nature generate i n  essence their own steplength. 
Included i n  Chapter V are also computational resul ts  b o t h  for 
the model problem and fo r  some additional examples studied previously 
by other authors. 
Section 2: His tor i  cal Background 
The use of continuation, or  imbedding, methods as a theoretical 
tool fo r  the study of operator equations goes back t o  the l a s t  century; 
see Ficken [1951] fo r  an excellent his tor ical  summary and for many 
references. As a numerical tool one of the e a r l i e s t  uses of the basic 
numerical continuation process appears t o  be due to  Lahaye [1934], 
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[1935] fo r  a single equation and l a t e r ,  [7948], for systems o f  equations. 
Subsequently, many authors ,  including Sidlovskaya [1958], Anselone and 
Moore [1966], Davis [1966], and Deist and Sefor [1967], have used 
the numerical continuation approach e 
Concurrent with the work of these authors, another approach 
(which i n  essence is  included in ou r  generalized numerical continu- 
a t i o n  processes) has been investigated extensively in the l i t e r a tu re ,  
This approach i s  based on the different ia l  equation underlying the 
homotopy and integrates numerically the subsequent i n i t i a l  value 
problem describing the continuation problem. 
appears t o  have been Davidenko [1953a,b] a l t h o u g h  he himself refers 
to  some ea r l i e r  work by other Soviet authors. 
applied the method to  a variety of problems and ,  a t  l eas t  in the 
Soviet Union ,  the technique i s  generally called the method of 
differentiation with respect t o  a parameter. 
The f i r s t  i n  t h i s  area 
Davidenko has since 
Among those who have examined the application of these techniques 
t o  Banach spaces are Yakovlev [1965] and Meyer [1968]. 
authors have also employed these techniques. 
[ 19671, K1 ei nmi chel [ 19681 
gated the use of higher order numerical integration methods i n  solv- 
ing the i n i t i a l  value problem. 
Many other 
For example, B i  t t ne r  
and Bosarge [ 19681 have each i nvesti - 
Finally Davis [1966] and Meyer [1968] also considered the problem 
arising when H x ( t , x  i s  singular a t  some point along the solution curve. 
So far ,  l i t t l e  attention appears to have been p a i d  to the 
theoretical foundat on o f  the bas i c numeri cal continua t i  on process 
and ,  i n  par t icular ,  t o  i t s  f eas ib i l i t y .  This i s  one of the topics 
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of  this  paper. As f a r  as can be determined there a 
no at tempt  made of using minimization techniques i n  
continuation problems. The algorithms of  this  type 
show tha t  in such a minimization set t ing many of t h  
so has been 
connection w i  t h  
developed here 
serious d i f -  
f icul  t i e s  encountered i n  estimating the steplength are greatly 
reduced, and tha t  i n  t he i r  overall efficiency these new algorithms 
compare favorably w i t h  the known methods. 
CHAPTER I1 
The Feasi b i  1 i t y  of Numerical Conti nuation 
Section 1 .  An Example 
From the definit ion of numerical continuation i n  Chapter I ,  
one might conclude that  i f  every p o i n t  x ( t )  
curve x i s  a p o i n t  of a t t ract ion of 
of the solution 
then a compactness argument fo r  the curve x automatically insures 
f eas ib i l i t y  of the process. In t h i s  section we will consider an 
example which shows t h a t  th i s  i s  n o t  the case. A second conjec- 
ture m i g h t  be t h a t  i f  G:J x D c J x X -+ X is Frechet differentiable 
w i t h  respect to x and  i f  ll",(t.x(t))ll < 1 ,  for  a l l  t E J ,  ( that  
i s ,  the Ostrowski Theorem applies) then continuity o f  G x ( *  . x ( - ) )  
would guarantee f eas ib i l i t y  of numerical continuation w i t h  respect 
t o  the i te ra t ive  process defined by G. T h i s  t oo  i s  incorrect as 
our exwple will show. 
2.1 Example. For t E J ,  x E R'. define G:J x [O,l] -+ R' by 
1 ( 2 a )  
and fo r  7 <  t f 1 ,  by 
G ( t , x )  = t for 0 G t s 5, x E [O,l], 
1 
9 
70 
5 3 - 4 t  + 7 f o r  4 t  - z< x 
1 For t < 7 i t  i s  c l e a r  t h a t  the i t e r a t i v e  process (1) converges i n  
one s tep  t o  the s o l u t i o n  x ( t )  = t for  any s t a r t i n g  va lue 
x t  E [0,1]. 0 1 For t > 7we have the  fo l l ow ing :  
1 1 (3a 1 G(t,x) 2 t  - T f o r  x & 
1 1 G(t,x) & z f o r  x x 2 t  - 7 (3b 1 
and 
1 1 
(4a 1 G(t,x) G 2 t  - -2- - ZE f o r  x 2 7 + E,  E > 0 
1 
(4b) G(t,x) >r 7 + 2~ f o r  x G 2 t  - - E,  E > 0. 
1 From the  i n e q u a l i t i e s  (3a,b) i t  f o l l o w s  t h a t  f o r  t > 2 any 
0 1  1 xt  $ (F12t - F) cannot be i n  a domain o f  a t t r a c t i o n  o f  x ( t )  = t. 
The i n e q u a l i t i e s  (4a,b) show t h a t  xt  E (2,2t - T )  imp l i es  t h a t  (1) 0 1  1 
1 1 3  1 even tua l l y  produces an i t e r a t e  x i '  E [Zt + F ,  Tt - T]  and, s ince  
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0 = x ( t ) ,  tha t  x t  l i e s  i n  a domain of a t t ract ion.  j ‘+1 then x t  
In short ,  the domains o f  a t t r a c t i o n  for x ( t )  and the 
i te ra t ive  process ( 1 )  are  precisely 
Assume t h a t  numerical continuation were feasible  and  l e t  
i tk> k = 0,1,. . . ,N be the corresponding p a r t i t i o n  o f  J and 
suppose t h a t  tm i s  the f i r s t  t k  greater t h a n  7. ’ 
the sequence of  i t e ra tes  
Then, i n  
there must be one which i s  contained i n  D, . However, since 
Llll 
fo r  a1 1 j > 0 we clearly have 1 < 2 and x j  = tm- 1 m-1 t m - ~  
tK-l L Dt . m 
cannot be feasible.  
This contradiction shows t h a t  numerical continuation 
Section 2 .  The Basic Numerical Cont inua t ion  Theorem 
We recall  from Chapter I the equations which define 
the process of numerical continuation. Throughou t  th is  chapter, 
X denotes a Banach space unless otherwise s ta ted.  
mapping G:J x D c J x X -+ X exis ts  together w i t h  a curve x:J -+ D 
such t h a t  
Assume tha t  a 
1 2  
For a par t i t ion of J :  
and a sequence of f i n i t e  integers j k ,  k = 1 , .  . . ,N-7 , define 
j+' = G(tk,xjk), j = @ ,..., j 1 ,  k = 1 ,... ,N-l f 'k k-  
and 
(8b )  xi,+' = G ( l , x i ) ,  x i  = xNel jN-1 , j = 0,1, ... . 
Then the numerical continuation process i s  feasible  i f  there ex is t s  
a par t i t ion ( 7 )  and integers I jk )  so that  (8a) and (8b) are well- 
defined and x i  i n  (8b) converges to  x ( 1 )  as j + 03. 
I n  this section we s t a t e  and prove a theorem which will serve 
as a basis for  most of our resu l t s  concerning the f eas ib i l i t y  of 
numerical continuation. 
2 . 2  Theorem. 
J = [ O , l ]  and D i s  an open subset of the metric space X .  
Suppose tha t  a continuous curve x:J -+ D exis t s  and sa t i s f i e s  (6 ) .  
Consider the mapping G:J x D C J x X -t X where 
If there is a fixed radius r > 0 such t h a t  D t  = S ( x ( t ) ) , r )  c D 
is  a domain of a t t ract ion of 
13 
then numerical continuation i s  feasible .  
Proof. Let d x ( o 9 ~ )  denote the metric on X .  Since J i s  compact 
and  x i s  continuous, for  some 6 > 0 ,  we have t h a t  
6 Choose t, 
and the sequence generated by (8a) for  k = 1 i s  well-defined and con- 
verges t o  x ( t l ) .  
so t h a t  2 <  t, - to < 6 .  Then by ( l o ) ,  x ( t , )  E S ( x ( t l ) , r )  
j l  r so that  dx (x l  , x ( t l ) )  < F .  Hence we can find j ,  
j m  r I n  general, i f  dx(xm , x ( t , ) )  < 2, for  some m 2 1 ,  we choose 
so that tm+l 
Then by the tr iangle inequality, dx(x) ,x( tmtl))  < r which  
implies t h a t  (8a) i s  well-defined for  k = m+l and lim xAtl = x ( t m t l )  
and hence t h a t  jm+l can be selected so t h a t  
6 
< tmtl - t, 6 or t,,, = 1 i f  1 - t, < 6. 
j- 
I t  i s  c lear  from our construction of { t k l  t h a t  fo r  some 
N, tN = 1 and t h a t  tN - tN-l < 6 .  Then w i t h  x i  = x ~ - ~  jN-',  (8b) con- 
verges t o  x ( 1 )  as j-, and th i s  completes the proof.  
As an example of the use of Theorem 2.2  we present a resu l t  
which, i n  a s l igh t ly  different  se t t ing ,  i s  due t o  Friedrichs [1950] 
(see also Ficken [1951]). 
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2.3 Example. 
operators from X .  into i t s e l f  so tha t  L(0) = Lo has a known 
bounded inverse Lo'  and the inverse of L ( 1 )  = L* i s  t o  be 
detemi ned . 
Consider a family { L ( t ) } ,  t E J ,  of bounded l inear  
More specif ical ly ,  suppose t h a t  the following conditions are  
sat isf ied:  
i )  L:J -+ L ( X , X )  i s  continuous i n  the strong operator topology 
on the space of bounded l inear  operators L(X,X) from X 
into i t s e l f ,  i . e . ,  f o r  every E > 0 there exis ts  6 ( E , t )  > 0 
so t h a t  
i i )  L ( t )  i s  bounded below fo r  each t E J ,  i . e . ,  there exis ts  
a u ( t )  > 0 so tha t  
IIL(t)xll 2 ~ ' I I X I I ,  1 v x  E x .  
Then for  t E: J ,  the inverse L ( t ) - '  of L(t)--which exis ts  by i i ) - - i s  
uniformly bounded and L(l)-' can be found from L o '  by numerical 
continuation using as the local i t e r a t ive  process, a technique 
due t o  Hotelling for  l inear mappings on Rn 
Faddeeva [1960, p.1591). More precisely, w i t h  B ( k )  E L(X,X), this 
process is  defined by 
(see Faddeev and 
If we l e t  E ( k ) ( t )  = I - L(t)B(k),  i t  follows readily t h a t  
1 5  
and hence t h a t  for IIE(o)(t)ll < 1 ,  l im B ( k )  = L ( t ) - l .  
which impl i e s  t h a t  ( 1 1 )  converges s t a r t i n g  from 6 (0) . 
As a r e s u l t ,  S ( L ( t ) - ' , ~ l L ( t ) ~ l - ' )  i s  a donlain o f  a t t r a c t i o n  of 
L ( t ) - l  and the p rocess  de f ined  by ( 1 1 ) .  
For a r b i t r a r y  b u t  f i x e d  x E: X ,  w i t h  / / X I !  = 1 ,  l e t  $,(t)  = 
ilL(t)xll.  
a B( t ,E ) ,  independent  of x ,  so t h a t  f o r  It-t' I < 6 ( t , & ) ,  
Using i) and i i )  we f i n d  t h a t  given E > 0 ,  there exists 
I I 
u t  ilL(t')Xll 2 jL ( t )x l l  - IL(t)x-L(t ' )xl1 .(- - E.  
Thus, G X ( t )  i s  a lower semi-continuous func t icn  of 
u ( t )  > 0 on J ,  f o r  some P > 0 ,  i t  f o l l o w s  t h a t  OX(t)  
t and, since 
> 0 f o r  
a l l  t E J and f o r  a l l  x E: X .  C u t  then / lL(t)- ' i l  G 1-1 for  a l l  t E J .  
T h e r e f o r e ,  
From th i s  i t  fo l lows  t h a t  L ( t ) - '  i s  cont inuous i n  t h e  s t r o n g  
o p e r a t o r  topology. 
By the c o n t i n u i t y  of L ( t ) ,  IlL(t)II g a f o r  a l l  t E J and some 
16 
1 a > 0. 
numerical continuation is  feasible  along the curve L(t1-l. 
Hence 11 L(t)  I-’ 2 cL. Now by Theorem 2.2 i t  follows tha t  
The setting for  the preceding result i n  the ci ted work o f  
Friedrichs and Ficken involved a continuation .process i n  a functional 
analytic framework. First, a constant 6 is shown to  ex is t  such 
tha t  L ( t ) - ’  exists f o r  0 G t 6 .  Then  knowing L(6 ) ”  one can 
obtain the existence of L ( t ) - ’  on (6,261, e tc .  Here, the operator 
L ( t ) - ’ ,  except a t  t = 0 as a s t a r t i ng  value, i s  not needed expl ic i t ly  
i n  order to obtain i n  the l imi t  the existence of (L*)-’. 
The condition tha t  x ( t )  i s  a point o f  a t t rac t ion  of the process 
(9)  will become our key p o i n t  i n  the proof o f  the f eas ib i l i t y  of 
numerical continuation. Recall tha t  a p o i n t  of a t t rac t ion  is  by 
Definition 1. 1 an in t e r io r  point of some domain of a t t rac t ion  and 
hence tha t  this condition insures tha t  for  some r > 0 ,  S(x(t1,r)  
must be a domain of  a t t rac t ion .  Motivated by this  f a c t ,  we consider 
the function r:J -f [ O p )  defined by 
where x:J -+ X is  a solution of the fixed p o i n t  equation (6) and the 
i t e r a t ive  process for each t is  given by (9) .  
I f  we are  now able t o  show t h a t  r ( t )  2 r > 0 on J ,  Theorem 2.2 
can be used to  prove the f eas ib i l i t y  o f  numerical continuation. 
general, i t  i s  too much to  hope f o r  continuity o f  r ( t )  as i n  the 
Example 2.3. 
In 
However, r ( t )  i s  frequently bounded below by a posit ive 
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lower semi-continuous f u r x t i o n  on J and this  insures aga in  the 
existence of a sui table  constant r > 0. 
The fo l lowing  simple lemma summarizes the equivalence of 
various properties for positive real-valued functions on J ,  
a l l  of which will provide a suff ic ient  condition for the existence 
of the desired lower bound on r ( t ) .  
1 2 .4  Lemma. 
equi Val ent:  
For any function r:J  -t R , the following statements are 
(1)  r ( t )  >, r > 0 for  a l l  t E J ;  
( 2 )  For each to E J there exis ts  a constant rl = q ( t o )  > 0 
and a 6= 6 ( t 0 )  > 0 such t h a t  r ( t )  rl for  It-tO/ < 6 ;  
(3) r ( t )  >, E ( t )  > 0 for a l l  t E J ,  where 5:J -f R1 i s  lower 
semi-continuous. 
Proof.  Clearly, ( 1 )  implies ( 2 ) .  To see t h a t  ( 2 )  implies (3) 
l e t  Us E (S-&(S),S+~(S)>; then r ( t )  2 n ( s )  for t E usn J .  BY compact- 
ness of J we can choose a f i n i t e  cover { U t  1 of J and define 
5 
r ( t )  2 rl > 0 for t E J and 5 
i 
by < ( t )  z q ,  t E J ,  where q = inf q > 0. Clearly then 
t i  
i s  lower semi-continuous. 
Since a lower semi-continuous function S:J -+ R~ assumes i t s  
m i n i m u m ,  we have r ( t )  >, r = m i n  < ( t )  and r = 0 i s  excluded since 
otherwise <( to)  = 0 for some to E J a g a i n s t  assumption. 
implies ( 1 ) .  
t E J  
Thus (3) 
18 
2.5 Remark. 
saying tha t  r is. locally positively bounded below. 
We will often refer  to property (2 )  of Lemma 2.4 by 
Section 3 .  Point of Attraction Theorems and Numerical Continuation 
As we have seen i n  Section 1 ,  even i f  along the solution curve 
x the hypotheses of Ostrowski's Theorem are  sa t i s f ied  for the 
i te ra t ive  process 
Xt j+l  = G(t,xJ,L 
we cannot guarantee f eas ib i l i t y  of numerical continuation. In  t h i s  
section we s h a l l  show t h a t  i f ,  i n  addition t o  the Ostrowski hypo- 
theses, the derivative G, a t  ( t , x ( t ) )  has an additional property, 
then numerical continuation is feasible.  
This property involves the concept of a strong derivative f i r s t  
introduced by Ortega and Rhei nbold t [ 19701. 
2.6 Definition. Let G:J x D c J x X -+ X where X i s  a normed l inear  
space and D i s  open i n  X. Assume that  for some fixed to E J , 
xo E D ,  the partial  Frechet derivative Gx(tO,x) o f  G w i t h  respect 
to  x, exis ts  a t  xo. Then Gx(tO,xo) i s  a strong Frechet derivative 
a t  ( to ,xO)  i f ,  for  any E > 0 ,  there ex is t s  a 6 > 0 depending on 
tO,xO. and E such tha t  
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f o r  It-tol + IIxo-yI/ c 6, IIhll s 6, and Ilk11 c 6. 
The nex t  lemma shows t h a t  c o n t i n u i t y  o f  G, j o i n t l y  i n  t 
and x a t  (tO,xO) imp l i es  the  strongness o f  G, 
and Rheinboldt  [1970]). 
(see again Ortega 
2.7 Lemma. 
i n  D e f i n i t i o n  2.6. I f  G, e x i s t s  i n  an open neighborhood of 
( tO,xO) E J x D and i s  continuous a t  (tn,xo). then Gx(to,xO) i s  
s t rong . 
Proof.  L e t  E > 0 be g iven and choose 61 9 6 2  so t h a t  Gx(t,x) 
e x i s t s  f o r  t E S1 = S(t0,61) fl J, x E S 2  = S(xOyt i2)  and t h a t  
L e t  G:J x D C J  x X -+ X where D,X a re  as s p e c i f i e d  
/Gx(t,x)-G,(tO,xO)~~ c E f o r  t E S , ,  x E S2. 
For g iven  t E S1 l e t  $:S2 -+ X be de f ined by 
Then 
independent o f  x i n  S2. Thus f o r  6 = 62/2, y E S Z y  
IIy-xoIl 6, h y k  E X, IlhII, !k l l  C 6, 
20 
hence the conditions of Definition 2.6 are  sa t i s f ied .  
With the concept of a strong derivative,  we can now s t a t e  
the fundamental r e su l t  of this chapter. 
2 .8  Theorem. Let G:J x D C J  x X -+ X where X i s  a normed l inear  
space and D c X is  open. Assume that  x:J -+ D is continuous and 
sa t i s f i e s  x ( t )  = G(t ,x ( t ) ) .  Suppose further t h a t  the partial  
Frechet derivative Gx of G w i t h  respect t o  x a t  [ t ,x ( t ) )  
exis ts  and i s  strong f o r  a l l  t E J .  Then i f  lIGx(t ,x(t))l  < 1 ,  
numerical continuation i s  feasible.  
Proof. Let to E J and d ~~Gx(t , ,x( t , ) ) l .  Since d < 1 ,  there 
exis ts  an 17 > 0 such tha t  d + 17 < 1 .  
and x ( t )  = x( tO)  + (x( t ) -x( tO ) .  
derivative,  there exis ts  a 61 > 0 such t h a t  i f  llx-x(tO)II < 61, 
x E D ,  ~ ~ x ( t ) - x ( t O ) ~ ~  G 61 and t-tol G 61, then 
Write x = x(t,) + (x-x(tO)) 
By the definit ion of a strong 
Choose 6, suff ic ient ly  small so tha t  S(x( t0) ,62)  c D.  Finally, 
L 
choose 63 so tha t  
Let 6 = m i n  C61 ,62963)- Then i f  It-tO 
by (16), (15),  and the t r iangle  inequa 
< 6 ,  x E S(x(t) ,T) ,  6 we have 
i ty: 
2 1  
( d + d / l x - x ( t )  11. 
6 Hence It-tol < 6 implies r ( t )  >, 2: where r :J  -+ R1 i s  defined by (13). 
Since to was arbi t rary,  Lemma 2.4,  p a r t  ( Z ) ,  and Theorem 2.2 com- 
plete the proof. 
Recall from Chapter I that  fo r  f i n i t e  dimensional spaces, 
Ostrowski ' s  Theorem relates  the p o i n t  of a t t ract ion resu l t  to  the 
spectral radius of  the Frechet derivative. Correspondingly we can 
also rephrase Theorem 2.8 in the f i n i t e  dimensional case on the basis 
of a condition upon the spectral radius of Gx( t ,x ( t ) ) .  
2.9 Theorem. 
assume tha t  x:J + D i s  continuous and s a t i s f i e s  x ( t )  = G ( t , x ( t ) ) .  
Let G have a strong partial  Frechet derivative w i t h  respect t o  
x a t  ( t , x ( t ) )  f o r  every t E J .  
Let G:J x D c J x Rn + R n ,  where D i s  open and 
If p ( G x ( t , x ( t ) ) )  < 1 for  a l l  t E J ,  then numerical continuation 
i s  feasible .  
Proof. Let 11 11 denote the given norm on R n .  By the Ostrowski 
theorem the function r:J + R1 given by (13) is  well-defined. 
wish t o  show t h a t  r i s  locally positively bounded below. 
We 
Let to E J be fixed. Since p = p ~ G x ( t O , x ( t O ) ) )  < 1 ,  there 
exis ts  an TI > 0 such t h a t  p + ZTI < 1 .  I t  i s  well-known [see, e .g . ,  
22 
Householder [1964; p. 461) that  there exis ts  a norm I l e I l  
so tha t  the induced matrix norm on L ( R  ,R ) s a t i s f i e s  
IIGx(tO,x(tO))ll 
i n  the proof of Theorem 2.8 tha t  there exists a 6 so that  for  
on Rn 
n n  
s p + n .  For t h i s  norm i t  follows exactly as 
and hence t h a t  x l i e s  i n  a domain o f  at t ract ion o f  x ( t )  for the 
i t e r a t i  ve process (9). 
By the equivalence of norms on R n y  there ex is t s  a constant c 
so that  
1 6  Therefore i f  It-tol < 6 and IIx-x(t)ll < c5 ,  then 
6 IIx-x(t)ll c clIx-x(t)(l < 2 
1 6  Hence S(x(t) ,c2) i s  a domain of a t t ract ion of x ( t )  for It-tol < 6 .  
As a resu l t ,  since to was arbi t rary,  r as  defined by (33) is 
locally positively bounded below. 
2 . 2  and the proof is  complete. 
Now apply Lemma 2.4 and Theorem 
23 
Section 4. Model Problem 
lo!e have seen so f a r  t h a t  the problem of numerical con t inua t ion  
poses some interesting questions when one seeks to  determine even 
the f eas ib i l i t y  of the process. 
resolution of some of these questions, we consider what will serve 
as a model problem t h r o u g h o u t  t h i s  paper. 
As an example of the practical 
The problem ar ises  i n  the study of diffusion processes, for  
instance, when oxygen diffuses into a cell  in which an enzyme- 
catalyzed reaction occurs. I t  has been studied by several authors, 
for example, see Murray n 9 6 8 ] ,  and Keller @968,  p .  162  f f ] .  
i t s  general set t ing th i s  problem can be formulated as the two-point 
boundary Val ue problem: 
In 
( 1 7 b )  x ' ( 0 )  = 0; x ( 1 )  = 1 .  
tiere the function f has the form 
, ~ , k  > 0, x > -k /2 ,  1 x  E x+k f ( x )  = -- 
and d i s  the molecular diffusion coefficient which, i n  this nonlinear 
example, depends on  x .  For small values of the parameter E ,  singu- 
1 a r  perturbation techniques as devel oped by Murray , provide an 
analytic approach. For larger values of E ,  Keller s ta tes  a resu l t  
t h a t  f o r  6 ~ k  > 1 and d ( x )  : 1 ,  the i te ra t ive  process 
24 
2 2 (s x;+~)' = s f ( xn )9  n = 0,1 ,...; xo 5 0, 
(19) 
x,!,(O) = 0; x n ( I )  = 1, f o r  n > 0, 
converges t o  the  unique p o s i t i v e  s o l u t i o n  o f  (17a,b) and t h a t  
0 xo(s) 5 x2 (s )  c ... c x(s)  G ... e x3(s)  c xl(s) E 1. 
For our purposes we w i l l  phrase (17a,b) as an i n t e g r a l  equation, 
and we begin w i t h  the  f o l l o w i n g  theorem. 
Banach space o f  continuous func t i ons  on [ O , l ]  w i t h  the  norm 
Here C [ O , l ]  i s . t h e  usual 
and 
(20) Dk = { X  E C[o, l l  I X(S) > - O < S G l } .  
2.10 Theorem. 
t h a t  d:(-k/Z,W) -f R1 i s  continuous and s a t i s f i e s  d (s )  3 a > 0 f o r  
s E ( - k / Z , W ) .  Then f o r  any f i x e d  t E J every non-negatiWe s o l u t f o n  
L e t  f:C-k/Z,w) + R1 be def ined by (18) and assume 
x E: C [ O , l ]  o f  
l 1  (21 1 x(s)  = 1 - t J 
s u2d(.x(uij 
i s  a cont inuously  d i f f e r e n t i a b l e  s o l u t i o n  o f  
25 
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( 22a 1 (s  d ( x ) x ' ) '  = t s  f ( x ) ,  0 < s < 1 ,  
(22b  1 x ' ( 0 )  = 0;  x(1) = 1 ,  
and converse1 y , every conti nuous 1 y d i f f eren t i  ab1 e non-nega t i  ve 
solution o f  (22a,b) i s  a solution of (21).  
For the sake of the continuity i n  the present discussion we 
have placed the proof of this theorem i n  the appendix to  this 
chapter. 
Theorem 2.10 already suggests the inbedding which we will 
More spec i f ica l ly ,  l e t  consider for the solution of (17a,b).  
G:J x D k  + J x C[O,l] be defined by 
G ( t , X ) ( S )  = 1 - t J d u 2  5 f ( x (  5))dSdu. 
S u 2 d ( x ( u ) )  
(23) 
We then consider the fixed point equation 
( 2 4 )  x = G ( t , x ) ,  t E J ,  x E Dk.. 
The existence of a solution curve x:J -+ Dk will be based on 
the following theorem which we shal l  prove i n  Chapter 3. 
2.11 Theorem. 
functions d and f as given i n  Theorem 2.10. Moreover, assume 
tha t  
Let G:J x D k  + C[O,l] be defined by (23) w i t h  the 
26 
Then, for  every fixed t E J ,  a solution x = x ( t )  E D k  o f  (24)  
exis ts .  
If  d i s  continuously differentiable on i t s  domain, then, 
i n  addition, the partial  Frechet derivative G x  exis ts  for  
( t , x )  E J x Dk and i s  continuous on J x Dk. Moreover, i n  th is  
case fo r  k and'max 
O~XSl 
Id '  ( x )  l / d 2 ( x )  suff ic ient ly  small, I I G x ( t , x ( t ) ) / l <  1 .  
The l a s t  por t ion  of the theorem concerning the existence of 
Gx 
for h E C[O,l] 
i s  proved i n  the appendix. In f ac t ,  we shall show there t h a t  
From (26) we can estimate the norm o f  
appendix. 
Gx 
More precisely, we obtain tha t  
as i s  again shown i n  the 
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y ? max d ( x ) .  The purpose of t h i s  somewhat formidable expression 
i s  t o  indicate, f i r s t  of a l l ,  that  estimates for  the norm of Gx a t  
( t , x ( t ) )  are possible. More importantly, however, th i s  expression 
O<X<l 
gives us a means of estimating the relationship between E and k .  
I n  par t icular ,  since one can see from (27)  t h a t  ! I G x ( t , x ( t ) ) l  + 
and  B -f 0,  i t  follows t h a t  for  E as specified by (25) and for  s u f -  
0 as k+O 
f ic ien t ly  small k and B numerical continuation i s  feasible by Theorem 
2.8 and Lemma 2.7.  
I n  comparison t o  the estimate 6 ~ k  > 7 given by Keller for d- 1 , 
we can use (27 )  t o  obtain t h a t  I I G x ( t , x ( t ) )  ;1<1 ' f o r  E=+, k > .4749. 
Furthermore, fo r  E > .178, k > 0 i s  already suf f ic ien t  t o  ensure 
t h a t  \ l G x ( t y x ( t ) )  11 < 1. 
28 
Sect ion 5. Cont inuat ion w i t h  S p e c i f i c  L o c a l l y  Convergent 
I t e r a t i v e  Processes 
I n  the  preceding sec t ions  we have d e a l t  w i t h  the  f e a s i b i l i t y  
o f  numerical con t i nua t ion  i n  the  general case. I n  t h i s  sec t i on  
we consider  the quest ion o f  f e a s i b i l i t y  as app l i ed  t o  the  use o f  
s p e c i f i c  l o c a l l y  convergent processes i n  t h e  numerical cont inua- 
t i o n  process. 
Most authors mentioned i n  Chapter I as having employed some 
form o f  a con t inua t ion  approach have used Newton’s method as 
the  l o c a l  i t e r a t i v e  process. We s h a l l  consider Newton’s method 
and several  o f  the  so -ca l l  ed general i z e d  1 i near i t e r a t i o n s  . 
We begin by r e c a l l i n g  the  f o l l o w i n g  well-known l e m a s .  As 
before,  X represents a g iven Banach space. 
2.12 Lemma. L e t  A E L(X,X) have the  proper ty  t h a t  I IAI I  < 1. 
Then I - A has a bounded l i n e a r  inverse  and l\(I-A)-’I l  G (l-IlAIl)-’. 
The nex t  l e m a  i s  sometimes r e f e r r e d  t o  as the  pe r tu rba t i on  
1 emma. 
2.13 Lemma. 
assume t h a t  B E L(X,X) s a t i s f i e s  ) IA-B(I  < l\A-lll-l. Then B has 
a bounded inverse  and 
L e t  A E LcX,X) have a bounded l i n e a r  inverse  and 
For  a p roo f  o f  bo th  o f  these lemmas, see Tay lo r  [1958; p. 164 f . l .  
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Next, we prove a lemma due t o  Ortega and Rheinboldt [1970] which 
will enable us t o  obtain the Frechet derivative for  operators of a 
certain form. We have adapted the lema to  the case of the homo- 
topy equation which concerns us here, and we added an  extension 
concerning the strongness of the derivative. 
2.14 Lemma. 
partial  Frechet derivative with respect t o  x a t  a p o i n t  
( t* ,x*)  E J x D for  which H(t*,x*) = 0 .  Let S 0 c  D be an open 
neighborhood o f  x* and I 0 c  J a relatively open neighborhood 
of t*, and assume t h a t  the mapping A:IO x So -f L ( X , X )  i s  con- 
tinuous a t  ( t* ,x*)  and t h a t  A(t*,x*)  has a bounded inverse. 
there exists a relatively open interval I c Io and a ball 
S = s ( x * , S )  c So, 6 > 0 ,  on which the mapping 
Suppose t h a t  H:J x C C J  x X -f X ,  D open, has a 
Then 
G:I x S -+ X ,  G ( t , x )  = x - A ( t , x ) - ’ H ( t , x ) ,  v ( t , x )  E I x S 
i s  well defined and G has a partial  Frechet derivative w i t h  
respect to x a t  ( t* ,x*)  given by 
(29)  Gx(t*,x*)  = I - A(t*,x*)-lHx(t*,X*). 
If  A has the additional property t h a t  there exis ts  a constant 
K such that 
then continuity o f  H a t  (t*,x*) and strongness of Hx(t*,x*) 
imp1 ies the strongness of Gx(t*,x*). 
3 0  
Proof .  L e t  8 = IIA(t*,x*)-’ll and choose E and 6 so t h a t  
0 < E < (28) -l, s = S(X*,S) e so, I = {t E J 1 It-t*l < 6) c Io, 
and 
(30 1 ~ ~ A ( t , x ) - A ( t * , x * ) ~ ~  G E, v( t ,x)  E I x S. 
By t h e  p e r t u r b a t i o n  l e m a  2.13, A(t,x)” e x i s t s  f o r  a l l  
( t ,x)  E I x S and 
Therefore, G i s  we l l -de f i ned  on S. 
Since H has a p a r t i a l  Frechet  d e r i v a t i v e  w i th  respec t  t o  x 
a t  (t*,x*), we may r e s t r i c t  6 i f  necessary so t h a t  
Since x* = G(t*,x*) we combine (30)-(32) t o  o b t a i n  
IIG (t*,x)-G( t* ,x*)-[ I-A( t* ,x*)- l  Hx (t* ,x*>] (x-x*) [I 
= 11 A( t* ,x*)” Hx( t* ,x*) (x-x*) -A( t* ,x)-’ H( t* ,x)ll 
(33 1 G 11 -A( t* ,x)”’ [ H ( t *  ,x)-H (t* ,x*) -Hx (t* ,x*) (x-x*)] 11 
+ I I A ( t *  ,x)-’ [A(t*,x*)-A( t*,x)]A( t* ,x*)- l  Hx( t* ,x*) (x-x*)ll 
Since E i s  a r b i t r a r y  and 8 as w e l l  as IIHx(t*,x*lll a re  f i x e d ,  
(33) shows t h a t  G has a t  (t*,x*) a p a r t i a l  Frechet d e r i v a t i v e  w i t h  
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respec t  t o  x g iven  by (29). 
Now suppose t h a t  A s a t i s f i e s  i n  Io  x So a L i p s c h i t z  c o n d i t i o n  
w i t h  respec t  t o  x and t h a t  H i s  cont inuous a t  (t*,x*) and 
Hx(t*,x*) i s  s t rong.  
i f  necessary so t h a t  
Then, g iven  E > 0, we can r e s t r i c t  6 > 0 
and IIH(t,y)(l < E, v(t,y) E I x S. Hence, s i m i l a r l y  as i n  (33),  
(34 1 
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which proves t h a t  GX(t*,x*) i s  strong. 
We turn now our a t tent ion t o  Newton's method as  the local 
process i n  numerical continuation. Consider the homotopy 
H:J x DC J x X + X and the curve x:J + D such tha t  H( t ,x ( t ) )  = 0. 
If H has a Frechet derivative Hx w i t h  respect t o  x on J X D 
and Hx(t.x)-l exists and is  bounded i n  some neighborhood of the 
curve x ,  the Newton numerical continuation process has the follow- 
i n g  form. 
For some par t i t ion  { t k } ,  k = O,l,. . . ,N9 o f  J and f i n i t e  
integers {jk}, k = 1 ,.. . ,N-1 , the process i s  defined by the 
equations: 
f o l  lowed by 
Consider the mapping G:J x D c J x X + X given by 
(36 1 
By us ing  Lemma 2.14 we see t h a t  
G(t,x) = x - H x ( t , x ) - ' H ( t , x ) .  
Gx( t ,x ( t ) )  = I - Hx(t,x(t))- 'Hx(t ,x(t))  = 0.  
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Hence, Ostrowski’s Theorem applies. 
i s  strong we can use Theorem 2.8 t o  prove the f eas ib i l i t y  of 
(35a , b )  . 
By insuring t h a t  G x ( t , x ( t ) )  
2.15 Theorem. Consider the mapping 1i:J x D C J x X -t X where D 
i s  open and assume t h a t  H has a jo in t ly  continuous partial  
Frechet derivative which, for  every ( t O 3 x O )  E J x D and 
some 6(t0,x0) s a t i s f i e s  
Hx 
Assume t h a t  a continuous function x:J -t D exis ts  and s a t i s f i e s  
H(t,x[t))  = 0.  If H x ( t , x ( t ) ) - ’  exis ts  and i s  bounded for  each 
t E J ,  then the numerical continuation process (35a,b) i s  feasible .  
Proof. From the j o i n t  continuity o f  H, i t  follows by Lema 2 .7  
t h a t  H x ( t , x ( t ) )  i s  s t rong ;  hence (37) and Lemma 2.14 imply that  
also G x ( t , x ( t ) )  i s  strong. 
compl ete .  
Now apply Theorem 2.8 and the proof i s  
2.16 Remark. 
Section 4. 
Theorem 2.15 can be applied to  the model problem i n  
Let H:J x Dk C J x X -t X be defined by 
H(t,x) = x - G ( t , x ) ,  
where D k  and G are given by (20)  and (23) respectively. Then 
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by Theorem 2.11, !IGx ( t , x  ( t)  ) 11 <1 for k and 
max I d ' ( s ) l  /d2 (s) sufficently small. 
Osssl 
For those values of k ,  Lemma 2.12 implies the existence and 
boundedness of Hx(t ,x(t))- ' .  Then i f  the diffusion coefficient 
d ( x )  has a Lipschftz continuous f i r s t  derivative, Theorem 2.15 
guarantees the f eas ib i l i t y  of numerical continuation w i t h  the 
process (35a,b). 
We next turn t o  a class of local processes referred t o  as 
generalized l inear i terat ions and studied i n  detail  by Ortega 
and Rheinboldt [1968]. 
Consider a mapping F:D e Rn +- Rn and the equation 
In many of the standard i t e r a t ive  methods for the solution o f  
(381 a system of l inear  equations must be solved a t  each step.  
For example, i n  Newton's method, the following system has t o  be 
solved a t  each step: 
(39) F '  ( X k )  ( X - X k )  = -F(Xk) 0 
If n is  large,  then i t  i s  appropriate t o  employ a l inear  itera- 
t ive  technique to  solve (39). W i t h  the sp l i t t i ng  F ' ( x k )  = 
B(Xk)  - c ( x k )  a large class of l inear  i t e r a t ive  processes for  
solving (39) is  given by 
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For zo = xk and Xk+l = zm and with the help of the identity 
we have the “combined” process 
Some of the processes contained in the formulation (40) are,  for  
exampl e ,  Newton- (m-step )SOR, Mewton- (m-s tep) Jacobi , e tc .  
We now consider the process defined by (40) as the local 
i t e r a t ive  process i n  numerical continuation. That i s ,  assume 
H:J x D C J x Rn + Rn has a Frechet derivative Hx jo in t ly  con- 
tinuous on J x D and suppose t h a t  x:J -+ D s a t i s f i e s  H ( t , x ( t ) )  = 0. 
As sume 
(41 1 Hx(t,x) B(t,X) - C ( t , x )  
i s  a given sp l i t t i ng  where B(t,x) i s  invertible in some neighborhood 
Do D o f  the curve x .  Finally, l e t  G be defined by 
(43 1 E ( t , x )  = B(t,x)-lC(t ,x).  
Then G i s  defined on J x Doe J x R n .  
With these notations we are now led t o  the following numerical 
continuation resu l t .  
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2.17 Theorem. Consider H:J x D e J x Rn +- R n ,  where D i s  open, 
and a continuous.curve x:J * D such tha t  H( t ,x ( t ) )  = 0. Assume 
that  H has a Frechet derivative Hx which is  jo in t ly  continuous 
on J x D and s a t i s f i e s  
Let the sp l i t t i ng  (41 1 of Hx be given where B and C are 
jo in t ly  continuous on J x D and sa t i s fy  there the same Lipschitz 
condition as Hx i n  (44) w i t h  the same Lipschitz constant K. 
Also suppose tha t  fo r  each t E J ,  H x ( t , x ( t ) )  i s  strong and 
t h a t  B( t ,x ( t ) ) - ’  ex i s t s ,  and f ina l ly  tha t  
(45 1 P(B(t ,x( t ) )”C(t ,x( t ) ) )  < 1 ,  t E J .  
Then the numerical continuation process ( 8 a , b )  w i t h  G defined 
by (42)-(43) i s  feasible.  
Proof. 
standard compactness argument on the curve x and an application 
of the perturbation lemma as i n  the proof of Theorem 2.15 gives a 
constant ro > 0 such tha t  B(t,x)’’ exis ts  and IB ( t ,x ) - ’ l  B for 
( t , x )  E J x Do where 
Since B(t ,x)  i s  continuous and B ( t , x ( t ) ) - ’  ex is t s ,  a 
0 
Consider the identity 
I - E(t,x)m = [I-E(t,x)][I+. . . + E ( ~ , X ) ~ - ’ ] .  
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The c o n d i t i o n  (45) g u a r a n t e e s  t h a t  I - E(t ,x)"  i s  nons ingu la r  
f o r  m 2 1. Hence 
m-ll-l A( t , x )  = B( t ,x ) [ I+E( t ,x )+ .  . .+E(t ,x)  
i s  we l l -de f ined ,  con t inuous ,  and nons ingu la r  on J X Do. 
the  mapping G d e f i n e d  by ( 4 2 ) ,  w h i c h  can be written 
T h u s  
G ( t , x )  = x - A ( t , x ) - ' H ( t , x )  
i s  d e f i n e d  on J x Do and by Lemma 2.14 
= I - [ I+E ( t  ,x ( t ) )+ . . . + E  ( t ,x ( t ) )m-l ] B ( t ,x ( t ) )-' Hx ( t  ,x ( t ) ) 
= E ( t , x ( t ) ) m .  
Thus p ( G x ( t , x ( t ) ) )  < 1 .  
S i n c e  B( t , x ) - l  i s  bounded on J x Do and B and C s a t i s f y  
the Lipschitz c o n d i t i o n  corresponding t o  ( 4 4 ) ,  A sa t i s f i e s  
f o r  some a p p r o p r i a t e  K1.  T h u s  Lemma 2.14 a p p l i e s  and G x ( t , x ( t ) )  
i s  s t r o n g .  Thus by Theorem 2.8 the proof is  complete.  
So fa r  we have cons ide red  o n l y  s i n g l e - s t e p  l o c a l  i t e r a t i v e  
p rocesses  f o r  w h i c h  xk+, is determined a s  a f u n c t i o n  o f  x k  
a l o n e .  I t  i s  s i m i l a r l y  p o s s i b l e  t o  c o n s i d e r  numerical c o n t i n u a t i o n  
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fo r  multi-step processes such as ,  fo r  instance, the interpolatory 
secant methods. The concept o f  a domain o f  at t ract ion extends 
t o  these methods and one can phrase a basic f eas ib i l i t y  theorem 
fo r  numerical continuation analogous to  Theorem 2.2.  In the 
absence of a general point of  a t t ract ion r e su l t  for some of the 
multi-step methods such as the sequential secant method, the 
result ing theorems add relat ively 1 i t t l e  t o  the present discussion, 
and we shall  therefore not pursue here the multi-step question 
any fur ther .  
Appendix t o  Chapter I1 
In th i s  appendix we prove the theorems quoted i n  Secticn 2 . 4 .  
2.10 Theorem. Define Dk by 
k ( P V )  Dk = { x  E c[o,1] 1 x(s)  > - 9 , 0 < s < 11, 
k l e t  f : ( -  
( A .  2) E s+k 
and assume t h a t  d : ( -  2 ,a) -f R1 i s  a continuor!s function satisfyin? 
d ( s )  2 a > 0, s E [Op). 
negative solution x E Dk of 
,a) c R1 -f R1 be given by 
1 s  
f ( s )  = -- , ~ , k  > 0, 
k 
Then, fo r  any fixed t E J ,  every non-  
i s  a continuously different iable  scl ution of 
( s 2 d ( x ) x ' ) '  = t s 2 f ( x ) ,  0 < s < 1 
x ' ( 0 )  = 0 ,  x ( 1 )  = 1 1 (A.4) 
and conversely, every continuously differentiable ncn-neGative 
solution o f  (A .4)  i s  a solution of (A.3). 
Proof: Let x be a continuously differentiable non-negative 
solution o f  (A.4).  Then integrating (A.4) from 0 t o  u E ( 0 , l )  
and employing the boundary condition a t  0 we obtain t h a t  
u2d(x(u))x' = t J 'c2f(x(<))d<, 
0 
( A . 5 )  
and hence by integration for  s > 0 
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Let i = max x(s) and 7 = max f ( s ) .  Then, because of the 
existence of the lower bound on d ,  i t  follows that  
S&TO,ll S&[O $1 
Hence (A.6) i s  defined for  s = 0 by taking the r igh t -hand  l imit .  
Conversely l e t  x E C[O,l] be a non-negative solution of (A.3). 
Since the right-hand side i s  differentiable on ( O , l ) ,  i t  follows 
that  
Then the l imit  for  s -+ 0 on the r ight  exis ts  and 
2 s f ( x ( s ) )  = 0 ,  0 c lim dsF2f(x(<))dS c lim 1 
s+O s2d(x(s))  s+O sd(x(s))  
2 where we have used the f a c t  t h a t  5 f (x(F))  i s  monotone increasing 
in 5. Since the l imit  is bounded below by 0 ,  i t  follows tha t  
x ' (0)  = 0. 
From (A .7 )  now, 
(A.8) s*d(x(s))x'  (s)  = t bsF2f(x(F;))dt; 
and since the r i g h t  side is  differentiable,  so is  the l e f t  and 
M . 9 )  ( s2d (x ( s ) )x ' ( s ) ) '  = t s2 f (x ( s ) ) ,  s E ( 0 , l ) .  
The remaining boundary condition x ( l )  = 1 i s  an immediate consequence 
of (A.3). T h i s  concludes the proof. 
4 1  
The existence theorem 2.11 i s  proved i n  Chapter I V .  tiere we 
discuss several facts  abou t  any g iven  solution x E Dk e f  ( R . 3 ) .  
As in Section 2.4 we write 
(A.10) G ( t , x )  = 1 - t  J' l 1  Lu<'f(x(<))d<du, t E J .  
s u2d(x(u)) 
1 Since f ( x ( < ) )  e ; fo r  x >, 0 ,  x E C[O,l], i t  follmis t h a t  
t 
f -  
t 
G~min{d(x(u))} 6 ~ a  ' 
and hence, for  6 ~ a  >, 1 ,  we have 1 > G ( t , x )  2 0 ,  since the i n t  
are positive. 
gra 
Therefore i f  I! = {x E C[O,l] I 0 e x(s )  e 1 ,  
then for  each fixed t E J ,  G ( t , P . )  C A. 
r 's  E [ O , l ] > ,  
I n  order t o  show t h a t  (26)  i s  indeed the Frechet derivative 
G x ( t , x )  of G ,  l e t  B:J x Dk C J x C[O,l] -+ L(C[O,l],C[O,l]), for  
any h E C[O,l], be defined by 
ds 
Then 
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G(t,x+h) - G(t,X) - B(t,x)h 
Hence, us ing  the d i f f e r e n t i a b i l i t y  o f  f and d and the L i p s c h i t z  
c o n t i n u i t y  o f  f, we ob ta in  wi.th c e r t a i n  constants C ~ ~ . . . , C ~ ~  
where l i m  e(Ilh1L) = 0. Therefore 
(A. 12) Gx(t,x) = B( t ,x ) .  
Ilhllm +- 0 
I n  order t o  bound IIG,(t,x(t))hlL, we proceed as fo l lows.  Usi'ng 
(A.11) and (A.12), f o r  x E Dk, we c l e a r l y  have the d e f i n i t i o n  of f 
4 3  
where P 2 max ld ' ( s ) /d2 ( s )  I .  
SECOY11 
For fixed t E J l e t  x E C[O,l] denote any non-negative solution 
Then, since G ( t , x )  = x ,  and we have shown t h a t  0 c G ( t , x )  of ( A . 6 ) .  
i t  follows t h a t  also 0 G x C 1 .  
1 ,  
From ( A . 7 )  now, 
(A.14)  x ' ( s )  2 0 ,  
which imnlies t h a t  
(A.15) x ( s )  c (l-Ct)S + C t  E m,(s) 
where 
I 
E 
Also from (A.6) ,  since 0 g f ( x )  G - 
(A.16) 
= 1 - - t ( l -s  2 -  ) = q s ) .  
6 a& 
Since f i s  isotone and f '  i s  antitone for  positive values of 
their  arguments, and since 
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i t  f o l l o w s  t h a t  
(A. 19) f ' ( U t ( s ) )  >, f ' ( x C s ) )  f ' . (mt(s)).  
From (A.6), (A.18) and (A.15) we have 
(A.20) x ( s )  G 1 - - t 2& dgdu 
YE s u ' a+k+bS2 
, a = 1 - b. The double i n t e g r a l  i n  CA.20) i s  t where b = - 6 a ~  
equal t o  
t l 1  Ll ku (a+k)k -1 /2 b 1 / 2  
- -  I 7 3 - -J-- + '7 ((a+k)b) arc tan u( a+k ) ]du 
YE s u  
- t 1 S ' k  k 
- -  YE [ z  - -  6 b - - Rn ( l / s )  + 6 Rn ( l / s )  
a+k+b k b  -1/2 b 1/2 
arc tan ( a+k ) 2 ) + 6 ( X )  - -  R n (  a+k+bs 2b 
k b  -1/2 -1 b 1 / 2  s a rc tan  ( - ) SI. -dx) a+k 
Thus, 
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t l  S ' k  a+k+b 
a+k+bs 2) 
(A.21)  x (s )  G 1 - - { - - - - 2b R n  ( 
YE 6 6 
Taking the l imi t  as s -+ 0 ,  we see tha t  
t 1  k b 
YE a+ k (A.22)  X(0) S 1 - - { g - Qn -
-1 /2 b 1/2 k 
arctan ( - ) - - 1 . k b  b + 6 ( d  a+k 
Therefore we can take the bound i n  (A.22)  f o r  the constant 
i n  (A.15). 
c t  
Returning t o  (A.13) and employing (A.18), we obtain 
2 
dg du  G J' - 5 dEdu l 1  
s u  (x+k) '  s u  [ ( a+k)+bE2] 
where a,b are  as above. The l a s t  integral  i s  equal to 
1 / 2  b -1 /2 U 1 
(A.23) I s u  +- 2b(a+k+bu2) 2 b  + - (b(a+k)) arctan u( a+k ) ]du 
1 / 2  b -1 /2 arctan ( - ) - 1 b --?b-(-a+x) a+ k 
1 / 2  b -1/2 -1 s arctan s ( - ) . 1 b +,illb(a+k) (XI a+k 
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Simi 1 ar ly  
k(c+k)' ~n[( l -c)s+c+k] 
3 S k(c+k)2  R n  ( l t k )  - -t (1 -4 3 (1 -4 
- !dS?!d R n  [(1-c)s+c+k] - !i.k%.f 3 i n  (c+k) 
( 1 4  
2 (1-c) 
k(c+k)' Rn(c+k) 
3 S + (1 'C) 
Now since the integrands i n  (A.23) and (A.24) are positive, the 
maximum over s i s  taken a t  s = 0. 
In (A.24) we must consider the l imit  
1 1 lim Rn (c+k) - - R n  [(l-c)s+c+k] 
s+o S 
which, by L'hospi ta l ' s  rule i s  equal t o  
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T h u s  ( A . 2 4 )  becomes i n  the l imit  as s -f 0 
Taking the l imi t  as s + 0 in (A .23 )  and recall ing (A.13) we 
f inal  ly  have 
(A.25)  
which yields the norm bound f o r  ' I G X ( t , x ) / ,  given in equation ( 2 . 2 7 ) .  
CHAPTER I11 
Path Existence Theorems Using Continuation Methods 
Section 1 .  The C o n t i n u a t i o n  Property and Path Existence 
I n  Chapter I1 we separated the question of the existence of 
the curve x along which numerical continuation takes place from 
the f eas ib i l i t y  of the numerical continuation process i t s e l f .  In 
this chapter we d i rec t  our attention t o  the existence of the curve. 
Clearly, i t  would be impossible t o  cover here t o  any meaningful 
degree the multitude of possible existence theorems; the l i t e r a -  
ture in that  area i s  simply too  voluminous. Instead, we present 
a survey of some of the typical and important resul ts  from various 
sources t h a t  re la te  t o  the existence of a solution curve i n  the 
set t ing we are  considering here. 
proofs appear t o  have novel aspects or represent improvements of 
the original proofs. More importantly, by a consistent use of a 
continuation property introduced by Rheinboldt [1969] we are  able t o  
provide a certain unification of several approaches t h a t  previously 
seemed t o  be rather unrelated. 
A t  the same time some o f  the 
As we discussed i n  Chapter I ,  h is tor ical ly ,  the numerical 
techniques for  proceeding from one endpoint of the solution curve 
t o  the other have e i ther  been the numerical continuation process, as 
we considered i t  in the preceding chapter, or the numerical integra- 
tion of some underlying different ia l  equation. For the existence 
proof of the curve there are  basically the same two approaches. 
The most widely used method for p rov ing  existence of a solution 
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curve appears t o  have been t o  consider an underlying different ia l  
equation for  the curve--provided such an equation exists--and t o  
u t i l i z e  the standard existence and  continuation resu l t s  of the 
theory of ordinary d i f fe ren t ia l  equations in Banach space. 
The other method for  guaranteeing existence of the curve i s  
again based on a continuation argument n o t  unlike tha t  used i n  the 
processes of Chapter 11. 
and xo an i n i t i a l  point fo r  which H(O,xo) = 0. In the domain 
under consideration H ( t ; )  i s  often known t o  possess some local 
solvabi l i ty  property such a s ,  f o r  instance, tha t  civen by the usual 
implicit  function theorem. T h u s  a continuous so ution curve x of 
H ( t , x )  = 0 ex is t s  fo r  
tl E (0,1]. 
(t l-E,x(tl-E)) we can ensure the existence of x on a larger 
interval [ O , t , ) .  tp > t , ,  and so on.  The problem i s  now tha t  the 
local solvabi l i ty  domains may get progressively smal l e r  and hence 
t h a t  continuation u p  to  t = 1 might net be possible. For a treatment 
of this continuation approach in a general se t t ing ,  see Ficken [1951] 
and the references mentioned there as well as Rheinboldt [1969). 
Let H(t,x) = 0 be the honiotopy equation 
t in some small interval [ O , t l )  w i t h  
Then again using the local solvabil ty property a t  
As we have already mentioned above, underlying the continuation 
approach i s  always a local solvabi l i ty  condition which can often be 
obtained by the use of the implicit  function theorern. 
version of this theorem, involvinq strong derivatives,  was given by 
Ortega and Rheinboldt [7970]. As before, X denotes a Banach space 
unless otherwise indicated. 
The following 
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3.1 Theorem. Suppose t h a t  H:J x D C J  x X -+ X is  continuous on a 
neighborhood Io X. Do of a p o i n t  ( tO,xO) ,  where Io i s  re la t ively 
open i n  J and Do i s  open in X, and that  H(tO,xO) = 0. Assume 
that  Hx exis ts  and i s  strong a t  ( t O , x O )  and that  Hx(to,xO) has 
a bounded inverse. Then there ex is t  a re la t ively open neighborhood 
I c Io of to and an open neighborhood S C  Do of xo ,  such that  
for  any t E f ,  the equation H ( t , x )  = 0 has a unique solution x = $ ( t )  
E s and the mapping $ : I  -+ X i s  continuous. Moreover, i f  H t  exis ts  
a t  ( t 0 , x O ) ’  then $ i s  differentiable a t  to and 
In Ortega and Rheinboldt the theorem was phrased i n  f i n i t e  
dimensional spaces and fo r  an open neighborhood of (tO,xO) i n  J x X .  
However, the same proof carr ies  over t o  Banach spaces and fo r  the 
re1 atively open neighborhood whi ch we have used. 
Let the mapping H:J x Dc J x X -+ X and the homotopy equation 
(1 1 H ( t , x )  = 0 
be given w i t h  the i n i t i a l  p o i n t  (O,xo) such that  H ( O , x o )  = 0. As 
described above the continuation approach f o r  H need n o t  yield a 
solution curve f o r  the en t i re  t-interval J ;  this is shown by the 
following simple example. 
3 . 2  Example. Let H:J x R1 -f R1 be defined by 
5 1  
Tr TT H ( t , x )  = [x cos (t-1)-sin ( t - l ) ] [x  cos '2- t -s in  7 t]. 
1 For xo = ( O , O ) T  as i n i t i a l  point, the solution curve x:[O,l) -f R 
is  then defined by 
7T x ( t )  = tan t .  
Obviously x cannot be continued t o  the closed u n i t  in terval ,  
although locally a continuous solution ex is t s  for each t E J .  
The following concept, introduced by Rheinboldt [1969] in a 
more general form, will enable us t o  prove for certain mappings H 
the existence of the solution curve x on a l l  of 3. 
3.3 Definition. 
property w i t h  respect t o  x E D i f  the existence of a continuous 
function x : [ O , t * ) C  J -t D ,  such tha t  H ( t , x ( t ) )  = 0 for a l l  t E [ O , t * )  
implies tha t  lim x ( t )  = f( ex i s t s ,  x E D and H ( t * , ; )  = 0. 
The mapping H:J x Dc J x X 4 X has the continuation 
f i  
t+t*- 
W i t h  this def ini t ion,  we can prove the following special form of 
a theorem o f  Rheinboldt [1969]. 
3.4 Theorem. Let H:J x D C J  x X -f X be continuous or! J x D where 
D is  open, and assume tha t  H has a strong part ia l  Frechet derivative 
Hx on J x D (or t ha t  Hx i s  continuous on 3 x D) .  I f  H,(t,x)-' 
ex is t s  on J x D and H has the continuation property w i t h  respect t o  
x ,  then f o r  any i n i t i a l  p o i n t  (O,x,,) such tha t  H(O,xo) = 0 ,  there 
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exis ts  a unique and continuous curve x:J -+ D satisfying (1 )  for 
each t E J .  
Proof.  Since H x ( O , x o )  exis ts  and i s  strong ( i f  Hx is  continuous, 
the 
t h  
the s trongness f ol 1 ows by Lemma 
existence of a continuous solut  
x(0)  = xo. I f  tl < 1 ,  then, as 
2.7) ,  Theorem 3.1 ensures 
on curve for t E [ O , t , ]  w 
discussed above, the same argument 
can be applied a t  (tl  , x ( t l ) )  and the curve can be extended t o  some 
[O,t,]c J w i t h  t2 > t l ,  etc .  
up  to  which the s o l u t i o n  curve x s tar t ing from xo can be con- 
tinuously extended i n  this way. 
continuation property, l im x ( t )  = x exis t s ,  x E D and H(t*,x) = 0. 
Thus we can s e t  x ( t * )  = x and x i s  well-defined on [O,t*]c J .  
Let [O,t*)C J be the largest  interval 
Clearly then, t* > 0 and by the 
h A h 
t2*- 
I f  t* = 1 ,  then the existence proof is complete. 
Then by Theorem 3.1 there ex is t s  a 6 > 0 and a 
Suppose there- 
fore t h a t  t* < 1 .  
neighborhood S C  D of x( t*)  such t h a t  On I = {t E JI I t-t*l < 6) 
a unique continuous function @ : I  -+ S exis ts  and sa t i s f i e s  
@(t*) = x ( t * ) .  By uniqueness, @ must agree w i t h  x on (t*-6,t*]. 
B u t  then i : [ O , t * + t i )  -+ D defined by 
x ( t )  for t E [o,t*] 
i ( t )  = 
@(t)  for t E (t*,t*+6) 
i s  a continuous extension of x which contradicts the maximality 
of t* unless t* = 1 .  
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To prove uniqueness l e t  x:J -+ D ,  xh:J -+ D be continuous 
h A 
solutions of ( 1 )  such t h a t  x(0) = x(0) = xo. 
sup {t&J x(s )=$(s )  for  s&[O,t]} > 0 and by continuity x ( t )  = x ( t ) .  
If t < 1 ,  then by Theorem 3.1 applied t o  the point ( t , x ( t ) ) ,  the 
solution x of ( 1 )  t h r o u g h  x ( t )  i s  unique on some interval 
( t - d , t + b ) ,  6 > 0 which contradicts the definit ion of 
Then t = 
A I /  
A h  
A I 
A 
A h  h 
t .  Thus 
the solution of ( 1 )  s ta r t ing  from xo i s  unique on J and the 
proof is  complete. 
Next we prove a resu l t  of Ostrowski [1966, p .  1771 which forms 
the basis of a theorem due t o  Yakovlev t o  be considered in the next 
section. By ut i l iz ing  Theorem 3.4 we can shorten Ostrowski's proof 
somewhat although the proof remains essentially the same. 
3.5 Corollary. 
on the ball S = S(xo,r)  in the open se t  
Let F : D C  X -+ X be continuously Frechet differentiable 
D and assume t h a t  
i )  F ' (x) - l  exis ts  and ~ ~ F ' ( x ) - ~ ~ ~  d ,  v x  E S;  
i i ) r > dll F(xo)ll . 
Then F ( x )  = 0 has a t  least  one solution x* E ~ ( x O , d / l F ( x O ) ! / .  
Proof. Consider H:J X D -+ X defined by 
( 2 )  H ( t , X )  = F ( x )  + ( t - l )F (xo) .  
Clearly, Hx exis ts  and i s  continuous on I! x S.  Therefore, i n  
order t o  apply Theorem 3.4 we need t o  prove the continuation property 
for  H .  
H ( t , x ( t ) )  = 0 for t E [ O , t * )  and x(0)  = xo. 
Suppose tha t  x:[O,t*) C J -+ D ,  t* > 0 ,  exists such that  
Then by Theorem 3.1, 
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x i s  d i f f e r e n t i a b l e  on [O, t * )  and 
(3 1 x ' ( t )  = ' - F ' ( x ( t ) ) - ' F ( x 0 ) ,  vt E [O,t*). 
Hence by the  i n t e g r a l  mean va lue theorem, f o r  0 < t '  G t" < t*, 
Thus f o r  any inc reas ing  sequence { t k }  w i t h  t k  < t* and I i m  t k  = t*, 
k- 
(4 )  shows t h a t  k ( t k ) >  i s  a Cauchy sequence and hence has a l i m i t  i .  
Moreover, again hy (4) ,  
and hence fi E S. 
We must s t i l l  show t h a t  ^x i s  independent o f  the  sequence {tk>. 
L e t  {Sk} be any o the r  sequence l i m  Sk = t*, sk < t*. Then we have 
By c o n t i n u i t y  o f  H, there fore ,  H(t*,hX) = 0. 
k- 
(6) I l i -x (sk) l l  Il;-x(tk)ll ' Ilx ( tk ) -x (sk)  11. 
Given E > 0, choose jo and ko so t h a t  I s k - t o l  and I t k - t o l  are each 
less  than ~ / ( 2 d l l F ( x ~ ) I I )  and k, 2 ko so t h a t  ($x(tk)l l < ~ / 2  f o r  k kl. 
Then by (4 )  and (6), I l i - x ( sk ) ] I  < E f o r  j 2 jo. Since E was a r b i t r a r y ,  
A h 
x = l i m  x(Sk), and hence l i m  x ( t )  = x; t h a t  i s ,  H has the  con t inua t ion  
proper ty .  Theorem 3.4 the re fo re  app l ies  and the p roo f  i s  complete. 
k- t+t* - 
I n  the case when H(t,e) = 0 has a unique s o l u t i o n  on i t s  domain 
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then the en t i re  problem simplifies considerably. 
see that  this i s  the case fo r  the model problem introduced i c  
Chapter I I .  
I n  f a c t ,  we shall 
3.6 Theorem. Assume t h a t  H:J x D C J  x X -+ X is  continuous on J x 0 
where 
exis ts  and i s  unique. If  fo r  any t E J the stronu derivative 
exis ts  a t  ( t , x ( t ) )  and has a bounded inverse, then x:J -t D i s  
continuous. 
Proof. By Theorem 3.1, x i s  continuous m [ O , t o )  C J f o r  some 
to > 0. Assume that  x i s  continuous on [ O , t * )  c J where t* has 
been chosen maximal. 
obtain for  some 6 > 0 a unique function + : ( t * - b , t * + 6 )  n J -+ D, such 
that  +(t*) = x ( t * )  and H(t,+(t)) = 0 for  t E ( t* -b ,  t*+6) .  Then by 
the uniqueness of x ,  + ( t )  = x ( t )  for  t E ( t* -6 , t*)  and 
D i s  open and that  fo r  each t E J a solution x ( t )  of ( 1 )  
Hx 
Then applying Theorem 3.1 a t  ( t* ,x( t*>)  we 
lim x ( t )  = lim + ( t )  = +(t*) = x ( t * ) .  
t-+t*- t-+t*- 
If t* < 1 ,  then x ( t )  = $ ( t )  for  t E [t*,t*+6) defines a continuous 
extension of x which contradicts the maximality o f  t*. Then t* = 1 
and the proof i s  complete. 
Section 2. The Yakovlev Theorem and Some of I t s  Applications 
On the basis o f  Corollary 3.5,  Yakovlev [1965] phrased an existence 
theorem for  a solution curve x satisfying ( 1 ) .  As we mentioned iti 
Chapter I ,  Yakovlev's theorem i s  correct, b u t  his proof i s  incomplete 
since he concluded from the local unique existence and continuity of a 
56 
solution for  each t E J tha t  this automatically implies the existence 
of a unique continuous solution curve, t h r o u g h  x ( 0 )  = xo,  on a l l  of J .  
Example 3.2 shows that  th i s  need n o t  be the case. 
We phrase Yakovlev's resu l t  i n  a Banach space set t ing and accord- 
ingly assume Hx t o  be uniformly continuous rather than  only continuous. 
3.7 Theorem. Let H:J 5 D c  J Y X -+ X be continuous on the ball 
So = S(xo,r) c D and assume t h a t  H has a Frechet derivative w i t h  
respect t o  x on J x S and tha t  Hx i s  uniformly continuous there. 
Suppose further t h a t  
i )  HX(t ,x)- '  exists and ~ ~ H x ( t , x ) ~ l ~ ~  6 d ,  v ( t , x )  E J x S ;  
i i )  r > ro = max (dllH(t9xo)ll ItEJ}; 
i i i )  H ( O , x o )  = 0 .  
Then there exis ts  a unique and continuous curve x:J -f S(xo,ro) such 
tha t  H ( t , x ( t ) )  = 0,  \t E J and x ( 0 )  = xo. 
Furthermore, i f  the Frechet derivative Ht exis ts  on J x S ,  
then x i s  different iable  and sa t i s f i e s  
(7 1 x ' ( t )  = - H x ( t , x ( t ) ) - ' H t ( t , x ( t ) ) ,  x ( 0 )  = x o ,  t E J .  
Proof. 
hence fo r  any t E J there exis ts  an x E S such t h a t  H(t ,x) = 0. 
A = Hx(t,x) and G:J x S -t X, G ( t , x )  = x - A- H(t,x). 
Clearly, Corollary 3 . 5  applies t o  H ( t , * ) :  S = S(xo,r) -+ X and 
A A h A  
Set 
A n  " 1  A 
By the uniform continuity of Hx on J x S there ex i s t  6 > 0,  
q > 0 for  which 
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A 
Let 6 E (0,;) be such tha t  S = s(;,$) C S .  T h  
t E I = {S E J 
A 
A 
n for  x,y E S and 11 
and, i n  par t icular ,  
Thus by the contraction mapping theorem, G ( t , = )  has a unique fixed 
p o i n t  x ( t )  E S fo r  any t E I .  Moreover, the result ing curve x:I -+ S 
A A A 
i s  continuous; this follows from the continuity of G since by (8),  
fo r  t ,  to E I ,  
A 
or 
Ilx(t)-x(t0)11 2IlG(tYX(t& )-x( t , )  II. 
h A A A. 
Finally, i f  y:I  + S ,  H( t ,y ( t ) )  = 0 ,  y ( t )  = x ( t )  = x i s  any other 
continuous solution, then x ( t )  = y ( t )  fo r  t E I .  
consequence of the contraction condition (8) sfnce y ( t )  E S fo r  t E I .  
44 
T h i s  i s  a d i rec t  
h I A 
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A A 
I n  f a c t ,  y can never reach the boundary of S ,  for  lly(s)-x/I = TI 
for  some s E I would by (8) lead t o  the contradiction ?I c $/Z. 
A .  
Now the continuation condition follows readily. Suppose that  
a continuous curve x:[O,t*) cJ -+ S ,  H ( t , x ( t ) )  = 0 ,  t E [ O , t * ) ,  
x (0)  = xo has been given. 
we can choose t E [ O , t * )  w i t h  [t-t*l c 
By Theorem 3.1, c lear ly ,  t* > 0 ,  and hence 
6 A A . From the f i r s t  p a r t  o f  
L 
A A h  
the proof now follows the existence o f  a continuous $ : I  -+ S ( x ( t ) , n )  
for  which H( t ,$ ( t ) )  = 0 for t E I and $(t) = x ( t ) .  
A A A 
Moreover, the 
uniqueness statement proved above ensures tha t  x* = lim x ( t )  = 
t+t*- A h  
lim @(t) = $(t*)  s ( x ( t ) , n )  c S exis ts  w i t h  H(t*,x*) = H(t*,$(t*)) 
tat*- 
= 0 .  This i s  the continuation property and the f i r s t  part of the 
theorem follows from Theorem 3.4. The second p a r t  i s  a d i rec t  con- 
sequence o f  the l a s t  statement o f  Theorem 3.1. 
The proof of Theorem 3.7 essent ia l ly  shows tha t  the local 
sol vabil i ty domains guaranteed by the Imp1 i ci t Function Theorem 3.1 
have a uniform lower bound and hence that  they cannot "shrink to 
zero" as t -+ 1 .  This i s  a special case of a ''covering" property 
considered by Rheinboldt [1969] i n  a much more general se t t ing .  
We next consider a resu l t  due originally t o  Hadamard fo r  which 
proofs have already been obtained by bo th  the continuation argument 
considered here (see Rheinboldt [1969]) as  well as by the different ia l  
equations approach mentioned a t  the beginning o f  Section 1 (see 
Meyer [1968]). We shall apply th i s  r e su l t  l a t e r  t o  guarantee the 
existence of solution curves i n  special cases. The proof here i s  
based on Yakovlev's theorem and appears to  have some new aspects. 
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Although the theorem also holds i n  a general Banach space set t ing,  
we have phrased i t  only i n  R n  s ince th i s  i s  the set t ing in which 
we will  apply i t .  Similarly, R n  i s  used in the resul ts  o f  the 
remainder of t h i s  section. 
3.8 Corollary. 
on R n  and suppose tha t  l / F t ( x ) - l l l  < d fo r  a l l  x E R n .  Then F i s  
a homeomorphism from Rn on to  R n .  
Proof. 
homotopy H:J x Rn + Rn and the result ing equation (1 )  defined by 
Let F :Rn  + Rn be continuously Frechet different iable  
Let z E Rn be given and ,  w i t h  arbi t rary q E R n y  consider the 
c9 1 H ( t , x )  F ( x )  - z + ( t - l ) [F(q)-z]  = 0. 
By Theorem 3 . 7  a continuous solution curve x:J + R n ,  x(0) = q ex is t s  
and, from (9 ) ,  F ( x ( 1 ) )  = z.  Since z was a rb i t ra ry ,  t h i s  shows tha t  
F i s  onto.  The uniqueness i s  more d i f f i c u l t  t o  prove. 
Assume tha t  x1 and x2 are  each solutions of F(x) = z and 
l e t  q(s) = sxl + ( l -s)x2.  
w i t h  q replaced by q ( s ) ,  s E J .  By Theorem 3.7 there ex is t s  fo r  
any fixed s E J a continuously different iable  solution curve 
xs = x( - , s ) : J  + Rn such tha t  x(0,s)  = q(s)  and 
Ne consider the homotopy equation (9)  
- d x ( t , s )  = -F ' (x ( t , s ) ) - ' [F (q ( s ) ) - z l ,  vt E J .  
(10) d t  
Moreover, 
6 0  
From (11) we find that  x ( * , s )  i s  uniformly bounded and from (17) 
t h a t  x ( ' , s )  s a t i s f i e s  a uniform Lipschitz condition for  a l l  s E [O,l]. 
Hence by Ascoli's theorem the s e t  A = { x ( * , s ) ~ s ~ [ O , l ] }  is compact 
in C[O,l]. 
A 
Let { S k } C  [031] be any sequence such tha t  lirn Sk = s E J .  
k- 
The sequence { x ( e  ' S k ) )  c A has a uniformly convergent subsequence 
Cx(-,s )};  l e t  x = x ( t )  denote i t s  l imit .  By continuity of H ,  
H(t,?(t)) = 0 and by continuity of q, f;(O) = q ( s ) .  
3.7, ~ ( 0 , s )  i s  the unique continuous solution of (9)  such that  
x ( 0 , s )  = q ( s ) ,  hence x ( t )  = x ( t g s ) .  
subsequence of {x( * . ,sk)l  has a uniformly convergent subsequence with 
l imi t  x ( t , s ) ,  hence lirn x(t3sk) = x ( t , s )  fo r  a l l  t E J ,  which implies 
that  for  each fixed t ,  x(t,*):J -+ Rn is continuous a s  a function of 
A h  
kj A 
But by Theorem 
h 
h p\ A A 
By the same argument, every 
A A 
k- 
S .  
From (9)  we obtain 
and i n  particular for  s = 0 ,  x(t,O) is  a solution o f  
(13) F(x) = z 
for  a l l  t E J .  
i s  the unique solution of (13) i n  a neighborhood of 
t inui ty  of x(.,O) then implies tha t  x ( t , O )  s x2 for  a l l  t E J .  
fo r  s = 1 we f i n d  that  x ( t , l )  E x l .  
By the standard inverse function theorem, X(0,O) = x2 
x2. The con- 
Similarly 
Finally, fo r  t = 1 ,  x(1,e) is  a 
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continuous solution of (20) w i t h  x(1,O) = x2 and again the inverse 
function theorem implies t h a t  x ( l , t )  E x2 .  
Now by continuity 
= lim x ( I , t )  = lim x ( s , l )  = xl  
x2 t-tl s-tl 
and we have uniqueness, and the proof i s  complete. 
As an example of the application of Corollary 3.8, we give a 
simple r e su l t  about certain mildly nonlinear equations t o  be con- 
sidered in Chapter IV. 
n n  3.9 Corollary. 
continuously different iable  mapping f o r  which B ’  (x)  i s  a non-negative 
diagonal matrix for each x E R n .  Then for V:J X RR -+ R n ,  H(t,x) = Ax 
+ tB(x) - b y  w i t h  fixed b E R n y  there ex is t s  a unique continuous 
solution curve x of the equation H ( t , x )  = 0 such tha t  x(0) = xo 
= A- b .  
Proof. Clearly H i s  continuously different iable  and fo r  each 
t E J ,  Hx(t,x) = A + tB’(x) 2 A i s  again an M-matrix (see Varga 
[1962; p .  841). T h u s ,  0 C Hx(t,x)-’ s A-l for a l l  x E R n  and hence 
l\Hx(t9x)-’ll s IIA-lI1 under any monotonic nom. By Corollary 3.8, 
H ( t ; )  i s  a homeomorphism from Rn on to  R n .  Now apply Theorem 3.6 
Let A E L(R , R  ) be an M-matrix and B:Rn -+ R n  a 
1 
and the proof i s  complete. 
We next consider a r e su l t  which was or iginal ly  obtained from 
an underlying different ia l  equation f o r  the solution curve. Our 
proof shows tha t  the theorem can be obtained as well from the continua- 
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t i o n  arguments ut i l ized here. 
and i s  representative for  a class of resul ts  which a r i se  i n  consider- 
ing continuous analogs of i t e r a t ive  processes in the following sense: 
The resu l t  i s  due to Gavurin [1958] 
Given an i t e r a t ive  process of the form 
- xn - G ( x n ) ,  xo given, 
'n+l 
Gavurin and other authors thereafter (see Polyak [1964], Bittner 
[1967], Kleinmichel [1968], and Bosarge [1968]) regard (14) as the 
f i n i t e  difference approximation of 
which ar ises  when a t  t, = n ,  n = O 9 1 , . * . ,  x ' ( t )  i s  replaced by 
T i  n+1 n 
continuous analog of the i t e r a t ive  process (14 ) .  The topic o f  
these continuous processes i s ,  o f  course, outside the scope o f  t h i s  
paper, b u t  the existence o f  a solution curve x : [ O p )  -+ R n  o f  (15) 
is o f  some in te res t  t o  us as another type of existence theorem for 
solution curves. 
[x -x 1. Correspondingly these authors consider (15) as the 
Gavurin's r e su l t  considers the continuous analog of Newton's 
method. 
3.10 Theorem. 
the ball S = S(xo, r )  contained i n  the open s e t  D and suppose t h a t  
Let F : D c  R n  + Rn be continuously different iable  on 
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has a solution x = x ( t )  E S ( x o , d ( [ F ( x o ) / l ) ,  t E [O,-), and lim x ( t )  = x* 
t- 
exis ts  and i s  a solution o f  F ( x )  = 0 .  
Proof. By Theorem 3.7 there exis ts  a unique continuous solution 
Y:J -+ - % o y d ( l F ( ~ o ) ~ ~ )  of 
(19) H(t,y) = F(y) + (t-l)F(xO) = 0 
w i t h  y(0)  = xo. Moreover, y i s  different iable  and F ’ ( y ( t ) ) y ’ ( t )  
t F(xo) = 0. Let (1-t)  = e-’ and s e t  x ( s )  = y(Rn(l-t)-’) ,  then (19)  
i s  equivalent t o  
H(s ,x(s))  = F(x(s ) )  - e-’F(x0), s E COY..), 
and by the d i f fe ren t iab i l i ty  of y and hence of x ,  
- d x(s) = -e-’F’ (x(s))-’F(x0) ds 
= -F I (x (s 1- I F (X (s  . 
Thus x s a t i s f i e s  (18) and the proof i s  complete. 
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Section 3. Application t o  the Model Problem 
Recall the model problem: 
(20) x = G ( t , x )  
with 
- , E,k > 0 
s+k 
and a differentiable function d : ( -  7 , w )  + R1 fo r  d ( s )  >, a > 0 ,  
for  a11 s E ( -  7 ,-). k 
We s t a t e  the following existence theorem. 
3.1 1 Theorem. Consider the problem (20) where G i s  given by (21 ) , 
f by (22)  , and d :  ( -  
6 ~ a  2 1 ,  then for  each t E J a solution x ( t )  of ( 1 1 )  w i t h  x(0)  = 1 
exis ts .  
k , -) + R1 has the stated properties. If 
Furthermore, for max I d '  ( s )  l / d 2 ( s )  and k suff ic ient ly  small, the 
O s i l  
curve x:J -+ Dk, w i t h  x(0)  = 1 ,  i s  unique and continuous. 
I 
Proof. 
t o  Chapter I1 we have seen that  i f  6 ~ a  >, 1 then fo r  each t E J ,  
G(t,.) maps A i n t o  i t s e l f .  For fixed t E J ,  G(t,A) i s  compact. 
In f a c t ,  since G ( t , A )  e A and A is  bounded, G ( t , A )  i s  a uniformly 
bounded family of functions i n  C[O,l]. 
Let A = IxEC[O,l] O<x(s)sl f o r  s ~ [ O , l ] > .  In the Appendix I 
Moreover, since 
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St = {xeDk 
1 - , fo r  s E J ,  we have f o r  and 0 s  do-^ s 1 1 0 s f ( x ( s ) )  G a 
mt(s)sx(s)cpt(s)> 
s1,s2 E J ,  s1 s2, and any x E A ,  
which shows t h a t  G ( t , A )  i s  an equi-continuous family of functions. 
T h u s  by Ascoli 's theorem, G(t,A) is  indeed coRpact and G ( t , = )  maps 
the  closed bounded convex s e t  A into a compact subset of A .  
Mow by a well-known form of Schauder's fixed point theorem (see 
Dunford and Schwartr [1958; p.  4561) G(t,*) has a fixed point 
x l t )  E A f o r  any t E J .  
We will use Theorem 3.6 t o  prove tha t  the mapping x:J + A i s  
In the appendix t o  Chapter I1 we showed t h a t  f o r  each continuous. 
fixed t E J ,  any solution x ( t )  o f  (20)  belongs t o  the s e t  
where m t  and ut are defined by equations (A..15) and (A.161, 
respectively. Furthermore, from (A.25) i t  follows tha t  f o r  fixed t and 
for max Id '  ( s )  l /d2(s) and k suf f ic ien t ly  small such that/lGx(t,x)ilm<l 
ocs ,< 1 
for a l l  X 
on S t  and fo r  each t the solution x ( t )  i s  unique. 
S t .  Therefore under these conditions, G i s  non-expansive 
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Moreover, i f  now H: J x Dk + C [ O , l ]  i s  def ined by 
( 2 3 )  H(t ,x)  = x - G(t ,x) ,  
then f o r  the  same cond i t ions  on d and k ,  i t  fo l l ows  by Lemma 
2.12 t h a t  f o r  each t E J ,  H,(t,x(t))-' e x i s t s .  
continuous on J x Dk by the c o n t i n u i t y  o f  G, Theorem 3.6 now 
proves t h a t  x:J + A = Dk i s  continuous. 
Since H, i s  
CHAPTER IV 
Step1 ength Est imat ion 
In Chapter I1 we dea l t  w i t h  the question of the feas b i l i t y  of 
numerical continuation. The theorems proved have primar ly  theoret- 
ical value; they are  not in general useful as a means of estimating 
steplengths i n  the parameter variable or the s ize  of the convergence 
domains. 
problem of estimating these steplengths and convergence domains. 
In this chapter we examine scme aspects of the d i f f i c u l t  
Section 1 .  Estimation from Local Convergence Thecrems 
In the process o f  numerical continuation described i n  equations 
( 2 . 8 a y b )  there are two quantit ies t h a t  must be estimated. 
o f  these is the parameter steplength tk - t k - 1  fo r  k = l , . . . ¶ r d ,  and 
the second i s  the choice of the inteaers j k  which determine how 
many i te ra tes  are t o  be taken a t  t = tk. The following theorem 
shows t h a t  we can r e s t r i c t  our attention to the f i r s t  of these 
quantities provided we retain the basic assumptions under which we 
could guarantee f eas ib i l i t y .  
The f i r s t  
Throughout this  chapter X denotes a Banach space. 
4.1 Theorem. Consider the mapping G:J x D c J x X + X, where D i s  
open, and l e t  x:J  -f D be a continuous solution of the fixed point 
equation 
x = G ( t , x ) .  
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I f ,  fo r  each t E J ,  the partial  derivative Gx of G ex is t s  a t  
( t , x ( t ) )  and is strong and i f  ~ ~ G x ( t y x ( t ) ) ~ ~  < 1 for a l l  t E J ,  
then numerical continuation is feasible w i t h  fixed steplength 
t k  - tk,l = A t  and j, = 1 ,  for  a l l  k = 1 ,. . .,PI. 
Proof. 
Theorem 2.8. Observe f i r s t  t ha t  by the openness o f  D there 
ex is t s  an ro > 0 such that  
The proof represents a certain refinement o f  t h a t  of 
Given t '  E J l e t  d t i  = ~ ~ G x ( t ' , x ( t ' ) ) ~ ~  and choose n t l  such 
ro so t h a t  for It-t' 1 < 61 and that  d t l  + 2 U t l  < 1 .  
llx-x(t')ll < B1, we have 
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By continuity of x there exis ts  a B t I  6 61 so t h a t  
I lx(t)-x(t ' ) l l  g S1/2 for I t - t ' ]  4 B t i .  Thus for I t - t ' I  < 6t ,  and 
1 IIx-xCt)ll 6 ;i- B t '  9 
By the compactness of J there ex is t  a f i n i t e  number of points 
ti E J and intervals 
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J~ = {t  E J 1 It-t;l < 6 J,  i = I , . . . , K  
'i 
1 covering J so that  for  t E J i 9  x E S(x(t),26t. ), 
I ' - A t  > 0 so that  [ l x ( t + A t ) - x ( t ) l /  < z r i6  fo r  a l l  t E J .  Then R -  
I < - 6. 2 
0 1 1 Equations ( 2 )  and ( 3 )  shcw t h a t ,  for  x E S(x( t ) ,z  a) ,  x = G ( t , x o )  
l i e s  i n  S ( x ( t + A t ) , i  6). By induction for  tk = k A t ,  i t  follows t h a t  
the process (2.8a) is  well-defined with jk = 1 and t h a t  (2 .8b )  con- 
verges t o  x ( 1 )  as j -+ a. T h i s  completes the proof. 
This theorem allows us t o  r e s t r i c t  our attention t o  the case 
where j, = 1 in (2.8a) for  a l l  
A t .  Unfortunately, the a priori  estimation of A t  appears t o  
provide only rather unsatisfactory resul ts  since i t  depends on 
estimates which are numerically hard t o  obtain. 
We f i r s t  prove a simple lemma which will enable us to  estimate 
k and t o  examine only estimates for  
the steplength f o r  Newton's method. 
7 0  
1 4 . 2  Lemma. Consider the recursive relation i n  R 
2 = ask -t c y  k = 0 , 1 9 . . . y  so = 0 ,  a ,c  > 0. (4 )  k+l 
If 1 - 4ac >, 0,  then 
(5 )  'k s x  (1  - m), Yk 0.  
If 1 - 4ac < 0 ,  then lim s k  = 
Proof. 
0 s sk G r ,  we obtain, since as2 -t c i s  monotone increasing on ~ O , Q J ) ,  
k- 
1 
2a Let r = - ( 1  - G), then r = ar' -t c and, i f  
2 2 0 c ask -t c c ar + c = r .  
For 1 - 4ac < 0 the parabola f ( s )  = as2 - s -t c has no zeros, hence 
f ( s )  2 ~1 > 0 on [O,QJ) and 
and thus lim Sk = 03. This completes the proof. 
k- 
As an example of the kinds of estimates obtainable from the local 
convergence theorems for  certain i te ra t ive  processes, we present the 
following resu l t  for  Newton's method. 
4.3 Theorem. Consider H:J X D c J X + Y ,  where X and Y are 
normed linear spaces, D is open, and H has partial  Frechet 
derivatives bo th  w i t h  respect to  t and x .  Suppose t h a t  x:J + D  i s  
a continuous solution of the equation H(t,x) = 0 ,  t E J .  By the 
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openness of D there i s  an ro > 0 so t h a t  ( 1 )  holds. Assume t h a t  
1 )  Ht  i s  continuous on J X Do and 
3)  Hx has a bounded linear inverse on J X Do and 
llHx(t.x)-l\l 6, v ( t , x )  E J x Do. 
and l e t  ho be the largest  value in [O,- ] such tha t  
2a6*K 
Then, i f  the integer N i s  chosen such t h a t  
the numerical continuation process 
(8a 1 xk  = xk-l-Hx(kAt,xk-l)-lH(kAtyxk-l~y k = l,...,N-1, xo = x ( 0 ) ;  
k k-1 k-1 1 k-1 (8b) x = x -Hx(l,x ) -  H(l,x ) ,  k = N,N+l ,... 
i s  feasible.  
k Proof. For 0 < k < N, x E Do, we have 
7 2  
I]xk-x( (k+l ) A t ) / ]  s I/xk-’ -x(  kat) -H (kat ,xk-’ H( k A t  ,xk-’ )I/ 
X 
G dl H ( k A t  ,x ( k A t  1 ) -H ( kat x k- l  ) -Hx ( k A t  , x k-l ) (x ( kat ) -x ‘-’ ) 11 
G % l ] x  k-1 - x ( k A t ) l 1 2  f B a A t .  
With ek = IIxk-l-x(kAt)l\, (9)  assumes the form 
For k >, N, the analogous estimate gives 
T h u s ,  i f  ek ro and eN < - , numerical continuation is feasible.  BK 
By Lemma 3.2, ek rl(h) f o r  0 < h C (2GB2K)-’.  If ho i s  
chosen as s ta ted,  we have rl(h) 
r1(1/(201a2K)) < 8~ ?, i t  follows t h a t  eN < 
compl e t e  . 
ro for  a l l  h E [O,ho] and, since 
2 2 and the proof i s  
4 .4  Remark. I n  Theorem 4.3 i f  ro i s  n o t  res t r ic ted ,  as i n  the 
case when D i s  the ent i re  space X, then the only condition fo r  
the f eas ib i l i t y  proof i s  tha t  e,,, < & . T h u s  even i f  
2 -1 4ac > 1 ,  ( i a e . ,  A t  > (2aB K )  
may happen that  eN < - 
) and hence i f  ek is divergent, i t  
However, there appears t o  be no simple BK - 
7 3  
and i n  exp l i c i t  condition re la t ing  A t  to  the r e s t r i c t ion  eN < BK 
f a c t  numerical experiments indicate t h a t  significantly la rger  A t  
estimates are  not l ike ly .  
Theorem 4.3 i s  similar t o  a r e s u l t  o f  Sidlovskaya [1958]. There, 
instead of the point-of-attraction type of estimates used here, 
the Newton-Kantorovich Theorem (see,  e .? .  , Crtega and Rheinboldt 
[1970; p .  4211) was used i n  an  attempt to  prove a t  the same time the 
existence of the solution curve x .  However, the same cr i t ic ism 
tha t  applied to  the Yakovlev r e su l t  i n  C h d p t e r  I11 applies t o  Sidlov- 
skaya's r e su l t  as well since she showed only local existence and 
uniqueness without proving the continuation property necessary to  
guarantee existence and continuity of x f o r  a l l  of  J .  
Theorem 4.3 fo r  Newton's method i s  typical of the types of 
resu l t s  obtainable fo r  the estiniation of A t  u s i n g  other local ly  
convergent i t e r a t i v e  processes. Numerically, the Lipschitz constant 
K and the bounds a and B of the theorem are  d i f f i c u l t  t o  deter- 
mine. We examine this problem i n  de ta i l  i n  the following section. 
Section 2. A n  Appl i cation to Mi 1 dly Nonl i near Equations 
Consider the Dirichlet problem 
(12a) Au(s,t) = uZM+'(s,t),  v ( s y t )  E D c  R2 
(12b) u(s, t)  = v ( s , t ) ,  v ( s , t )  E a D ,  
where M > 0 is  some integer and 
[ O , l ]  x [O,l]. We introduce the uniform g r i d  on fi with the g r i d  points 
D i s  the in t e r io r  of the u n i t  square 
7 4  
Q = { ( s i l t . )  
J 
a = { ( s i l t i )  = ( i h , j h )  , o i , j  m+l) 
i s i , j  s M I ,  Q' = W \ Q  . 
For a point P = ( s i , t . )  E Q, l e t  N ( P )  be the four adjacent points 
in R: ( s i &  h , t j ) , ( s i l t j * h ) .  
difference approximation t o  the Lap1 ace operator, we obtain 
the standard f i n i t e  difference form of (12a,b) 
J 
Then u s i n g  the standard 5-point 
(13b) u ( P )  = v(P),  P € s 1 ' .  
Assume the p o i n t s  P E Q are  numbered row-wise from top to  bottom, 
l e f t  t o  r igh t .  Then the equations (13a,b) can be phrased i n  matrix 
notation i n  R n 3  where n = m . 2 With xi  = u(Pi), i = 1 ,..., n ,  we have 
1 1 - 
2 h Ax = -z B ( x )  - b ,  x , b  E R n  (14) 
where A i s  a block-tridiagonal matrix 
w i t h  
7 5  
A i i  - 
Rn has t h  
B i ( x )  = h 2 xi 2M+1 
e components 
and b has the components 
0 ,  for P i  such that  M ( P i )  c ~2 
b .  = { 
v i  , for a l l  other P i  
(18) 1 
where 
vi  = 1 v ( Q ) .  
QEN(Pi  )nnI 
(19)  
We imbed the problem (14)  in the homotopy equation 
(20) H ( t , X )  z AX + t B ( x )  - b = 0 ,  t E J 
and l e t  xo E Rn be the solution of Ax = b .  
The properties of A . a r e  well-known. We enumerate those t h a t  
concern us here (see Varga [1962, p .  202fl). 
4.5 Lemma. The matrix A of (15/16) has the following properties: 
1 )  A = ( a .  .) i s  a S t i e l t j e s  matrix, t h a t  i s  a i j  G 0 for  a l l  
i # j and A i s  symmetric and nonsingular w i t h  A-’ 2 0 .  
1 J  
2 )  The minimum eigenvalue of A i s  
'\ 76 
We next prove a lemma about some of the result ing properties 
of H as defined by ( 2 0 ) .  
4.6 Lema. Consider H:J x Rn + Rn as given by (20) where A and 
B are as defined by (15)-(17).  Then H has the following proper- 
t i e s  : 
1 )  Hx ex is t s  and i s  continuous on J x R n .  
2 )  Hx has a bounded inverse for  a l l  ( t , x )  E J x Rn and 
where 1-1 i s  given by ( 2 1 ) .  
3 )  If x:J -f R n  i s  a solution o f  (20)9 then 
4 )  H ( t , * )  i s  a homeomorphism from Rn o n t o  R n  for  each t E J .  
Proof. The derivative B ' ( x )  ex is t s  and is given by the diagonal 
matrix 
2 2M ,2M) 
n '  (24)  B ' ( x )  = (2M+l)h d i a g  (xl  ,..., 
Hence also 
H x ( t , x )  = A + tB ' (x)  
ex is t s .  
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Since A 
symmetric and 
(26) ( H x ( t  
Therefore , H, 
and 
s symmetric and B '  diagonal and posit ive,  Hx i s  
By Corollary 3.10 t h i s  implies now tha t  H ( t , * )  i s  a homeomorphism 
from Rn o n t o  R n .  Moreover, by the inverse function theorem, the 
inverse mapping H ( t ; ) - '  of H ( t , * )  has a par t ia l  Frechet derivative 
w i t h  respect t o  x given by Hx(t,*)- ' .  Therefore, by the integral  
mean value theorem 
and, l e t t i ng  x = 0 ,  we have 
T h i s  completes the proof. 
On the basis o f  these lemmas, we can apply the resul ts  of Theorem 
4.3 t o  the problem ( 2 0 ) .  
78 
4.7 Theorem. Let H:J X R n  +- Rn be given by (20) where A and B 
are defined by (15)-(17). 
(SO) exis ts .  Furthermore, numerical continuation w i t h  the Newton 
process, as given by (8a,b) i s  feasible.  
Then a solution curve x:J +- Rn satisfying 
Moreover, i f  ro i s  the f i r s t  positive solution of 
is  an admissible steplength. 
Proof. 
follows from Lemma 4.6,  p a r t  4 ,  and  Theorem 3.6. 
The existence and continuity of x:J +- Rn satisfying (20)  
As we pointed out in Remark 4 .4  since the domain i s  not 
res t r ic ted ,  we need only require that  
t h a t  lim xk = x ( 1 )  i n  (8b). 
Do 
eN as given by (10) insures 
k- 
Define 
the time being. 
and ( 1 7 ) ,  we have 
again by ( 1 )  where ro > 0 is  l e f t  unspecified f o r  
Since H t ( t , x ( t ) )  = B ( x ( t ) ) ,  by Lemma 4.6,  p a r t  3 ,  
In order to  obtain a Lipschitz condition f o r  Hx we consider 
7 9  
2 2M 2M s (2M+l)h max I x .  -y. I .  
j J J  
Since 
we may cont inue f rom (30) t o  o b t a i n  f o r  x # y, x,y E Do, 
where we 
;I Hx ( t ,x 1 -Hx ( t ,Y 1 II 2 
II x-Yll 2 
( i/;lb)2M-1 
c (2M+l)h2(2M-1) r + - ¶ 
have used the i d e n t i t y  
(aZM-bzM) = (a-b)(a 214-1 .,2M-2b+ . . .+b 2M-1) 
Theref  ore, i f  
K = (4M2-1)h2 (rO + 1-1 ) 2M-1 
then Hx s a t i s f i e s  
IIHx(t,x)-Hx(t,Y)II; KIIx-YII2. X,Y E 00. 
1 
1-I 
With 13 = - and 01 and K as spec i f i ed ,  the hypotheses o f  Theorem 4.3 
are s a t i s f i e d .  Thus f o r  f i x e d  ro, i t  s u f f i c e s  t o  take 
a t = W < -  1 1 . 
2aB2K 
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We can pick ro so t h a t  Do contains a l l  the i te ra tes ;  hence 
by Lema 4 . 2 ,  w i t h  ek as defined by ( l o ) ,  we have 
1 
0 BK e k c r  c -  
or 
1 r k < - .  O B  (32) 
We use (32) t o  define ro by choosing ro t o  be the smallest 
positive solution of rk = - . 
t o  equation (22)  and (31) corresponds t o  (28). 
i s  complete. 
1 
B By substi tution, this corresponds 
Hence the proof 
The following table gives the values of A t  obtained from 
(28) for  the problem (13a,b) with v E 1 on R'. 
As we can see,  even for a reasonably straightforward example, the 
a priori  estimates for  A t  obtainable i n  this way are numerically 
of doubtful value. 
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Sect ion 3 .  Generalized Cont inuat ion  Processes 
We have seen t h a t  i n  a numerical con t i nua t ion  process our  
a t t e n t i o n  can be d i rec ted ,  i n  general, t o  the  case o f  t a k i n g  o n l y  
one s tep o f  the  l o c a l  i t e r a t i v e  process f o r  each parameter step. 
,.. ,xN-’ which This  produces a sequence o f  N p o i n t s  x = x(0) ,x f  
may n o t  even remain c lose  t o  the  curve x = x ( t )  , t E J .  
the actual  ex is tence o f  t he  p o i n t s  Cx 1 ,  the  c r i t i c a l  requirement 
f o r  f e a s i b i l i t y  o f  the numerical con t i nua t ion  process i s  t he  f a c t  
t h a t  the l a s t  p o i n t  xN-’ i s  a c t u a l l y  i n  the  domain o f  a t t r a c t i o n  o f  
the  l o c a l  i t e r a t i v e  process a t  the  endpoint  x(1)  o f  the curve. 
0 
Eesides 
k 
This  remark represents i n  e f f e c t  an uncoupl ing c f  the  i n i t i a l  
and te rmina l  phases of t he  numerical con t i nua t ion  process which was 
a l ready suggested by the  separate equations (2.8a) and (2.8b). 
i s  now na tu ra l  t o  uncouple the  two phases even more fo rmal ly  by 
assuming t h a t  ins tead o f  the s i n g l e  f u n c t i o n  
mappings G :J x DIC R1 x X +. X and G : D 2 c  X -f X are given. l r l i th 
these mappings and some un i fo rm p a r t i t i o n  CkAt,k=O,l,. . . ,N) o f  J ,  
N A t  = 1, we then consider  the  process 
I t  
G i n  (2.8a,b), two 
1 2 
(33a) X = xk-’ - G1 (kAt,xk-l), k = 1 ,.. .,N-l, 
s t a r t i n g  a t  a g iven  xo, fo l lowed by 
2 k-1 
(33b 1 xk = x k-l - G (X ), k = N,N+1, ... . 
Note t h a t  the  mapping G1 need no lonper  de f i ne  a l o c a l l y  convergent 
8 2  
i t e r a t ive  process as G d i d  i n  (2 .8a) .  Moreover, G 2  m i g h t  have 
no direct  relationship t o  G . For example, i n  the case when the 
curve x:J -f X sa t i s f i e s  a different ia l  equation, m i g h t  a r i se  
as a f i n i t e  difference approximation t o  the derivative x '  and 
G2 might be a locally convergent i t e ra t ive  process a t  x ( 1 ) .  
The basic definit ions for the combined process (33a,b) are now 
1 
G1 
s tated as  follows. 
1 4.8 Definition. The mappinc G :J x D 1 c  R1 x X -t X is  admissible w i t h  
respect t o  the curve x:J -t X i f  for  xo = x(0) and a l l  A t  s h o y  
(33a) produces a we1 1-defined sequence x , k = 0,1 , .  . e ,N-1 , i n  k D1. 
The combined process (33ayb) i s  feasible i f  the following condi- 
2 t i o n s  hold: ( i )  G :D2C X -t X defines an i t e r a t ive  process (33b) 
1 which has x ( 1 )  as a point of a t t ract ion;  ( i i )  G 
respect t o  the curve x;  and ( i i i )  the l a s t  p o i n t  xN-' i s  i n  a 
domain of a t t ract ion of x ( 1 )  fo r  the processes (33b). 
i s  admissible w i t h  
We shall refer  t o  (33a,b) a s  a generalized numerical continuation 
process and call (33a) and (33b) the i n i t i a l  and terminal phases of 
this generalized process respectively. 
Note t h a t  i f  G' E G:J x Dc J x X j. X and G 2  E G ( 1 , a ) : D c  X + X 
and for  any t E J ,  x ( t )  i s  a p o i n t  of a t t ract ion for  the i t e r a t ive  
process defined by G ( t , * ) ,  then by Theorem 2.2 the existence of a 
uniform r > 0 ,  such t h a t  S ( x ( t ) , r )  c D i s  a domain of a t t ract ion for  
x ( t ) ,  implies the f eas ib i l i t y  of the process (33a,b). T h u s  (33a,b) 
includes the numerical continuation processes considered ea r l i e r .  
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4.9 Definition. Let the mapping G1:J x D c 3 x X + X De admissible 
w i t h  respect to  the curve x:J -+ X. 
A t  = G ho and some constant C independent of  A t ,  then (33a) 
is  called a pth order i n i t i a l  numerical continuation process. 
If [ lxN- ’ -x( l ) / I  G C ( A t ) ‘  for 
1 
1 4.10 Theorem. 
w i t h  respect t o  the curve x:J -t X and assume that  G :D2 c X + X 
defines a locally converaent i t e r a t ive  process (33b) w i t h  x ( 1 )  as 
a p o i n t  of a t t rac t ion .  
continuation process, then the en t i re  process (33a,b) i s  feasible .  
Proof. Since x ( 1 )  i s  a point of at t ract ion of the i t e r a t ive  process 
(33b), there exis ts  a constant r > 0 such that  S ( x ( l ) , r )  i s  a domain 
Let the mapping G :J x D1 C J x X -+ X be admissible 
2 
I f  G1 i s  a p t h  order i n i t i a l  numerical 
of a t t ract ion for x ( 1 ) .  Choose 
(34) 
where No and C are given by Definition 4.9. Then x 
which proves the f eas ib i l i t y .  
I- 
In Theorem 4.3 l e t  us assume that  ro can be taken larger t h a n  
(BK)-’  where B,K and a are as stated i n  the theorem. Then for  
A t  ( 2aB2K)-’ , 
sa t i s f i e s  ( l o ) ,  and, i n  par t icular ,  e, = aBAt. Assume now t h a t  
ek G akaBAt w i t h  some constant ak;  then 
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shows t h a t  {a,} may be specified by 
1 2  aktl G ii: a k  i- 1 ,  a. = 0. 
Hence, by Lemma 4 . 2 ,  a, s 2 for  a l l  k ,  and 
Therefore, i f  G1 c G:J x D c J x X -+ X i s  defined by 
(35) G ( t , x )  = x - Hx(t,x)-’H(t,x) 
where H i s  the homotopy in Theorem 4.3, i . e . ,  i f  G1 represents 
for  each t E J the Newton i terat ion function, then under the hypotheses 
of Theorem 4 .3 ,  (33a) i s  an i n i t i a l  numerical continuation process of 
order 1 .  
The following i s  an example of the application of Theorem 4.10 
with Newton‘s method as the terminal i t e r a t ive  process. For c l a r i t y  
we have phrased a l l  subsequent resul ts  of this section for  mappings 
i n  R ~ .  
4.11 Corollary. Let H:J x 
t i ab le  w i t h  respect t o  x 
D 6: J x Rn be continuously Frechet differen- 
on J x D ,  where D i s  open. Assume t h a t  
there exists a continuous solution curve x:J + D of H ( t , x )  = 0. 
Let G1:J X D1 C J X Rn -+ Rn be a p t h  order i n i t i a l  numerical 
continuation process with respect t o  the curve x ,  and consider 
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G2:D c Rn -+ R n ,  G2(x) = G ( l  , x ) ,  where G i s  defined by (35) and 
H has the following properties: 
i )  ~~Hx(t3x)-H,( t ,y)~/  s Kllx-ylly VX,Y E D, t E J ;  
i i )  H x ( t , x )  has a bounded inverse on J x D and 
I)Hx(t,x)-lll 6 B 3  k/( t ,x)  E J x D. 
Then (33a,b) i s  feasible  w i t h  
A t < m i n  { ( m )  2 
where C and No are  the constants i n  Definition 4.9. 
Proof. 
and the integral mean value thecrem, we obtain 
Using the bound on Hi’, the Lipschitz condition on tix 
Therefore, if ~ ~ x N - l - x ( l ) ~ ~  < (E) 2 -  = r ,  i t  follows t h a t  lim x j  = x(1). 
i-fQ) 
Now apply Theorem 4.10 and in particular equation (34)“to get (36). 
We next prove a resul t  which gives some conditions under which we 
have a numerical continuation process o f  higher order. 
4.12 Theorem. 
i n t o  the open s e t  D, and choose r0 > 0 such t h a t  (1) holds. 
h E (O,h0], ho > 0, l e t  Qh:J x Do -+ Rn be continuous and such t h a t  
Let x:J -+ D c Rn be a continuous function from J 
For 
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where a i s  a constant. 
Finally assume that for any t E J ,  0 < h G h o ,  
Then for  
a r O  M P - 1 )  
[b(ea-l)  
(39 1 A t  c min 
1 1 G :J x Do + Rn, G ( t , x )  = A t Q h ( t , x ) ,  i s  admissible w i t h  respect t o  
the curve x and (33a) i s  an i n i t i a l  numerical continuation process 
o f  order p - 1 .  
Proof. 
s e t  E = x j  - x ( j A t ) ,  0 < j G k .  
j Assume t h a t  x E Do i s  well-defined fo r  j = O , l ,  ..., k ,  and 
j 
Then 
E - E  = x j  - xj-l - [x(jAt)-x((j-l)At)] j j-1 
= At[Qh((j-l)At,xj-l)-Qh((j-l )At,x((j-l ) A t ) ) ]  
- [x ( j A t ) - x (  ( j  -1 ) A t ) - A t Q h  ( ( j - 1  ) A t  ,x( ( j -1  ) A t ) ) ]  
implies t h a t  
and hence t h a t  
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Therefore since IIE~II = 0 ,  ] ~ E . ( I  sa t i s f i e s  
(40) 
J 
IIEjil 6 ( ) ( A t ) P - '  (ejaAt-l) ,  j = 0,1, .  . . , k .  
Since xk+' i s  defined, so i s  I IEk+l ( l ;  and (40) i s  sa t i s f ied  fo r  j = k + l .  
From (39) i t  then follows tha t  \IEk+l// G ro which shows tha t  
k+l x 
for  j = 0,1,  ..., N-1. 
of order p - 1.  
E Do. Now by induction x j  i s  defined and remains i n  Do 
Furthermore (40) also proves tha t  (33a) i s  
This completes the proof. 
Theorem 4.12 includes those methods for  which the curve x i s  
different iable  and Q h ( t , x )  i s  an approximation t o  x '  
of (38 ) .  In f ac t ,  i f  Qh does not depend on h ,  then by (38) x i s  
different iable  w i t h  x ' ( t )  = Q ( t , x ( t ) j .  In t h i s  case, (33a) becomes 
the Euler method fo r  solving numerically the i n i t i a l  value problem 
in the sense 
and the estimate (40) for  p = 2 i s  a well-known resul t  establishing 
the Euler method as a f i r s t  order integration method. 
This approach o f  considering (41)  as the determining equation 
for  the curve x:J -t R n  and employing numerical integration techniques 
to  estimate x ( 1 )  i s  essentially the approach used by Davidenko and 
other authors mentioned i n  th i s  connection i n  Chapter I .  
8 8  
As an example o f  the a p p l i c a t i o n  o f  the preceding theorems t o  
a s p e c i f i c  homotopy, we g i ve  the  fo l l ow ing  r e s u l t  o f  Fleyer [1968]. 
4.13 Coro l l a ry .  
t i a b l e  on a l l  o f  Rn and assume t h a t  
L e t  the mapping F:Rn + Rn be cont inuously  d i f f e r e n -  
Furthermore, suppose t h a t  F '  
t h a t  ]I[F'(x)]- 'I/ 
has an inverse  for each x E Rn and 
8. For some xo E D l e t  H:J Rn + Rn be de f ined 
by 
(42) H ( t , X )  = F(x)  + ( t - l )F (xo ) .  
Then a s o l u t i o n  curve x:J + Rn s a t i s f y i n g  H( t ,x ( t ) )  = 0, x(0) = xo, 
e x i s t s  and i s  continuous. 
Furthermore i f  
(43 1 G1 ( t , x )  G1 (x )  = A t [ F '  (x)]-'F(x0) 
and 
(44 1 G2(t,x) = - [F ' (x) ] - 'F(x) ,  
then G' i s  admiss ib le  w i t h  respec t  t o  the  curve x and (33a,b] 
i s  f e a s i b l e  for 
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Proof .  The existence of the curve x fo l lows  from Hadamard’s 
Corol l a r y  3 .8 .  
Let Q h ( t , x )  G Q ( x )  = -[F‘(x)]-’F(x0).  For x,y E R n ,  we have 
Furthermore,  s i n c e  x satisfies x ’  = Q ( x ) ,  we see t h a t  
Now apply  Theorem 4.12 and ( 4 0 ) ,  i n  p a r t i c u l a r ,  t o  o b t a i n  t h a t  f o r  
G1 given  by (43)  
Taking (46) t o  d e f i n e  the c o n s t a n t  C o f  D e f i n i t i o n  4.8, we can 
apply Coro l l a ry  4.11 t o  o b t a i n  t ha t  f o r  G2 given  by (44)  the 
numerical c o n t i n u a t i o n  process (33a,b)  i s  f e a s i b l e  w i t h  A t  s a t i s -  
f y i n g  (45). 
Theorem 4.12 a l s o  covers  the c a s e  where h ighe r  o r d e r  i n t e g r a t i o n  
methods are used t o  s o l v e  the i n i t i a l  va lue  problem (41) .  For 
example, assume t h a t  c41) is g iven  and t h a t  Q ( t , x >  deno tes  the 
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right-hand side of the d i f fe ren t ia l  equation. Then i f  
Q h ( t , x )  = 1 [k1+2k2+2k3+k4], where 
k p  = Q ( t +  2 1 h ,  X+ 2 1 hkl ) ,  k4 = Q(t+h,x+hk3) Y 
we have the classical  Runge-Kutta method and (38) i s  sa t i s f i ed  
w i t h  p = 4 f o r  a l l  suff ic ient ly  small 
p .  120f . l ) .  This i s  the method used by Kleinmichel [1968] and 
Bosarge [1968]. 
h (see Henrici [1962; 
We can also phrase a theorem which proves tha t  numerical contin- 
uation i s  feasible  for  an i n i t i a l  process analogous t o  the predictor- 
corrector techniques i n  solving i n i t i a l  value problems. 
4.14 Theorem. Let F and H sa t i s fy  the conditions of Corollary 
4.13 and for each fixed 
function of a locally convergent i t e r a t ive  process a t  x ( t )  = 
G ( t , x ( t ) ) .  
some 6 E (0,1) 
t l e t  G:J X Rn + Rn be the i te ra t ion  
Finally, fo r  each t E J l e t  ro > 0 be such tha t  w i t h  
Consider the i n i t i a l  numerical continuation process 
= xk-'-At F ' (x  k-1 ) -1 F(x0) ,  xo = x(O), 
(48 1 Y 
k (49 1 x k  = G(kAt,y k = 1,2, ..., N-1, 
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and the terminal process 
k = G(l ,x ), k = N,N+l, ... . 
Then (48)-(50) i s  a feasible  generalized numerical continuation 
k+l (50) X 
process w i t h  A t  < ho for ho suf f ic ien t ly  
Proof. The i n i t i a l  process can be related 
resu l t s  b u t  the discussion is considerably 
resu l t  over again following the same proof 
small. 
back t o  the previous 
simpler i f  we prove the 
procedure. 
Let ck = x k  - x ( k A t )  and nk  = yk  - x ( k A t ) .  Then from the 
ident i ty  
x ( k A t )  = x (  (k-1)At) - i1 AtF'(x((k-I+s)At))-'F(xO)ds 
and the equations (48,49) we f i n d  t h a t  
1 
'k - 'k-1 - A t  [F ' (x((k- l )At))- ' -FI(x(  (k-l+s)At))-']F(x')ds 
- A t  d l [F  ' (xk- ' ) - ' -F t  ( x (  (k-1 ) A t )  )-']F(xo]ds. 
Therefore as i n  the proof of Corollary 4.13 
1 3  0 2  2 ilnkII ' IIEk-lll + 7 B K I I F ( x  ( A t )  
i- ~ * K ~ l F ( x o ) ~ ~ ~ l  Ek,lll A t  
or 
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:I nkil ' (1+B2K/l F ( X o ) ) I  A t ) i l  E k - l / l  + B3Kll F(x0)Il 
From (47)  i t  follows that  i f  yk E S ( x ( k A t ) , r o )  then 
1 1 ~ ~ 1 1  < ( W r O .  
Thus, i n  order t o  ensure t h a t  y ktl E S(x((k+l)At) , ro) ,  i t  suffices 
t o  choose t such that  
( l + B 2 K ~ ~ F ( x o ) ~ l A t ) ( 1 - 6 ) r 0  + 1 3  B K I I F ( x o ) I l 2 ( A t ) *  < ro. 
A straightforward calculation now shows tha t  we may take 
Then i t  follows by induction t h a t  (48,49) produces a well-defined 
sequence w i t h  x 
a t t ract ion for  the process (50) a t  x ( l ) ,  the f eas ib i l i t y  of numerical 
continuation is proved for  A t  < ho.  
N-1 
E S ( x ( l ) , r o ) .  Since this ball i s  a domain of 
4.15 Remark. I n  the case when G corresponds t o  Newton's method 
we can take 6 = - 1 - -   i n  equation (11)  of the proof of 2 rO BK 
Theorem 4.3. Then i t  is  readily verified tha t  (51) yields 
A comparison of the i n i t i a l  processes (43) and (48,491, and w i t h  G 
as  the Newton i te ra t ion  function, shows tha t  the l a t t e r  requires 
somewhat over twice as much work for  each parameter step. To be 
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precise, the f i rs t  process requires the solution of one s e t  of n 
l inear equations,, and the second requires the solution of two sets  of 
n l inear  equations and a function evaluation. However, (52) i s  
i n  general larger than the estimate given i n  (45). 
the two methods are rated equal if  the estimate (52) i s  three times 
the estimate i n  (45), one f inds tha t  (48,49) i s  "better" i f  
$Kl1F(xo)1\ 2 3.01. This would indicate a preference for  (48)-(50) 
i n  most instances. 
Assuming that  
We conclude th i s  section w i t h  a brief one-dimensional example 
which shows tha t  even the steplength obtainable by the use of these 
methods, and, i n  par t icular ,  by (45) and (52) ,  are no t  only numeri- 
cally d i f f i c u l t  t o  calculate b u t  generally too conservative t o  be 
useful. 
4.16 Example. 
H:J x R -t R ,  H( t ,x )  E f ( x )  + ( t - l ) f ( x o ) ,  where xo = 2.  
Consider f:R -f R ,  f ( x )  = tan-', and the homotopy 
Clearly a solution curve x:J -f R exis ts  satisfying H ( t , x )  = 0.  
If Newton's method i s  applied direct ly  t o  the problem f ( x )  = 0 ,  
i t  is readily verified tha t  the method converges to x = 0 i f  
Ixo 1 < yo, and diverges i f  lxol 2 yo where yo i s  the positive 
solution of 
Since f ' ( x )  = (1+x2)-' and f " ( x )  = - 2 x ( 1 + ~ ~ ) - ~ ,  i t  follows tha t  
for  D = [-xo ,xo] , 
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[f ' (x)]- '  < 5, x E D 
and 
If"(x) l  L 1.48, x E D .  
Let B = 5, K = 1.48, IF(x,)l  = 1.108. Then by (52) we may take 
A t  L .0152, 
while from (45) we find the estimate 
A t  < .02 e-41, 
Here the second estimate i s  obviously useless,  and the f i r s t  i s  not 
par t icular ly  good. tiowever, xo = 2 i s  s t i l l  re la t ive ly  close t o  
the solution x = 0; and i f  we choose a somewhat worse i n i t i a l  point 
x = 5, we find tha t  the estimate (52) yields  the overly conservative 
estimate of 
0 
CHAPTER V 
A blew Approach t o  Numerical Continuation 
Section 1 .  Numerical Continuation by Minimization 
In Chapter IV we saw that  good stepsize estimates under which 
numerical continuation is  guaranteed t o  be feasible  are d i f f i c u l t  
t o  obtain. Even when obtainable, our examples indicate that  these 
estimates tend t o  be overly conservative. For the basic continua- 
t i o n  process as defined i n  Chapter I ,  the step s ize  depends c r i t i ca l ly  
on the generally unknown s ize  o f  the domains of a t t ract ion for the 
local process a t  each point x ( t )  of the solution curve. In fac t  
the maximal choice A t  = 1 i s  only possible i f  x(0) i s  i n  the 
domain of a t t ract ion o f  x ( 1 ) .  
rarely under our  control, other means for  f i n d i n g  better stepsize 
estimates are needed. One such approach was i n  e f fec t  o u r  intro- 
Since the domains of a t t ract ion are 
duction of  the generalized continuation process i n  the l a s t  section 
of Chapter IV. 
po in t s  need not remain close o the curve as long as they are  well- 
defined and meet the c r i t i ca l  condition tha t  a t  the end an i t e r a t e  
l i e s  i n  the domain of a t t r a c t  on of the terminal process a t  x ( 1 ) .  
I n  t h i s  chapter we consider a second somewhat related approach t o  
the problem. 
widely used in conjunction w i t h  the solution o f  nonlinear equations. 
For those generalized processes the intermediate 
I t  i s  based on unconstrained minimization techniques 
We begin by summarizing some basic fac ts  a b o u t  such minimization 
processes. Consider the problem 
(1 1 F ( x )  = 0 
9 5  
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level se t  L = {XED 
where F:D C Rn -t Rn i s  a given mapping. If F i s  a potential 
operator, t h a t  i s ,  i f  F ( x )  = g ' ( x )  
tional g:D c Rn -+ R1 
of D i s  a solution of ( 1 ) .  Even i f  F i s  n o t  a potential operator, 
(1) can be converted t o  a minimization problem by considering a func- 
tional f:Rn -+ R1 which has x = 0 as i t s  unique global minimizer and 
by set t ing 
T for  some different iable  func- 
then every minimizer of g i n  the in te r ior  
g ( x ) c g ( x o ) )  which contains xo; t h a t  i s ,  only 
( 2 )  g:D c R n  -+ R 1 ,  g ( x )  = f ( F ( x ) ) .  
T For example, f ( x )  = Ilxll with some norm on R n ,  or f ( x )  = x Ax w i t h  
a symmetric, positive def ini te  A E L ( R  , R  ) are possible choices fo r  n n  
f .  
A descent method for  finding a minimizer of a functional 
g:D c Rn -+ R1 has the general form 
97 
containing 3 = [O,l]. As before, suppose tha t  there exists a 
continuous curve'x:J + D w i t h  x ( 0 )  = xo which solves 
(3  1 H ( t , x )  = 0, t E J .  
In analogy to  (Z), l e t  f:R1 x Rn -+ R1 be a functional which has 
(1 ,O) E R1 x Rn as i t s  unique global minimizer and s e t  
(4 1 g:J x D c R 1  x Rn + R 1 ,  g ( t , x )  = f ( t , H ( t , x ) ) .  
Then clear ly ,  ( l , x ( l ) )  E R1 X Rn must be a global minimizer of g 
on J x D, and i n  order t o  minimize g we can employ some descent 
method. 
i n g  p o i n t ,  convergence t o  (1 , x ( l ) )  will , i n  general, necessitate 
t h a t  ( l , x ( l ) )  be in the path-connected component Lo of the level 
s e t  
A 
B u t ,  as mentioned above, if  (O,x(O)) is  used as the s t a r t -  
fi  
(5) L = { ( t , x ) E J x D / s ( t , x ) * g ( 0 , x o ) 1 9  xo = x ( O ) ,  
containing ( O , x ( O ) ) .  Usually this i s  n o t  the case. However, i n  
our set t ing we have an additional piece of information since we know 
tha t  x:J + D connects x(0) w i t h  ~ ( 1 ) .  Hence, if  we place upon 
the functional f the additional condition tha t  
i s  antitone in t, then automatically (O,x(O)) as well as ( l , x ( l ) )  
0 and i n  f ac t  a l l  points ( t , x ( t ) ) ,  t E J ,  must be in L . This condi-  
t i o n  on $ i s  easily sa t i s f ied ;  for example, we can use 
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2 T 2 f ( t , y )  = c,!lyI/ + c2(t-1)  or f ( t , y )  = cly Ay + c 2 ( t - l )  w i t h  
n n  some norm on Rn o r  some positive def ini te  symmetric A E L ( R  ,R ) 
respectively, and w i t h  arbitrary positive constants c1 and c2. 
Under the ant i tonici ty  condition for + $  the curve 
z:J + J x D, z ( t )  = ( t , x ( t ) )  
represents a "continuous descent method" leading from the known 
i n i t i a l  p o i n t  ( O , x ( O ) )  to  the desired minimizer ( l , x ( l ) ) .  
practice,  we are,  of course? n o t  able to  move along the curve i tself ,  
and approximations t o  z must be considered instead. Here we have 
essentially the same choices as before i n  numerical continuation. 
In general, the domain D i s  assumed t o  be open and the set  
In 
Lo closed. Hence, i f  (p i s  i n  f ac t  s t r i c t l y  antitone, then 
z ( t )  E int  Lo for a l l  t E (0,1].  
mation process which produces points suff ic ient ly  close t o  z, the 
approximating points will remain i n  L and will end close t o  
( l , x ( l ) ) .  
continuation process of Chapter I and Chapter I1 where our concern 
was directed strongly a t  keeping a l l  intermediate points close to  
the curve and hence a t  getting a good approximation of the en t i re  
curve and no t  only of the f inal  point. 
This implies t h a t  for any apprsxi- 
0 
In some sense this i s  n o t  unlike the basic numerical 
In analogy t o  the generalized continuation process, we may again 
disregard this requirement of staying close to  the curve. 
words, we may consider any i n i t i a l  process which produces a f i n i t e  
sequence of po in t s  subject only t o  the condition t h a t  these points 
In other 
9 9  
remain i n  Lo, and hence are well-defined, and that the f inal  p o i n t  
is near ( l y x ( l ) ) .  
process can then be used a s  terminal process t o  reach (1 ,x( l  ) )  w i t h  
a desired accuracy. 
general descent method applied t o  the functional In  f a c t ,  as 
discussed above, such a descent method will i n  general yield only 
po in t s  from L . If i t  converges, i t  will ultimately produce p o i n t s  
near the global minimizer (1,xCl)) of g which i s  guaranteed t o  
As i n  Chapter IVY any locally convergent i t e ra t ive  
Evidently, a natural i n i t i a l  process i s  then any 
g .  
0 
be in L" by the existence of the descent curve z. This i s  the 
approach we shall pursue here. 
As mentioned before, any descent method f o r  g has the general 
form 
(tk+l 3Xk+l) = ( t k Y x k )  - W k a k P k ,  
k = 0,l ,..., 
(7 1 i 
and the method is  specified once appropriate algorithms for the 
computation of the direction p k  and of the (relaxed) steplength 
Wkak are given. 
i n  the next section. For the choice of the direction algorithm we can 
u t i l i z e  some additional information provided by the existence of  the 
We shall discuss some standard steplength algorithms 
curve z. For th i s  we note f i rs t  the following lemma 
1 If the functional g:J x D c R1 x R n  + R 
A 
5.1 Lemma. 
a t  the in te r ior  point ( t , x )  o f  3 x D ,  and i f  g ' ( t , x )p  
A 
s different iable  
> 0 for some 
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p E R' x Rn then there is  a 6 > 0 so tha t  g(tayxa) < g( t , x )  for 
x ) = ( t , x )  - ap and a l l  a E (0,s). 
( t a p  a 
The well-known proof i s  simple and follows d i rec t ly  from the 
d i f fe ren t iab i l i ty  def ini t ion (see,  e.g.  .) Ortega and Rheinboldt 
[ 19701). 
If we assume again tha t  the function 4 of (6)  i s  s t r i c t l y  
anti tone and i f  g as well as z are  different iable ,  then 
evidently 
which means tha t  p t  = - z ' ( t )  i s  a sui table  descent direction a t  
z ( t > .  
1 In practice we will consider the functional f:R1 x Rn +- R 
T 2 f ( t , x )  = clx x + c 2 ( t - l )  and hence the functional 
(8) g:? x D C ?  x Rn + R 1 ,  g ( t , x )  = clH(t,x) T H(t,x) + c 2 ( t - l )  2 
where H:? x D + Rn is  our given homotopy and c, ,c2 are  sui table  
positive constants. If H has a continuous par t ia l  Frechet deriva- 
t ive w i t h  respect t o  both t and x and i f  Hx i s  nonsingular 
on ? x D ,  then z ' ( t )  i s  given by 
Hence we may expect tha t  under the conditions considered above the 
direction given by 
1 0 1  
i s  a suitable direction vector i f  the p o i n t  ( t , x )  i s  reasonably 
close t o  z ( t ) .  For p o i n t s  far ther  away from z a correction may 
become necessary, and i t  i s  natural t o  use the gradient direction 
for th i s  purpose. 
the direction given by 
P. 
Consequently for ( t g x )  E 3 x D we will consider 
where P E [0,1) and T = sgn ( 1 - t ) .  
p is a descent direction. The significance of T i s  tha t  for 
t > 1 the direction t ' ( t )  p o i n t s  away from z ( 1 ) .  
t i o n  we shall combine th i s  choice of  direction vector for the 
functional (8) w i t h  several steplength algorithms and prove t h a t  
the resulting process converges t o  z (  1 ) under appropriate conditions 
for H .  
Theorem 5.8 below shows when 
In the next sec- 
Section 2.  Step1 ength A1 gori thms and Convergence Results 
In this section we consider the i n i t i a l  phase of our new numerical 
continuation process in the minimization se t t ing ,  namely, the use of 
a descent method of the form ( 7 )  t o  reach a neighborhood of the ter-  
minal p o i n t  ( I , x ( I ) )  from (O,x(O))  as s t a r t i n g  point. 
For our discussion of the steplength algorithms below, we make 
the following assumptions about the functional g .  
1 0 2  
1 The functional g:: x D c R ' x R n - + R  5.2 Basic Condit ions for  g :  
A h 
i s  continuously differentiable on the open s e t  J x D where [0,1] z: J .  
Moreover, (O,xo)  E J x D i s  given such t h a t  the path-connected com- 
ponent Lo of the level s e t  L defined by (5 )  containing (O,xo) is  
h 
compact a 
For the steplength analysis needed for  our process, we use the 
convergence theory of Elkin [1968] (see also the presentati~on i n  
Chapter 1 4  o f  Ortega and Rheinboldt [1970]). For the sake of brevity 
only three steplength a1 gori thms are considered although other ones 
could have been used as well - 
conditions which must be met i n  determining (tk+l ++I 1 by (7) for  
given ( t k 9 x k )  and descent-direction vector p k .  F i r s t  of a l l  we 
must have (tk+],xk+l) E L or a t  l eas t  in L.  I n  th i s  way the 
i te ra tes  remain well-defined; and i f  L 
For any such algorithms there are  two 
0 
0 (or L )  i s  compact, then the 
sequence must have an accumulation p o i n t .  The second conditi.on is  
tha t  the value of g must be decreased suff ic ient ly  a t  each step. 
This principle of "suff ic ient  decrease" is  embodied in the condition 
tha t  
where a:[O,m) +- [O,W) is  a function independent of k w i t h  the 
property that  fo r  any sequence is . I  c [O,m), lirn s = 0 ,  i t  
follows t h a t  lirn ~ ( s . )  = 0. Such a function a will be called a 
forcing function i n  accord w i t h  Elkin's terminology. 
j j- J 
J 
j-tco 
1 0 3  
We consider f i r s t  the Curry steplength algorithm. Although 
the proof can be found ,  f o r  instance, in Ortega and Rheinboldt [1970] , 
we include i t  here for the sake of a complete discussion of the 
present method. 
5.3 Theorem. Under the basic condition 5.2 fo r  the functional 
l e t  ( t , x )  E 1' and p E Rn+' be given such t h a t  g ' ( t , x ) p  3 0 ,  p # 0. 
Then with the Curry steplength 
g ,  
A A  i t  follows t h a t  ( t , x )  = ( t , x )  - ap E Lo,  and 
with some fixed forcing function CJ which depends only on g and 
0 L .  
Proof. By Lemma 5.1 there exis ts  a 6 > 0 such t h a t  
and hence t h a t  fo r  these B E (0,6) 
BY the compactness of LO now 
R 
and i t  follows from the continuity of g on the open s e t  J x D that  
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necessarily g (  ( t ,x ) -B*p)  = g( t , x ) .  
exis ts  therefore,an a E (096") for  which (13) holds, and which is  
such t h a t  [ ( t ,~) , ($~; ) ]  L . I n  a d d i t i o n ,  clearly 
By the mean-value theorem there 
0 
as well as 
n 1  With the induced norm on L ( R  , R  ),  l e t  
and define 6 : [ 0 , ~ )  -f [O,.) by 
Since g '  i s  uniformly continuous on the compact se t  L o ,  we have 
6CO) = 0 and 6 ( u )  > 0 for  u > 0 unless g '  
an excludable case. T h u s ,  6 i s  a forcing function. 
i s  identically zero, 
Now evidently 
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o r  
Therefore by (15) and the mean-value theorem w i t h  some 13 E (O,:] 
aga 
5.4 
1 e t  
A o(g ' ( t9x )  
1 where ~ ( u )  = u ~ ( u )  is  evidently a forcing function. 
I t  i s  eas i ly  seen t h a t  underrelaxation w i t h  any o E ( ~ , 1 ]  and 
f ixed  E > 0 could have been used i n  conjunction w i t h  the Curry step 
(13). 
As a corollary of this  r e su l t ,  we obtain the following theorem 
about two minimization steplength algorithms. The proof follows 
n tha t  of Ortega and Rheinboldt [1970]. 
Theorem. Under the basic condition 5.2 f o r  the functional g ,  
( t , x )  E L and p E Rn+' be given such t h a t  g ' ( t , x ) p  
0 
0, p # 0. 
Then w i t h  a 2 0 such tha t  e i ther  
or 
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Q i t  follows tha t  i n  both cases (c9$) = ( t g x )  - ap E L and tha t  (14)  
holds with the same forcing function (T as i n  Theorem 5.3. 
Proof. 
t ively;  then by def ini t ion ( t , x )  - aip E L . 
1 2  Let a ,a be the steplengths given by (16) acd (17),  respec- 
0 Moreover, i f  a i s  
defined by (13) then evidently 
and hence the inequality (14) f o r  a' o r  a* follows d i r ec t ly  
from tha t  for a. 
As mentioned before, there are various other steplength algorithms 
which could be considered here as well. For a detailed discussion 
we re fer  again t o  Ortega and Rheinboldt [1970]. 
For practical purposes, par t icular ly ,  the Goldstein-Ami j o  
algorithm appears t o  be useful. 
t ion ao:[O,-) -t [O,w) and constants P & ( O , l ) ,  q > 1 are  used, and 
for any ( t , x )  E L and p E Rn+' such tha t  g ' ( t ,x )p  >, 0 ,  p # Q, the 
steplength a and the relaxation factor  w are  obtained as follows: 
In tha t  case, a fixed forcing func- 
( i )  If  g ' ( t , x ) p  = 0 ,  then a^ = 0; otherwise, l e t  $ > 0 be any 
real number such tha t  
A ( i i )  If  ( t g x )  - ap E J^ x D and 
1 0 7  
A 
holds fo r  a = a ,  s e t  u = 1 .  Otherwise, l e t  w be the 
largest  number in the sequence {q- j  1 j=1,2,. . . I  such t h a t  
( t , x )  - &p E J” x D and (18) holds w i t h  a = u3. 
For this  algorithm Ortega and Rheinboldt [1970J prove a theorem 
corresponding t o  Theorems 5.3 and 5.4 above. 
L i t s e l f  i s  assumed t o  be compact; and i t  can only be guaranteed 
t h a t  ( t , x )  - uGp E L .  
L 
i n  the same path-connected component of L as the desired minimizer 
( l $ x ( l ) ) .  We shall n o t  go into further de ta i l s  here. 
However, in t h i s  case 
Thus, unless the additional assumption t h a t  
0 = L i s  made, we can no longer guarantee t h a t  the i te ra tes  remain 
We turn now to  the convergence for  our descent methods ( 7 )  in 
the set t ing o f  the previous section. 
direction vectors given by ( l l ) ,  we will f i r s t  consider the more 
general class of gradient-related directions introduced by El k i n  
[1968]. 
Before using the specif ic  
These are defined by the property t h a t  fo r  each s tep 
( t k 9 x k )  
(19)  
where 8 is again a fixed forcing function. 
The following theorem gives t h e  basic r e su l t  fo r  the use o f  
gradient-related directions i n  ou r  set t ing.  
5.5 Theorem. Assume t h a t  g s a t i s f i e s  the basic condition 5.2 and 
t h a t ,  i n  addition, g has a unique c r i t i ca l  point (1 ,x*) E L . 
Consider the descent method ( 7 )  where uk = 1 ,  and ak is  chosen 
e i ther  by (13),  ( 1 6 ) ,  or ( 1 7 ) ,  and where pk E Rn+’ ,  pk  # 0 ,  is 
0 
1 0 8  
0 such t h a t  (19) holds.  
l i m  ( t  x ) = ( l ,x* ) .  
k-t- 
Proof.  By Theorems 5.3 and 5.4, ( tkyxk)  E L 
and 
Then ( t k ' x k )  E L , k = 0,1,...3 and 
k '  I: 
0 f o r  a l l  k = 031 , . " .9  
0 Since Lo i s  compact, g i s  bounded below on L and hence 
l i m  g ( t k ' xk )  e x i s t s .  
k- 
d e f i n i t i o n  o f  a f o r c i n g  f u n c t i o n  imply  t h a t  l i m  g ' ( t k $ x k )  
For any convergent subsequence { ( t k i  ¶xk  ) >  w i th ,  say, 
lim (tki9xki ) = ( t 3 x ) ,  i t  then fo l l ows  by the  c o n t i n u i t y  o f  g '  
i- 
t h a t  g '  (?,?)T = 0 and hence by the  uniqueness o f  the c r i t i c a l  
p o i n t  (1 ,x*) t h a t  ( t , x )  = (1 ,x*). 
But then (20) together  w i t h  (19) and the  
= 0. T 
k- 
i 
A A  
A A  
Since any subsequence o f  
{ ( t k ' x k )  > has a convergent sub-subsequence w i th  t h i s  same l i m i t ,  
t h i s  proves t h a t  l i m  ( tksxk)  = (1 ,x*). 
k- 
Now consider the bas ic  homotopy H:? x D c R1 x Rn -+ Rn which 
de f ines  the  descent curve x i n  the  s e t t i n g  o f  the  previous sect ion.  
We w i l l  assume t h a t  H has the  f o l l o w i n g  p roper t i es .  
5.6 Basic Condi t ions f o r  H and x. 
( i )  The mapping H:$ x D C R1 x Rn -+ Rn i s  cont inuously  d i f f e r e n -  
t i a b l e  on the  open s e t  ? x D where $ ~ [ 0 , 1 ] ~  and Hx(t ,x)  
i s  nonsingular f o r  a l l  ( t , x )  E S x D. 
(ii) For a g iven xo E D t he re  e x i s t s  a continuous curve 
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x:J  -f D with xfO) = xo such tha t  H(t ,x( t ) )  = 0 f o r  t E J ,  
and tha t  x ( 1 )  i s  the unique solution of H(1,x)  = 0 in D .  
1 In l i ne  with Section 1 we now choose a functional f :?  X Rn -f R 
and s e t  
A 
(21 1 g : J  D CT R1 X Rn + R 1 ,  g ( t , x )  = f ( t ,H( t , x ) ) .  
Then we obtain as a corollary from Theorem 5.5: 
5.7 Corollary. 
H and x, and tha t  f:J” x R n  -f R1 is continuously different iable ,  
Suppose tha t  the basic condition 5.6 holds fo r  
4:J -f R ’ ,  $ ( t )  = f ( t ,O)  i s  s t r i c t l y  anti tone,  and f has the 
unique c r i t i ca l  p o i n t  (1 ,O). Moreover, assume tha t  for  the func- 
0 tional g of ( 2 7 )  the path-connected component L c f  the level s e t  (5) 
which contains ( 0 , ~ ~ )  i s  compact. Then the statement o f  Theorem 
5.5 fo r  the descent method ( 7 )  holds. 
Proof. 
Clearly, the basic conditions 5 . 2  f o r  the functional 
f ied.  Moreover, we have 
We only need t o  verify the conditions of Theorem 5.5. 
g a re  s a t i s -  
where A ( t , x )  has the matrix representation 
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Clearly, A(t,x) i s  nonsingular and hence g ' ( t S x )  = 0 implies tha t  
f ' ( t , H ( t , x ) )  = 0. 
therefore we have H(1,x) = 0 which i n  turn implies tha t  x = x(1).  
Therefore ( l , x ( l ) )  i s  the unique c r i t i ca l  point o f  g i n  ? X  D, 
and Theorem 5.5 applies. 
B u t  then, by assumption, ( t , H ( t , x ) )  = (1,O) and 
We remark tha t  the nonsingularity of Hx assumed i n  Condition 
5.6 appears only qui te  weakly i n  the preceding r e su l t ,  namely, i n  
proving tha t  the c r i t i ca l  po in t s  of g are  the c r i t i ca l  points of 
f .  If  the curve x i s  known t o  ex i s t ,  and i f  Hx has a s ingular i ty  
f o r  some t < 1 along the curve x ,  then the result ing c r i t i c a l  point 
of g i s  only a saddle p o i n t  and there ex i s t  well-defined descent 
directions since g decreases along the curve for  increasing t. 
This appears t o  o f fe r  a possible new approach t o  overcome s ingu-  
l a r i t i e s  of 
ing w i t h  this problem (see Davis [1966] and Meyer [1968]). 
Hx which i s  different  from previous attempts i n  deal- 
The conditions on f i n  t h i s  theorem are  sa t i s f ied  f o r  the 
functional 
T 2 (22)  f:R1 x R n  + R n 9  f ( t , x )  = cqx x + c2(t-1) , c1,c2 > 0, 
where c1 ,c2 are given constants. In f a c t ,  f is continuously 
different iable  and f ' ( t , x )  = 0 i f  and only i f  ( t , x )  = (190) .  
Moreover, $:J -f R 1 9  @( t )  = f ( t , O ) ,  i s  s t r i c t l y  antitone f o r  t E 3. 
The next theorem shows t h a t  under our conditions for  H the 
direction p defined by (11) i s  gradient-related. 
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5.8 Theorem. Suppose t h a t  H s a t i s f i e s  par t  ( i )  o f  the basic 
condition 5.6,  and l e t  g be given by (21)  and ( 2 2 ) .  Then f o r  
any ( t , x )  i n  a compact subset L o f  2 x D the direction vector 
p defined by (IO) and (11)  s a t i s f i e s  p ( t , x )  # 0, unless 
g ' ( t , x ) T  = 0 ,  and 
h 
w i t h  some constant M dependent only on g and ^L. 
Proof.  Evidently 
g t ( t , x )  = 2clH(t3x) T Ht ( t , x )  i- Pcz(t- l )  
and 
T gx(t ,x) = 2clH(t,x) H x ( t , x ) .  
Hence for t c 1 
T g ' ( t , x ) p (  t 3 x >  = 28[-cl H ( t  , x )  Ht(t ,X)+ZCZ(l -t) 
For t > 1 we get the analogous expression w i t h  ( l - t )  replaced by 
( t - 1 ) .  Since p i s  uniformly continuous on the compact s e t  L, we 
have I Ip ( t , x )  11 s M on L w i t h  some constant M. From (24) we see t h a t  
A 
A 
112 
p ( t , x )  = 0 implies t h a t  g ' ( t , x )T  = 0 ,  and hence for  p ( t , x )  # 0 ,  (23) 
holds . 
Under the conditions of Corollary 5 .7 ,  the only c r i t i ca l  p o i n t  
of g i s  ( l , x ( l ) )  and hence we always are assured o f  p ( t , x )  # 0 
unless we actually reach the desired point. 
A1 together now we have obtained the fol lowing resul t .  
5.9 Theorem. Suppose t h a t  the basic condition 5.6 holds for H 
and x and t h a t  g i s  given by (21) and ( 2 2 ) -  Assume further 
that  for g the component L o  o f  the level s e t  ( 5 )  which. contains 
(O,xo) is  compact. 
and ak 
Consider the descent method ( 7 )  where W k  = 1 
is  chosen ei ther  by (13 ) ,  (16 ) ,  or (17) and where for  
(tk'xk) E L 0 pk  i s  defined by p k  = P ( t k , X I < )  w i t h  p given by 
0 ( I O ) ,  ( 1 1 ) .  
Proof, We proceed by induction t o  prove ( t k 3 x k )  E L ., 
holds for k = 091, . . e9m9 then by Theorem 5.8, g ' ( t m 9 x m ) p ~ t m , x m )  > 0 ,  
and p( tm.xm) + 0 unless ( tm,xm)  = ( l , x ( l ) )  i n  which case the process 
stops. Hence by Theorem 5.3 or 5.4,  (tm+l , x ~ + ~ )  E L . Now we 
can apply Corollary 5.7 sfnce p remains gradient-related as long 
as the process does not  reach ( l , x ( l ) )  i n  f i n i t e l y  many steps.  
Then ( t k , x k )  E L , k = O , I ,  ..., and I i m  (tk'xk) = ( I ,x*) .  
k-O I f  this 
0 
The case 6 = 1 i s  excluded i n  the preceding theorem since i n  
that  case we can no 'longer guarantee t h a t  the direction p ( t , x )  
i s  gradi ent-related. Nevertheless our numerical resul ts  i n  
Sections 3 and 4 show t h a t  when the minimization algorithm converges, 
the convergence is best for  B = 1 .  This i s  not unexpected since 
1 1 3  
this  direction points in the downward direction of the "valley" 
whose "spine" i s .  the curve Z, 
In  the basic condition 5.6 the rest r ic t ion t h a t  x ( 7 )  be the 
unique solution o f  H ( 1 , x )  = 0 in 
i n g  way. 
D can be relaxed in the follow- 
5.10 Theorem. 
holds for  the homotopy H and t h a t  x sa t i s f i e s :  
Assume t h a t  p a r t  (i) o f  the basic condition 5.6 
( i i r  For given xo E D there exis ts  a continuous curve x:J -f D 
w i t h  x(0) = xQ such tha t  for each t E J ,  t t ( t ,x ( t ) )  = 0 and 
x ( t )  i s  the unique solution o f  H ( t , x )  = 0 i n  S(x(t),r)c:D 
where r i s  independent of t. 
Then fo r  g given by ( 2 1 )  and ( 2 2 )  there exis ts  a choice of 
c1 and c2 such t h a t  ( l , x ( l ) )  i s  the unique c r i t i ca l  point of 
y in the path-connected component L: of L j  = C ( t , x ) E L  t&J ) .  
Proof. Define B = { ( t , x )  / tEJ ,x&(x( t ) , r )} ,  B' = ( ( t , x )  t&J,xE:aS(x(t)r)) 
Since B '  
a constant d > 0 such that  
O I  
I 
i s  compact and x ( t )  i s  unique in S ( x ( t ) , r ) ,  there exis ts  
(25) d = min { / \ H ( t , x ) l \ ;  1 ( t , x )  E B ' I .  
Let c1 2 1 and choose c2 > 0 such t h a t  (c,/c,) < d .  
0 that  L j  c B. 
p o i n t  (;,a E L J \ B .  Let q:[O,l] -f Ly be a path from (O,x(O)) to 
(T,;) E LJ  and l e t  T~ 
Then we claim 
Assume that  th i s  is  not the case; then there exis ts  a 
0 
0 and r2 denote the natural projections 
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from R"' onto R1 and R n 9  respectively. Then, since 
q(s) E LJ  f o r  a l l  s E [0,1], i t  follows t h a t  0 
from which i t  follows tha t  
A A  Since E J ,  ( t , x )  B implies t ha t  k s (x (? ) , r ) ,  and thus 
q(2) E B '  fo r  some 2 E ( 0 , l ) .  By (26)  we therefore have 
llH(-Trlq(s),T2q(s))/lz 2 < d ,  which contradicts (25 ) .  Hence LJ 0 c: B ,  
0 and i n  par t icular  ( (1  , x )  E L j )  
points of g l i e  on the hyperplane t = 1 and x(1) i s  the 
unique root of H(1 ,x) i n  S(x(1) $ r ) ,  the theorem i s  proved. 
s ( x ( l ) 9 r ) .  Since a l l  c r i t i c a l  
Wi th  this theorem i t  i s  natural i n  practical  applications t o  
vary the r a t i o  c2/c1 so tha t  when the solutions o f  H(1,x) = 0 
are  isolated i n  D the point ( l , x ( l ) )  i s  forced t o  be the unique 
0 solution i n  L . The r e s t r i c t ion  to  t E J i n  Theorem 5.10 can be 
overcome by introducing into the functional g a penalty function 
for t > 1. 
as follows: 
1 R1 x Rn + R For example, we m i g h t  redefine g:? x D 
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T clH(t,x) H( t ,x)  + c2(t-1)', t c 1 
clH(t,x)TH(t,x) + $(t-l)', t > 1 
g( t ,x)  = 
where 2 i s  l a rge .  
Sect ion 3. Numerical So lu t i on  o f  the Model Problem. 
We consider again our model problem i n  the computational 
framework o f  t h i s  chapter.  
in t roduce the f a m i l y  of two-point  boundary value problems g iven by 
Recal l  t h a t  w i t h  the  parameter t E J we 
(27) { (s 'd(x)x ' ) '  = t . s2 f (x )  S E ( O y l ) ,  t E J 
x ' ( 0 )  = 0 y x (1 )  = 1 
where f o r  f i x e d  k > 0, 
1 and d: Dk -f R represents a cont inuously  d i f f e r e n t i a b l e  d i f f u s i o n -  
c o e f f i c i e n t  f unc t i on .  As suggested by K e l l e r  [1968], we w i l l  use, 
i n  p a r t i c u l a r ,  d g iven by 
Y x , c > o ,  x ('9) d (x )  = 1 + 
( X + c y  
where we assume c > k so t h a t  d and f are de f ined on the  same domain. - 
I n  order  t o  so lve  (27)  numer ica l l y  we consider a f i n i t e  d i f f e r e n c e  
approximat ion based on a standard cen t ra l  d i f f e r e n c e  scheme as fo l l ows :  
For g iven n > 1, ' let h = l / n  and s = ( j - l ) h ,  j = 1, ..., n+l. I f  
j 
x .  denotes the  approximat ion t o  x (s . ) ,  we approximate s 2  d ( x ( s . ) ) x ' ( s . )  by 
J J j J J 
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) - v  j
1 2  (30) S. d(x. ) (x . t l  - X .  
J J J - J-1 
3 3 
L L 
and (s2 j d ( x ( s j ) ) x ' ( s j ) ) '  by 
where 
X t x  
j ) .  S = ( j - l i  2 ) h  1 ; d(x j t  = d (  j+_ 1 
2 j+ 1 - -  2 2 
Then we have t o  so lve  the non- l inear  system o f  equations 
j = 1323.. . ,n 1 where xo = xl, x ~ + ~  = 1  
L e t  
and 
Then de f ine  the  m a t r i x  f u n c t i o n  A: DF +. L(Rn,Rn) by 
1 1 7  
and s e t  
F: Dk n -+ R n ,  F ( x )  = (S1 2 f ( x l ) $ . . . , s  2 f ( x n ) )  T (34)  n , 
1 t T 
h 
b: DL -t R n ,  b ( x )  = --2 (0 ,..., O,an(x) ) . (35)  
With th i s  n o t a t i o n  the problem (31) has the form 
(36) - A ( x ) x  = t F ( x )  - b ( x ) .  
As in Chapter 11, we assume t h a t  d ( x )  3 a > 0 fo r  x 3 0.  Then, 
for  any x 30, the matrix A(x)  i s  irreducibly diagonally dominant  
and  t h u s  has a posit ive inverse (see Varga [1962;p85]); in f a c t ,  
A ( x )  i s  even a S t i e l t j e s  matrix. 
(36) must also sa t i s fy  
Therefore any solution x 3 0 of 
( 3 7 )  x = A ( x ) - ' b ( x )  - t A ( x ) - ' F ( x ) .  
T h i s  i s  now i n  the fixed point form which, in the case of the con- 
tinuous problem ( 2 7 ) ,  allowed us t o  obtain existence and uniqueness 
theorems. 
se t t ing ,  we shall establish the corresponding existence and uniqueness 
resul ts  for  the f i n i t e  dimensional problem (37). 
From (33) i t  follows immediately t h a t  A(x)e = b ( x )  fo r  e = 
I n  an analogous manner as before i n  the Banach space 
(1 ,.. . ,1 )T E R n y  and  hence that  (37) can be written as  
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Since A(x)-l 3 0 and F ( x )  5 0 fo r  a l l  x 30, any solution x * 3 0 of 
(38) must sa t i s fy  x *L e.  
We next show ' t h a t  f o r  certain values of k and E , x 3 0 implies 
t h a t  
(39) o 5 t A ( X ) - ~ F ( X )  5 e.  
For any x 3 0,  s e t  
2 2  + 
Let Bj(x) = h s .  f ( x . )  and note that  a i ( x )  = a i t l ( x ) .  
J J  
and hence back-substi tution gives , 
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From t h i s  we r e a d i l y  ob ta in  the  bound 
h2 j (n-m-1)(2n-2m-l)(n-m) 
1Un-j I I G. c 1 1 m=o (n-m--) (n-m--) (43) 2 2 
n-m- 1 ) j = O , .  . . y n - I y  6~(& 2 C ( n - m ) (  
m=o n-m-7 
j h2 - -  - 
where we used again t h a t  d (x )  >, CY, > 0 f o r  x 3 0. 
With the help o f  the i n e q u a l i t y  
1 - -  5 1 - -  1 2n-1 3 0 L m < n y  n-m- 1 1 - 1 -  1 n-m-7 
(44) 
2 (n-m-7 ) 
(43) can be s i m p l i f i e d  t o  
2 1 [2n j  + 2n- j  - j ]  (1- 2n-1 ), j=o, . . . ,n- l ,  h2 (45) bn-j I 5-K 
and hence i t  fo l l ows  t h a t  
We s t a t e  the ex is tence r e s u l t  as a theorem. 
5.11 Theorem. Consider t h e  problem (38) w i t h  A and F def ined by (33)  
and (34). Assume t h a t  6a E >, (1+ :)2y where h = l / n  i s  t he  
mesh s i z e  i n  the  d i s c r e t i z a t i o n  of ( 2 7 ) .  Then (38) has a s o l u t i o n  
f o r  each f i x e d  t E J .  
Proof:  Def ine G: J X D; c J X Rn -f Rn by 
1 
(47) G( t ,x)  = e - t A(x)-  F ( x ) .  
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Clearly G ( t , x )  < e for x 2 0 and t E J .  
(40)  i t  follows trom ( 4 6 )  t h a t  G ( t , x )  2 0 for  6 a ~  
Thus G ( t , . )  maps the compact convex s e t  
into i t s e l f  for  each fixed t ,  and by Brouwer's fixed point theorem, 
G ( t , . )  must have a fixed p o i n t  which is clearly a solution of  (38). 
This completes the proof. 
Moreover, w i t h  u defined by 
h 2  
1 0 I x I e 1 
2 
Cx E R n  
( l t  2) . 
B = 
Note tha t  the estimate in Theorem 5.11 compares favorably t o  
the estimate i n  Theorem 3.11. 
We can also establish uniqueness of the solution under conditions 
similar t o  those used in Chapters I1 and 111. I n  par t icular ,  i f  
G ( t , . )  i s  s t r i c t l y  non-expansive on B, for  each t ,  then the unique- 
ness is  immediate. The condition of strict-non-expansivity i s  
evidently equivalent w i t h  
and u s i n g  (40), we see tha t  (48) is  sa t i s f ied  i f  
(49) 1 U , _ ~ ( X )  - u , - ~ ( Y )  I < max I xi-yi l , j = O , . . . , n - I .  
R i < n  
Now f o r  0 5 m 2 j s n-1 ,  n > 1 ,  
I n-m n-m 
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Therefore, l e t t i n g  B 2 sup d’O 
O<S<l d2(s )  
- h4 
- 2  
n - m t l  
2 
S 
as i n  Chapter 11, we o b t a i n  
- h 4  
- 2  
Esn-m+l 
T 
- h4 
- 2  
E n -m+l 
2 
1 
1 1 r 
d ’  (s )  < 2  h 4  {sup 
d2(s 1 S n-m+l o<s < 1 
2 
n-m 2 xi 1 c ( i - 1 )  
i=l x .+k  
1 
c max I x i - y i  I1 rm 1 (n-m-1) (n-m)  (2n-2m-1) 1 
l < i < n  6 
n-m-l)(n-m)(2n-2m-l) I .  1xi-yi 1 1  ( 1 + - [max 
l < i c n  6 
1 I IX-Y l, h2 B 1 2 1 < - [ m+ ak 1 [ 2 n j +  2n - j  -j] [ I - 2n-1 6~ 
1 2 2  
and hence 
h 2  Thus i f  6 ~a 1 (1f 7)  as i n  Theorem 5.11, G ( t , , )  will  even be 
contractive provi ded that  
Accordingly, we can s t a t e  the following theorem. 
5.12 Theorem. 
valid with P 2 sup d’o . Then for  each fixed t E J ,  the 
solution of (38) i s  unique i n  the s e t  B.  Furthermore, the solution 
Under the conditions of Theorem 5.11 , l e t  (51 1 be 
O<S<l 1 d2(s )  1 
curve x: J -+ B i s  continuous. 
Proof: 
nonexpansivity of G ( t , . ) .  
Def i ne 
The uniqueness for each t E J follows from the s t r i c t  
(52) H:  J x DL -+ R n ,  H ( t , x )  = e-x-t A(x) - ’F (x ) ,  
then the equation 
(53) H ( t , x )  = 0 
i s  equivalent t o  (36) .  With-the notation (40) we have 
(54) H ( t , x )  = e - x - t u ( x ) .  
and from (42)  we see t h a t  u ’ ( x )  and hence a l s o  Hx(t ,x)  ex is t s .  
1 2 3  
Moreover, i t  fol lows from the  L i p s c h i t z  c o n d i t i o n  (50) t h a t  f o r  any 
z E Rn and p > 0 the re  e x i s t s  a cr = cr(z,p) > 0 such t h a t  
1: U'(X)O 2 / l o o  < ilu(x+oz) - u ( x )  - u ' ( x ) o z  1, + I lu(x+oz) - u(x)ll, 
Since p > 0 i s  a r b i t r a r y  and y < 1 we see t h a t  I] u '  I] < 1 from 
which i t  fo l l ows  by Lemma 2.12 t h a t  H(t ,x)- '  e x i s t s  on J x B .  Now 
00 
by Theorem 3,6, t he  s o l u t i o n  curve x: J j- B i s  continuous. 
I n  the numerical computations we employed the numer i ca l l y  s imp le r  
A 
homotopy H( t ,x)  = A(x)H(t ,x)  t o  ca r ry  o u t  the numerical con t i naa t ion  
process based on min imizat ion as descr ibed i n  Sections 1 and 2 o f  
t h i s  chapter. The i n v e r t i b i l i t y  o f  H x ( t , x ( t ) )  i s  n o t  guaranteed; 
however, s ince the path x: J -+ R" e x i s t s ,  the remark f o l l o w i n g  Corol- 
A 
l a r y  5 .7  appl ies and descent d i r e c t i o n s  e x i s t ,  a l l o w i n g  the  a l g o r i t h m  
t o  cont inue a t  each step. 
The s tep length a lgo r i t hm employed i n  the  numerical computations 
was an a p p l i c a t i o n  o f  the Goldstein-Armi jo idea, descr ibed f o l l o w i n g  
Theorem 5.4, t o  the  m in im iza t i on  process (17) w i t h  Lo rep laced by L .  
To be precise,  w i t h  the f u n c t i o n a l  g def ined by (21) and (22)  and 
w i t h  a descent d i r e c t i o n  -p E R"', [I p [ (  = 1, a t  the p o i n t  ( t S x )  E 
J x Rn C Rntl Then w 
i n  the sequence 2-', j = 0 , l ) .  . 
we s e t  a = 1. i s  chosen as the f i r s t  element 
such t h a t  
and w i t h  = %/2, the r e l a x a t i o n  f a c t o r  w was se lec ted  so  t h a t  
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Finally, we used the additional information t h a t  x ( t )  > 0 and 
'I added a "penalty function" t o  g and considered the functional 3:J x 0: +R 
given by 
A 
g ( t , x )  = g ( t , x )  + 1 o o o ( v , v  ) 
where v & R n  i s  such t h a t  vi  = m i n  {xi '0 1 .  
The computations were done using the descent algorithm u n t i l  
A t  this p o i n t  Newton's method w i t h  t = 1 ,  was used until It-11 <.05. 
successive j te ra tes  agreed t o  6 s ignif icant  d ig i t s .  
vector for  a l l  cases was ( t  ,x ) = (0,1,  ... , l ) T  E R"'. 
xo = ( l , . * . , l )  
desired positive solution fo r  any of the cases t r ied .  
The s ta r t ing  
W i t h  0 0  
E R n ,  Newton's method does not converge to  the 
The computer program was written i n  BASIC and run on the G . E .  
Mark I1 Timesharing system. The conversational mode allowed us to  
experiment freely w i t h  various parameters and t o  interrupt  the com- 
putations when non-convergence or overly slow convergence was apparent. 
W i t h  minor modifications, however, the same program could have been 
run i n  a batch environment. 
Table 5.1 shows five groups of t e s t  cases for  the model problem 
(38) .  Group 1 shows the resul ts  for values of the parameters k and E 
for  which our estimates (of Chapter 11) guaranteed existence and con- 
t inu i ty  of the solution curve x ( t ) .  
case when X = 0,  i . e . ,  when the function d ( x )  i s  the constant 1 .  
Groups 2 through 4 show values of  the parameters E and k outside the 
range from which existence of the solution curve x i s  guaranteed. 
Groups 1 through 4 are  for the 
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Case Cons t a n  ts  Cons t an  ts  Cons t a n  ts  I I t e r a t e s  Comments 
No. f o r  f f o r  d f o r  g i n i t i a l  t e rmina l  
E k x C c2 B 
~~ 
- - 1 .167 . 5  0 1 1 1 - t = 1.144 
2 .167 . 5  0 1 1 .95 3 3 
3 .167 .5  0 1 1 .75 3 3 
4 . 1 7  .001 0 - 1 1 1 3 3 
5 .17  .001 0 1 1 .8 3 3 
- 
- 
- 
- - - 6 .1 . 1  0 1 1 1 t = .9024 
7 .1 .1 0 1 10 1 t = .9193 
a .1 .1 0 10 100 1 5 5 
9 .1 .1 0 10 100 . 5  t = .1791 
- - - 
- 
- - - 
- - 10 .05 .1 0 - 1 1 1 t = .4135 
11 .05 .1 0 10 10 1 10 5 
- - - t = .8276 12 .05 .1 0 10 10 .9 
- 
- - - 1 3  .01 .01 0 1 100 1 t = .1346 
14 .01 .01 0 - 100 100 1 t = .1346 
15  .01 .01 0 10 1 1 t = .0673 
16 .01 .01 0 - 100 10 1 27 6 
- - 
- - - 
17 .1 .1 .01 .01 1 1 1 5 5 
18 .01 .05 .01 .01 1 1 1 12 5 
i 9  .01 .Q1 .01 .01 1 1 1 17  5 
20 .01 .01 .1 .1 1 1 1 20 6 
~- ~~ ~- 
Table  5.1 Computational Results f o r  the Model Problem. 
1 2 6  
Group 5 contains cases w i t h  X > 0. 
d i ca ted  i n  the f i n a l  column, t h i s  i nd i ca tes  t h a t  the a lgo r i t hm 
f a i l e d  t o  determine a s tep length  parameter w > 
o f  the parameter t ind i ca ted .  
Whenever a value of t i s  i n -  
2-15 a t  t he  value 
Group 1 shows genera l l y  t h a t  w i t h i n  the range where the ex- 
i s tence  o f  the  curve x i s  known, the computations were well-behaved 
w i t h  the except ion o f  case 1. 
problem discussed i n  the remarks f o l l o w i n g  Theorem 5.9, namely, 
t h a t  near t = 1, the d i r e c t i o n  g iven by  (10) and (11) w i t h  B = 1 
p o i n t i n g  along the "spine o f  the v a l l e y "  i s  nea r l y  orthogonal  t o  
the d i r e c t i o n  p o i n t i n g  toward x (1) .  
This case, however, po in ts  o u t  the 
The Groups 2 through 4 show the  importance o f  the proper  choice 
o f  t h e  constants c1 and c2 i n  (22).  Cases 9 and 12 show t h a t  even 
when c1 and c2 are  p roper l y  chosen so t h a t  convergence occurs w i t h  
P = 1 a decrease i n  the value o f  B may prove f a t a l .  These th ree  
groups a l so  show the  ever i nc reas ing  number o f  i t e r a t e s  requ i red  
as the parameters E and k become smal 1. 
p l a i n e d  by comparing Table 5.2 and n o t i c i n g  t h a t  as E and k become 
smal l ,  the s o l u t i o n  vec tor  approaches a f u n c t i o n  which i s  nea r l y  zero 
on (0,1) and has a steep slope near s = 1. Since the  s t a r t i n g  vec to r  
was constant  f o r  a l l  cases, as E and k decrease xo i s  f u r t h e r  and 
f u r t h e r  away from the s o l u t i o n  vec tor .  
This behavior  can be ex- 
F i n a l l y ,  Group 5 shows a s i m i l a r  behavior  f o r  X > 0 except t h a t  
the s e n s i t i v i t y  t o  the  choice o f  parameters c1 and c2 seemed t o  be 
l ess  pronounced. 
1 2 7  
x7 
parameters  
I 
E 1 .167 
k i . 5  I 
I x i  0 
I - 
C !  
.639305 
.1 
.1 
0 
2.97454 x IO-‘ 
2.97454 x lo-’ 
3.99347 x 
6.18672 x lo-’ 
. l o1  138 
.164624 
.258537 
.387218 
.553103 
.757271 
.01 
.01 
0 
- 
1.08747 x 
1.08747 x 
4.94197 x 
3.22968 x 
2.42135 x lo-’’ 
1.95183 x lo-’ 
1.64550 x 
1.43016 x 
1.26897 x 
. lo1 995 
Cases 1 - 3  Case 8 Case 16 
Table  5 .2  Sample Numeri ca l  S o l u t i o n s  
t o  the Model Problem f o r  h = . l  . 
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O n  the average, 4 t o  6 functional evaluations were required per 
i t e r a t e  in the steplength algorithm. 
howeverg w i t h  d i f ferent  steplength a7 gorithms. 
T h i s  number can vary widely, 
Table 5 . 3  shows the convergence of the intermediate i t e ra tes  
for  Case 2 and was typical of the rapid convergence for  most of the 
cases t r ied .  
Keller [1968] used a technique s imilar  to  the basic numerical 
continuation process described in Chapter I1  with Newton's method 
as the local i t e r a t ive  process. For example, to obtain the solution 
for  our case 16,  Keller used the parameter E as the continuation 
parameter with 19 intermediate values from E = .1 (taking t h a t  
solution as  the i n i t i a l  vector) to E = .01 and with a t  l ea s t  5 
Newton steps per parameter step.  
computed as compared w i t h  our 33. Keller, however, used a much 
Thus a t  l ea s t  95 i t e ra tes  were 
f iner  mesh spacing with h = lo-' which we could n o t  attempt with 
o u r  timesharing program. 
1 2 9  
t .543191 .859111 1.03507 1 .OOOOO 1 . 00000 1 . 00000 
.663990 .507430 ,434776 .466971 .467150 
x2 .663990 .507430 .434776 - 466971 .467150 
.673145 .520306 ,449075 .479840 ,480005 
8 .689626 .543570 .474991 .503261 .503404 
x .713168 .576995 .512409 .537297 .537413 
! 
' .743687 .620649 .561584 .582407 ,582496 '6 i 
.781142 .674709 .622921 .639241 -639305 
1 .825511 .739404 .696902 .708567 -70861 0 '8 1 
. .876782 .814997 .784050 .791223 .791248 
! .934947 .go1796 .884961 .888078 .888089 
xl 3 
x3 
x4 
5 
x7  : 
x9 
I 
' T U  x l o  1 
T = 0, xo = (1, l  ,..., 1)  
* te rmina l  i t e r a t e s  w i t h  t = 1 us ing  Newton's Method. 
.467150 
.467150 
,480005 
.503404 
.537413 
.582496 
.639305 
.708610 
.791248 
.888089 
Table 5.3 I t e r a t e s  Showing Convergence (Case 2) 
1 3 0  
Sect ion 4. Other Numerical Experiments. 
Several o t h e r  examples were i n v e s t i g a t e d  us ing numerical con- 
t i n u a t i o n  by minimiza i on .  
5.4. The f i r s t  examp e 
These r e s u l t s  a re  summarized i n  Table 
2 2 2  x1 + x2 + x3 = 5 
= 1  x1 + x2 
x1 + x 3 = 3  
i s  due t o  D e i s t  and Sefor &1967], and we used t h e  imbedding 
x1 2 + tx; + tx; = 5 
x1 + t x 2  = 1  
= 3  x1 + x3 
and the i n i t i a l  vec to r  ( 6 
dependence on 6 ; i n  f a c t  f o r  6 = .5 o r  6 = .9 the  m in im iza t i on  process 
f a i l e d  t o  f i n d  a decrease i n  the f u n c t i o n a l  g o f  (21/22) i n  the d i r e c -  
> Z - I 5  and the values t i o n  given by the a lgo r i t hm ( 7 )  f o r  ak = 1 
o f  t ind i ca ted .  A comparison o f  t h e  f i r s t  case and the l a s t  shows 
the e f f e c t  o f  a1 t e r i n g  the constants c1 and c2 i n  (22). 
D e i s t  and Sefor  used a general ized numerical con t i nua t ion  process 
1- dT, 3- fi)T. The t a b l e  shows the  
Wk 
by us ing Newton's method bo th  as a p r e d i c t o r  and a c o r r e c t o r  i n  the 
i n t e g r a t i o n  o f  t he  d i f f e r e n t i a l  equat ion under ly ing the  homotopy. 
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Constants  f o r  g I t e r a l e s  Cornrnen ts 
, 1  1 i 1  I 15 6 
I i n i t i a l  t e rmina l  c1 c2 
t 
i 
t = ,0026 - - Deist i3 1 1 - 5  
Sef or ' 1  1 .9 t = .706 - - 
i 
1 10 i .98 8 4 
I 
1 
1 1  1 6 
1 
I 
1 i 1  
Brown 
1 1 1 0  
10 .8 
I 
! 
j .8 
i 
1 10 1 
I 
I 1  5 i .95 
2 5 
5 5 
Table  5.4 Computational r e s u l t s  f o r  two a d d i t i o n a l  examples. 
1 3 2  
The i r  procedure i s  contained i n  Theorem 4.14 where the  f u n c t i o n  G 
i s  the Newton i t e r a t i o n  func t i on .  Our t o t a l  number o f  i t e r a t e s  
compares favorab ly  w i t h  t h e i r  requirement o f  19 i t e r a t e s  needed t o  
ob ta in  the same s o l u t i o n  w i t h  the same degree o f  accuracy. 
The example o f  Brown [1966] i s  taken from a paper o f  Broyden 
[1969] and i s  given by: 
hl(t,xlyx2) = 7 1 s i n  (xlxz) - X2/(4 T )  - x1/2 + ( t - l ) c l  = 0 
hz(t,xl,x2) = (1  - 1 / ( 4  IT)) (eZx1-e) + ex2/7r - 2exl+(t-l)c2 = 0 
where ci = hif1,.6,3.0), i = 1,Z. 
technique and the  homotopy i s  t h a t  of Broyden. The number o f  f u n c t i o n  
evaluat ions requ i red  by Brown and Broyden t o  reduce the norm o f  
(hl(l,xl,xZ), hz(l,xlyx2)) t o  was i n  t h e i r  b e s t  case equal t o  
10 f o r  Brown and t o  14 f o r  Broyden. 
f i r s t  case which requ i red  on ly  7 i t e r a t e s  t o  ob ta in  a d i f f e r e n c e  
Brown d i d  n o t  use an imbedding 
T 
This compares favo rab ly  w i t h  our  
between successive i t e r a t e s  o f  i n  each component. 
Not ice  i n  t h i s  example t h a t  the dependence on B seems minimal, 
Case 2 shows t h a t  even w i t h  the s imple g rad ien t  d i r e c t i o n s  (B = 0) 
convergence i s  s t i l l  q u i t e  rap id .  This seems t o  be due t o  the  f a c t  
t h a t  the i n i t i a l  approximat ion i s  a l ready  s u f f i c i e n t l y  good. 
F i n a l l y ,  Table 5.5 shows some numerical experiments f o r  these 
same two problems us ing the bas i c  numerical con t i nua t ion  process 
(2.35aYb) descr ibed i n  Chapter I1 w i t h  Newton's method as the l o c a l  
i t e r a t i v e  process. 
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E 
I 
Deist & 1 .0  
I 
Sefor 1 .1 
1 
Brown I I .1 
I H m i  n 
c f Evaluations 1 I te ra tes  1 A t  
f 
j 
2 !  37 
10 
1 
69 
6 i 
! 
l o  i 
28 
40 
.0804 
.0731 
7 1 .o 
Table 5.5 Computational r e su l t s  us ing  numerical 
continuation w i t h  Newton as the local process. 
1 3 4  
For each k, jk was determined by r e q u i r i n g  i ]  H ( t k  
the  parameter s tep length  ( t k + l  - t k )  was determined by 
t h a t  1 H(tk+l,xk )I] < C E  f o r  some c >  1. For t = 
as l oe6 .  
j k  
the requirement 
, E  was chosen 
For Brown's example, an i n i t i a l  s tep length  o f  1 was poss ib le  
so t h a t  the numerical con t inuat ion  method s imply  reduced t o  Newton's 
method. Accordingly,  no f u r t h e r  t e s t i n g  was undertaken. 
Another example due i n i t i a l l y  t o  Freudenstein and Roth [1963] 
was attempted. It cons is ts  i n  the  f o l l o w i n g  equat ions.  
2 3  + (1- t ) [ -71 + X1 - 50x2 - 13X2 - X2 ] = O 
h2(t,xl , x ~ )  = t [ -29 -t x1 - 14X2 + x2 3  + x2 ] 
+ ( 1 - t )  [129 t x, + 106x2 + 19x2 3  + x2 1 = 0. 
Both the  numerical con t i nua t ion  process discussed i n  Chapter I 1  and 
the  process o f  numerical con t i nua t ion  by min imiza t ion  f a i l e d  t o  produce 
a sequence o f  i t e r a t e s  converging t o  the  s o l u t i o n  (5,4) a t  t = 1 s t a r t -  
i n g  w i t h  the i n i t i a l  vec tor  o f  (15,-2) a t  t = 0. Subsequent ana lys is  
T 
T 
shows, however, t h a t  Hx(t ,x)  i s  s i n g u l a r  f o r  t 
a l l  values o f  xl. 
.93, x2 .564 and 
Thus the  theory a l s o  breaks down. 
One o the r  example which f a i l e d  invo lved the  o f t e n  tes ted  der iva-  
t i v e  o f  the Rosebrock f u n c t i o n a l  (see Rosebrock [1960]). One explana- 
t i o n  migh t  be t h a t  the cont inuat ion-by-min imizat ion procedure we used 
was t h a t  descr ibed e a r l i e r  i n  t h i s  sec t i on  f o r  the  f u n c t i o n a l  g de f ined 
by (21) and (22). I n  p a r t i c u l a r ,  the d i r e c t i o n  a lgor i thm ( l o ) ,  (11) 
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is  s t i l l  rather unsophisticated, even i f  i t  u t i l i zes  the important 
direction of the sol ution curve x( t )  . 
In summary, several observations can be made together w i t h  some 
conjectures. First of a l l ,  the consistent indication that  B = 1 i n  
(10),(11) gives the best direction algorithm, indicates tha t  the use 
o f  the gradient direction ( g ' ) T  i n  (11) added l i t t l e  i n  helping t o  
determine the best descent direction. 
gradient direction i n  place of ( 9 ' )  m i g h t  produce bet ter  resu l t s .  
addition, the f a c t  t h a t  each i t e r a t e  ( t k ' x k )  i s  an approximation to  
( t , x ( t ) )  in the minimization algorithm suggests t h a t  a simple interpo- 
la t ing function might be used to  take i n t o  account the curvature of 
the "spine of the valley" and not only i t s  direction. 
Perhaps the use o f  a conjugate 
T In 
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