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The space propulsion has been a political issue in the midst of the Cold War and re-
mains nowadays a strategic and industrial issue. The chemical propulsion on rocket
engines is limited by its ejection velocity and its lifetime. Electric propulsion and more
particularly Hall eect thrusters appear then as the most powerful and used technology
for space satellite operation. The physics inside a thruster is complex because of the
electromagnetic elds and important collision processes. Therefore, all specicities of
the engine operation are not perfectly understood. After hundreds of hours of tests,
thruster walls are curiously eroded and electromagnetic instabilities are developping
within the ionization chamber. The measured electron mobility is in contradiction with
the analytical models and raises issues on the plasma behavior inside the discharg
chamber. As a result, the AVIP code was developed to provide a massively parallel and
unstructured 3D code to Safran Aircraft Engines modeling unsteady plasma inside the
thruster. Lagrangian and Eulerian methods are used and integrated in the solver and
my work has focused on the development of a uid model which is faster and therefore
better suited to industrial conception. The model is based on a set of equations for
neutrals, ions and electrons without drift-diusion hypothesis, combined with a Pois-
son equation to describe the electric potential. A rigorous expression of collision terms
and a precise description of the boundary conditions for sheaths have been established.
This model has been implemented numerically in an unstructured formalism and op-
timized to obtain good performances on new computing architectures. The model and
the numerical implementation allow us to perform a real Hall eect thruster simulation.
Overall operating properties such as the acceleration of the ions or the location of the
ionization zone are captured. Finally, a second application has successfully reproduced
azimuthal instabilities in the Hall thruster with the uid model and justied the role
of these instabilities in the anomalous electron transport and in the erosion of the walls.
iii
Re´sume´
La question de la propulsion spatiale a ete un enjeu politique au cur de la guerre
froide et reste un enjeu strategique de nos jours. La technologie chimique deja en place
sur les moteurs fusees s'avere e^tre limitee par la vitesse d'ejection et la duree de vie
des appareils. La propulsion electrique et plus particulierement le moteur a eet Hall
apparait ainsi comme la technologie la plus performante et la plus utilisee pour diriger
un satellite dans l'espace. Cependant, la physique a l'interieur d'un propulseur etant
complexe, de par les champs electromagnetiques ou les processus de collisions impor-
tants, toutes les particularites de fonctionnement du moteur ne sont pas parfaitement
expliquees. Au bout de centaines d'heures d'essais, certains prototypes voient leur pa-
roi s'eroder de facon anormale et des instabilites electromagnetiques se developpent au
sein de la chambre d'ionisation. La mobilite des electrons mesuree est en contradic-
tion avec les modeles analytiques et soulevent des problematiques sur la physique du
plasma a l'interieur de ces moteurs. Par consequent, le code AVIP a ete developpe an
de proposer un code 3D massivement parallele et non-structure a Safran Aircraft En-
gines modelisant le plasma instationnaire a l'interieur du propulseur. Des methodes
lagrangiennes et euleriennes sont utilisees et integrees dans le code et mon travail
s'est concentre sur le developpement d'un modele uide, etant plus rapide et donc
mieux adapte a la conception et au design industriel. Le modele uide est base sur un
modele aux moments avec une expression rigoureuse des termes de collisions et une
description precise des conditions limites pour les gaines. Ce modele a ete implemente
numeriquement dans un formalisme non structure et optimise de facon a e^tre perfor-
mant sur les nouvelles architectures de calcul. La modelisation retenue et les eorts
d'optimisation ont permis de realiser un calcul reel de moteur a eet Hall an de re-
trouver les proprietes globales de fonctionnement telles que l'acceleration des ions ou
encore la localisation de la zone d'ionisation. Un second cas d'application a nalement
reproduit avec succes les instabilites azimutales dans le propulseur avec un modele
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aij Composantes de la matrice A [-]
~B Champ magnetique [T]
cα Vitesse du son de l'espece α [m s
−1]
De Coecient de diusion electronique [m
2 s−1]
e Charge elementaire [A s]
~E Champ electrique [V m−1]
Eα Energie totale de l'espece α [m
2 s−2]
E∗δ Energie d'activation du processus δ [kg m
−1 s−2]
fα Fonction de distribution de l'espece α [-]
fγ,δ Frequence de collision du processus δ a l'ordre γ [Hz]
~FIc Flux traversant l'interface du volume de contro^le Vc [-]
~Fα Forces externes appliquees sur l'espece α [N]
g Constante gravitationnelle [m s−2]
G Centre de gravite d'une cellule [-]
hi Taille caracteristique du volume dual VD [m]
H Enthalpie [J]
I Matrice identite [-]
Ic Interface du volume de contro^le Vc [-]
Isp Impulsion specique [s]
~jα Courant electrique de l'espece α [A m
−2]
JM Courant d'ions dans le moteur [A m
−2]
kB Constante de Boltzmann [m
2 kg s−2 K−1]
Kδ Taux de reaction du processus δ [m
3 s−1]
Kn Nombre de Knudsen [-]
KU ,KD Cellules voisines necessaires pour le MUSCL [-]
M Masse totale du satellite [kg]
Ma Masse d'un astronef [kg]
Mα Nombre de Mach de l'espece α [-]
Mα,β Nombre de Mach reduit entre l'espece α et β [-]
_m Debit massique [kg s−1]
mα Masse de l'espece α [kg]
mα,β Masse reduite entre l'espece α et β [kg]
mc Masse du carburant [kg]
nα densite de l'espece α [m
−3]
~ni normale associee au nud i [-]




~nDij normale associee au segment du volume dual V
i
D [-]
~nIc normale de l'interface Ic [-]
pα pression de l'espece α [Pa]
Pα Tenseur de pression pour l'espece α [Pa]
Pin Puissance electrique [W]
qα Charge electrique de l'espece α [A s]
~Qα Flux de chaleur de l'espece α [kg s
−3]
rL,α Rayon de Larmor de l'espece α [m]
Rc Rayon de la chambre du moteur [m]
RVc Residu associe au volume de contro^le Vc [-]
sL,R Vitesses des ondes caracteristiques pour le solveur de Riemann [m s
−1]
Sgammaα,δ Terme source representant le processus δ, de l'espece α a l'ordre γ [-]
t Temps [s]
T Poussee [N]
Tα Temperature de l'espece α [K]
Tα,β Temperature reduite entre l'espece α et β [K]
Ts,α Temperature d'injection de l'espece α [K]
~uα Vecteur vitesse uide de l'espece α [m s
−1]
u(x,y,z,r,θ),α Composantes du vecteur vitesse 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−1]
uth,α Vitesse thermique de l'espece α [m s
−1]
U Vecteur des solutions conservatives de l'equation d'Euler [-]
u⊥ Composante de vitesse perpendiculaire au champ magnetique [m s−1]
vD Vitesse de derive dans la direction azimutale [m s
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~vα Vecteur vitesse particulaire de l'espece α [m s
−1]
Vc Volume de contro^le [-]
V iD Volume dual associe au nud i [-]
Vjet Vitesse d'ejection d'un moteur [m s
−1]
~vp Vecteur vitesse d'une particule [m s
−1]
Vδ,α Vitesse d'injection de l'espece α pour la reaction δ [m s
−1]
W Vecteur des solutions primitives de l'equation d'Euler [-]
xc Position de la cathode [m]
~xp Vecteur position d'une particule [-]





βMUSCL Parametre de decentrage du MUSCL [-]
γ Coecient adiabatique [-]
γM , M vitesses de propagation d'erreur (Maxwell) [V]
 a,α Courant electrique de l'espece α a l'anode [A m
−2]
 c,α Courant electrique de l'espece α a la cathode [A m
−2]
δij Symbole de Kronecker [-]
δH Parametre de Harten [-]
t Pas de temps [s]
T Intervalle de temps [s]
V Dierentiel de vitesse [m s
−1]
x Pas d'espace [m]
0 Permittivite dielectrique du vide [A
2 s4 kg−1 m−3]
α Energie totale de l'espece α [m
2 s−2]
L2 Erreur de la norme L2 [-]
η Rendement [-]
λα Libre parcours moyen d'une particule α [m]
λDe Longueur de Debye [m]
λE Rapport entre energie cinetique et energie interne [-]
µ0 Permeabilite magnetique du vide [kg m s
−2 A−2]
µα Mobilite de l'espece α [m
2 V−1 s−1]
µanormal Mobilite anormale [m
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µclassique Mobilite classique perpendiculaire au champ magnetique [m
2 V−1 s−1]
ν Nombre CFL [-]
νc Nombre CFL critique [-]
νδ Frequence de collision du processus δ [s
−1]
ρα Masse volumique de l'espece α [kg m
−3]
σδ Section ecace du processus δ [m
2]
τij Tenseur des contraintes visqueuses [kg s
−2 m−1]
φ Potentiel [V]
φH Fonction de Harten [-]
φM , ψM Potentiels de correction (Maxwell) [V]
ωc,α Pulsation cyclotron de l'espece α [s
−1]
ωp Pulsation plasma [s
−1]

H Parametre de Hall [-]
_ωk Terme source de creation ou de perte de masse AVBP [kg m
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∗ exposant designant un processus d'excitation
~. exposant pour designer une moyenne de Roe
L indice pour une variable a gauche d'une interface
R indice pour une variable a droite d'une interface
theo indice pour une grandeur theorique
α indice pour l'espece (electron, ion ou neutre)
δ indice pour le processus de collision
γ indice pour l'ordre de l'equation
Acronymes
Acronyme Denition
CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Levy
CPU Computational Power Unit
DD Derive Diusion
DMD Dynamic Mode Decomposition
DK Direct Kinetic
ECDI Electron Cyclotron Drift Instability
GEO Geostationnary Earth Orbit
He Helium
HET Hall Eect Thruster
HLLC schema de Harten-Lax-van Leer Compact
HPC High Performance Computing
LEO Low Earth Orbit
LFA Local Field Approximation
LPP Laboratoire de Physique des Plasmas
LW Lax-Wendro
MFAM Magnetic Field Aligned Meshes
MPD MagnetoPlasmaDynamic thruster
MPI Message Passing Interface
MUSCL Monotone Upstream Centered Schemes for Conservation Laws
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1. INTRODUCTION
1.1 Le moteur a eet Hall pour la propulsion spatiale
1.1.1 Le ro^le de la propulsion electrique dans la propulsion spatiale
La question de la propulsion spatiale a ete pendant de nombreuses annees un enjeu
politique au coeur de la Guerre Froide et reste de nos jours un enjeu commercial et
strategique. Un satellite, mis sur orbite terrestre par une fusee, doit e^tre capable de
maintenir sa position, de se deplacer sur une orbite voisine ou me^me de realiser des
voyages spatiaux vers des destinations plus lointaines. La propulsion chimique deja uti-
lisee pour la propulsion des fusees apparait comme une solution viable an de guider les
satellites dans l'espace. Ce type de propulsion existe depuis de nombreuses decennies et
reste la technologie la plus developpee en matiere de propulsion spatiale. Sa poussee est
indispensable aux lanceurs de satellite an de vaincre l'attraction terrestre. Cependant,
la propulsion electrique est interessante pour deplacer un satellite une fois qu'il a ete
mis sur orbite. De nombreux moteurs electriques ont ete developpes durant le XXe
siecle et de nouvelles technologies sont encore brevetees aujourd'hui. L'idee d'utiliser
un champ electrique pour accelerer un uide an de creer une poussee a commence a
emerger au debut du XXe siecle dans les travaux de Goddard et Oberth co^te americain
et Tsiolkovskii co^te russe. Les premieres etudes industrielles et commerciales concernant
la propulsion electrique n'ont cependant ete menees qu'apres la seconde guerre mon-
diale dans les annees 50 au debut de la Guerre Froide entre Americains et Sovietiques.
Un bilan historique sur la propulsion electrique avant le debut de la Guerre Froide est
tres bien realise dans le papier de Choueiri [56].
Pour n'importe quel type de propulsion, l'objectif d'un moteur est de deplacer la
masse M d'un astronef (satellite ou fusee) a une vitesse V (t) donnee au cours du temps.
Le principe de base en propulsion chimique ou electrique est d'accelerer une masse en
l'ejectant du vehicule an de creer une poussee T . Cette poussee peut atteindre des
milliers de kilo-Newtons pour un propulseur chimique (43 kN pour AJ-10 le propulseur
Terre-Lune d'Apollo 11, 1350 kN pour Vulcain 2 le deuxieme etage d'Ariane 5) et seule-
ment quelques centaines de milli-Newtons pour un propulseur electrique (90 mN pour
le PPS-1350, 320 mN pour le PPS-5000, propulseurs de SAFRAN). Une telle poussee
est insusante pour vaincre l'attraction terrestre et limite la propulsion electrique a
l'espace. La poussee n'est cependant pas la seule caracteristique d'un propulseur spa-
tial et malgre sa faible poussee la propulsion electrique presente d'autres avantages
signicatifs.
Au bout d'un temps t, l'astronef augmente sa vitesse d'un dierentiel V gra^ce
a la poussee engendree par le propulseur et perd une masse m de carburant a une
vitesse d'ejection dans le repere de la fusee Vjet. Ceci est schematise sur la Fig. 1.1.
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Figure 1.1: Schema de la propulsion d'un astronef de masse M a une vitesse V .
La masse M transportee comprend la masse de l'astronef Ma ainsi que la masse de
carburant embarque pour la propulsion mc.
D'apres le principe fondamental de la dynamique (ou seconde loi de Newton),
l'acceleration de l'astronef est fonction de sa masse et des forces appliquees sur le





La poussee T peut aussi s'exprimer en fonction de la masse de carburant ejectee et




En combinant les Eqs. 1.1 et 1.2 et par integration, la vitesse de l'aeronef en fonction
du temps s'exprime :






ou M0 est la masse totale du vehicule au debut du trajet.
Un trajet spatial peut e^tre caracterise par le dierentiel de vitesse V necessaire
pour atteindre la destination donnee. Par exemple pour un trajet de l'orbite basse
de la Terre (LEO pour Low Earth Orbit) vers l'orbite geostationnaire (GEO pour
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Geostationary Earth Orbit) le dierentiel de vitesse est estime a 4.2km/s. D'autres
dierentiels de vitesse pour des trajets spatiaux de dierentes echelles sont listes dans
la seconde colonne du Tab. 1.1.
La formule de Tsiolkovskii ou equation de la fusee [95] peut ainsi e^tre deduite de
l'Eq. 1.3 et donne une expression du dierentiel de vitesse V du trajet en fonction de








Ainsi, pour une mission et donc un dierentiel de vitesse V donne, il est possible
de calculer la masse de carburant a emporter mc avec un vehicule de masse Ma utilisant








La masse de carburant necessaire a un trajet spatial donne varie donc exponentielle-
ment en fonction de la vitesse d'ejection du propulseur Vjet. Ainsi, la vitesse d'ejection
est un critere essentiel lorsqu'on veut minimiser la charge embarquee pour un voyage
spatial. Cette derniere contrainte est primordiale et reste l'enjeu majeur des voyages
dans l'espace. Eneet, le cou^t d'un lancement dans l'espace est directement proportion-
nel a la charge embarquee. Malgre les recentes avancees de SpaceX dans le domaine des
lanceurs de satellites [192], le lancement d'un satellite cou^te encore a ce jour entre 2000
et 15000 dollars/kg selon l'orbite que l'on veut atteindre et le modele de lanceur [31].
Par exemple, le lancement de Falcon 9 avec la technologie de reutilisation des lanceurs
de SpaceX a cou^te 50M de dollars pour une charge utile de 22800 kg placee sur l'orbite
basse de la terre (LEO) [31]. Pour ce lancement, chaque kilo de carburant embarque
cou^te environ 2200 dollars. SpaceX a considerablement diminue le cou^t/kg de satellite
lance mais la masse de carburant a embarquer reste toujours un enjeu economique. Le
carburant peut aussi e^tre une contrainte technique si le trajet spatial envisage requiert
trop de carburant. Pour diminuer la masse de carburant embarque, il est necessaire de
compenser par la vitesse d'ejection (Eq. 1.5).
Ainsi, un concept important en propulsion spatiale est l'impulsion specique (notee






ou g = 9.807 m.s−2 est la constante gravitationnelle.
8
1.1 Le moteur a eet Hall pour la propulsion spatiale
Pour la propulsion chimique, la vitesse d'ejection du carburant est limitee par la
reaction chimique entre le carburant et l'oxydant, avec une valeur maximale d'ejection
entre 3 et 4.5 km/s, soit une impulsion specique entre 300 et 450 s. Dans le cadre d'un
propulseur electrique, la vitesse d'ejection n'a pas ce genre de limitation et des impul-
sions speciques de l'ordre de 2000 a 3600 s sont mesurees en fonction de la technologie
utilisee. Ces impulsions speciques correspondent a des vitesses d'ejection de l'ordre de
20 a 40 km/s. Gra^ce a l'Eq. 1.5, il est possible de calculer approximativement la masse
de carburant necessaire pour realiser un trajet spatial ainsi que le cou^t approximatif de
l'envoi du satellite sur l'orbite terrestre basse (calcule avec le cou^t du lanceur Falcon 9).
Les calculs sont reportes dans le Tab. 1.1.
Tableau 1.1: Masse de carburant et cou^t de lancement en fonction des trajets
spatiaux et des technologies de propulsion (la masse du satellite est de 300 kg)
trajets V propulseur chimique propulseur electrique
spatiaux (km/s) (Vjet = 4km/s) (Vjet = 20km/s)
mc cou^t mc cou^t
Terre - LEO 7.6 / / / /
LEO - GEO 4.2 557 kg 1.226 M$ 70kg 0.154 M$
LEO - Lune 16 16080 kg 35.4 M$ 368kg 0.8 M$
LEO - Mars 90 1.77e12 kg 3.9e9 M$ 26700kg 58.7 M$
La formule de Tsiolkovskii est une relation simpliee qui ne prend pas en compte
les eets gravitationnels ou les deviations de trajectoire possibles lors d'un trajet reel.
Cependant elle permet de donner un ordre de grandeur et d'etablir des comparaisons
en fonction de la vitesse d'ejection. Ainsi, pour un trajet de l'orbite basse de la Terre
vers la Lune, un propulseur electrique avec une Isp d'environ 2000 s (typique d'un
moteur a eet Hall) a besoin de seulement 368 kg de carburant compare aux 16 tonnes
necessaires avec un propulseur chimique (avec une vitesse d'ejection de 4 km/s). Par
consequent, le cou^t theorique pour le propulseur electrique sera 40 fois moindre que
pour le propulseur chimique (0.8 M$ contre 35.4 M$, voir Tab. 1.1). Outre le critere
economique, le lanceur doit e^tre capable de reserver 16 tonnes sur sa masse utile uni-
quement pour le trajet entre l'orbite basse terrestre et la Lune. Pour des destinations
plus lointaines, les chires pour la propulsion chimique sont irrealistes et montrent les
limites de cette technologie pour la decouverte spatiale.
Ces calculs restent theoriques et ne sont pas exactement en accord avec les vols
existants. En eet, on peut essayer de comparer deux missions pionnieres pour les
trajets Terre-Lune avec ces deux technologies :
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| la mission Apollo 11 du premier homme dans l'espace en 1969 pour la propulsion
chimique ;
| la mission SMART-1, premiere mission spatiale du PPS-1350 en 2004 [133] pour
la propulsion electrique.
Il reste dicile de comparer deux missions totalement dierentes tant dans leurs ob-
jectifs que dans le poids de l'aeronef ou encore la periode a laquelle le vol a ete realise.
Ainsi, les comparaisons suivantes sont a prendre en compte seulement a titre indicatif.
Les dierentes donnees des deux vols sont reportees dans le Tab. 1.2. Par souci de
comparaison, le poids des aeronefs etant totalement dierent, le cou^t du vol est ramene
a la masse de l'aeronef Ma. En utilisant le prix du kg de satellite lance aujourd'hui
(2200 $/kg) pour les deux missions, le cou^t/kg d'aeronef reste environ 8 fois plus eleve
pour la propulsion chimique. Depuis le vol Apollo 11, les progres en propulsion chimique
n'ont pas permis d'inverser ce rapport. La propulsion electrique reste donc la mieux
adaptee a ce jour pour diverses missions dans l'espace comme le transfert d'orbites ou
le maintien de position du satellite.
Tableau 1.2: Comparaisons de missions spatiales LEO-Lune pour les 2 types
de propulsion chimique et electrique.
missions Poussee T Ma mc cou^t/Ma temps de vol
SMART-1 (electrique) 90 mN 300 kg 80 kg 586 $/kg 13.5 mois
Apollo 11 (chimique) 43 kN 47000 kg 93000 kg 4353 $/kg 4 jours
Cette forte reduction de cou^t se fait forcement au prix d'un temps de vol beaucoup
plus long. Le temps de vol avec un propulseur chimique se compte en jours tandis que
celui avec propulsion electrique se compte en mois (le temps de vol de 13.5 mois cor-
respondant a la mission SMART-1 sont toutefois surevalues car la trajectoire de vol a
ete intentionnellement rallongee an de valider l'utilisation de la propulsion electrique
pour des trajets longs [133]). Cependant, la strategie des entreprises de satellites peut
preferer des temps de trajet tres longs si le gain nancier est susant. La question des
vols habites pour des destinations lointaines reste toutefois problematique pour la pro-
pulsion electrique car le temps de vol est un facteur critique pour la condition physique
de l'e^tre humain. Cette contrainte disqualie les propulseurs electriques existants pour
ce genre de mission.
1.1.2 Contexte politique et industriel de la propulsion electrique
Il existe dierents moyens d'accelerer l'ecoulement de carburant (appele plasma
par la suite de par ses proprietes, voir sous-section 1.2.2) a l'interieur d'un propulseur
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electrique. L'ecoulement dans le moteur peut e^tre chaue via le champ electrique et
accelere gra^ce a une tuyere. C'est le principe de la propulsion electro-thermique et
notamment des arcjets et resistojets qui rechauent de l'hydrazine soit avec un arc
electrique soit avec une resistance chauee [120]. Les premiers vols de satellite utilisant
la propulsion electro-thermique ont ete realises en 1965 par les Etats-Unis sur le satel-
lite Vela pour espionner la puissance nucleaire de l'Union Sovietique [120]. Cependant,
cette technologie implique des impulsions speciques assez faibles et l'hydrazine etant
toxique, son utilisation s'avere compliquee.
Une alternative pour accelerer le plasma a l'interieur du propulseur est d'utili-
ser des champs electromagnetiques. La propulsion electromagnetique a d'abord ete
developpee par l'Union Sovietique avec les Pulsed Plasma Thrusters (PPT). Cette
technologie consiste a ioniser un carburant solide (du Teon) gra^ce a une decharge
pulsee creee par le champ electrique, et a accelerer les ions resultants gra^ce aux champs
electromagnetiques. Le premier propulseur electrique envoye dans l'espace en 1964 sur
le satellite Zond2 [45] est un PPT construit par l'agence spatiale sovietique. Il a une
impulsion specique legerement superieure aux techniques electro-thermiques, mais son
rendement est tres faible. Le rendement est fonction de la poussee T , du debit massique
de carburant injecte _m, ainsi que de la puissance electrique necessaire au fonctionne-





Dans la gamme des propulseurs electromagnetiques, les MagnetoPlasmaDynamic
Thruster (ou MPD) utilisent a la fois les champs magnetiques et electriques pour
accelerer le carburant prealablement ionise. Les MPD permettent de generer une tres
grande poussee mais ont cependant besoin d'une tres grande puissance electrique. La
puissance electrique Pin (en W), recuperee sur l'aeronef gra^ce a des panneaux solaires,
est une caracteristique importante d'un propulseur car elle est limitee par les disposi-
tifs de recuperation et de stockage de l'energie solaire presents sur le satellite. Une trop
grosse demande en puissance electrique peut ainsi compromettre le fonctionnement du
propulseur dans l'espace. Les travaux sur le projet VASIMR [54] sont encore utopiques
mais montrent un potentiel a long terme de cette technologie.
Enn, la derniere famille de propulseurs electriques utilise uniquement le champ
electrique pour accelerer le plasma a l'interieur du moteur (bien qu'un champ magnetique
puisse e^tre egalement present pour pieger les electrons) : les propulseurs electrostatiques.
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Dans cette gamme de moteurs, il existe deux concepts dierents qui ont alimente la
course a l'espace pendant toute la Guerre Froide :
| les propulseurs ioniques developpes par les Etats-Unis ;
| les moteurs a eet Hall inventes par l'Union Sovietique.
Les propulseurs ioniques a grille utilisent des grilles electrostatiques pour extraire
les ions du Xenon (carburant le plus souvent utilise) et les accelerent ensuite a grande
vitesse sous l'eet du champ electrique. Le propulseur ionique a grille NSTAR [211] de
la NASA a ete teste avec succes en vol lors de la mission Deep Space 1 [79]. Cette tech-
nologie possede le meilleur rendement et les meilleures impulsions speciques compare
aux autres modeles. Cependant, les ions erodent la grille du propulseur et diminuent
fortement la duree de vie de celui-ci. Malgre tous les eorts pour diminuer l'erosion de
la grille [42], ces moteurs sont sur le declin au prot des moteurs a eet Hall.
Les moteurs a eet Hall utilisent quant a eux le me^me principe d'acceleration des
ions par un champ electrique. Cependant, l'ionisation est realisee gra^ce a des electrons
injectes depuis une ou plusieurs cathodes exterieures. An de favoriser le processus
d'ionisation et donc d'augmenter le rendement, le temps de sejour des electrons est
augmente a l'aide d'un champ magnetique. Ce champ cree un fort courant electronique
de derive dans la direction azimutale appele courant de Hall. Le fonctionnement du
moteur a eet Hall, sujet de cette these, est explique dans la sous-section 1.2.1.
Un resume detaille des dierentes technologies existantes pour la propulsion electrique
est realise dans [157].
Cette these est nancee par SAFRAN Aircraft Engines qui developpe depuis presque
30 ans sa propre gamme de moteurs a eet Hall. Le premier moteur a eet Hall concu
par SAFRAN est le PPS-1350 (Fig. 1.2), fer de lance de la gamme. Il a ete teste avec
succes dans l'espace lors de la mission SMART-1 decrite dans la section 1.1. Ce moteur
a une poussee de 90 mN , une puissance electrique de 1500 W , un rendement de 50 %
et une impulsion specique de 1700 s.
D'autres moteurs plus ou moins puissants ont ete testes et valides sur banc d'es-
sais tels que le PPS-500 a faible puissance (500 W) pour des petits satellites (pour
des constellations de satellite par exemple [149]) ou encore le PPS-5000 a plus forte
puissance (5000 W) pour de l'exploration spatiale et de la navigation (Fig. 1.3). Le
PPS-5000 a me^me ete choisi pour une mission spatiale en 2017 [76].
L'entreprise russe Fakel reste le leader dans le domaine des moteurs a eet Hall de
par sa riche experience et developpe la gamme des SPT [170] initie par Morozov dont
le plus connu et etudie dans la recherche est le SPT-100 [84, 171, 185, 215]. SpaceX
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Figure 1.2: Photographie du PPS-1350, moteur de SAFRAN Aircraft Engines
choisi pour la mission SMART-1 [133]
Figure 1.3: Photographie du PPS-5000 en fonctionnement, moteur de SAFRAN
Aircraft Engines de 5kW destine a l'exploration spatiale et la navigation [88]
a recemment developpe ses propres moteurs a eet Hall. D'autres nations emergentes
commencent a fabriquer leurs propres moteurs a eet Hall (Chine, Inde...). Ainsi SA-
FRAN evolue dans un contexte industriel concurrentiel, c'est la raison pour laquelle la
recherche sur cette technologie reste une priorite.
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1.2 Qu'est ce qu'un moteur a eet Hall ?
1.2.1 Description du fonctionnement d'un moteur a eet Hall
La chambre d'ionisation d'un moteur a eet Hall est annulaire, comme sur la pho-
tographie du PPS-1350 (Fig. 1.2) et sa longueur est de l'ordre du centimetre. An
d'ioniser le carburant a l'interieur du propulseur, une decharge plasma est maintenue
gra^ce a un champ electrique etabli entre une anode situee au fond de la chambre an-
nulaire et une ou plusieurs cathodes exterieures (deux cathodes sur le PPS-1350, voir
Fig. 1.2). Le fonctionnement des cathodes est complexe et est le sujet de nombreuses
recherches [92, 93, 134, 161] qui ne seront pas abordees dans cette these. La tension
entre les deux electrodes est de l'ordre de 300 V . Le champ electrique ~E cree a une
composante majoritairement axiale comme sur le schema de la Fig. 1.4. Le carburant,
le plus souvent du Xenon, est injecte a travers l'anode poreuse a un debit constant
d'environ 5 mg/s. Les particules de Xenon vont alors e^tre ionisees par les electrons
arrivant de l'exterieur du propulseur par la cathode.
An de favoriser le processus d'ionisation, la probabilite de collisions entre un
electron et une particule de Xenon doit e^tre maximisee. Dans ce sens, un champ
magnetique radial est impose par une bobine interieure et un lot de bobines exterieures
(quatre dans le cas du PPS-1350 visibles sur la Fig. 1.2). Ce champ magnetique radial
couple au champ electrique axial va creer une vitesse de derive ~E× ~B pour les electrons
dans la direction azimutale (en bleu sur la Fig. 1.4), appelee courant de Hall. Le champ
magnetique est assez fort (environ 250 Gauss soit 25 mT ) pour pieger les electrons
mais il ne permet pas de pieger les ions plus massifs. Les electrons sont donc fortement
acceleres dans la direction azimutale. La structure axi-symetrique de la chambre fait
que le temps de residence des electrons augmente ainsi que la probabilite d'ionisation
du Xenon. Cette probabilite conditionne le rendement de ce type de moteurs. Environ
90 % du Xenon est ionise dans la chambre du propulseur a eet Hall.
Une fois les particules de Xenon ionisees ecacement, elles sont soumises au champ
electrique ~E, maximal en sortie de chambre. Les ions sont donc acceleres dans le plan de
sortie du propulseur a une vitesse d'ejection de l'ordre de 20 km/s pour creer la poussee.
Les ions expulses du propulseur pouvant venir eroder le satellite et les equipements en-
vironnants (notamment les panneaux solaires), ils sont neutralises par une partie des
electrons venant de la cathode pour obtenir des particules de Xenon neutres moins
nocives pour les materiaux dans le panache du moteur. 80 % des electrons injectes a la
cathode sont ainsi utilises pour neutraliser les ions expulses. Le reste des electrons est
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utilise pour ioniser le Xenon dans la chambre.
Figure 1.4: Schema d'une coupe d'un moteur a eet Hall montrant son fonc-
tionnement global.
1.2.2 Concepts de base et ordres de grandeur dans un moteur a eet
Hall
Denition d'un plasma quasi-neutre
Le plasma est considere comme le quatrieme etat de la matiere. A partir d'une
certaine temperature, les particules d'un gaz sont considerees comme etant des parti-
cules libres chargees subissant l'eet des champs electromagnetiques environnants. Un
plasma est generalement constitue de particules neutres, c'est-a-dire non sensibles au
champ electrique, et de particules chargees. Les electrons possede une charge negative,
sont tres legers (me = 9.109e
−31 kg) et par consequent tres mobiles. Dans un plasma
ionise, des ions cohabitent avec ces deux populations et ont generalement recu une
charge positive par ionisation. Il existe aussi des ions charges negativement ou des ions
a charges multiples qui sont minoritaires dans les conditions de fonctionnement d'un
propulseur a eet Hall.
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En general, le plasma est macroscopiquement neutre, c'est-a-dire qu'il y a equilibre
de charges :
ne = ni = n (1.8)
avec ne la densite en nombre des electrons et ni la densite en nombre des ions.
Lorsque le plasma est considere comme quasi-neutre, la densite ionique ou electronique
n est appelee densite plasma.
Plasmas hors equilibre
Lorsque la densite des electrons est dierente de celle des ions, les forces electrostatiques
ont tendance a ramener le plasma vers un etat d'equilibre quasi-neutre. Le retour vers
l'etat d'equilibre engendre une oscillation non amortie connue sous le nom d'oscilla-
tion plasma. Les ions plus lourds que les electrons restent immobiles pendant que les
electrons oscillent autour de leur position d'equilibre. La pulsation plasma associee ωp






ou e est la charge elementaire et 0 la permittivite dielectrique du vide. Cette rela-
tion peut se retrouver facilement a partir des equations macroscopiques electroniques
[73].
Localement, le plasma peut avoir des densites d'electrons et d'ions dierentes. La
longueur de Debye λDe est la longueur caracteristique en dessous de laquelle le plasma






ou kB est la constante de Boltzmann et Te la temperature des electrons.
Cette longueur decrit l'equilibre entre la pression statique du plasma nekBTe et la
pression electrique representee par le terme nee/0. Lorsque la longueur caracteristique
est largement inferieure a λDe, les interactions collectives entre les particules ne sont
plus dominantes et il est necessaire de prendre en compte les interactions singulieres
de chaque particule chargee avec le champ electrique. En dessous de cette echelle, une
separation signicative entre les ions et les electrons peut avoir lieu.
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Inuence du champ magnetique
Figure 1.5: Champ magnetique axial et radial du SPT-100 en fonction de la
direction axiale extrait de Mitrofanova [168].
Un champ magnetique ~B (de norme B) est applique dans la chambre an de pieger
les electrons et favoriser l'ionisation. Un exemple de prol axial de champ magnetique
est trace sur la Fig. 1.5. Le choix du champ magnetique est crucial pour la duree
de vie du moteur [167]. Le champ ~B etant majoritairement radial, les electrons sont
pieges autour des lignes de champ magnetique qui vont de la paroi interieure vers
la paroi exterieure du moteur. Ils decrivent une trajectoire circulaire dont le rayon





Le rayon de Larmor ici decrit pour les electrons, depend de la vitesse perpendiculaire
au champ magnetique u⊥, de la masse de la particule et du champ magnetique impose.
Ainsi pour un me^me champ magnetique, les electrons ont un rayon de Larmor beaucoup
plus petit que les ions (pour du Xenon, mi,Xe = 2.18e
−25kg). Dans un moteur a eet
Hall classique, le rayon de la chambre Rc est de l'ordre du centimetre. L'objectif est de
congurer le champ magnetique an d'avoir un rayon de Larmor ionique plus grand que
la dimension de la chambre et un rayon de Larmor electronique plus petit. Le champ
magnetique maximal est de l'ordre de 300 Gauss et par consequent :
rL,e ≈ 1µm << Rc ≈ 1cm << rL,i ≈ 1m (1.12)
Le mouvement des electrons autour des lignes du champ magnetique peut e^tre decrit







Vitesse de derive ~E × ~B
Les electrons sont aussi soumis a un champ electrique ~E principalement axial. Les
particules chargees vont alors avoir tendance a deriver dans la direction perpendiculaire






Cette vitesse de derive dans des conditions classiques peut atteindre des valeurs
superieures a 1000 km/s. Elle est par consequent la source de nombreux phenomenes
physiques dans la chambre d'ionisation (decrits dans la sous-section 1.3). Le courant
engendre est appele courant de Hall et donne son nom a ce type de propulseurs. Il est
important de faire une distinction entre le courant de Hall et l'eet Hall qui est un eet
electromagnetique dans un materiau conducteur.
Les electrons derivent donc dans la direction azimutale et tournent autour des lignes
de champ magnetique. Ils decrivent une trajectoire cyclodale representee sur la Fig. 1.6.
Ils rebondissent sur les parois et sont ainsi pieges dans la direction azimutale de la
chambre d'ionisation.
Figure 1.6: Exemples de trajectoire des electrons dans un moteur a eet Hall
dans le plan r−θ soumis a un champ magnetique radial et un champ electrique
axial. Des collisions elastiques avec des neutres sont aussi prises en compte
dans le calcul [32].
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1.2 Qu'est ce qu'un moteur a eet Hall ?
Les collisions au sein du plasma
Toutes les particules dans un plasma (electrons, ions ou neutres) interagissent entre
elles par le biais de collisions elastiques ou inelastiques.
Puisque les ions fournissent la poussee du propulseur, le taux d'ionisation a l'interieur
de la chambre doit e^tre important. Le phenomene d'ionisation est une collision inelastique
entre un electron et un neutre (de Xenon dans notre cas) :
Xe+ e− → Xe+ + 2e− (1.15)
Par collision avec l'atome de Xenon, l'electron lui arrache une charge negative (donc
un electron) et le Xenon neutre devient alors un ion avec une charge positive. Ce nouvel
ion reagit au champ electrique et peut e^tre accelere en sortie du moteur. L'electron
incident doit avoir une energie superieure a l'energie d'activation de la reaction E∗ioniz
pour realiser l'extraction.
Diverses collisions elastiques (sans creation ou perte de masse) se produisent egalement
dans un plasma. L'injection de neutres a l'anode induit une densite de neutres plus
elevee que celle des especes chargees. Les collisions elastiques les plus probables sont
donc realisees avec les particules neutres. Lors d'une telle collision, les particules sont
juste deviees de leur trajectoire sans changement de masse ou d'energie interne.
La frequence des collisions νcollision est calculee a partir des sections ecaces entre
les particules σcollision (detaille dans le chapitre 2). Les sections ecaces des collisions
elastiques des particules chargees avec les neutres sont plus importantes que celles
entre deux particules chargees dans les conditions du plasma des propulseurs a eet
Hall. Ainsi, les collisions elastiques avec un neutre sont preponderantes :
e− +Xe→ e− +Xe (1.16)
Xe+ +Xe→ Xe+ +Xe (1.17)
On peut aussi denir le libre parcours moyen λα d'une particule α comme la distance










avec L la longueur caracteristique de l'ecoulement.
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Si le nombre de Knudsen est superieur a 1, cela signie que la distance moyenne
entre deux collisions est superieure a la longueur du domaine. Dans ce cas, l'ecoulement
peut e^tre considere comme faiblement collisionnel.
Si les collisions sont trop frequentes, les electrons pieges par le champ magnetique
dans la direction azimutale peuvent s'echapper de cet emprise avec l'apport de quantite
de mouvement obtenu par collision. Sur la Fig. 1.6, on remarque qu'au bout d'un certain
temps, l'electron change sa trajectoire cyclodale a cause d'une collision avec un neutre.
Ainsi, l'eet des collisions doit e^tre minimise devant le piegeage magnetique et on peut
denir le parametre de Hall 






ou νmax represente la frequence de collision maximale d'un electron avec une autre
particule.
Generalement dans le cadre des moteurs a eet Hall, la collision entre un electron
et un neutre est celle qui a la frequence la plus elevee. Le champ magnetique doit ainsi
e^tre regle de facon a ce que le parametre de Hall dans la chambre d'ionisation soit
largement superieur a 1 :

H >> 1 (1.21)
Ordres de grandeur dans un moteur a eet Hall
Le fonctionnement d'un moteur a eet Hall fait apparaitre deux zones principales
a l'interieur de la chambre de decharge, situees a des positions dierentes :
| une zone d'ionisation situee a l'interieur de la chambre an d'ioniser ecacement
le Xenon. La zone d'ionisation est caracterisee par une forte concentration d'ions
et d'electrons et un taux d'ionisation important. Le champ magnetique y est
maximal an de pieger les electrons a l'interieur du moteur. De plus, la vitesse
azimutale des electrons est aussi maximale du fait de la derive ~E × ~B produite
par le champ magnetique.
| une phase d'acceleration proche du plan de sortie du propulseur dans laquelle les
ions sont acceleres pour produire la poussee. Dans cette zone, le champ electrique
est maximal et les electrons sont chaues par le champ electrique pour atteindre
une temperature electronique maximale.
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On peut noter que la densite des neutres est maximale dans le plan d'injection a
l'anode et diminue exponentiellement dans la zone d'ionisation. Les prols des den-
sites du plasma et des neutres dans la direction axiale du moteur sont traces sur la
Fig. 1.7. Les zones d'ionisation et d'acceleration du Xenon sont representees sur les
prols representant le terme source d'ionisation et le potentiel sur la Fig. 1.7a. Enn
les champs electromagnetiques sont representes sur cette me^me gure.
Figure 1.7: Distributions axiales moyennees en temps (a) du potentiel et du
taux d'ionisation, (b) du champ magnetique radial et du champ electrique axial,
(c) de la densite plasma et de la densite du Xenon, provenant d'une simulation
2D hybride avec les parametres d'un SPT 100 [4, 32].
Les ordres de grandeur du plasma dans la zone d'ionisation et la zone d'acceleration
proche du plan de sortie sont donnes dans le tableau 1.3 pour un moteur d'environ
90 mN comme le PPS-1350 ou le SPT-100.
Tableau 1.3: Ordres de grandeur des dierentes proprietes du plasma a
l'interieur d'un propulseur a eet Hall.
Proprietes du plasma Zone d'ionisation Zone d'acceleration
Densite plasma ne 10
18 m−3 5 · 1017 m−3
Densite neutres nn 10
19 m−3 1018 m−3
Temperature electronique Te 10 eV 40 eV
Longueur de Debye λDe 25 µm 65 µm
Vitesse axiale des ions uz,e 3 km/s 17 km/s
Champ electrique axial Ez 0 V/m 40000 V/m
1.3 Les problematiques industrielles et le transport anor-
mal
1.3.1 L'erosion et le transport anormal
La duree de vie est l'avantage majeur des moteurs electriques et en particulier des
moteurs a eet Hall. En fonctionnement, le propulseur doit e^tre infaillible et ne mon-
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trer aucun signe de panne ou de probleme car la reparation dans l'espace est bien
evidemment impossible. Ainsi, les tests de qualications avant commercialisation sont
tres longs et minutieux et durent en general plus de trois ans. Les tests se deroulent
dans des installations sous vide [61] a des pressions de l'ordre du mPa. Les moteurs
sont soumis a de nombreux tests de vibration, de temperature ou encore de chocs an
d'eprouver leur abilite en conditions reelles [76]. Si la moindre anomalie est detectee,
le modele peut e^tre remis en cause et le projet peut revenir a l'etape de conception. Il
est donc primordial de comprendre les problematiques d'un moteur an de mieux les
anticiper.
Figure 1.8: Photos du moteur PPS-1350 apres un millier d'heures de fonction-
nement montrant l'erosion anormale en forme de stries sur les ceramiques.
Au cours des dierents tests de qualications, une erosion des ceramiques a ete
observee au niveau du plan de sortie du propulseur apres seulement quelques heures de
fonctionnement [202]. Les ions propulses a grande vitesse contre les parois provoquent
une erosion qualiee d'anormale sous la forme de stries de l'ordre du mm visibles sur
la Fig. 1.8. Cette erosion modie les performances du moteur et peut eventuellement
endommager irremediablement le canal de decharge. Certaines etudes montrent l'in-
uence d'une geometrie erodee du canal sur les performances [55, 233]. Cette erosion
est la problematique majeure pour les moteurs a eet Hall et reduit considerablement
leur duree de vie.
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L'origine de cette erosion anormale est grandement discutee car elle n'est pas predite
par les modeles analytiques. De nombreuses etudes ont notamment montre que la mo-
bilite electronique au niveau du plan de sortie etait tres elevee comparee aux valeurs
estimees par les theories classiques. Ainsi, un transport anormal des electrons engen-
drant une mobilite supplementaire a ete evoque pour expliquer ce phenomene. L'origine
de ce transport anormal est encore sujet a discussion et est largement debattue dans la
communaute des moteurs a eet Hall.
Historiquement, deux pistes ont ete proposees pour expliquer cette anomalie :
| les interactions entre le plasma et les parois sont mal comprises et des instabilites
proche des parois peuvent apparaitre a cause d'une forte emission secondaire
d'electrons venant des parois ;
| les instabilites generees dans le plasma sont la cause du transport anormal
electronique et par consequent de l'erosion anormale des parois.
Ces deux hypotheses sont l'objet de nombreux papiers et sont expliquees en detail
dans les sous-sections 1.3.2 et 1.3.3. De nombreux travaux s'accordent a dire qu'en
realite le transport anormal est une combinaison entre les instabilites engendrees a
l'interieur de la chambre et celles generees au niveaux des parois. Les dernieres simu-
lations numeriques particulaires en 3 dimensions vont dans ce sens et demontrent que
les instabilites a l'interieur du plasma viennent destabiliser les gaines et produire des
eets proche paroi [165, 221].
En parallele a ces eorts de comprehension du phenomene, des solutions sont
developpees en utilisant l'eet de barriere du champ magnetique [38] dans la tech-
nologie dite des moteurs a protection magnetique ou magnetic shielded thrusters [163].
Cette methode recente vise a limiter les interactions du plasma avec les parois gra^ce a la
forme du champ magnetique et ainsi de diminuer le ux d'ions vers la paroi d'un facteur
10 a 50 selon le type de paroi [116]. De plus, le champ magnetique permet de deplacer
les instabilites generees dans le plasma en dehors du propulseur [43]. Cependant, cette
nouvelle technologie presente l'inconvenient d'avoir un angle de tir important (80 degres
contre 20 degres pour un moteur a eet Hall standard) [151], c'est-a-dire que les ions
ejectes a haute vitesse se dirigent largement en dehors de l'axe de poussee du moteur.
Ainsi, l'erosion est reportee sur les parois exterieures du moteur, moins resistantes a
l'erosion, et me^me sur les autres composants du satellite comme les panneaux solaires.
De nombreux resumes bibliographiques sur les problematiques liees au transport
anormal dans les moteurs a eet Hall et les simulations numeriques adaptees ont ete
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realises [3, 32, 37].
1.3.2 Les interactions plasma/paroi
Localement au niveau des parois, le plasma est positivement charge car les electrons
sont plus mobiles que les ions. La dierence entre densites d'ions et d'electrons proche
des parois engendre une dierence de charges et une variation du potentiel. Un fort
champ electrique se met en place dans une region de quelques longueurs de Debye
appelee la gaine. Les gaines sont primordiales dans le fonctionnement d'un moteur a
eet Hall. Le chapitre 4 est consacre aux interactions entre le plasma et les parois et le
lecteur est invite a lire ce chapitre pour plus de details sur la creation et la stabilisation
des gaines.
Le ro^le des materiaux
Le plasma a l'interieur d'un moteur a eet Hall est entoure de parois composees
de ceramiques dielectriques a potentiel ottant. Les materiaux dielectriques ont des
bonnes proprietes thermiques, sont peu receptifs a l'usure et au frottement. Le plus
utilise d'entre eux est le Nitrure de Bore et ses derives (BN − SiO2, BN − SiO3).
Pour certains materiaux, un impact electronique a haute energie produit une emission
d'electrons secondaires (SEE ou Secondary Electron Emission en anglais) venant de la
paroi qui peut e^tre non negligeable. Le taux d'emission secondaire electronique (ra-
tio entre les electrons emis et ceux arrivant sur la paroi) peut parfois e^tre superieur
a 100%. Ces electrons interagissent donc avec le plasma proche paroi et modient
les caracteristiques de la gaine. De nombreuses etudes theoriques sur le phenomene
d'emission secondaire et son impact sur les gaines existent [15, 115, 213]. Cependant,
l'impact de la modication des gaines sur le fonctionnement global du moteur est encore
a l'etude gra^ce a des modelisations simpliees basees sur des simulations numeriques ou
des resultats experimentaux [7, 191, 215]. La ceramique choisie pour la chambre est no-
tamment un critere qui fait varier la conductivite a l'interieur du propulseur [9, 22, 68].
Les instabilites dans les gaines
Des instabilites dans les gaines tres hautes frequences (de l'ordre du GHz) peuvent
se manifester lorsque la conductivite a l'interieur de la gaine devient negative [216]. Ce
phenomene apparait lorsque l'emission secondaire electronique au niveau de la paroi
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est intense et devient dominante devant la contribution primaire. Dans ce cas, la gaine
peut devenir instable [48] et impacter le transport a l'interieur de la chambre. L'impact
de l'emission secondaire electronique et de la dimension de la chambre de decharge a
ete particulierement etudie [191, 216]. Les instabilites de gaines ont ete observees sur
des simulations numeriques particulaires lorsque le champ electrique et l'emission se-
condaire electronique sont augmentes [220].
1.3.3 Les dierentes instabilites dans un moteur a eet Hall
Les moteurs a eet Hall sont caracterises par la presence de nombreuses oscillations
qui se propagent dans toutes les directions et couvrent un large spectre de frequences.
Elles ont des eets non negligeables sur les performances du propulseur et il est primor-
dial de les analyser et de les comprendre an de les maitriser. De nombreuses oscillations
ont ete observees a la suite d'experiences et certains papiers les classient en fonction de
leur frequence [57, 170, 235]. Toutes les instabilites pertinentes dans un moteur a eet
Hall sont notees suivant leur frequence caracteristique sur la Fig. 1.9. La frequence la
plus elevee est celle de l'oscillation plasma electronique introduite dans la section 1.2.2.
Le spectre en frequence dans un moteur a eet Hall est donc complexe. Certaines
instabilites basses-frequences dans la direction axiale du propulseur ont ete parti-
culierement etudiees depuis une vingtaine d'annees et leur impact sur la physique du
moteur est clairement identie. Cependant, certaines instabilites hautes frequences res-
tent encore mal comprises et limitent ainsi le developpement et le design de nouveaux
moteurs a eet Hall.
Des analyses spectrales ont ete realisees en utilisant les resultats de sondes dans le
plan de sortie du moteur pour identier ces oscillations [137]. Cependant, les donnees
experimentales sont limitees a cause de la faisabilite des experiences pour modeliser le
vide autour du propulseur. Seules des sondes a l'exterieur du moteur ou des cameras
hautes vitesses [125] peuvent mesurer ou recuperer des informations sur les oscillations
qui naissent a l'interieur de la chambre d'ionisation.
Connaissant les equations regissant la physique des plasmas froids, il est possible
de resoudre des equations de dispersion simpliees pour mettre en evidence telle ou
telle instabilite [197]. Cependant, ces methodes se concentrent principalement sur une
oscillation en particulier (l'instabilite de derive electronique par exemple [138]) et ne
donnent pas une vision globale du comportement du plasma. Ainsi, toutes les etudes
portant sur les instabilites dans les moteurs a eet Hall, qu'elles soient experimentales,
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Figure 1.9: Ordres de grandeur des dierentes frequences observees dans la
chambre d'ionisation d'un moteur a eet Hall.
mathematiques ou numeriques, se sont concentrees sur une oscillation specique. Par
la suite, les oscillations problematiques dans un moteur a eet Hall sont expliquees au
travers des dierents travaux dans la litterature.
Les instabilites axiales basse frequences : le mode de respiration
Le mode de respiration est un mode basse frequence (environ 10 kHz) qui se pro-
page dans la direction axiale du propulseur. Pendant un cycle de respiration, la zone
d'ionisation se deplace dans la direction axiale et peut me^me sortir de la chambre.
Cette observation a ete faite depuis de nombreuses annees [57, 170] et impacte les
rendements du propulseur. J. Fife [87] a montre que cette oscillation reagit comme un
modele proie-predateur connu en mathematiques. Les neutres-proies sont ionises par les
electrons-predateurs pour creer des ions qui sont acceleres par le champ electrique. Par
convection, les electrons (le plasma est quasi-neutre) sortent du domaine et les neutres
rentrent gra^ce a l'injection a l'anode. Il est donc possible d'exprimer ces mouvements
par un couple d'equations dierentielles satisfaisant le modele proie-predateur :
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dne
dt





= −Kioniznenn + unnn,0
Lioniz
(1.23)
avec Lioniz la longueur de la region d'ionisation.
Ce modele a ete ameliore gra^ce a des simulations numeriques 1D [20, 110] ou des
experiences [71]. Des simulations numeriques s'appuyant sur des equations uides ont
aussi mis en evidence cette oscillation basse-frequence et conrme les observations.
[20, 21, 33]. Cette oscillation a ete largement etudiee et n'est pas responsable du trans-
port anormal proche de la sortie du propulseur ni de l'erosion des ceramiques.
Les instabilites azimutales basses frequences : les modes tournants (spokes
en anglais)
Des cameras haute vitesse ont revele la presence de regions rotatives de fortes den-
sites plasmas dans la direction azimutale [158, 206]. La comprehension physique de
cette oscillation basse frequence (une dizaine de kHz) appelee spoke en anglais, est
encore limitee mais elle a pu e^tre reproduite par des analyses de stabilite [84] ou des
simulations numeriques [129]. Cependant, cette instabilite n'impacte pas la mobilite des
electrons [84] et n'est pas problematique pour le fonctionnement d'un moteur a eet
Hall.
Les instabilites uides contro^lees par les gradients
En manipulant l'equation de dispersion basee sur les equations uides, certains
auteurs ont mis en evidence une instabilite basse frequence dans la direction azimu-
tale creee par une combinaison des gradients de densite et des gradients de champ
magnetique [89, 127]. Cette instabilite a ete etudiee gra^ce a des analyses de stabilite
[85] et pourrait e^tre responsable du transport anormal des electrons. Toutefois, les
etudes sur l'analyse de la relation de dispersion appliquee aux donnees d'un SPT-100
[89] ont montre que cette instabilite sature pres du plan de sortie du moteur et n'ajoute
pas de mobilite supplementaire aux electrons.
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Les instabilites azimutales hautes frequences : l'instabilite de derive electronique
cyclotron (ECDI pour Electron Cyclotron Drift Instability)
Les premieres instabilites azimutales hautes frequences ont ete observees gra^ce a
des simulations numeriques particulaires d'un plan 2D z − θ d'un moteur SPT-100 [4].
Cette instabilite se propage dans la direction azimutale a des frequences de l'ordre de
quelques MHz, avec une longueur d'onde de l'ordre du mm et des vitesses de propaga-
tion de quelques km/s. Les electrons ont une vitesse de derive dans la direction ~E × ~B
(ou azimutale) qui cree une dierence de densite entre ions et electrons. Ceci donne
naissance a un champ electrique azimutal oscillant de moyenne nulle qui impacte la
vitesse azimutale electronique puis les valeurs de densite et temperature des electrons.
Cette oscillation se repercute aussi sur le comportement des ions dans le moteur a eet
Hall et amene a l'instabilite de derive electronique cyclotron ou Electron Cyclotron
Drift Instability (ECDI) en anglais.
L'ECDI a ete mise en evidence dans des experiences [52, 146] et dans d'autres
simulations numeriques particulaires dans le plan z − θ [34, 139] qui reproduisent les
observations experimentales. Les larges uctuations d'amplitude ainsi generees sur la
densite plasma et le champ electrique azimutal apparaissent comme l'explication la plus
probable du transport anormal des electrons [3, 32]. Les amplitudes des uctuations
electriques peuvent e^tre aussi importantes que la composante axiale du champ electrique
et ainsi impacter de facon non negligeable le plasma dans le moteur. La longueur d'onde
de l'instabilite est de l'ordre de grandeur des stries observees dans la ceramique et peut
donc egalement venir expliquer l'erosion anormale dans les moteurs a eet Hall. Les
travaux sur l'etude de la relation de dispersion de l'intabilite [77, 84, 138] vont dans ce
sens et donnent une explication theorique a cette instabilite.
Les simulations z − θ [34, 139] ont ete completees avec des simulations r − θ pour
mettre en evidence l'eet des parois sur cette instabilite [69, 109, 143]. Ainsi, les deux
mecanismes pouvant expliquer le transport anormal, a savoir les instabilites azimutales
et l'eet des parois sur le plasma, sont couples dans ces simulations. La simulation
numerique en 3D d'un petit moteur a eet Hall de Taccogna [221] a aussi mis en
evidence le couplage entre l'instabilite de derive electronique (ECDI) et les instabilites
de gaines en proche parois.
La physique a l'interieur d'un propulseur de Hall est donc tres complexe de par les
champs electromagnetiques, les processus de collisions, les instabilites et les interactions
du plasma avec les parois. Ainsi, le fonctionnement d'un moteur a eet Hall n'est pas
parfaitement compris. De plus, les qualications de ces propulseurs sont eprouvantes
et les etudes preliminaires de conception doivent e^tre rigoureuses et precises. Il s'avere
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alors essentiel d'avoir des informations ables sur la physique a l'interieur de la chambre
d'ionisation an de prevenir les risques. La simulation numerique apparait ainsi comme
un outil primordial an de comprendre les phenomenes inexpliques a l'interieur du mo-
teur et d'aider a la conception de nouveaux propulseurs.
1.4 La simulation numerique pour les moteurs a eet Hall
1.4.1 Les dierentes formulations pour le transport des especes
Le mouvement de chaque population (ou espece) dans le plasma (neutre, ion,
electron) est gouverne par l'equation de Boltzmann. Cette equation decrit la variation
de la fonction de distribution de chaque espece au cours du temps :
dfα
dt
+ ~v · ~∇~xfα + q
m






| fα la fonction de distribution denie dans l'espace des phases de l'espece α, qui
represente le nombre de particules situees a l'instant t dans le volume d3x et
ayant une vitesse comprise entre ~v et ~v + d~v ;
| ~∇~x et ~∇~v respectivement les gradients en espace ~x et en vitesse ~v ;
| qm(





la variation temporelle de fα due aux collisions.
Cette equation decrit parfaitement l'evolution des particules du plasma au cours du
temps et dans l'espace.
Pour la simulation des moteurs a eet Hall, quatre grandes familles de methodes
decoulent de l'equation de Boltzmann et se distinguent par des degres d'approximation
dierents :
| Les methodes cinetiques directes (Direct Kinetic ou DK) resolvent di-
rectement l'equation de Boltzmann pour chaque espece [108]. Ces methodes sont
tres couteuses car elles necessitent la resolution supplementaire de l'espace des
phases. Dans la plupart des travaux [190], elles sont utilisees seulement pour les
ions an de garder un temps de calcul raisonnable.
| Les methodes particulaires ou Particle-in-Cell (PIC) etudient les trajec-
toires d'un grand nombre de particules (electrons, ions ou neutres) ou macro-
particules a travers le domaine. Cette approche est la plus utilisee malgre un
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temps de calcul important et permet de decrire le comportement cinetique de
toutes les especes du plasma avec une approche statistique [4, 33, 143, 221].
| Les methodes uides decrivent l'evolution des grandeurs moyennes macro-
scopiques des particules gra^ce a un jeu d'equations uides ressemblant a celui
utilise en mecanique des uides [21, 100, 105, 156]. Ces methodes sont basees
sur des hypotheses dont le domaine de validite reste ou dans le contexte des
moteurs a eet Hall (voir sous-section 1.4.2). Cependant, ce sont les methodes
les plus rapides et elles apportent une comprehension globale de la physique a
l'interieur des propulseurs.
| Les modeles hybrides sont des combinaisons des methodes precedentes pour
les dierentes especes. Le plus souvent, les electrons sont modelises de facon
uide car ils sont responsables de la dynamique de l'ecoulement et donc du pas
de temps de la simulation, tandis que la dynamique des ions et des neutres est
resolue par une approche particulaire ou cinetique [87, 164, 201].
1.4.2 Degre d'approximation des methodes uides et modelisation du
transport anormal
Parmi les methodes uides, de nombreuses approches existent prenant en compte
plus ou moins d'hypotheses. Historiquement, l'equation de derive-diusion a ete la
plus utilisee et a permis de retrouver de nombreuses proprietes physiques du plasma a
l'interieur du moteur a eet Hall [8, 100]. Les termes d'inertie et de champ magnetique
presents dans l'equation de conservation de la quantite de mouvement pour les electrons
sont negliges an de retrouver une expression pour la vitesse des electrons ue (plus de
details sur le modele de derive diusion sont donnes dans la section 2.1.2) :
neue =
q
| q |µneE −∇(Dene) (1.25)
avec De le coecient de diusion electronique et µ la mobilite electronique relies
par la relation d'Einstein :
De = µTe (1.26)
La mobilite µ des electrons est un parametre determinant pour la distribution du
courant electronique a l'interieur du plasma. En assumant une mobilite purement axiale,
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avec νen la frequence de collisions des electrons et ωc,e la frequence cyclotron des
electrons.
En pratique, cette mobilite classique ne permet pas de predire correctement le trans-
port des electrons au travers du champ magnetique. Avec cette mobilite, les electrons
sont ralentis par le champ magnetique et ne peuvent pas entrer dans la chambre pour
ioniser le Xenon, amenant la question d'un transport anormal des electrons dans la
chambre. Dans un premier temps, l'objectif a ete de modeliser ce transport anormal
an de retrouver le comportement correct des electrons dans le propulseur. A partir
d'observations experimentales [159], il est donc possible d'ajouter une mobilite anor-
male a la mobilite classique pour aider les electrons a franchir la barriere magnetique
[36, 99, 101, 117, 131] :
µ = µclassique + µanormal (1.28)
En considerant cette nouvelle expression pour la mobilite, les simulations de derive-
diusion ont pu predire correctement la physique dans les moteurs a eet Hall, mais
le sens physique de ce transport anormal n'est toujours pas parfaitement compris (voir
sous-section 1.3).
Au dela de cette question de modelisation du transport anormal, il est egalement
a noter que les modeles de derive-diusion simulent des ecoulements stationnaires sans
inertie et peuvent donc dicilement reproduire le caractere instable d'un plasma de
moteur a eet Hall.
An de prendre en compte les eets d'inertie et les phenomenes instationnaires,
des modeles uides plus complets [78, 105], appeles parfois modeles a 10-moments,
resolvent directement les equations macroscopiques derivees de l'equation de Boltz-
mann (voir chapitre 2). Les equations de conservation de la masse, de la quantite de
mouvement et de l'energie fournissent les informations sur le comportement macro-
scopique des dierentes especes dans le plasma. Ces modeles sont plus deles pour
representer les eets instationnaires dans le plasma, mais sont egalement plus couteux.
Une representation du transport anormal gra^ce a l'ajout d'une mobilite anormale est
cependant toujours necessaire. Une etude plus complete des dierents modeles uides
existant dans la litterature est realisee dans le chapitre 2.
Quelle que soit la formulation utilisee, ces equations doivent e^tre couplees avec la




1.4.3 La quasi-neutralite et la resolution des champs electromagnetiques
De nombreux modeles font l'hypothese de quasi-neutralite et ne resolvent pas le
champ electrique en fonction du temps. Le lien entre les particules chargees se fait alors
via les densites de chaque espece et le champ electrique est considere constant :
ni = ne (1.29)
Ainsi, le modele multi-uide de depart se simplie en un modele mono-uide representant
la densite du plasma dans le propulseur. Cette hypothese est tres forte et permet de
considerablement diminuer le temps de calcul des modeles uides et de decrire sim-
plement la mobilite des electrons. Elle est utilisee principalement dans les modeles de
derive-diusion mais ne permet pas de reproduire certains phenomenes instationnaires
dus a une dierence de densite entre electrons et ions. De plus, on suppose que la gaine
est tres ne par rapport a la largeur du canal [184] et qu'une modelisation a la condition
limite est susante [7, 191].
Les modeles quasi-neutres sont donc principalement utilises pour modeliser le com-
portement global du plasma dans un moteur a eet Hall [8, 21, 100]. L'hypothese
permet d'avoir des temps de calcul plus courts et ainsi de simuler des phenomenes
basses frequences tels que les cycles de respiration [21, 33].
Cependant si l'objectif est de comprendre le transport anormal via les instabilites
azimutales ou les interactions des gaines avec la paroi, cette hypothese ne peut plus
e^tre envisagee.
Le champ magnetique ~B a l'interieur de la chambre d'un moteur a eet Hall est
suppose negligeable devant celui impose par les bobines exterieures. Ainsi, ~B varie
peu dans le temps et le champ magnetique est celui impose des la conception tel que
~B = ~B(~x).
Par consequent, le gradient du champ electrique ~E peut s'exprimer comme la
dierence des densites des especes dans le plasma :
0∇. ~E = −e(ni − ne) (1.30)
Cette equation decrit le champ electrique a partir de 3 equations en 3 dimensions.
Le potentiel electrique φ est donc utilise pour retrouver l'equation de Poisson :
φ = − e
0
(ni − ne) (1.31)
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Cette equation permet ainsi de tenir compte des ecarts a la quasi-neutralite au sein
du plasma.
1.5 Objectifs et organisation de la these
L'objectif de cette these est de developper un code non-structure, ecace sur les
nouvelles architectures de calcul parallele et capable de modeliser le comportement du
Xenon et des electrons a l'interieur d'une chambre de moteur a eet Hall. Le modele doit
e^tre adapte a la conception et au besoin industriel et les simulations doivent pouvoir
e^tre realisees dans des temps de calcul raisonnables. Les modeles uides ou hybrides
semblent donc e^tre la meilleure solution a ce jour pour atteindre ces objectifs.
Le modele uide choisi doit pouvoir caracteriser correctement et permettre de com-
prendre les phenomenes instationnaires et les instabilites a l'interieur de ces moteurs.
C'est pourquoi le modele decrit dans le chapitre 2 fait abstraction des hypotheses
de quasi-neutralite et de derive-diusion an de representer precisement l'ensemble
du plasma dans un propulseur de Hall. Le modele de cette these s'appuie sur des
developpements rigoureux a partir de l'equation de Boltzmann an de caracteriser au
mieux les dierentes contributions des collisions sur les equations de conservation.
Le code plasma AVIP developpe et utilise dans le cadre de cette these est base sur le
code AVBP, destine a la simulation des ecoulements multi-especes reactifs et largement
reconnu dans son domaine [122, 178, 195]. Le chapitre 3 est dedie a l'explication des
operateurs numeriques necessaires pour resoudre le systeme d'equations uides decrit
dans le chapitre 2. La description des implementations realisees pendant cette these
met en lumiere les points numeriques cles necessaires a la construction d'un code non-
structure, massivement parallele pour la physique du plasma. Un schema numerique
pour la convection robuste, un solveur implicite pour traiter les termes sources de col-
lision raides et un solveur ecace pour l'equation de Poisson sont ainsi introduits an
d'atteindre les objectifs xes. Le code AVIP possede aussi un module PIC, detaille
brievement dans le chapitre 3, et utilise comme reference pour la mise en place du
modele uide.
Le chapitre 4 traite des conditions limites appliquees au modele dans le cadre de la
propulsion a eet Hall. Plus particulierement, la modelisation des gaines est etudiee.
Ce travail a fait l'objet d'une publication et d'une presentation lors d'une conference
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AIAA sur la propulsion spatiale a Cincinnati [124].
Le modele et les developpements numeriques sont tout d'abord valides sur des cas
tests simples 1D. La modelisation de l'oscillation plasma decrite dans la sous-section
1.2.2, ainsi qu'un cas de decharge dans l'Helium tire d'un benchmark PIC [226], sont
simules avec AVIP-Fluide an de valider les dierentes interactions entre les operateurs
numeriques.
Figure 1.10: Les dierents plans de simulations dans un propulseur de Hall [58].
Le code AVIP-Fluide et son modele etant valides, il est alors possible de realiser
des congurations de moteur a eet Hall. Dans un premier temps, l'objectif est de
realiser une simulation de la chambre du propulseur dans le plan axial-azimutal (z − θ
en rouge sur la Fig. 1.10) an de verier si le modele est capable d'observer l'instabi-
lite de derive cyclotronique electronique (ECDI) responsable du transport anormal. Le
chapitre 6 detaille les parametres du cas test realise [34] et les resultats obtenus avec le
modele uide d'AVIP.
Dans un second temps, le chapitre 7 est dedie aux resultats d'une simulation dans
le plan axial-radial (r − z en vert sur la Fig. 1.10) decrivant le comportement global
des dierentes especes du plasma dans un moteur a eet Hall. Toutes les modelisations
et developpements numeriques presentes precedemment sont mis en uvre pour cette
simulation et valident l'aptitude du code AVIP-Fluide a modeliser le comportement du
plasma dans la chambre du propulseur a eet Hall.
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Chapitre 2
Modelisation d'un plasma dans
un propulseur de Hall
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2.1 Les dierentes modelisations du plasma pour les mo-
teurs a eet Hall
L'objectif de cette section est de realiser un etat de l'art rapide des dierentes
methodes utilisees pour modeliser le plasma dans les moteurs a eet Hall : des methodes
les plus precises et plus cou^teuses vers les methodes moins precises avec un temps de
calcul abordable. Dans un premier temps, les etudes utilisant une approche cinetique
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(DK ou PIC) sont brievement evoquees. Dans un second temps, les travaux se basant
sur des methodes uides ou hybrides sont quant a eux plus approfondis.
2.1.1 Les methodes cinetiques
2.1.1.1 Les methodes cinetiques directes (DK)
Les methodes Direct Kinetic (DK) resolvent directement l'equation de Boltzmann
sans collisions (appelee equation de Vlasov) dans l'espace des phases. La fonction de
distribution est alors l'inconnue et les grandeurs macroscopiques peuvent e^tre calculees
a partir de celle-ci. Les solveurs de Vlasov ont ete particulierement etudies dans la
communaute des plasmas de fusion a haute temperature. Pour la simulation des moteurs
a eet Hall, certaines equipes de recherche ont developpe leur propre solveur de Vlasov
[107, 108]. Ces methodes sont tres couteuses et sont utilisees principalement pour des
recherches theoriques notamment sur la formation des gaines [46].
2.1.1.2 L'approche particulaire (PIC)
L'objectif de l'approche particulaire est d'utiliser une methodologie de suivi des par-
ticules dans le plasma. Ce suivi est realise a l'aide d'une methode Particle In Cell (PIC),
basee sur une representation discrete de la fonction de distribution de vitesse. En pra-
tique, toutes les particules ne sont pas suivies individuellement. Seule les trajectoires de
paquets de particules appeles macro-particules sont considerees. Ces macro-particules
ont chacune un poids statistique representant un grand nombre de particules physiques
identiques. Cette approche de suivi de groupes de particules est couramment utilisee
dans les approches Lagrangiennes.
De nombreux auteurs ont etudie les phenomenes complexes dans les moteurs a eet
Hall gra^ce a des simulations de type PIC. Les premiers calculs PIC ont ete realises sur
des geometries simples en utilisant des astuces numeriques pour diminuer le temps de
calcul, les performances des calculateurs etant alors limitees. Une des premieres idees
a ete de diminuer le ratio de masse entre electrons et ions pour augmenter le pas de
temps necessaire au suivi des electrons [114, 215]. Une loi d'echelle geometrique a aussi
ete envisagee an de diminuer la taille du domaine et ainsi le nombre de particules a
suivre [26, 218]. Certaines grandeurs globales du plasma et me^me certaines instabilites
ont ainsi pu e^tre correctement retrouvees. Cependant, l'utilisation de ces lois d'echelle
peut modier certains phenomenes physiques et doit e^tre utilisee avec precaution dans
le contexte des moteurs a eet Hall.
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Les performances des calculateurs s'ameliorant, les methodes PIC 2D, dans des
geometries simpliees de moteur a eet Hall, devinrent abordables [4, 210, 219]. Les
geometries des moteurs en 2 dimensions dans les directions z − θ [59, 155, 217] ou
r − θ [69, 143] ont permis notamment d'etudier les phenomenes de transport anormal
ou d'erosion importante dans les moteurs a eet Hall. Les calculs 3D PIC sont a ce
jour realisables sur des geometries plus petites [165, 221]. Ils ont permis de mettre en
evidence des couplages entre instabilites et avec l'accroissement des ressources informa-
tiques, nul doute que les methodes PIC seront de plus en plus utilisees pour comprendre
la physique du plasma. Au vu de son grand temps de calcul, cette methode apparait
cependant a ce jour peu appropriee pour la conception de propulseurs de Hall.
2.1.2 Les methodes uides et hybrides
Les modeles uides pour les plasmas froids, et pour les plasmas en general, sont
tres varies et nombreux dans la litterature. Ils sont bases sur des equations de conser-
vation des moments de Boltzmann, obtenues a partir d'integrations de l'equation de
Boltzmann (voir section 2.2). La precision du modele uide va dependre du nombre de
moments pris en compte dans le systeme. En 3 dimensions, les equations de conser-
vation de la masse, de la quantite de mouvement et de l'energie forment un systeme
a 5 moments (3 equations de quantite de mouvement). Ce systeme d'equations peut
modeliser n'importe quelle espece dans le plasma (ion, neutre ou electron). Par souci
de clarte dans cette these, un systeme a N moments sera appele de cette facon quelles
que soient les dimensions du probleme, avec N le nombre de moments en 3 dimensions.
En pratique, les modeles traitant les ions et les electrons de facon uide sont
generalement des modeles a 10 moments [21, 105, 142] (5 pour chaque espece). Certains
travaux utilisent des moments supplementaires et resolvent les equations de conserva-
tion du ux de chaleur pour les electrons [90] (13 moments). Dans le domaine des
plasmas fortement magnetises, les modeles uides peuvent me^me resoudre jusqu'a 26
moments en prenant en consideration les termes anisotropes du tenseur des contraintes
visqueuses [152, 209].
Tous ces modeles demandent la resolution d'un systeme d'equations consequent qui
peut s'averer limitant en ce qui concerne le temps de calcul. La solution intuitive est de
diminuer le nombre de moments dans le modele et de simplier certains termes dans
les equations. C'est le cas des modeles de derive-diusion qui considerent seulement
l'equation de conservation de la masse. La vitesse est donc calculee a partir d'une
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equation de conservation de quantite de mouvement de la forme :
∂~ue
∂t
+ ( ~ue.~∇)~ue︸ ︷︷ ︸
inertie

















Le champ magnetique et les eets d'inertie peuvent e^tre negliges devant les collisions





~E − ~∇(Dene) (2.2)
La vitesse est injectee dans l'equation de conservation de la masse pour donner










avec S0ioniz un terme representant la creation d'electrons par ionisation.
Ce sont les modeles les plus simplies pour modeliser le plasma dans les moteurs a
eet Hall [8, 100]. Des modeles derive-diusion ameliores ont egalement ete concus an
d'obtenir des solutions plus precises pour des decharges basse-pression [25].
De facon similaire a la derive-diusion, la loi d'Ohm generalisee deduite de l'equation
de quantite de mouvement mais sans negliger les eets du champ magnetique ~B, donne
acces a la vitesse des electrons :







ou ~je = neue est le courant electronique et pe la pression des electrons.
Cette equation vectorielle est le plus souvent resolue sur un maillage aligne avec le
champ magnetique (dont l'abreviation est MFAM pour Magnetic Field Aligned Meshes)
[183, 201] pour eviter les erreurs numeriques dans les problemes fortement anisotropes.
Cette strategie est particulierement ecace pour resoudre l'equation d'Ohm generalisee
dans les moteurs a eet Hall compare aux methodes numeriques sur maillages structures
[182]. Cependant, si la topologie du champ magnetique choisie est complexe, le maillage
peut alors e^tre tres deforme. Les eorts realises pour s'aligner sur le champ magnetique
peuvent ainsi e^tre aneantis par les erreurs numeriques dues aux maillages distordus [16].
En resume, les methodes PIC sont completes et precises mais demandent des capa-
cites de calcul importantes, alors que les methodes uides sont rapides mais inecaces
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pour representer tous les phenomenes physiques du plasma. Les methodes hybrides
tentent de concilier les avantages et inconvenients des deux approches, en traitant seule-
ment les electrons, plus mobiles et donc limitant le pas de temps, de facon uide. Les
ions et les neutres sont eux modelises avec une methode particulaire an de recuperer les
eets cinetiques de ces particules. Les methodes hybrides ont ete utilises comme alter-
native au PIC lorsque les calculateurs n'etaient pas assez ecaces [39, 87, 91, 130, 171]
pour des simulations 1D et 2D. Avec l'augmentation de puissance des calculateurs, des
methodes hybrides Fluide-DK commencent aussi a e^tre etudiees sur des cas 2D tres
simplies [189, 190].
Calcul des frequences de collision
Les frequences de collisions intervenant dans la mobilite electronique (Eq. 1.27),
ou dans les equations de conservation des moments (voir section 2.3) peuvent e^tre
calculees de dierentes manieres. Si les grandeurs caracteristiques du plasma varient
peu dans le domaine de simulation, on peut considerer des frequences constantes pour
modeliser les collisions entre les especes [8, 21]. Cependant, les collisions dependent de
la temperature des electrons et des modeles ont ete construits a partir d'observations
experimentales pour calculer les frequences caracteristiques [105, 162]. Ces coecients
resultent plus precisement de la resolution de la fonction de distribution des particules
concernees. Le logiciel libre BOLSIG+ [104] a ete developpe pour fournir les dierentes
frequences de collisions necessaires dans les modeles uides en parallele avec la librairie
LxCat [153] pour obtenir les sections ecaces de collision des especes. BOLSIG+ resout
numeriquement l'equation de Boltzmann et donne les frequences de collisions ou les
coecients de transport pour les modeles uides en fonction du champ electrique nor-
malise par la densite plasma ~E/n ou la temperature des electrons Te. Il fait l'hypothese
d'approximation du champ electrique local (LFA pour Local Field approximation) qui
est valable pour des plasmas a haute pression ou a tres faible pression et fortement
ionises (cas des moteurs a eet Hall). Dans les zones de pression intermediaire, cette
hypothese peut aecter les resultats [13]. Finalement certains auteurs choisissent de
resoudre eux-me^me les integrales provenant de l'equation de Boltzmann an de retrou-
ver les bonnes frequences de collisions [152, 209].
Resume des dierentes approches uides dans la litterature
Le Tableau 2.1 resume les dierentes approches uides disponibles dans la litterature
en precisant pour chacune les hypotheses utilisees et leur domaine d'application.
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2.1 Les dierentes modelisations du plasma pour les moteurs a eet Hall
2.1.3 Les limites des approches uides
De par leur construction, les modeles uides utilisent de nombreuses hypotheses.
Sous certaines conditions, certaines de ces hypotheses peuvent e^tre critiques pour la
modelisation du plasma.
Hypothese sur le nombre de Knudsen
Le libre parcours moyen d'une particule et le nombre adimensionnel de Knudsen
(Eqs. 1.18 et 1.19) sont deux criteres importants permettant de denir lavalidite de la
modelisation. Dans les conditions d'un propulseur de Hall, le libre parcours moyen pour
les collisions considerees est generalement de l'ordre du centimetre [218], et le nombre
de Knudsen est proportionnel a la densite des neutres dans la chambre. Proche de
l'anode, il est egal a 0.1 environ et se rapproche de 1 dans le plan de sortie. Le nombre
de Knudsen devant e^tre inferieur a 1 pour considerer le modele comme continu et rendre
l'approche uide valide, les valeurs de Knudsen pour les plasmas de propulseur de Hall
sont donc a la limite de validite du modele uide, qui reste plus discutable a l'exterieur
du moteur.
Limites de l'hypothese d'une fonction de distribution Maxwelienne
An de fermer le systeme d'equations d'un modele uide, il est necessaire de sup-
poser que la fonction de distribution fα des particules se rapproche d'une fonction















avec Tα, uα, mα, respectivement la temperature, la vitesse et la masse de la parti-
cule α.
Dans certaines zones d'un moteur a eet Hall, cette hypothese n'est pas veriee,
principalement dans le panache a l'exterieur du moteur [151] ou pres des parois [126].
Toutefois, l'hypothese d'une fonction de distribution Maxwellienne pour les dierentes
especes reste convenable dans la majeure partie des simulations de propulseurs.
Modelisation du transport anormal
Le phenomene de transport anormal n'est pas correctement predit par les modeles
uides dans la direction axiale. Pour corriger le probleme de transport anormal des
electrons au travers du champ magnetique, dierents auteurs [19, 36, 101, 131] denissent
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avec αB un parametre ajustable.
En s'appuyant sur les travaux de Morozov & al [170], un terme supplementaire peut











avec αB2 un parametre egalement ajustable.
Jusqu'aux travaux de T. Laeur [139], cette mobilite anormale etait appliquee dans
les modeles uides avec des parametres ajustes au cas par cas, an de corriger le
probleme de transport anormal constate dans les experiences et les simulations PIC.
Ces travaux recents [139, 140, 141] expliquent plus en detail la source de ce trans-
port et proposent une correction appropriee pour prendre en compte le phenomene.
Considerant que les instabilites azimutales dans les propulseurs de Hall contribuent au
transport anormal des electrons, la relation de dispersion des electrons associee a ces
instabilites permet d'exprimer une force de frottement electron-ion Rei generee par ces







Cette force est liee a la variation de champ electrique azimutal dans la chambre δ ~Eθ
et d'un parametre β dependant de la fonction de distribution des electrons. vth,e est la






Ainsi, une mobilite eective µeff,Lafleur peut e^tre utilisee dans les modeles uides
















Selon ces travaux, les instabilites azimutales vont creer une variation de champ
electrique azimutal et ainsi augmenter la mobilite eective dans le moteur. En absence
de collisions elastiques, la mobilite n'est donc plus nulle.
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2.1.4 Champs electrique et magnetique
Le comportement du champ electrique ~E et magnetique ~B dans un domaine est
decrit classiquement par les equations de Maxwell :
∇ · ~E = ρ
0
Maxwell-Gauss (2.11)
∇ · ~B = 0 Maxwell-Thomson (2.12)








avec ρ la densite volumique de charge electrique et ~J le vecteur densite de courant,
µ0 la permeabilite magnetique du vide et 0 la permittivite dielectrique du vide.
A premiere vue, le systeme de Maxwell semble sur-determine. En eet, il est compose
de 8 equations pour 6 inconnues que sont les champs ~E et ~B dans les 3 directions (si
l'on considere ρ et ~J connu dans le plasma). En realite, on considere que les equations
sur les divergences sont simplement des contraintes a posteriori et que ~E et ~B sont
solutions des equations vectorielles seules [123]. Cependant, les solutions numeriques
doivent satisfaire ces equations de divergence, sans quoi des oscillations numeriques
peuvent apparaitre. Ainsi les equations de Maxwell Hyperboliques ont ete derivees
du systeme de Maxwell en introduisant deux nouvelles quantites appelees potentiels













+ ~∇ · ~B = 0 (2.16)
∂ ~B
∂t




− ~∇× ~B + ξM ~∇φM = −µ0 ~J (2.18)
(2.19)
Dans leur ouvrage, Jiang & Wu [123] ont demontre que l'utilisation de ces nouvelles
quantites amenait a un systeme parfaitement determine. Ce systeme appele "Perfect
Hyperbolic Magnetic equations" [173, 174] est utilise dans la these de Hakim [106] pour
traiter les champs electromagnetiques dans le cadre des propulseurs a eet Hall et re-
pris dans le code Nautilus [152] pour des modeles uides, ainsi que dans les travaux de
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Markidis pour des modeles PIC [155].
Le systeme 2.16-2.17 introduit les vitesses de propagation d'erreur γM et ξM . Plus
les vitesses de propagation d'erreur sont grandes, plus les equations de divergence sont
respectees. Cependant, cette approche necessite de resoudre un systeme de 8 equations
a 8 inconnues avec un pas de temps impose par la vitesse de la lumiere [174]. Il faut
donc un compromis entre le temps de calcul et la precision de la solution [106, 174] en
introduisant de nouvelles hypotheses pour diminuer la complexite du calcul.
En pratique, le champ magnetique a l'interieur de la chambre d'un moteur a eet
Hall est negligeable devant celui impose par les bobines exterieures. On peut donc
considerer le champ magnetique connu et constant : ~B = ~B(~x).
En supprimant la dependance en temps du champ magnetique dans les equations de
Maxwell enoncees precedemment et en gardant ~E comme seule inconnue, le systeme se
reduit a l'equation de Maxwell-Gauss seule (Eq. 2.11), qui permet d'exprimer le champ
electrique comme la dierence des densites des especes dans le plasma :
0∇. ~E = −e(ni − ne) (2.20)
En introduisant le potentiel electrique φ tel que ~E = −~∇φ, on obtient :
φ = − e
0
(ni − ne) (2.21)
Les dierentes methodologies utilisees (Maxwell ou Poisson) pour resoudre le champ
electromagnetique dans les codes plasmas uides de la litterature sont reportees dans
le Tab. 2.1.
2.2 De l'equation de Boltzmann a un modele uide
2.2.1 Modele uide non collisionnel
L'evolution de la fonction de distribution fα(~v, ~x, t) de l'espece plasma α est gou-
vernee par l'equation de Boltzmann :
dfα
dt








ou ~Fα sont les forces externes appliquees a l'espece α de masse mα. Une distinction
est faite entre les operateurs de gradients dans l'espace physique ~∇~x et dans l'espace
des vitesses ~∇~v. Le membre de gauche de l'Eq. 2.22 represente le comportement non-
collisionnel de la fonction de distribution comprenant les termes convectifs, temporels
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et les eets des forces exterieures. Le membre de droite correspond aux processus de
collisions et sera detaille dans la section 2.3.
Dans un plasma soumis a un champ electromagnetique, les forces externes sont
reduites a la force de Lorentz :
~Fα = qα( ~E + ~v × ~B) (2.23)
avec qα la charge electrique de l'espece consideree.
Les variables macroscopiques de chaque espece α sont denies en integrant la fonc-
tion de distribution de l'equation de Boltzmann fα sur l'espace des vitesses :
ρα = mαnα = mα
∫
fαd~v (2.24)















ρα est la masse volumique ou densite volumique de masse et est proportionnelle a la
densite volumique en nombre nα. Elle correspond au moment d'ordre 0 de l'equation
de Boltzmann. Le vecteur vitesse ~uα est relie au moment d'ordre 1 qui correspond a
la quantite de mouvement ρα ~uα. Enn l'energie totale α est la variable conservative
d'ordre 2. Elle est la somme de l'energie interne qui est fonction de la temperature Tα
et de l'energie cinetique fonction de la vitesse ~uα. kB est la constante de Boltzmann.
Pour retrouver l'evolution de ces grandeurs en fonction du temps, l'equation de
Boltzmann est integree de la me^me facon an de recuperer une equation de transport
pour chaque variable conservative [154]. Sans prendre en compte le terme de collision
a droite de l'equation 2.22, les equations de transport sans collisions s'ecrivent :
∂tρα +∇.(ρα~uα) = 0 (2.27)













= ~∇.(~uα.α) + qαnα ~E.~uα (2.29)
avec ∂t representant la derivee partiale temporelle ∂ · /∂t.
Ces equations peuvent e^tre utilisees pour n'importe quelle espece dans le plasma.
La pression statique pα, le tenseur des contraintes visqueuses α et le ux de chaleur
~Qα viennent de moments d'ordre plus eleves de l'equation de Boltzmann et ont besoin
d'e^tre exprimes an d'avoir un systeme ferme :
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mα (~v − ~uα)2 fαd~v (2.30)
α =
∫





mα (~v − ~uα)2 (~v − ~uα) fαd~v (2.32)
(2.33)
La pression statique pα represente les termes diagonaux du tenseur des contraintes
Pα :
Pα = α + pαI (2.34)
avec I la matrice identite. α a donc une diagonale nulle par construction.
2.2.2 Termes de fermeture
En general, les modeles uides pour les plasmas a faible pression considerent de
faibles deviations autour de l'equilibre thermodynamique [47, 90, 142]. Ainsi, le tenseur
des contraintes Pα est isotrope et les termes non diagonaux du tenseur peuvent e^tre
negliges, soit :
α = 0 (2.35)
Pour la pression statique pα, chaque espece est consideree comme un gaz parfait et
ainsi :
pα = nαkBTα (2.36)
Lorsqu'on integre l'equation de Boltzmann pour un moment d'ordre donne, un
terme d'ordre superieur apparait. Par exemple, la quantite de mouvement (moment
d'ordre 1) est presente dans l'equation de conservation de la masse (moment d'ordre
0). Pour l'equation de conservation de l'energie (moment d'ordre 2), le ux de cha-
leur ~Qα, moment d'ordre 3 apparait. Une resolution exacte de cette quantite n'est
possible que si l'on integre l'equation de Boltzmann pour ce moment, conduisant a
son equation d'evolution temporelle [160]. Cependant, il faudra trouver une fermeture
a l'ordre 4 pour cette nouvelle equation de conservation. De plus, les equations de
conservation des trois premiers moments forment un systeme hyperbolique avec des
proprietes numeriques interessantes. Pour ces raisons, le ux de chaleur dans l'equation
de conservation de l'energie sera modelise et exprime en fonction des grandeurs dis-
ponibles dans le systeme. On presente ci-dessous les dierents choix de modelisation
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pour ~Qα.
Dans la plupart des calculs presentes dans cette these, le ux de chaleur est neglige
pour toutes les especes :
~Qα = ~0 (2.37)
Cette approximation est tres discutable dans la mesure ou le ux de chaleur des
electrons est important pres des parois [47] ou il contribue a la dynamique des electrons.
Il reste cependant negligeable loin de ces zones.
Un modele simplie utilise notamment en aerodynamique est la loi de Fourier qui





ou γ est le coecient adiabatique de l'ecoulement et fcollisions la somme des frequences
de collision pour les electrons (voir section 2.3.1). Les especes dans le plasma etant des
particules monoatomiques, on a γ = 5/3 en 3D.
Certains auteurs ont aussi montre la sensibilite des variables electroniques et prin-
cipalement du ux de chaleur a l'anisotropie du champ magnetique [90]. Pour prendre
en compte cet eet, une equation de conservation simpliee pour le ux de chaleur des






~Qe × ~B = −fcollisions ~Qe (2.39)
Cette approche n'est pour l'instant pas envisagee dans le modele uide choisi dans
ce travail car elle necessite de resoudre trois equations supplementaires (pour les 3
dimensions), ce qui entrainerait un surcou^t de calcul consequent. Le ux de chaleur
electronique ~Qe est nalement neglige pour le moment.
2.2.3 Modele uide a 10-moments
Finalement le systeme sans collisions pour les electrons et les ions appele modele a
10 moments s'exprime :
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∂tρe +∇.(ρe~ue) = 0 (2.40)












= −ene ~E.~ue (2.42)
∂tρi +∇.(ρi~ui) = 0 (2.43)












= eni ~E.~ui (2.45)
On peut noter que les systemes d'equations (2.40-2.42) et (2.43-2.45) sans la force
de Lorentz sont des systemes d'Euler couramment utilises en aerodynamique.
2.2.4 Modelisation des neutres
La modelisation des neutres est importante lorsque l'on veut observer des phenomenes
tels que la frequence de respiration [21, 33]. La vitesse et la temperature des neutres
ne varient pas beaucoup dans la chambre d'un moteur a eet Hall. Ainsi, l'equation de
conservation de la masse est susante pour rendre compte du transport des neutres :
∂tρn + ~u0,n∇.(ρn) = S0n,ioniz (2.46)
Les neutres sont avances avec une vitesse constante ~u0,n xee entre 200 et 300 m/s,
caracteristique d'un moteur a eet Hall. Le terme source S0n,ioniz represente la perte de
neutres par ionisation et son calcul est detaille dans la section 2.3.
2.3 Termes sources de collisions
L'integration de la partie non-collisionnelle de l'equation de Boltzmann a permis de
retrouver les equations non-collisionnelles du systeme d'Euler. En adoptant la me^me
strategie, il est possible de calculer les termes macroscopiques provenant du terme col-
lisionnel de l'Eq. 2.22.
On note Sγα,δ le terme source representant le processus de collision δ, pour l'espece









Les processus de collisions peuvent e^tre soit elastiques soit inelastiques, et sont
detailles ci-dessous.
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2.3.1 Collisions elastiques
Par denition, une collision elastique entre deux particules α et β (notee processus
αβ) se produit sans echange de masse. Ainsi, le terme source de collision elastique sur
l'equation de conversation de la masse pour n'importe quelle espece α est nul :
S0α,αβ = 0 (2.48)
Pour les termes d'ordre plus eleve l'integrale de l'Eq. 2.47 doit e^tre evaluee direc-
tement. Les details du calcul des integrales pour les termes sources representant les
collisions elastiques sont presentes dans l'Annexe A.
Termes de collisions elastiques pour l'equation de conservation de quantite
de mouvement
Les processus de collisions elastiques pour la conservation de la quantite de mouve-
ment peuvent s'exprimer comme suit [28] :
~S1α,αβ = ραf1,αβ( ~uα − ~uβ) (2.49)
Le terme source de collisions elastiques ~S1α,αβ est donc proportionnel a la vitesse
relative moyenne ( ~uα − ~uβ) entre les deux particules. La frequence de collision d'ordre
1 f1,αβ s'exprime en fonction de la temperature reduite Tαβ, de la masse reduite mαβ,

















ou la fonction g(Mαβ, x) s'exprime :
g(Mαβ, x) = Mαβxcosh(2Mαβx)− sinh(2Mαβx) (2.51)
La temperature reduite Tαβ,la masse reduite mαβ, et le nombre de Mach reduit Mαβ











|uα − uβ| (2.52)
Dans un premier temps, on s'interesse aux collisions elastiques entre les electrons et
les neutres. En considerant que les neutres sont froids et lents compares aux electrons,
la temperature reduite Ten peut e^tre simpliee en Te et le nombre de Mach relatif Men
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en Me. Le terme source de quantite de mouvement pour les electrons du^ aux collisions
electrons-neutres s'ecrit nalement :
















avec σen(Te) la section ecace de la collision elastique e − n dependant de la
temperature electronique. Les sections ecaces de collision entre un electron et un
atome peuvent e^tre trouvees dans la base de donnees LxCat [153], comme toutes les
autres sections ecaces utilisees par la suite.
La majorite des modeles uides supposent que la dependance au nombre de Mach est
negligeable. La vitesse du son des electrons est en eet tres importante a l'interieur d'un
moteur a eet Hall, mais les electrons pres des gaines ou dans la direction azimutale
peuvent e^tre supersoniques. L'inuence du Mach dans l'expression 2.53 merite donc
d'e^tre etudiee.
Sur la Fig. 2.1, la frequence de collision elastique entre un electron et un atome de
Xenon est tracee en fonction de la temperature pour dierentes vitesses des electrons.
Figure 2.1: Frequence de collision elastique entre un electron et un atome
de Xenon f1,en en fonction de la temperature pour dierentes vitesses des
electrons.
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La frequence de collision elastique f1,en est fortement dependante de la temperature
electronique. La frequence maximale est obtenue pour environ 3 eV et les eets colli-
sionnels diminuent lorsque les electrons sont plus chauds. La courbe pour une vitesse
de 0 m/s correspond a l'hypothese couramment faite dans les modeles uides, a savoir
ne pas prendre en compte la contribution du nombre de Mach sur les frequences de
collisions. Cette hypothese n'est plus valide a faible temperature et grande vitesse. En
eet dans ce cas, la vitesse importante des electrons contribue aux collisions elastiques
et compense la faible agitation thermique.
(a) cas 2D z − θ (b) cas 2D r-z
Figure 2.2: Norme de la vitesse des electrons |~ue| pour les deux simulations
presentees dans les chapitres 6 et 7, moyennee respectivement dans les direc-
tions azimutale et axiale.
Dans la gamme de temperature des electrons d'un moteur a eet Hall (entre 1 et
50 eV ), les electrons doivent atteindre des vitesses superieures a 1000 km/s pour modi-
er signicativement la frequence de collision. On trouve de telles vitesses electroniques
dans les gaines et dans la direction azimutale du moteur a eet Hall a cause du courant
de Hall. A titre d'illustration, la Fig. 2.2 reporte la norme de la vitesse des electrons
|~ue| pour deux congurations simpliees de moteur a eet Hall qui seront presentees en
detail dans les chapitres 6 et 7. Pour le cas 2D r-z du chapitre 7 (Fig. 2.2(b)), les vitesses
des electrons sont tracees en fonction du rayon du moteur et sont de l'ordre du km/s
sauf dans les gaines ou les electrons atteignent une vitesse de l'ordre de 100 km/s. Ainsi,
lorsque la direction azimutale n'est pas modelisee, l'impact de la vitesse des electrons
sur la frequence de collision elastique est negligeable. Lorsque la direction azimutale est
prise en compte, la vitesse des electrons peut atteindre plus de 1000 km/s a l'interieur
du moteur (Fig. 2.2(a)). Dans ce cas, la frequence de collision peut signicativement
varier et doit donc e^tre calculee en fonction de la temperature mais aussi de la vitesse
des electrons. Toutefois, il faut retenir que cette correction n'est signicative que pour
51
2. MODELISATION D'UN PLASMA DANS UN PROPULSEUR DE
HALL
les electrons de temperature inferieure a 5 eV .
Le calcul du terme source de collision entre un ion et un neutre est realise de la
me^me facon (voir Annexe A) gra^ce a la frequence de collision elastique ion-neutre f1,in
(mn = mi) :












(Minxcosh(2Minx)− sinh(2Minx)) dx] (~ui − ~un)
(2.54)
Dans les moteurs a eet Hall, les ions ont des temperatures plus faibles que les
electrons et la temperature des neutres ne peut plus e^tre negligee. Comme mn = mi,








|~ui − ~un| (2.55)
Sur la Fig. 2.3, la frequence de collision f1,in detaillee dans l'Eq. 2.54 est tracee en
fonction de la temperature et de la vitesse des ions pour une temperature des neutres
Tn de 300 K et une vitesse un de 300 m/s. Lorsque les ions ont une vitesse nulle,
la frequence de collision entre les ions et les neutres augmente lineairement avec la
temperature des ions Ti. Cependant, lorsque la vitesse des ions est superieure a 5 km/s,
les collisions ne sont plus dependantes de la temperature mais uniquement de la vitesse
des ions. Trois regimes peuvent donc e^tre identies :
ui < 1 km/s→ f1,in ≈ eκTTi (2.56)
1 km/s < ui < 5 km/s→ f1,in ≈ f1,in(Ti, ui) (2.57)
5 km/s < ui → f1,in ≈ κuui (2.58)
avec κu et κT des constantes adaptees. En pratique, l'utilisation de ces constantes
permet de diminuer la taille de la base de donnees des frequences de collisions.
Termes de collisions elastiques pour l'equation de conservation de l'energie
totale
Le me^me raisonnement est reproductible pour les termes sources de collision elastique
presents dans les equations d'energie. L'energie echangee entre les especes chargees et
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Figure 2.3: Frequence de collision elastique entre un ion et un atome de Xenon
f1,in en fonction de la temperature et pour dierentes vitesses des ions.
les neutres par collisions elastiques peut e^tre ecrite avec la me^me procedure [28] en














Les details des calculs et les formules pour f2,in et f2,en sont donnes en Annexe A.
Ces frequences se comportent de la me^me facon que les frequences du premier ordre
vis-a-vis de la vitesse et de la temperature de l'espece consideree.
2.3.2 Collisions inelastiques
Les collisions inelastiques creent de nouvelles particules gra^ce a un dierentiel
d'energie et vont donc inuer les equations de conservation de la masse, de quantite de
mouvement et d'energie des dierentes especes.
La reaction d'ionisation
L'ionisation a un ro^le majeur dans les decharges des moteurs a eet Hall et doit
e^tre modelisee avec precision.
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Le processus d'ionisation par impact electronique se manifeste lorsqu'un electron a
haute energie collisionne avec un neutre. Si l'energie de l'electron est plus grande que
l'energie d'activation de la reaction d'ionisation, alors cet electron arrache une charge
negative au neutre. Le neutre se transforme donc en ion et un electron est extrait de la
reaction :
e+ n→ i+ e1 + e2 (2.61)
Les deux electrons produits de la reaction sont appeles e1 et e2.
Le terme source d'ionisation representant la creation d'electrons et d'ions dans
l'equation de conservation de la masse peut s'ecrire sous sa forme integrale (la demonstration
de ce terme est expliquee dans l'Annexe B) :




















La frequence d'ionisation f0,ioniz depend de la temperature electronique Te mais
aussi du nombre de Mach des electrons Me [27]. Certaines simplications ont ete
realisees par rapport aux relations du papier de Benilov [27] dans le cadre d'un pro-
pulseur de Hall (par exemple, le nombre de Mach relatif Men est remplace par le
nombre de Mach electronique Me). Plus recemment, Le et Cambier ont realise la
me^me demonstration [148]. Cependant ils ont choisi le parametre λE pour decrire le
rapport entre l'energie cinetique et l'energie interne des electrons (avec l'hypothese












Ce rapport λE est equivalent au nombre de Mach au carre M
2
e et la relation du pa-
pier de Le [148] est equivalente a l'Eq. 2.64. Le nombre de Mach ou le rapport λE sont
tous les deux dependants de la temperature et de la vitesse des electrons. Sur la Fig. 2.4,
l'inuence de ces deux parametres sur la frequence d'ionisation du Xenon peut e^tre ob-
servee. En augmentant la vitesse des electrons, la frequence d'ionisation augmente pour
des temperatures inferieures a 5 eV . L'energie cinetique de l'electron compense ainsi le
decit d'energie interne pour realiser l'ionisation. Les me^mes remarques peuvent e^tre
faites a propos de l'inuence du rapport λE sur le taux de reaction d'ionisation de
l'Hydrogene dans le papier de Le [148].
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Figure 2.4: Frequence d'ionisation pour un atome de Xenon f0,ioniz en fonction
de la temperature electronique pour dierentes vitesses des electrons.
La reaction d'ionisation agit aussi sur la quantite de mouvement et l'energie to-
tale des particules concernees. Les neutres etant modelises seulement par une equation
de transport de masse dans notre approche uide, les termes sources sont seulement
detailles pour les ions et les electrons. Le systeme global (ion/electron/neutre) n'est
alors plus conservatif car les termes sources pour les neutres ne sont plus pris en compte.
Pour une ionisation par impact electronique, les termes sources pour les equations de
quantite de mouvement [148] s'expriment apres simplications (voir Annexe B) :





f0,ionizun + f1,ioniz(~ue − ~un)
)
(2.67)
avec f1,ioniz une frequence d'ionisation a l'ordre superieur dierente de f0,ioniz (detaillee
dans [148] sous le nom de Rion0 ). Cette frequence d'ionisation a l'ordre 1 depend aussi
















Finalement, l'inuence de l'ionisation sur la conservation de l'energie totale est
fonction de f2,ioniz et de l'energie necessaire a l'ionisation E
∗
ioniz. Les termes sources
d'ionisation sur les equations de conservation d'energie s'expriment [148] (voir Annexe
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Lorsque un neutre est impacte par un electron, il recoit de l'energie qui peut l'amener
vers un etat excite n∗ :
e+ n→ e+ n∗ (2.71)
Dans le modele developpe dans cette these, les deux premiers niveaux d'excitation
correspondant aux niveaux les plus energetiques sont pris en compte (les subscripts exc1
et exc2 sont utilises pour denir les deux reactions). Sachant qu'on ne modelise pas la
conservation de l'energie des neutres, il n'y a aucune raison de modeliser des neutres
excites. Pour une future modelisation des neutres, les termes d'echanges conservatifs
entre les neutres excites et non excites sont detailles dans [147].
La collision par excitation peut e^tre vue comme une collision elastique puisque
l'electron incident va e^tre devie de sa trajectoire et echanger de la quantite de mouve-
ment avec le neutre. Ceci se traduit en un terme source dans la quantite de mouvement
des electrons tire de [147], de la forme :
~S1e,exc = −ρe(f1,exc1 + f1,exc2) (~ue − ~un) (2.72)
ou f1,exc1 et f1,exc2 sont des frequences d'excitation a l'ordre 1 calculees de la me^me
facon que f1,ioniz dans l'Eq. 2.68 avec la section ecace de la reaction d'excitation
consideree σexci.
Lors de la reaction, les electrons perdent une energie consequente qu'ils fournissent











+ ρeueun (f1,exc1 + f1,exc2)
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avec E∗exc1 et E∗exc2 les niveaux d'energie les plus eleves pour exciter un neutre et
fn,exc1 et fn,exc2 les frequences de collision associees a l'ordre n.
Comme pour la reaction d'ionisation, les frequences de collision par excitation
dependent du nombre de Mach des electrons et de la temperature des electrons et se
calculent de la me^me facon. Les deux frequences d'excitation sont tracees sur la Fig. 2.5.
La dependance a la vitesse des electrons est faible pour les electrons energetiques et
devient importante a faible temperature pour des vitesses tres elevees, de la me^me facon
que pour l'ionisation.
(a) Excitation (1→ 2) (b) Excitation (1→ 3)
Figure 2.5: Frequences d'excitation les plus hautes en energie d'activation pour
un atome de Xenon f0,exc1 (a) et f0,exc2 (b) en fonction de la temperature
electronique et pour dierentes vitesses des electrons.
2.3.3 Systeme nal collisionel
Le systeme complet regissant la physique des electrons et des ions dans le plasma,
avec toutes les collisions precedemment citees s'ecrit nalement :
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∂tρe +∇.(ρe~ue) = S0e,ioniz (2.74a)
∂t(ρe~ue) +∇.(ρe~ue~ue + kBTeneI) =















− ene ~E.~ue + S2e,ioniz + S2e,en + S2e,exc
(2.74c)
∂tρi +∇.(ρi~ui) = S0i,ioniz (2.74d)

















2.3.4 Simplications des termes sources
L'ecriture et la resolution de tous les termes sources elastiques et inelastiques du
systeme 2.74 s'averent fastidieux et couteux. Il faut calculer les frequences de colli-
sions pour chaque collision et pour chaque ordre. Les donnees d'entree concernant les
collisions sont fonction de plusieurs parametres et peuvent e^tre rapidement cou^teuses
en memoire et en temps de lecture. Pour alleger ce processus, plusieurs simplications
peuvent e^tre eectuees dans les equations de quantite de mouvement et d'energie des
ions et des electrons.
Collisions pour la quantite de mouvement des electrons
Pour l'equation 2.74b des electrons, la somme des termes sources elastiques et







e,exc = −ρe (ue − un) (f1,ioniz + f1,en + f1,exc1 + f1,exc2) (2.75)
Pour des collisions avec le Xenon, les dierentes frequences de collisions f1,δ sont
tracees en fonction de la temperature des electrons sur la Fig. 2.6 pour une vitesse des
electrons egale a zero.
Lorsque la temperature des electrons est inferieure a 10eV , la repercussion de toutes
les collisions inelastiques sur la quantite de mouvement est negligeable devant celle des
collisions elastiques. Lorsque Te est superieur a 10 eV , l'eet des reactions d'excitation
est toujours largement inferieur aux eets elastiques et S1e,exc peut donc e^tre neglige.
La frequence d'ionisation a haute temperature devient superieure a la frequence des
58
2.3 Termes sources de collisions
Figure 2.6: Comparaison des dierentes frequences de collisions a l'ordre 1 du
Xenon en fonction de la temperature des electrons
collisions elastiques. Le terme S1e,ioniz doit donc e^tre retenu et les termes sources pour





e,en = −ρe (ue − un) (f1,ioniz + f1,en) (2.76)
Collisions pour la quantite de mouvement des ions














f1,ioniz (ue − un)
)
(2.77)
Le premier terme correspond aux collisions elastiques ion-neutre. Les deux autres
termes viennent de la reaction d'ionisation et sont exprimes en fonction des frequences
d'ionisation d'ordre 0 et d'ordre 1. Pour comparer ces termes, les hypotheses suivantes
sont faites :
| la vitesse des neutres est prise egale a un = 300 m/s ;
| deux vitesses d'ions caracteristiques sont utilisees , ui = 1 km/s et ui = 10 km/s
et deux vitesses d'electrons , ue = 10 km/s et ue = 1000 km/s (voir Fig. 2.2) ;
| le rapport ne/ni est egal a 1, ce qui est correct dans tout le moteur sauf dans
les gaines ;
| le rapport me/mi est calcule avec la masse du Xenon ;
| l'eet du nombre de Mach de l'espece consideree sur les frequences de collisions
est pris en compte.
Les dierents termes de l'equation 2.77, equivalents a une acceleration, sont traces
sur la Fig. 2.7.
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Figure 2.7: Comparaison des dierents termes de collision dans l'equation de
quantite de mouvement des ions en fonction de la temperature des electrons
Quelles que soient la vitesse et la temperature des electrons, le troisieme terme dans
l'equation 2.77 est negligeable devant les deux autres. A faible temperature le terme
S1i,ioniz est quasi nul mais devient non negligeable lorsque la temperature des electrons
depasse les 5 eV . Ainsi la premiere contribution du terme source d'ionisation doit e^tre





i,ioniz = −ρif1,in (ui − un) +minef0,ionizun (2.78)
Collisions pour l'energie totale des electrons












+ f1,ionizueun + f2,ioniz
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Generalement, pour les collisions inelastiques, les termes de collisions d'ordre 1 et
2 sont negliges devant la perte d'energie occasionnee par la reaction d'ordre 0. Sur les
Figs. 2.8(a) et 2.8(b), les termes sources energetiques electroniques pour les reactions
inelastiques sont compares. Les simplications des termes de collisions inelastiques
d'ordres superieurs devant le terme d'ordre 0 sont possibles au regard des traces quelles
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que soient la temperature ou la vitesse des electrons (sauf entre 0.2 et 0.3 eV mais les
collisions elastiques dominent dans cette region, voir Fig. 2.9).
(a) Termes sources pour la re´action d’ionisation (b) Termes sources pour les re´actions d’excitation
Figure 2.8: Comparaisons des termes sources energetiques electroniques pour
un atome de Xenon en fonction de la temperature electronique pour dierentes
vitesses des electrons.
Figure 2.9: Comparaison des dierents termes sources sur l'equation d'energie
totale des electrons en fonction de la temperature electronique pour dierentes
vitesses des electrons.
Les termes de collisions inelastiques dominants sont compares aux termes de colli-
sions elastiques sur la Fig. 2.9. Plusieurs conclusions peuvent e^tre tirees. Premierement,
la perte d'energie par collision elastique est predominante devant les collisions inelastiques
pour des temperatures d'electrons inferieures a 1 eV . Ces termes la ne doivent donc
pas e^tre negliges. Deuxiemement, lorsque les vitesses des electrons sont faibles, les deux
termes presents dans l'expression du terme source de collisions elastiques representant
l'echange d'energie cinetique et d'energie thermique sont du me^me ordre de grandeur.
Ces deux contributions sont egalement conservees dans le systeme nal. Finalement,
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la somme des termes sources de collisions dans l'equation d'energie totale pour les



























Collisions pour l'energie totale des ions































Les termes pour l'ionisation peuvent se reecrire en fonction de la densite des ions
































Ainsi, les dierents termes de l'equation 2.82 sont traces en fonction de la temperature
des electrons sur la Fig. 2.10.
Au regard des dierentes contributions des termes sources, les termes d'ordre eleve
pour la reaction d'ionisation sont negligeables devant les autres pour n'importe quelle
temperature et vitesse electronique. Les collisions elastiques sont dominantes a basse
temperature et representent la perte d'energie cinetique et thermique au prot des
neutres. A haute temperature, le terme source dominant represente le transfert d'energie
entre le neutre initial et l'ion incident. Ces remarques sont valables lorsque ni est proche
de ne. Dans les gaines, les termes sources d'ionisation sont negligeables au prot des
termes elastiques me^me a haute temperature car ne/ni << 0 . Finalement, la somme
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Figure 2.10: Comparaison des dierents termes sources sur l'equation d'energie
totale des ions en fonction de la temperature electronique pour dierentes
vitesses des electrons.

























Parmi tous les modeles uides de la litterature, un modele a 10-moments a ete retenu
pour cette these, qui est plus complet qu'une equation de derive-diusion. L'equation
de Poisson est resolue pour prendre en compte les variations du champ electrique vis-
a-vis des dierences de charges dans le domaine. Une derivation rigoureuse des termes
sources de collision est decrite et des simplications ont ete realisees en adequation
avec les proprietes des moteurs a eet Hall. Les frequences de collision dependent de
la vitesse electronique, dependance non-negligeable dans certaines congurations. Les
dierentes equations de ce modele sont traitees dans le code AVIP developpe dans cette
these et les dierents concepts numeriques seront detailles dans le chapitre suivant.
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3. DEVELOPPEMENT NUMERIQUE DU CODE AVIP
3.1 Introduction
Un nouveau code pour la simulation du plasma a ete cree au cours cette these, sur
la base des equations decrites dans le chapitre precedent. Ce code, appele AVIP reprend
la structure du code AVBP [204] depuis plus d'une vingtaine d'annees au CERFACS.
Ce chapitre decrit les principaux developpements et modications eectues dans AVBP
pour aboutir au code AVIP.
3.1.1 Similitude avec le code AVBP
Le code AVBP est un solveur qui resout les equations de Navier-Stokes multi-
especes compressibles reactives sur des maillages non-structures et hybrides en 3 di-
mensions. Il est utilise principalement dans le domaine de la combustion [122, 195]
et de l'aerodynamique [178] an de modeliser les ecoulements turbulents instation-
naires reactifs dans des geometries academiques ou industrielles. Le code repose sur
une structure adaptee au calcul haute performance et assure de bonnes performances
sur un grand nombre de processeurs [97].
Les equations de Navier-Stokes compressibles reactives resolues par AVBP decrivent
l'evolution des grandeurs conservatives ρk, ρu et ρE de l'ecoulement considere et sont






(ρkuj) = − ∂
∂xj






(ρuiuj) = − ∂
∂xj






(ρEuj) = − ∂
∂xj
[ui (Pδij − τij) + qj ] + _ωT (3.3)
Les termes convectifs, instationnaires et de gradient de pression pour chaque equation
de conservation sont equivalents a ceux derives dans le systeme d'equations d'AVIP. La
prise en compte de plusieurs especes se fait ici a travers les k equations de conservation
de masse 3.1 pour chaque espece de densite ρk . Il est donc suppose que chaque espece
est convectee avec une vitesse d'ensemble uj contrairement a un plasma ou chaque
espece d'ions et d'electrons a une vitesse et une temperature distinctes.
Le terme source de creation ou de perte de masse pour chaque espece est modelise par
le terme _ωk. Il peut e^tre assimile au terme source d'ionisation dans les equations de
conservation de la masse pour les especes plasmas. Dans l'equation de conservation de
l'energie totale 3.3, le terme source _ωT correspond aux pertes ou gains d'energie via les
reactions chimiques. Des termes equivalents sont presents dans l'equation de conserva-
tion d'energie electronique 2.42 pour representer par exemple la perte d'energie d'un
electron par excitation d'un neutre.
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Les equations de Navier-Stokes prennent en compte la diusion des grandeurs globales
a travers un tenseur des contraintes visqueuses τij et d'un ux diusif pour chaque
espece Jj,k. Les collisions entre particules de me^me espece etant negligees dans la for-
mulation plasma choisie, ces termes de diusion ne sont pas presents dans AVIP.
Ainsi les equations resolues par AVBP sont similaires sur certains points au systeme
d'equations que l'on veut resoudre dans le cadre de cette these. Le code AVBP possede
donc une structure adaptee pour la resolution du systeme d'equations regissant la phy-
sique des moteurs a eet Hall. De plus, il est aussi utilise dans un contexte indus-
triel et poursuit le me^me objectif, a savoir realiser des simulations hautes performances
d'ecoulements dans des geometries complexes necessitant l'utilisation de maillages non-
structures. De nombreuses fonctionnalites,modeles et algorithmes du code AVBP sont
donc compatibles avec le travail de cette these et peuvent e^tre utilises dans le code AVIP.
3.1.2 Le code AVIP
Le code AVIP est dedie a la resolution de la physique des plasmas froids pour la si-
mulation des moteurs a eet Hall. Il contient un solveur particulaire et un solveur uide
(Fig. 3.1). Le solveur PIC appele AVIP-PIC va servir de code de reference pour vali-
der les hypotheses et concepts numeriques du code uide AVIP-Fluide. Il sera detaille
brievement dans la sous-section 3.1.2.2. Le developpement d'un code hybride prenant
en compte les deux methodologies pour simuler le mouvement des particules est un
objectif a long terme qui sera aborde dans le cadre d'une prochaine these.
Figure 3.1: Les dierentes possibilites du code AVIP
L'enjeu est ici de modeliser le plasma dans la chambre de decharge de facon uide.
Bien que les modeles uides ne soient pas exacts pour ce type de plasmas (voir chapitre
2), ils permettent d'avoir une solution approchee de l'ecoulement et sont envisageables
en terme de cou^t de calcul pour des geometries a l'echelle des propulseurs.
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3.1.2.1 La separation des operateurs
Le modele presente dans le chapitre 2 est complexe et prend en compte de nom-
breux phenomenes physiques. Le systeme d'equations de conservation sans les termes
sources est hyperbolique et est appele systeme d'Euler. Il est couramment integre dans
de nombreux domaines de la physique et de nombreux schemas numeriques resolvent
ce systeme de maniere ecace. L'equation de Poisson quant a elle est parabolique et
necessite des methodes basees sur une inversion de matrice. Enn, les termes sources
dependant uniquement des variables du systeme et des champs electromagnetiques,
consideres comme constants au cours d'une iteration., le systeme qui en decoule est
integrable separement.
Figure 3.2: Representation schematique de la boucle temporelle du solveur
AVIP Fluide
Ainsi, la strategie dans AVIP est de separer la resolution numerique du systeme
complet en plusieurs sous-problemes correspondant a une partie du systeme d'equations,
comme decrit sur la Fig. 3.2. La boucle temporelle permettant de passer de la solution
au temps tn a celle au temps tn+1 est decomposee en 3 etapes. Premierement, le champ
electrique est calcule avec l'equation de Poisson a partir de la dierence de densite entre
les ions et les electrons presents dans le domaine. Les methodes numeriques employees
pour resoudre l'equation de Poisson sont detaillees dans la section 3.5. Ensuite, les
termes sources non conservatifs sont resolus gra^ce a un solveur implicite. Le choix
de cette methode et son fonctionnement sont expliques dans la section 3.4. Enn, le
systeme d'Euler conservatif est resolu an d'obtenir l'evolution des proprietes physiques
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de chaque espece dans le plasma. Ce systeme peut e^tre discretise de plusieurs facons
dans AVIP et les dierents schemas numeriques sont presentes dans la section 3.3.
Aucune methode numerique n'est a ce jour susamment robuste pour integrer le
systeme complet. Separer l'integration des dierentes contributions du systeme induit
forcement des erreurs numeriques. Une separation simple comme realisee dans AVIP
assure d'avoir un schema numerique global a l'ordre 1 en temps. D'autres methodes
de separation existent pour obtenir un schema d'ordre 2 en temps comme les schemas
de separation de Strang (Strang Splitting schemes) [214]. Ils sont utilises dans certains
modeles uides plasmas [2, 63] et sont particulierement robustes pour cette physique.
Ils consistent a integrer les termes sources en deux fois, avant et apres l'integration du
systeme d'Euler, comme sur la Fig. 3.3. Ils necessitent cependant de calculer deux fois
l'integration des termes sources, ajoutant un cou^t de calcul non-negligeable. De plus,
la dierence de precision entre la methode Strang-Splitting et la methode classique ne
s'est pas averee determinante dans les cas tests realises dans la suite de la these et la
methode simple a ete nalement retenue.
Figure 3.3: Separation des etapes d'integration au premier ordre (a gauche) et
methode de Strang (a droite)
3.1.2.2 L'approche Particle-In-Cell (PIC)
Les methodes PIC sont des methodes precises et representent les eets cinetiques
du plasma a l'interieur du moteur. Le code AVIP-PIC est donc utilise pour obtenir des
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solutions de reference aux dierentes congurations etudiees. L'approche particulaire
ou Particle-In-Cell (PIC) va suivre l'evolution des particules du plasma dans l'espace
des phases (~x,~v) (position et vitesse). Les macroparticules representant le plasma sont







= qp( ~E + ~vp × ~B) (3.5)
Avec mp et qp respectivement la masse et la charge de la particule transportee.
Chaque famille de particule (neutres, ions et electrons) est regie par ces equations et
est couplee aux autres par des collisions decrites avec un algorithme de Monte-Carlo.
L'approche numerique du code peut se resumer par le diagramme de la Fig. 3.4.
Figure 3.4: Boucle temporelle d'un calcul PIC standard
Les positions ~xp des particules sont calculees a partir de leur vitesse ~vp gra^ce a un
algorithme de transport au temps t + t. Une fois les nouvelles positions et vitesses
connues, on utilise l'algorithme de Monte-Carlo an de determiner les collisions entre
les particules et de repercuter l'eet de ces collisions sur les positions et les vitesses.
Ensuite, une interpolation du champ Lagrangien des particules sur le maillage va per-
mettre d'acceder a la densite volumique d'ions et d'electrons dans le domaine. Le champ
electrique est calcule comme pour la partie uide avec une equation de Poisson a par-
tir de la dierence de densites des particules chargees. Finalement le champ electrique
calcule ~E et le champ magnetique modient la vitesse des particules dans le domaine
et sont utilises pour calculer leur transport.
La partie PIC du code n'a pas ete developpee pendant la these et n'est donc pas plus
detaillee. Certains resultats obtenus avec AVIP-PIC [229] ont ete pris comme reference




Les equations precedemment derivees dans le chapitre 2 sont semblables a un
systeme d'Euler avec des termes sources. La resolution de la partie conservative du
systeme se fait a partir d'une methode volumes nis centree aux nuds utilisant un
solveur de Riemann pour la resolution des ux a l'interface. Le choix de la methode
numerique et les elements necessaires a la discretisation des equations sont detailles dans
cette section. De plus, la resolution de l'equation de Poisson est egalement discretisee
gra^ce a une methode volumes nis et certains fondements enonces dans cette section
seront utilises par la suite.
3.2.1 La methode volumes nis
La methode volumes nis permet de discretiser le systeme d'equations conservatives








~FIc · ~nIcdS (3.6)
ou ~nIc est la normale de l'interface Ic du volume de contro^le Vc. La variation tem-
porelle de la quantite U resulte de l'integrale des ux a la surface du volume Vc. Le ux
traversant chaque interface du volume de contro^le ~FIc doit e^tre determine a partir du
vecteur solution U . dont les valeurs aux interfaces sont calculees a partir des valeurs
aux nuds du maillage. La methode des volumes nis est facile a mettre en uvre sur
maillage structure comme non-structure. L'integrale des ux sur les surfaces du volume
de contro^le est deni comme le residu RVc dans le volume de contro^le, qui est ensuite
utilise pour la resolution temporelle des equations avec le schema temporel adequat
(voir sous-section 3.3.4).
3.2.2 Resolution des equations et stockages des donnees
Numeriquement, il existe dierentes possibilites permettant de denir le volume de
contro^le ainsi que l'endroit de stockage des donnees. En utilisant une methode volumes
nis, on peut decider d'utiliser comme volume de contro^le Vc :
| soit les cellules du maillage appelees aussi volumes primaux ;
| soit des volumes duaux denis a partir des centres des cellules du maillage ;
Les denitions des dierents volumes presents dans un maillage sont detaillees dans
la sous-section 3.2.3 . Les variables peuvent ensuite e^tre stockees :
| soit aux nuds du maillage ;
| soit aux centres des cellules du maillage ;
71
3. DEVELOPPEMENT NUMERIQUE DU CODE AVIP
Figure 3.5: Schema des dierentes formulations utilisees pour la methode vo-
lumes nis
Pour la resolution des equations d'Euler en volumes nis, trois formulations sont
utilisees dans la litterature et schematisees sur la Fig. 3.5 :
La formulation cellules-centres ou cell-centered C'est la formule la plus evidente
et la premiere a avoir ete utilisee pour des methodes volumes nis [70, 121]. Les variables
sont stockees aux centres des cellules du maillage primal qui font oce de volume de
contro^le. L'inconvenient de cette methode est qu'elle necessite les valeurs des variables
sur les cellules voisines an de calculer correctement le ux sur chaque face de la cel-
lule. Cette formulation n'est donc pas adaptee a des codes paralleles car l'information
necessaire n'est pas dans la cellule de calcul et peut donc se trouver dans un autre
processeur.
La formulation centres-nuds ou node-centered (appelee aussi vertex-centered)
Elle utilise les centre des cellules du maillage pour denir les volumes de contro^le qui
sont appeles volumes duaux et denis dans la sous-section 3.2.3.2. La metrique pour
denir les maillages est donc dierente. Les solutions sont stockees aux noeuds centre de
ces volumes. Cette formulation presente l'inconvenient de denir un second maillage et
necessite une metrique specique pour les volumes duaux. Cependant avec une ecriture
adaptee, cette metrique peut e^tre ecrite facilement notamment a partir de relations
entre les normales (voir 3.2.3.2). Cette methode est particulierement adaptee a l'utili-
sation de solveurs de Riemann aux interfaces des volumes de contro^le [1, 49, 50, 132].
La formulation cellules-nuds ou cell-vertex La formulation cell-vertex consiste
a utiliser les cellules comme volume de contro^le en stockant les variables aux nuds.
Les methodes cell-vertex ont ete introduites par Ni [175] et developpees notamment
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par Crumpton & al [70] ou Deconinck & al [193]. Le residu calcule dans chaque volume
de contro^le doit e^tre envoye aux nuds de la cellule. Chaque nud va donc recevoir la
contribution de toutes les cellules auxquelles il appartient, ponderee par le volume de
contro^le des cellules. De nombreuses etudes ont demontre la precision de la methode
cell-vertex [172, 198] me^me sur des maillages distordus. En eet dans ce cas, les vo-
lumes duaux peuvent e^tre serieusement deformes et il est plus interessant de garder le
volume primal comme volume de contro^le. Cependant la methode cell-vertex necessite
d'envoyer les informations stockees aux nuds vers la cellule pour le calcul du residu et
de renvoyer le residu aux nuds une fois celui-ci calcule. Le lieu de stockage des donnees
n'etant pas le centre des volumes de contro^le, ces etapes additionnelles peuvent parfois
e^tre cou^teuses sur maillage non-structure.
Le choix de la formulation va dependre du schema numerique employe pour la
resolution de l'equation 3.6, mais aussi de la strategie de partitionnement choisie ou
encore du traitement des conditions limites.
3.2.3 Metriques pour les maillages non-structures
3.2.3.1 Maillages
AVIP doit e^tre capable de modeliser l'ecoulement plasma dans des geometries po-
tentiellement complexes et realistes. Dans cet esprit, les maillages non-structures sont
essentiels pour decrire des details geometriques qui peuvent avoir un impact sur le
fonctionnement du moteur. En eet, les maillages structures sont souvent limites a des
geometries simples et peuvent demander beaucoup de temps et d'experience a realiser.
Au contraire, la generation d'un maillage non-structure est rapide et facile a realiser
avec un logiciel de maillage adequat.
L'inconvenient majeur des maillages non-structures est un adressage indirect de la
connectivite qui resulte en une perte d'ecacite compare aux maillages structures. Il
est necessaire de passer par des tables de connectivite ce qui augmente aussi le besoin
en memoire. Gra^ce a une table de connectivite cellule-nuds, chaque element est relie a
ses nuds et chaque nud peut identier ses cellules environnantes. Le maillage etant
xe, ces informations peuvent e^tre toutefois calculees une seule fois avant la boucle
temporelle.
Les maillages non-structures peuvent e^tre composes de dierents types d'elements
comme des triangles ou des quadrilateres en 2 dimensions, et des tetraedres, hexaedres,
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prismes ou encore des pyramides en 3 dimensions. Tous ces elements sont utilises dans
AVIP et il est possible de combiner plusieurs types d'elements au sein d'un me^me
maillage. Dans le cadre de cette these, seuls des triangles en 2D et des tetraedres en
3D vont e^tre utilises. Tous les developpements realises dans AVIP avec des triangles ou
tetraedres sont directement extensibles a n'importe quel type d'element.
Les maillages non-structures sont realises avec le logiciel de maillage CENTAUR [53]
qui permet de creer facilement des maillages comportant n'importe quel type d'element
en respectant des criteres speciques pour la resolution numerique. Des exemples de
maillages composes de triangles et de tetraedres dans des geometries de moteur a eet
Hall sont representes sur les Figs. 3.6 et 3.7.
Figure 3.6: Maillage 2D compose de triangles d'une coupe r-z de la chambre
d'un moteur a eet Hall (voir chapitre 7) realise avec CENTAUR [53]
Si l'on veut capturer les eets du plasma deviant de la quasi-neutralite, la lon-
gueur de Debye λDe (Eq. 1.10) doit e^tre discretisee pour determiner les interactions
electrostatiques entre les particules chargees. Pour denir le maillage d'une simulation,
la taille d'une cellule devra ainsi e^tre inferieure a 1 longueur de Debye dans tout le
domaine.
3.2.3.2 Les volumes duaux
Avec une formulation centres-nuds, le volume de contro^le est un volume associe
a chaque nud du maillage appele volume dual. Ce volume peut e^tre construit de
dierentes facons [23, 166, 230] avec un impact sur la precision. La conguration retenue
ici est la methode basique de la cellule duale mediane (median cell en anglais). En 2D,
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Figure 3.7: Maillage 3D compose de tetraedres d'un moteur PPS-5000 realise
avec CENTAUR [53]
les are^tes du volume dual sont denies a partir des centres des cellules et des centres des
are^tes (en 3D les centres des surfaces) de chaque cellule comme decrit sur la Fig. 3.8 pour
un element triangulaire. Cette methode a ete choisie car contrairement aux methodes
basees sur des triangulations (Maillages de Voronoi [166]), elle est denie pour n'importe
quel element et la partie de volume dual dans une cellule est toujours incluse dans cette
me^me cellule.
Le volume d'une cellule duale peut facilement se calculer a partir des volumes des
cellules primales. En eet, la methode de la cellule mediane implique que le volume de
la cellule primale soit divise exactement par son nombre de sommets. Pour un triangle,












ou VCτ est le volume dual du noeud dans la cellule C.
Avec la formulation choisie, les informations sont stockees aux nuds du maillage.
On denit la normale d'un nud du maillage ~ni a l'interieur d'une cellule comme
l'oppose de la somme des normales aux faces de cet element ~nf contenant ce noeud (les
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Figure 3.8: Element triangulaire. G est le centre de la cellule, i, j et k sont les
nuds de la cellule, ~nik, ~njk et ~nij sont les normales au faces, ~ni, ~nj et ~nk sont
les normales aux noeuds (Equation 3.9), V iD la portion de volume dual associe
au noeud i, ~NDik et ~NDik les normales des faces du volume dual V
i
D
ou Nfi est le nombre de faces voisines contenant le nud i et peut varier en fonction
de l'element considere. Avec cette relation, les normales aux nuds du maillage sont
orientees vers l'interieur de la cellule ou de l'element considere. Dans n'importe quel
element, par circulation la somme des normales aux faces est egale a zero. Ainsi dans
un triangle :
~nij + ~njk + ~nik = 0 (3.10)
Avec l'equation 3.9, la normale d'une face d'un triangle est stockee sur le nud qui
n'appartient pas a cette face :
~nij = − (~njk + ~nik) = ~nk (3.11)
Cette remarque est aussi valable pour des tetraedres en 3 dimensions. Cependant,
cette propriete n'est pas veriee par les elements bilineaires (quadrilateres par exemple).
On peut egalement relier les normales ~NDij des volumes duaux aux normales ~nij




(~njk − ~nik) = 1
6
(~ni − ~nj) (3.12)
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3.3 Schemas numeriques pour la convection
3.3.1 Schemas numeriques du code AVBP
Dans un premier temps, les schemas d'AVBP ont ete repris et adaptes pour AVIP.
Pour resoudre le systeme d'equations 3.1 - 3.3, le code AVBP utilise des schemas
numeriques bases sur la methode des residus distribues [144], et une approche cell-
vertex. Les schemas les plus utilises sont le schema volumes nis de Lax-Wendro (LW)
et les schemas elements nis de Taylor-Galerkin (TTGC et TTG4A) bases sur une ex-
pansion de Taylor temporelle. Ils ont la particularite d'inclure a la fois l'integration
spatiale et temporelle dans leur resolution ce qui ne necessite donc pas l'utilisation
d'un schema temporel additionnel. Pour plus de details sur l'implementation et l'ex-
pression des schemas dans AVBP, le lecteur pourra se referer aux theses de Lamarque
[144] ou de Segui-Troth [205].
Le schema Lax-Wendro Le schema Lax-Wendro developpe dans [145, 175], est
un schema centre d'ordre 2 en temps et en espace, corrige par un terme de decentrage
pour le rendre plus robuste. C'est le schema le plus rapide en terme de temps de calcul.
Les schemas Taylor-Galerkin TTGC et TTG4A Ces schemas developpes dans
[64] et [75] sont d'ordre 3 en espace et plus precis que le schema Lax-Wendro. Ces
schemas sont notamment beaucoup moins dissipatifs et dispersifs que LW. Le schema
TTG4A est legerement plus dissipatif que TTGC et est par consequent plus robuste sur
des applications avec des gradients plus raides. Il peut aussi e^tre utilise a des nombres
CFL legerement plus eleves.
Tous ces schemas sont centres en espace et peuvent presenter des oscillations point
a point dans les zones ou les gradients sont mal discretises. Ils sont precis mais peu
robustes lorsque la physique devient raide. On utilise alors des operateurs de visco-
site articielle appliques aux endroits ou les gradients des variables de l'ecoulement
deviennent trop importants, gra^ce a des senseurs dependants de l'ecoulement etudie.
Les senseurs peuvent e^tre bases sur dierentes grandeurs telles que la pression ou la vi-
tesse. Pour les cas supersoniques, des senseurs de chocs sont aussi implementes comme
le senseur de Cook & Cabot [65].
La physique du plasma est tres raide, les ecoulements peuvent e^tre supersoniques
dans les gaines pres des parois et le schema numerique utilise doit e^tre susamment
robuste pour gerer les forts gradients de pression et de densite dans le domaine. De
plus, le plasma dans les moteurs a propulsion spatiale etant a tres faible pression, il est
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tres important d'avoir un schema positif pour eviter des pressions negatives.
Les schemas centres ci-dessus ont ete testes pour AVIP en combinaison avec des operateurs
de viscosite articielle. Pour certains cas, notamment des cas quasi-neutres sans modelisation
de gaines ces schemas ont ete utilises avec succes, non sans quelques adaptations des
senseurs de viscosite articielle a la physique du plasma. Cependant pour la plupart
des cas prenant en compte la creation de gaines, le manque de robustesse des schemas
Lax-Wendro, TTGC et TTG4A a ete problematique voire redhibitoire.
3.3.2 Implementation d'un schema volumes nis base sur un solveur
de Riemann
An d'ameliorer la robustesse numerique d'AVIP, des schemas decentres ont ete
implementes. Les schemas decentres sont beaucoup utilises pour decrire le plasma dans
de nombreuses applications [41, 176, 225, 227] et en particulier pour les plasmas froids
[2, 12, 63, 100, 106]. Cependant, le gain en robustesse se fait au detriment de la precision,
ce qui peut poser probleme pour le calcul d'instabilites par exemple.
L'objectif est de trouver un schema numerique capable de s'adapter a une methode
volumes nis avec une formulation cell-vertex an d'utiliser les structures et metriques
deja presentes dans AVIP. Les schemas decentres volumes nis bases sur des solveurs
de Riemann sont de bons candidats pour la resolution du plasma et sont presentes
ci-dessous.
3.3.2.1 Le probleme de Riemann et application aux equations d'Euler 1D
Physiquement, le probleme de Riemann peut e^tre identie au probleme du tube a
chocs [66]. Deux gaz de densite et pression dierentes sont separes dans un tube par
un diaphragme en x = x0. Lorsque l'interface entre les deux gaz disparait, l'ecoulement
genere une onde de choc qui demarre en x = x0 ainsi qu'une onde de rarefaction
et une discontinuite de contact. Le probleme de Riemann peut se formaliser sous la










UL, x < x0
UR, x > x0
(3.14)
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Les indices L et R representent les quantites respectivement a gauche et a droite
de l'interface comme representes sur la Fig. 3.9. U est le vecteur de variables et F (U)




 , F (U) =
 ρuρu2 + p
u(E + p)
 (3.15)
Figure 3.9: Condition initiale discontinue pour un probleme de Riemann





La reecriture de l'Eq. 3.13 en variables primitives et avec la Jacobienne des ux







A(W ) peut s'exprimer facilement en fonction des grandeurs primitives de l'ecoulement :
A(W ) =
u ρ 00 u 1ρ
0 γP u
 (3.18)
Cette matrice est diagonalisable et a 3 valeurs propres λi :
λ1 = u− c , λ2 = u , λ3 = u+ c (3.19)
En diagonalisant le systeme precedent 3.17, il est possible de le reformuler en un
systeme d'ondes propagatives compose d'une onde entropique se deplacant a la vitesse
d'advection λ1 = u et de deux ondes acoustiques aux vitesses λ1 = u+ c et λ3 = u− c.
Les vecteurs propres correspondants representent les quantites transportees par ces
ondes.
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La solution du probleme de Riemann peut e^tre representee dans le plan (x-t) comme
sur la Fig. 3.10. Au cours du temps, les trois ondes determinees precedemment de vi-
tesses λ1−3 se propagent et separent le plan (x-t) en 4 regions distinctes. La region
entre les 2 ondes acoustiques est denommee "star region" et U∗L et U
∗
R sont les etats
de part et d'autre de l'onde entropique. En fonction des conditions initiales, les ondes
de la solution du probleme de Riemann peuvent e^tre des ondes de rarefaction, des dis-
continuites de contact ou des ondes de chocs (voir le livre de Toro [223]). Suivant les
conditions a gauche et a droite de l'interface, ces ondes peuvent e^tre de nature dierente
et necessiter des modelisations dierentes.
Figure 3.10: Structure de la solution du probleme de Riemann 1D dans le plan
x-t
3.3.2.2 Le solveur de Riemann exact
Figure 3.11: Maillage uniforme 1D et position des interfaces pour les ux
Pour des raisons de simplicite, l'explication du solveur de Riemann se fera ici avec
le schema decentre d'Euler et un maillage 1D selon la direction ~x de pas d'espace x
constant (voir Fig. 3.11). La solution au probleme peut alors s'ecrire sous la forme
semi-discrete suivante :
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ou t represente le pas de temps entre les deux instants n et n + 1. La derivee
spatiale du ux au temps n doit e^tre determinee en fonction de l'etat du vecteur U
connu sur les nuds du maillage. Elle est calculee au nud i comme la somme des ux
aux interfaces d'un volume de contro^le autour du nud i (Fig. 3.11). Ainsi l'Eq. 3.13










] · ~n (3.21)
ou ~n est la normale sortante aux interfaces du volume de contro^le.
Le solveur de Riemann permet de calculer correctement les ux aux interfaces i+ 12
et i− 12 a partir des variables aux points voisins.
Godunov a ete le premier a proposer un solveur de Riemann exact [94] an de cal-
culer ces uxa partir des solutions du probleme de Riemann dans toutes les regions
entre les ondes (Fig. 3.10). En fonction du probleme (onde de chocs, de rarefaction ou
discontinuite de contact), il existe dix possibilites de solutions dierentes qui doivent
toutes e^tre prises en compte. L'implementation de ce type de schema numerique est tres
fastidieux a mettre en oeuvre et le cou^t de calcul peut vite e^tre important. En pratique
ce solveur de Riemann n'est jamais utilise et des solveurs de Riemann approches ont ete
concus an de gagner en temps de calcul tout en garantissant une solution precise au
probleme. Dans la suite, dierents solveurs de Riemann approches sont detailles et les
relations directes pour retrouver les ux traversant l'interface sont presentees. Pour de
plus amples informations sur les demonstrations des relations, le lecteur peut consulter
le livre de E. Toro [223].
3.3.2.3 Le schema de Rusanov
Le schema de Rusanov (appele aussi schema de Lax-Friedrichs) est le solveur de
Riemann le plus simplie pour resoudre un probleme de Riemann. Il ne prend pas en
compte la solution du probleme de Riemann exact mais utilise un ux centre auquel
on ajoute un terme dissipatif pour assurer la stabilite du schema. Ce terme dissipatif







(FL + FR)−max(uL + cL, uR + cR) (UL − UR) (3.22)
Les indices L et R representent les quantites respectivement a gauche et a droite
de l'interface.
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Le schema de Rusanov est assurement stable et facile a mettre en place mais reste
le solveur de Riemann le plus dissipatif pour les equations d'Euler.
3.3.2.4 Le schema de Roe
Roe [196] propose un solveur de Riemann approche, base sur une approximation
du systeme hyperbolique. Il est sans doute le schema le plus utilise et connu parmi les
solveurs de Riemann approches. Il consiste a approcher la matrice Jacobienne A(U) du
systeme d'Euler linearise de l'Eq. 3.17 par la matrice dite de Roe A˜(U), qui depend
des moyennes de Roe des etats a gauche et a droite de l'interface. Ce choix est ex-
plique dans le papier original de Roe [196] en veriant certaines proprietes essentielles
telles que l'hyperbolicite, la conservation et la consistance du systeme d'equations.
Les moyennes de Roe des variables primitives du systeme d'Euler en trois dimensions



















































avec ~V2 = ~u2 + ~v2 + ~w2.
Cette nouvelle matrice A˜(U) admet des valeurs propres λ˜i(UL, UR) et des vecteurs
propres K˜i(UL, UR) (non detailles) dependant maintenant des moyennes de Roe :
~λ1 = ~u− ~c, ~λ2 = ~λ3 = ~λ4 = ~u, ~λ5 = ~u+ ~c (3.29)













Le ux a l'interface pour le schema de Roe FRoe
i+ 1
2
necessite le calcul des valeurs
propres et vecteurs propres provenant des moyennes de Roe, mais aussi des facteurs
d'intensite des ondes ~αi. Cette formulation fait apparaitre un terme centre et un terme
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decentre provenant de la formulation de Roe. Cependant le schema de Roe ne respecte
pas le second principe de la thermodynamique dans certains cas et une correction
d'entropie est alors necessaire. Si le terme decentre est egal a zero, une correction
d'entropie est necessaire an de stabiliser le schema. La correction d'Harten [111] est la
plus connue et remplace les valeurs absolues dans l'Eq. 3.30 par la fonction de Harten









si |λ| ≤ δH
|λ| sinon
(3.31)
3.3.2.5 Le schema HLL
L'idee du solveur de Riemann approche HLL propose par Harten, Lax et van Leer
[224] est de considerer seulement les 2 ondes les plus rapides des equations d'Euler en
3 dimensions, a savoir les deux ondes acoustiques. Ainsi, on peut distinguer 3 regions











Figure 3.12: Solveur de Riemann HLL : Decoupage du plan x-t en 3 regions






FL , si 0 ≤ sL
sRFL−sLFR+sLsR(UR−UL)
sR−sL , si sL ≤ 0 ≤ sR
FR , si 0 ≥ sR
(3.33)
L'expression du ux a l'interface F hll
i+ 1
2
depend donc uniquement des grandeurs xees
des deux co^tes de l'interface et du choix des vitesses sL et sR pour determiner les deux
ondes les plus rapides. Ce choix a une importance dans la robustesse et la precision du
solveur de Riemann et de nombreuses formulations sont presentes dans la litterature
[24, 72, 81, 224]. La formulation conseillee pour les schemas de type HLL est detaillee
dans le papier de Batten & al [24] et regroupe les idees de plusieurs papiers plus anciens
[72, 81, 224]. C'est la solution la plus robuste et celle qui predit les vitesses correctes
83
3. DEVELOPPEMENT NUMERIQUE DU CODE AVIP


















Davis [72] a suggere d'estimer les vitesses maximales des ondes avec les moyennes de
Roe denies dans la sous-section 3.3.2.4. Finalement, les valeurs propres minimales et
maximales du systeme d'Euler sont les vitesses de propagation des ondes acoustiques :
sL = min [uL − clL, ~u− ~c] (3.36)
sR = max [uR + cR, ~u+ ~c] (3.37)
ou cL etcR sont les vitesses du son exprimees a gauche et a droite de l'interface.
Dans AVIP l'utilisation d'autres expressions pour le calcul des vitesses sL et sR n'a
montre aucune dierence notable de precision ou de robustesse sur les cas testes.
3.3.2.6 Le schema HLLC
Considerer seulement une conguration avec 2 ondes n'est pas une hypothese cor-
recte dans le cadre des equations d'Euler. La resolution de certains aspects physiques,
en particulier la discontinuite de contact, est erronee et les resultats peuvent e^tre in-
corrects. Le solveur de Riemann HLLC (le C pour Contact) [224] prend en compte une
onde supplementaire qui implique donc 4 regions intermediaires pour la resolution du
probleme de Riemann. La nouvelle onde de contact consideree a pour vitesse s∗ et peut
se calculer en fonction des grandeurs primitives et des vitesses du son a gauche et a
droite de l'interface :
s∗ =
pR − pL + ρLuL (sL − uL)− ρRuR (sR − uR)
ρL (sL − uL)− ρR (sR − uR) (3.38)
Ainsi la region entre les deux ondes dans le solveur HLL est decoupee en deux parties






U∗L , si sL ≤ xt ≤ s∗
U∗R , si s
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Figure 3.13: Solveur de Riemann HLLC : Decoupage du plan x-t en 4 regions
caracteristiques avec une onde de contact supplementaire de vitesse s∗































FL , si 0 ≤ sL
F ∗L , si sL ≤ 0 ≤ s∗
F ∗R , si s
∗ ≤ 0 ≤ sR
FR , si 0 ≥ sR
(3.41)
Les ux entre les caracteristiques F ∗L et F
∗
R dependent des ux exterieurs FL et FR
ainsi que des vecteurs U∗L et U
∗
R calcules avec l'equation 3.40 :
F ∗L = FL + sL (U
∗
L − UL) (3.42)
F ∗R = FR + sR (U
∗
R − UR) (3.43)
L'expression du ux a l'interface F hllc
i+ 1
2
est donc parfaitement denie en fonction des
grandeurs (variables et ux) de part et d'autre de l'interface. Dierentes formulations
du solveur HLLC sont presentes dans la litterature [44, 223], mais celle presentee dans
cette sous-section est la plus utilisee. Comme pour le schema HLL, le calcul des vitesses
sL et sR peut avoir une importance dans la precision et la robustesse du schema et la
aussi de nombreuses formulations sont adoptees [24, 72, 224]. Celle retenue pour ce
schema est la me^me que pour le schema HLL.
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3.3.3 L'approche MUSCL
Pour un schema du premier ordre, les valeurs a gauche et a droite de l'interface
prises en compte pour le solveur de Riemann sont simplement recuperees a partir des
nuds les plus proches de l'interface. Si on reprend la Fig. 3.8 denissant le volume
dual, le ux a l'interface ayant pour normale ~NDij est calcule a partir des vecteurs Ui
et Uj stockes aux nuds i et j. Cette methodologie garantit un schema d'ordre 1. Le
choix des valeurs de chaque cote de l'interface du volume de contro^le est le point cle
an d'obtenir des schemas d'ordre plus eleve. Les approches MUSCL pour Monotone
Upstream Centered Schemes for Conservation Laws, sont basees sur une reconstruction
des etats et des ux a l'interface. L'objectif est de proposer une approximation lineaire
de la solution a l'interface a partir des valeurs d'autres nuds voisins. Ces formula-
tions permettent d'etendre l'ordre du schema typiquement a l'ordre 2 sur des maillages
non structures. Cependant l'utilisation d'informations non locales a la cellule revient a
augmenter le stencil du schema ce qui constitue une diculte majeure (et un surcou^t
potentiellement important) dans un contexte de simulations paralleles.
Les approches MUSCL sont tres nombreuses [44, 62] et il n'existe pas une for-
mulation consideree comme ideale et fondamentale. Ici l'objectif n'est pas de faire un
etat de l'art des dierentes approches de la litterature mais d'essayer d'en identier
une adaptee au formalisme d'AVIP. La formulation choisie et implementee dans AVIP
est decrite dans dierents papiers de l'INRIA [10, 29]. Elle a ete developpee dans un
contexte volumes nis, centres-nuds (Vertex-Centered) sur triangles non-structures
et est donc en adequation avec les caracteristiques d'AVIP.
L'idee est donc d'evaluer les grandeurs extrapolees a l'interface gra^ce a une inter-
polation lineaire utilisant des gradients speciques :
UMUSCLL = UL +
1
2
(∇U)L · ~LR (3.44)
UMUSCLR = UR +
1
2
(∇U)R · ~RL (3.45)
avec UMUSCLL et U
MUSCL
R les nouvelles grandeurs extrapolees,
~LR = − ~RL les
vecteurs allant des nuds L a R et de R a L, (∇U)L, (∇U)R des gradients a gauche
et a droite de l'interface. La denition de ces deux gradients est la grande dierence
entre toutes les approches MUSCL de la litterature. Ici, ces gradients sont construits a
partir de gradients speciques au voisinage de l'interface :
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(∇U)L = (1− βMUSCL)(∇U)CL + βMUSCL(∇U)UL (3.46)
(∇U)R = (1− βMUSCL)(∇U)CR + βMUSCL(∇U)DR (3.47)
Les gradients (∇U)CL centres sont denis comme :
(∇U)CL · ~LR = (∇U)CR · ~RL = UR − UL (3.48)
Le parametre βMUSCL est un parametre de decentrage compris entre 0 et 1 qui va
apporter un contro^le supplementaire sur le decentrage de la methodologie. Si βMUSCL =
0, la methodologie MUSCL est consideree comme centree, pour βMUSCL = 1 elle est
totalement decentree. Dans le livre de Toro [223], la valeur βMUSCL = 1/3 est conseillee
et sera xee pour toutes les simulations d'AVIP suivantes. L'inuence de ce parametre
a ete etudiee pour la resolution de gradients dans la section 3.3.7. Il faut faire at-
tention de bien distinguer ici le caractere centre/decentre de la methodologie avec le
schema numerique decentre utilise. Une methodologie MUSCL centree ne va en aucun
cas transformer le solveur de Riemann choisi en un schema centre. Des etudes sur la
valeur de βMUSCL ont ete menees a l'INRIA [50] sur des schemas similaires et montrent
que le parametre peut avoir une inuence sur la dispersion numerique. La dispersion
est minimisee lorsque βMUSCL = 1/3 ce qui valide les conclusions precedentes.
Les gradients (∇U)UL et (∇U)DR sont respectivement des gradients amonts et avals.
Ils sont calcules a l'interieur des cellules amonts et avals, denotees KU et KD. Soit GCL
(resp. GCR) le centre de gravite des cellules voisines CL au nud L (resp. CR au nud
R). KU (resp. KD) est denie comme la cellule amont (resp. aval) si le produit scalaire
entre ~LR et ~LGKU (
~RL et ~RGKD) est minimal. Sur la Fig. 3.14, les cellules KU et KD
sont reperees sur un cas 2D de triangles non-structures. Numeriquement, l'algorithme
de recherche des cellules amonts et avals realise le produit scalaire de ~LR avec le vec-
teur ~LGCL ou GCL represente le centre de gravite des triangles connectes au nud L
(Fig. 3.14). L'algorithme est similaire et facilement adaptable pour des tetraedres en 3
dimensions.
Une fois les cellules amonts et avals identiees, les gradients cellules (∇U)DR et
(∇U)UL sont calcules avec une methode classique [70] a partir des variables des nuds
appartenant aux cellules KU et KD.
Les gradients (∇U)DR et (∇U)UL peuvent e^tre utilises pour calculer les variables
extrapolees a partir des Eqs. 3.44 et 3.45. Cependant ce schema MUSCL ne garantit
87
3. DEVELOPPEMENT NUMERIQUE DU CODE AVIP
Figure 3.14: Pour un triangle 2D, construction des cellules voisines KU et KD
associees au vecteur ~LR en rouge, les volumes duaux de L et R sont representes
en traits pointilles bleus, les gradients des cellules KU et KD seront necessaires
a l'extrapolation sur les interfaces en traits pointilles rouges
pas d'e^tre TVD (Total Variation Diminishing). La notion de TVD est tres importante
en numerique car elle assure la convergence du schema et donc sa robustesse. Un schema
est dit TVD si : ∑
i∈N
|ui+1 − ui|n+1 ≤
∑
i∈N
|ui+1 − ui|n (3.49)
Des limiteurs de pentes sont donc introduits an de s'assurer que le schema obtenu
reste TVD. Les gradients precedemment calcules sont ainsi substitues par les gradients
(∇U)limL et (∇U)limR tels que :
(∇U)limL = LIM((∇U)CL , (∇U)DR , (∇U)L) (3.50)
(∇U)limR = LIM((∇U)CR, (∇U)UL , (∇U)R) (3.51)
La fonction LIM est une fonction a 3 entrees qui correspond au limiteur de pente.
Dierents limiteurs de pentes classiques ont ete testes dans AVIP comme le limiteur
MINMOD a 3 entrees [196] ou le limiteur Van Albada [227]. La solution retenue est
nalement la me^me que dans le papier d'Alauzet [10], a savoir le limiteur de Dervieux
[67] qui est une generalisation du limiteur Superbee :
si uv 6 0 alors
LIM(u, v, w) = 0
sinon
LIM(u, v, w) = sign(u) min(2|u|, 2|v|, |w|)
(3.52)
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3.3.4 Integration temporelle
La resolution temporelle va permettre d'avoir la solution du vecteur des variables
conservatives U au temps n+ 1 a partir du residu dans chaque volume de contro^le RVc
calcule avec le schema spatial et le vecteur U au temps n. Cette etape peut se realiser
de facon explicite ou implicite. La dierence entre les methodes reside dans le choix du
temps d'approximation du residu. Si le residu est calcule a l'instant n, alors la methode
d'integration temporelle est explicite. En utilisant le schema explicite de base backward




ou t est le pas de temps entre les instants n et n+ 1. Les schemas explicites sont
stables a condition que le pas de temps t soit inferieur a un certain pas de temps
critique deni gra^ce a la condition Courant-Friedrichs-Levy ou CFL[66]. Le nombre






Le CFL critique νc est generalement de l'ordre de 1 pour un schema explicite.
Cette condition peut e^tre critique si le maillage de la simulation est tres n a certains
endroits de la geometrie ou encore si les vitesses de l'ecoulement sont importantes. Pour
la resolution des gaines, les electrons ont une vitesse importante et le pas d'espace x
requis est contraint par la physique (voir chapitre 4). Dans ce cas particulier, cette
condition de stabilite induit un pas de temps faible et peut s'averer e^tre un probleme
a terme pour les performances du code.
Inversement, les schemas implicites ont des limites de stabilite largement superieures.
Ainsi, le pas de temps n'est plus contraint par la stabilite et de plus grands pas de temps
peuvent e^tre utilises. Cependant, ils restent limites par le temps caracteristique. En ef-
fet, des phenomenes instationnaires peuvent ne pas e^tre captes par la methode si leur
temps caracteristique est inferieur au pas de temps. De plus, ces methodes peuvent e^tre
tres couteuses en temps de calcul et en memoire car elles necessitent l'inversion d'une
matrice (voir section 3.5.2 pour plus de details sur les methodes d'inversion de matrice).
Le choix d'une methode explicite ou implicite va donc dependre de l'application
visee. Dans les simulations de moteur a eet Hall, la modelisation des gaines impose
un pas d'espace x de l'ordre du micrometre. Les vitesses des electrons dans ces zones
sont de l'ordre de 1000km/s. En considerant un CFL critique νc de l'ordre de 1, le pas
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de temps impose par une methode explicite pour la resolution des electrons dans un







s ≈ 10−12 s (3.55)
Par ailleurs, la resolution de l'equation de Poisson conditionne le pas de temps a
l'oscillation plasma, qui est haute frequence et induit un pas de temps de l'ordre de
tωp = 10−12 s. Le pas de temps impose par le schema explicite est donc du me^me
ordre de grandeur que le pas de temps physique impose par l'equation de Poisson. L'uti-
lisation d'un schema implicite ne permettrait donc pas de reduire le pas de temps de la
resolution du systeme d'Euler si le me^me pas de temps est utilise pour toutes les etapes
d'integration d'AVIP (pas de sous-cyclage). Une methode explicite a donc ete choisie
pour la resolution temporelle des equations conservatives. Les schemas explicites de la
famille Runge-Kutta ont des proprietes numeriques interessantes et sont utilises dans
AVIP.
3.3.4.1 Le schema de Runge-Kutta
L'integration temporelle du residu nodal de l'Eq. 3.6 est realisee avec un schema
temporel Runge-Kutta (RK). Les schemas de Runge-Kutta [60, 121] sont des methodes
iteratives ou des etats intermediaires sont calcules pour approcher la solution. Aug-
menter le nombre d'etats intermediaires permet d'augmenter l'ordre du schema en
supprimant les erreurs temporelles d'ordre inferieur. Le schema code dans AVIP est un
schema Runge-Kutta a 3 etapes du second ordre, explicite et a faible stockage ("low-
storage") [96, 232]. En eet, les schemas Runge-Kutta classiques necessitent le stockage
des solutions intermediaires et peuvent par consequent occuper beaucoup de memoire.
Le schema faible-stockage a 3 etapes utilise dans AVIP, est plus ecace dans la gestion
de la memoire, il s'ecrit :
U0 = Un













Gra^ce a cette formulation, seule la quantite de l'etape precedente est conservee
(U0 pour le calcul de U1 par exemple) et permet ainsi un stockage reduit compare
aux schemas de Runge-Kutta classiques ou les quantites de chaque etape doivent e^tre
stockees pour calculer Un+1.
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Il faut noter qu'il existe dierents schemas de Runge-Kutta en fonction des coe-
cients αj et du nombre d'etapes. Les coecients αj du schema implemente dans AVIP







; α3 = 1 (3.57)
Le nombre CFL νc critique de ce schema est de 1. Par precaution, le CFL choisi
dans les simulations de cette these sera toujours de 0.9 sauf mention contraire.
3.3.4.2 Denition du pas de temps
La denition du pas de temps est un parametre cle : il doit e^tre susamment
petit pour representer delement la physique etudiee et assurer la stabilite des schemas
numeriques, et susamment grand pour limiter le temps de calcul. Le pas de temps est
pris comme le minimum des pas de temps imposes par les contraintes numeriques et
physiques. Il faut donc denir un pas de temps convectif pour la resolution du systeme
d'Euler tc et un pas de temps physique lie a l'equation de Poisson. La resolution des
termes sources est implicite (voir section 3.4) et n'impose aucun pas de temps specique.
Le pas de temps convectif est classiquement deni avec une condition CFL. Le
nombre CFL ν, deni dans l'equation 3.54, est xe par l'utilisateur et sa valeur maxi-
male depend des proprietes du schema convectif utilise. Dans le cas d'une advection 1D





Le pas de temps convectif global de la simulation sera choisi comme le minimum
des pas de temps a chaque noeud du maillage an de satisfaire le critere de stabilite




Dans le cas des equations d'Euler en 3 dimensions, la vitesse maximale de l'ecoulement
a resoudre provient des ondes acoustiques. Quelle que soit la direction de l'onde, la va-
leur absolue de la vitesse maximale dans l'ecoulement est :
umax = |~u · ~nx + ~v · ~ny + ~w · ~nz|+ c (3.60)
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avec Vn le volume dual).
An de resoudre correctement le champ electrique dans le domaine, l'objectif est de
resoudre les frequences les plus importantes au sein du plasma. La frequence d'oscilla-
tion plasma est connue comme la frequence la plus haute dans un plasma. Ainsi le pas
de temps de la simulation doit aussi e^tre inferieur a un pas de temps lie a l'oscillation
plasma tel que :







avec ωpi la pulsation plasma calculee a chaque nud avec l'equation 1.9 du cha-
pitre 1. Cette condition revient a discretiser une periode de l'oscillation plasma par un
minimum de 5 pas de temps.
On peut aussi denir le pas de temps de relaxation dielectrique qui correspond au









avec µe la mobilite des electrons.
En pratique, ce temps caracteristique est utilise avec des modeles de derive-diusion
[135, 180] car la mobilite est deja calculee. Pour AVIP, il est preferable d'utiliser la pul-
sation plasma pour denir le pas de temps minimum contraint par le champ electrique.
Ce pas de temps est du me^me ordre de grandeur que celui lie a l'oscillation plasma
pour les conditions de fonctionnement d'un moteur a eet Hall.
Les electrons peuvent avoir des temperatures tres importantes et donc induire des vi-
tesses d'agitation thermique non negligeables devant la vitesse moyenne de l'ecoulement.













Les pas de temps convectifs et thermiques minimums doivent e^tre calcules pour
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Bien que le pas de temps soit xe le plus souvent par des contraintes electroniques,
les ions et les neutres sont resolus avec le me^me pas de temps. Des techniques de
sous-cyclage sont possibles an de gagner en temps de calcul (elles calculent l'avancee
temporelle des ions et neutres tous les n pas de temps electroniques) mais ces tech-
niques ne sont pas encore implementees pour la partie uide du code AVIP.
3.3.5 Application du solveur de Riemann dans un code parallele et
non-structure
3.3.5.1 Une formulation cellules-nuds (Vertex-Centered) dans une struc-
ture basee sur une formulation centres-nuds (Cell-Vertex)
Les solveurs de Riemann bases sur des interfaces ("edge-based") sont plus ecaces
en formulation centres-nuds [169]. Or les schemas numeriques d'AVIP, comme AVBP,
sont en formulation cellules-nuds. Ainsi, il faut adapter la structure d'AVIP pour
implementer le schema avec une formulation cellules-nuds, c'est-a-dire integrer les
equations sur un maillage dual et non plus le maillage primal.
Les schemas originaux d'AVIP bouclent sur chaque cellule du maillage an de
recuperer le residu RVc correspondant. Il est possible d'utiliser la me^me structure en
calculant dans chaque cellule du maillage la contribution des volumes duaux presents
dans cette cellule. Par circulation, en prenant tour a tour chaque are^te de la cellule, le
ux a chaque interface du volume dual peut e^tre calcule a partir du solveur de Riemann
choisi et ajoute au residu du nud correspondant au volume dual. Pour un triangle,
on boucle sur les 3 are^tes ~ij, ~jk, ~ki representees sur la Fig. 3.15.
On commence par calculer le ux a travers l'interface de normale ~NDij avec le solveur
de Riemann choisi. A l'ordre 1, les valeurs Ui et Uj seront utilisees respectivement
comme valeurs a gauche et a droite de l'interface UL et UR. Ce ux represente le ux






peuvent donc e^tre actualises. En procedant de la me^me facon sur les deux
are^tes ~jk et ~ki puis sur toutes les cellules du maillage primal, on peut recuperer les
contributions de toutes les interfaces de tous les volumes duaux du maillage. Ainsi le
volume de contro^le est bien le volume dual mais l'implementation du solveur est realise
sur les are^tes du maillage primal. Les seules metriques liees au maillage dual necessaires
aux calculs sont nalement :
| les normales des interfaces qui s'expriment facilement en fonction des normales
du maillage primal (Eq. 3.12) ;
| le volume des cellules duales qui s'exprime facilement avec les volumes des cel-
lules primales (Eq. 3.8).
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Figure 3.15: Illustration sur un triangle des 3 parties des volumes duaux V iD,
V jD et V
k
D presents dans une cellule du maillage primal
3.3.5.2 Structure de donnees et parallelisation
Avec l'augmentation du nombre de processeurs disponibles, un code de calcul pa-
rallele doit maintenant pouvoir tourner sur plusieurs centaines voire milliers de proces-
seurs. An d'assurer un fonctionnement optimal a haut nombre de processeurs, AVIP
comme AVBP repose sur une approche a double decomposition de domaine. Un premier
niveau de decomposition se fait au niveau des partitions. Une partition est une subdivi-
sion du domaine de calcul. Cette decomposition du domaine en partitions est eectuee
gra^ce a la librairie externe parallele PARMETIS [128]. Chaque partition communique
avec ses voisins en utilisant la technologie Message Passing Interface (MPI). Une fois
le calcul realise dans chaque partition, les residus aux interfaces doivent e^tre echanges
entre les partitions voisines.
Une grande partie de la discretisation des equations d'Euler avec la methode des
volumes nis en formulation centres-nuds (schemas LW et Taylor-Galerkin) se fait
au niveau de la cellule. Le deuxieme niveau de la decomposition de domaine est liee
a cette particularite : chaque partition est ainsi divisee une seconde fois an d'obtenir
des sous-partitions ou groupes de cellules [198, 199]. Avant les operations de diusion
des informations aux nuds, le calcul des residus est fait sur chaque groupe de cellules.
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Le fait de travailler sur des groupes de cellules pluto^t que sur la partition complete
implique des tailles de vecteurs solutions plus petites. Ceci permet d'augmenter l'e-
cacite des calculs en maximisant l'utilisation des memoires caches de bas niveaux, plus
petites mais egalement plus rapides. Pour les equations d'Euler en 3 dimensions, le gain
en temps CPU peut e^tre important si les groupes sont d'environ 100 cellules [199] (ce
chire peut varier suivant le calculateur).
Les schemas numeriques d'AVBP ont ete imagines an d'avoir un stencil a l'ordre
zero, c'est-a-dire que les informations necessaires pour calculer le residu sont disponibles
au sein de la cellule consideree. Ainsi le fait de decomposer le probleme en plusieurs
partitions et sous-partitions ne pose pas de problemes car les informations necessaires
au schema restent toujours locales a la partition ou a la sous-partition en question. Les
schemas volumes-nis utilisant un solveur de Riemann d'ordre 1 ont un stencil d'ordre
zero et ne posent donc pas de probleme non plus. Un stencil d'ordre plus eleve im-
plique que des informations exterieures a la cellule de travail soient connues, donc des
communications supplementaires entre les partitions et les sous-partitions. Ainsi pour
implementer la methodologie MUSCL, des echanges sont necessaires entre les partitions
pour recuperer le gradient d'une cellule voisine qui ne se trouve pas dans la me^me par-
tition que la cellule de travail. L'algorithme permettant d'identier les cellules amonts
et avals detaille dans la section 3.3.3 est realise dans AVIP avant le demarrage de la
boucle temporelle. Une connectivite specique est alors creee an d'identier les inter-
faces qui auront besoin d'un gradient externe a leur partition. Cette connectivite va
servir ensuite, dans la boucle temporelle, a echanger les gradients externes a la par-
tition de travail, necessaires pour les extrapolations MUSCL. Cet eort realise pour
les problemes entre partitions MPI peut e^tre generalise aux echanges entre groupes de
cellules. Cependant il n'existe pas a l'heure actuelle d'interfaces d'echanges entre les
groupes de cellules dans AVIP, comme il en existe pour les echanges entre les proces-
seurs. De plus, il n'est pas sur que le gain en ecacite sur l'optimisation de la memoire
cache compense les echanges necessaires entre les groupes. La decomposition en groupes
de cellules est donc pour l'instant desactivee.
3.3.6 Ordre des schemas convectifs d'AVIP
L'ordre de precision des dierents schemas de convection est etudie pour les equations
d'Euler. Le cas test utilise traite de la convection d'un vortex isentropique, compressible,
dans un ecoulement a vitesse, pression et densite constantes (p0 = 1bar, T0 = 300K,
M0 = U0/c0 = 0.5). Il est inspire d'un cas test utilise dans le cadre du Workshop on
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High CFD Methods [228, 231] pour tester les capacites de plusieurs codes de CFD.
Le vortex initial a un rayon Rc de 5 mm et une intensite relative β egale a 0.2.
L'ecoulement est un gaz parfait et son coecient adiabatique est γ = 1.4. Le vortex
est place au centre d'une boite aux conditions limites periodiques de dimensions 10cm×
10cm. La solution initiale est denie par :
u = U0 − βU0
Rc




































ou Cp est la capacite massique du gaz considere dependant du coecient adiaba-
tique γ.
Figure 3.16: Solution initiale du cas test de convection d'un vortex 2D
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L'ecoulement initial represente sur la Fig. 3.16 est solution des equations d'Euler
compressibles. La solution attendue apres un certain temps de convection tconv est le
me^me vortex translate a une distance U0 · tconv sans aucune deformation. Les resultats
des dierentes simulations Sn peuvent donc e^tre compares a la solution initiale Si






(Si (xi)− Sn (xi))2
Si (xi)
2 (3.70)
ou Nx correspond au nombre de nuds dans la direction de convection. L'ordre de
precision α d'un schema peut e^tre calcule numeriquement comme la pente de la courbe
d'erreur en fonction de la resolution du maillage, tracee en log-log. Cela signie qu'un
schema d'ordre 2 voit son erreur divisee par 100 lorsque le pas d'espace est divise par 10.
La distance de convection choisie pour ce cas test est de 2 mm. Cette distance est
courte an d'avoir des temps de simulations courts mais aussi an de recuperer la bonne
pente de l'erreur. Dans [228], Vanharen demontre en eet que l'ordre de precision eectif
d'un schema depend fortement de la distance de convection. Ainsi, l'ordre analytique




· (1 + η)
−3/2 − (1 + 2η)−3/2
(1 + 2η)−1/2 − 2(1 + η)−1/2 + 1 (3.71)









Ainsi plus la distance de convection est longue,plus le maillage doit e^tre n pour
retrouver le bon ordre de precision.
La convection du vortex a ete realisee pour dierents maillages non-structures de
triangles quasi-equilateraux de tailles croissantes, realises avec le logiciel CENTAUR.
Les maillages ont ete construits de facon a avoir un nombre de cellules egal a une
puissance de 2 dans chaque direction (le maillage le plus n fait 512×512 cellules). Des
conditions periodiques sont appliquees sur toutes les limites du domaine. Les erreurs
obtenues avec les dierents solveurs de Riemann (Rusanov, Roe, HLLC), avec ou sans
methodologie MUSCL, ainsi que pour le schema a residus distribues Lax-Wendro
(LW), sont tracees sur la Fig. 3.17.
Le solveur de Riemann approche de Rusanov est l'approche la plus simple et par
consequent la moins precise. Les schemas de Roe et HLLC ont une erreur equivalente
sur ce cas test compressible. Sans methodologie MUSCL, les 3 solveurs de Riemann ont
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Figure 3.17: Erreur pour les dierents schemas convectifs d'AVIP sur la convec-
tion d'un vortex isentropique en fonction de la resolution du maillage.
un ordre de precision legerement inferieur a 1 en accord avec l'equation analytique 3.71.
Les ordres des dierents schemas calcules comme les pentes des courbes de la Fig. 3.17
sont regroupes dans le tableau 3.1.









L'utilisation de la technologie MUSCL sur les schemas HLLC et Roe (l'eort d'implementation
n'a pas ete realise pour le schema de Rusanov, car pas assez precis) donne des schemas
plus precis et avec un ordre de precision legerement inferieur a 2. Le schema LW
considere comme un schema d'ordre 2 a un ordre de precision legerement superieur
a 2 dans ce cas test particulier. Ce schema etant derive d'un schema centre, l'erreur
induite est logiquement plus faible que pour les solveurs de Riemann. Finalement les
schemas numeriques convectifs d'AVIP ont eectivement l'ordre de precision attendu
sur des maillages triangulaires non-structures.
Les simulations avec le maillage le plus n (512x512) ont ete tournes sur la machine
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Kraken du CERFACS avec 128 processeurs par calcul. Dans le tableau 3.2, les temps
de calcul par iteration et par cellule ramenes a 1 processeur, sont reportes.










Les schemas decentres d'ordre 2 sont a ce jour 2 fois plus lents que le schema centre
Lax-Wendro et legerement plus rapides que le schema TTGC. Le solveur de Rusanov
est 2 fois plus rapide que les autres solveurs de Riemann mais n'est pas assez precis
pour e^tre utilise. Des eorts d'optimisation peuvent encore e^tre faits pour les methodes
utilisant des solveurs de Riemann an de diminuer leur temps de calcul. Comme evoque
plus haut, la question d'utiliser des groupes de cellules pour ces schemas reste encore
en suspens.
Ce premier cas test valide les eorts d'implementation des solveurs de Riemann
dans AVIP et justie l'utilisation de la methodologie MUSCL pour augmenter l'ordre
du schema numerique. On s'interesse maintenant au cas du tube a chocs an de conr-
mer ce choix numerique pour les problemes raides.
3.3.7 Application au tube a chocs
La physique des plasmas faible pression presente dans les moteurs a eet Hall induit
de forts gradients de densites, temperatures et pressions notamment dans les gaines.
La pression etant proche de zero, les gradients doivent e^tre resolus correctement et les
schemas ne doivent pas engendrer d'oscillations numeriques qui rendraient la pression
negative. Un cas test aerodynamique classique presentant des gradients raides est le
tube a choc. Un tube a choc 1D obeit aux equations d'Euler 1D et est assimile au
probleme de Riemann deni dans la sous-section 3.3.2.1. Initialement, un diaphragme
en x = x0 separe un domaine 1D en 2 parties distinctes remplies de gaz avec des
pressions p, vitesses u et densites ρ dierentes :
u = uL , p = pL , ρ = ρL pour x < x0
u = uR , p = pR , ρ = ρR pour x > x0
(3.73)
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Une fois le diaphragme enleve, un choc et une discontinuite de contact vont se
propager dans la direction du gaz a faible pression et une onde de detente dans la
direction inverse. Le cas test ici est realise a une temperature constante de T0 = 300 K.
La pression a droite est atmospherique (pR = 101325 Pa) et la pression a gauche est
egale a pL = 200pR, de facon a avoir un saut de pression important, caracteristique
de la physique du plasma. Pour les electrons par exemple, le ratio entre les pressions
de part et d'autre d'un gradient peut atteindre un facteur 1000 dans les gaines. De la
me^me facon ρL = 200ρR. Les gaz de part et d'autre du diaphragme sont consideres
initialement au repos :
uL = uR = 0 (3.74)
Le tube a choc a une longueur de L = 0.32 m. Le maillage est compose de 640
noeuds dans la direction x soit un pas d'espace de 0.5 mm. Le diaphragme est place a
x0 = 0.1 m. Le CFL de toutes les simulations est pris egal a 0.1 de facon a limiter les
erreurs temporelles et se concentrer uniquement sur le comportement du schema spatial.
Figure 3.18: Solution analytique (densite, vitesse, pression et temperature)
dans un tube a chocs a t = 2 ms
Une solution analytique peut e^tre obtenue en considerant les dierentes regions
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creees par les ondes (une demonstration peut e^tre trouvee dans [223]) montree a
t = 2 ms sur la Fig. 3.18. Un choc se propage vers la droite et engendre un saut de den-
site, de vitesse, de pression et de temperature. Comme c'est l'onde la plus rapide, elle se
trouve la plus proche de la n du domaine de calcul. Derriere le choc, une discontinuite
de contact engendre seulement une discontinuite de densite et de temperature (car elle
provient de l'onde entropique). Enn une detente se propage dans le sens inverse (vers
la gauche) avec des variations de pression et de densite moins brutales. Si la detente
est generalement bien reproduite quel que soit le schema numerique utilise, il n'est pas
de me^me pour le choc et la discontinuite de contact.
Figure 3.19: Prol de masse volumique au travers de la discontinuite de contact
et du choc a t = 2 ms pour dierents schemas numeriques
La simulation est realisee avec le schema HLLC d'ordre 1 et le schema HLLC-
MUSCL d'ordre 2. Les resultats sont compares aux schemas d'AVBP (schema TTG4A
et schema LW tous deux combines au senseur de Cook & Cabot [65]) et a la solution
analytique sur la Fig. 3.19. Les resultats avec le schema LW montrent une forte dis-
persion autour de la discontinuite de contact. Le schema centre du 3eme ordre TTG4A
reproduit avec plus de precision le gradient dans la discontinuite de contact mais cree
aussi des oscillations de part et d'autre du gradient. Il est evident que pour des cas a
tres faible pression comme dans les moteurs a eet Hall, cette oscillation peut engendrer
des valeurs negatives et rendre le calcul divergent. Au contraire, les solveurs de Rie-
mann ne presentent aucune oscillation autour des discontinuites. De plus, le gradient
dans la discontinuite de contact est represente avec autant de precision avec le schema
HLLC-MUSCL qu'avec pour le schema LW.
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Figure 3.20: Prol de masse volumique au travers du choc a t = 2 ms pour
dierents schemas numeriques
Sur la Fig. 3.20, la dierence de resolution du choc est bien visible en fonction des
dierents schemas numeriques. Les schemas LW et TTG4A presentent des oscillations
numeriques autour du choc qui peuvent amener a un calcul divergent. De plus, cette
dispersion entraine une mauvaise position du choc car la vitesse de propagation du choc
est erronee. A l'inverse, les solveurs de Riemann sont tres peu dispersifs et representent
correctement la position du choc dont le gradient est fortement attenue du fait de la
diusion des schemas decentres. Ces resultats sont attendus puisque les solveurs de Rie-
mann ont ete construits pour resoudre ce probleme et sont donc parfaitement adaptes
au cas test.
L'approche MUSCL developpee dans AVIP peut e^tre plus ou moins centree selon
l'endroit ou l'on choisit d'evaluer les gradients pour reconstruire la solution a l'inter-
face. Cette caracteristique depend du parametre βMUSCL deni dans la sous-section
3.3.3. Plus le parametre βMUSCL est proche de 0, plus la methode de reconstruction est
centree (voir Eqs. 3.46 et 3.47). L'inuence du parametre βMUSCL sur la resolution de la
discontinuite de contact est presentee sur la Fig. 3.21. Le gradient est mieux represente
lorsque βMUSCL = 0 car la methode MUSCL utilise dans ce cas les gradients centres
pour reconstruire la solution a l'interface. Cependant βMUSCL = 1/3 est retenu car il
s'avere plus stable [10].
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Figure 3.21: Prol de masse volumique au travers du choc a t = 2 ms en fonction
du parametre βMUSCL de la methode MUSCL
3.4 Solveur implicite pour les termes sources




ou S(U) represente tous les termes sources de collision ainsi que les contributions
de la force de Lorentz. On notera que par opposition aux termes convectifs, S est uni-
quement fonction du vecteur U et non de ses gradients.
Un schema temporel explicite implique une contrainte de stabilite et donc un pas








avec νSc un nombre sans dimension pour contro^ler la stabilite. Il est generalement
pris egal a 0.1.
En faisant un rapide calcul d'ordre de grandeur, il apparait que ce pas de temps
peut e^tre de 3 a 4 ordres de grandeurs inferieur au pas de temps convectif ou a celui de
l'equation de Poisson (Section 3.3.4). Une methode explicite est donc redhibitoire pour
la resolution des termes sources et l'utilisation d'une methode implicite apparait obliga-
toire. En autorisant un pas de temps plus grand, par exemple celui de la convection, la
methode implicite ne permettra pas de capturer les phenomenes instationnaires ayant
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un temps caracteristique plus petit. L'erreur ainsi faite est cependant consideree comme
negligeable devant les autres phenomenes presents dans un propulseur a eet Hall [103].
La librairie ODEPACK [113] est une collection de solveurs implicites ecrits en For-
tran pour la resolution d'equations dierentielles ordinaires. Dierents solveurs per-
mettent de resoudre des problemes raides comme le systeme 3.75, c'est-a-dire dont le
pas de temps induit par une methode explicite est petit. Ces solveurs se basent sur des
methodes lineaires a multi-etapes telles que la methode implicite d'Adams-Bashforth
[80] ou la methode BDF [40] (pour Backward Dierentiation Formula), beaucoup uti-
lisee pour la resolution des termes sources [63, 208, 234]. Il est possible de specier
le probleme a resoudre sous une forme explicite ou lineaire gra^ce a une matrice Jaco-
bienne. Dans AVIP, la methode BDF a ete choisie et le systeme d'equations est donne
de facon explicite an de faciliter la lecture du code et l'implementation.
La tolerance relative ainsi que le nombre d'iterations maximum du solveur iteratif
sont des parametres qui sont xes par l'utilisateur et peuvent dependre des cas etudies
et surtout de la complexite des equations a resoudre. Une etude rapide de l'inuence
de la tolerance relative sur le cou^t de calcul est realisee dans la section 3.6.
3.5 Resolution du champ electromagnetique
La resolution de l'equation de Poisson a chaque pas de temps est necessaire an de





(ni − ne) (3.77)
3.5.1 Discretisation de l'equation de Poisson
La metrique necessaire aux methodes volumes nis utilisees pour la discretisation
des equations d'Euler, deja implementee dans AVIP, est utilisee pour discretiser l'equation
de Poisson en volumes nis. Sur maillage non-structure, il est possible d'utiliser soit
une methode centres-cellules, soit une methode centres-nuds. Diskin & al [74, 212]
montrent que les methodes centres-nuds sont d'ordre 2 en espace quelle que soit la
qualite du maillage et sont faciles a implementer pour ce type d'equation. De plus les
methodes centres-nuds utilisent en moyenne moins de memoire car il y a moins de
nuds que d'elements dans un maillage non-structure. Pour toutes ces raisons, il a donc
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ete choisi d'utiliser une methodes volumes nis centres-nuds pour la discretisation de
l'equation de Poisson.
Les volumes de contro^le consideres ici sont les cellules duales deja utilisees pour
les schemas de convection. En integrant l'operateur Laplacien de l'Eq. 3.77 sur chaque






~∇φ · ndS (3.78)
La discretisation du Laplacien du potentiel revient a calculer l'integrale de ce potentiel
sur l'interface de chaque volume dual. Comme la structure d'AVIP boucle sur les cellules
primales et non sur les cellules duales, cette integrale peut e^tre decomposee comme la








~∇φ · ~nDdS (3.79)
avec ~nD la normale de l'interface du volume dual.
La surface d'integration est donc la portion de surface de volume dual ∂Vd comprise
dans la cellule primale τ . Le gradient du potentiel a l'interieur d'une cellule ∇φ est
suppose constant et xe par les valeurs du potentiel sur les nuds de la cellule. Cette









Si S est l'ensemble des faces du volume dual VD et ~N
VD
j la normale correspondante










Cette relation est valable pour n'importe quel type d'elements. Dans ce qui suit,
elle est explicitee pour un triangle.
Pour un triangle, il y a deux facettes de volume dual dans chaque cellule τ suivant
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avec ~NDij et ~NDik les normales denies sur la Fig. 3.8.








(2~ni − ~nj − ~nk) = ~ni
2
(3.83)
Il reste nalement a discretiser le gradient du potentiel suppose constant dans




(ni − ne) ⇔ Aφ = e
0
(ni − ne) (3.84)
avec A la matrice du Laplacien  discretisee sur le maillage et φ le vecteur compose
des valeurs du potentiel en chaque nud du maillage.
On peut denir le gradient du potentiel ~∇φ dans chaque cellule τ comme le ux









~∇φf · ~nfdS (3.85)
avec φf et nf le potentiel et la normale aux faces de la cellule τ .
En supposant que le potentiel a la face d'une cellule τ est la moyenne des potentiels





φi · ~nτi (3.86)
avec les normales aux nuds ~ni denies selon l'equation 3.9.























φi · ~ni · ~nj (3.88)
Ainsi, la matrice A peut e^tre construite a partir des normales denies aux nuds du









3.5 Resolution du champ electromagnetique
3.5.2 Resolution du systeme lineaire avec MAPHYS
Une fois la matrice A obtenue,le systeme lineaire de l'Eq. 3.82 est resolu an d'ob-
tenir le potentiel φ. La matrice A est de taille N2 ou N est le nombre de nuds
du probleme. De part sa construction, elle comporte beaucoup de zeros et est ainsi
consideree comme creuse. L'inversion de grandes matrices creuses est un sujet tres
etudie dans la litterature et de nombreux solveurs sont dedies a ce probleme [200].
La resolution d'un tel probleme peut e^tre tres cou^teuse et la methode choisie doit e^tre
ecace sur un grand nombre de processeurs pour e^tre en adequation avec le code AVIP.
Deux classes d'approche sont couramment utilisees pour inverser une matrice lineaire
creuse : les methodes directes et les methodes iteratives.
Les methodes directes Le principe des methodes directes est de trouver exactement
l'inverse de la matrice A gra^ce a des methodes d'elimination de Gauss ou des methodes
de decomposition en matrices triangulaires superieures/inferieures. La methode etant
exacte, la notion de precision est relative mais on peut dire que ces methodes ont
une precision "parfaite". Cependant le cou^t de calcul est estime en O(N2) en 3 di-
mensions avec N le nombre d'inconnues du systeme et cela devient redhibitoire pour
des problemes de grande taille. Le cou^t en memoire peut aussi e^tre tres eleve et ces
methodes sont generalement peu ecaces sur un grand nombre de processeurs.
Les methodes iteratives A l'inverse des methodes directes, les methodes iteratives
donnent une solution approchee du systeme a la precision choisie par l'utilisateur. Elles





pour un systeme 3D) et sont en pratique performantes pour des calculs
massivement paralleles. Ces methodes sont aussi moins gourmandes en memoire puis-
qu'elles n'ont besoin de stocker que l'iteration precedente. Cependant elles sont moins
robustes car elles peuvent converger tres lentement vers la solution exacte ou me^me
diverger dans certains cas. Les methodes les plus connues dans cette famille sont les
methodes de Jacobi, de Gauss-Seidel, ou encore du Gradient Conjugue (CG) [200]. Elles
peuvent e^tre couplees a un preconditionneur qui en multipliant au prealable la matrice
A par une matrice de preconditionnement P , accelere la convergence de la methode
iterative.
Une approche alternative est de combiner les methodes directes et iteratives an de
benecier de la precision des methodes directes et de l'ecacite des methodes iteratives.
La partie directe de la methode a de bonnes proprietes numeriques tandis que la partie
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iterative est propice a la parallelisation. Le solveur MAPHYS [6] est un logiciel libre
d'acces base sur une approche de ce type. Il utilise une methode directe a l'interieur de
chaque processeur sur un systeme assez restreint (generalement 1000 a 10000 inconnues
dans chaque processeur pour un calcul AVIP) pour benecier de sa precision tout en
ayant un cou^t de calcul abordable. La methode iterative est quant a elle utilisee pour
resoudre le probleme aux interfaces entre les processeurs. Le systeme de l'Eq. 3.84, de














ou φI contient les inconnues a l'interieur d'un processeur ( traitees avec une methode
directe) et φΓ les inconnues associees aux interfaces entre les processeurs (traitees avec
une methode iterative). AII est une matrice diagonale par blocs ou chaque bloc corres-
pond a un processeur.
En eliminant φI du systeme a 2 equations (il est deja calcule avec la methode
directe), le systeme se reduit a un probleme lineaire qui a comme inconnues les valeurs
de φ a l'interface entre les processeurs :
AΓΓ −AΓIA−1II AIΓφΓ = BΓ −AΓIA−1II BI (3.91)
On peut denir la matrice S et le vecteur f tel que :
SφΓ = f (3.92)
La matrice S est appelee le complement de Schur du systeme initial. Ainsi la
methode iterative va e^tre consacree a resoudre le nouveau systeme de l'Eq. 3.92. Une
fois le vecteur φΓ calcule, une methode directe peut determiner le vecteur φI dans
chaque processeur. La methode directe est basee sur les solveurs externes MUMPS [14]
ou PaSTiX [112]. La methode iterative peut aussi e^tre choisie parmi plusieurs solveurs.
Pour AVIP, un Gradient Conjugue est applique. Un preconditionneur de Schwartz ad-
ditif est utilise pour ameliorer les performances du solveur iteratif. Parmi les options de
MAPHYS, il est possible d'appliquer une correction de grille grossiere an de diminuer
le temps de calcul de la resolution du systeme. Cette fonctionnalite a ete testee sur
un cas d'AVIP par Louis Poirel dans sa these [187]. Ses resultats sont resumes dans la
section 3.6. Pour plus de details sur le fonctionnement de MAPHYS, le lecteur peut se
referer aux dierentes publications de l'equipe Hiepacs de l'INRIA Bordeaux [5, 6, 51].
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L'implementation de MAPHYS dans le code AVIP est detaillee dans l'Annexe C.
Une attention particuliere a ete portee sur les conditions limites de l'equation de Pois-
son, decrites dans l'Annexe D. Une fois le systeme resolu, le potentiel φ dans tout le
domaine de calcul est connu et le champ electrique ~E peut e^tre calcule avec un operateur
gradient.
3.6 Performances du code AVIP
Pour un code tel qu'AVIP dont l'objectif est de simuler des congurations realistes
complexes, le temps de calcul est un parametre cle. Les performances des dierentes
parties du code, en particulier leur ecacite parallele, doivent donc e^tre evaluees an
d'identier les operateurs les plus cou^teux et susceptibles d'e^tre ameliores.
3.6.1 Les dierents operateurs d'AVIP
Les performances des dierents operateurs d'AVIP ont ete evaluees sur la simulation
du chapitre 7 dans laquelle le plasma dans un moteur a eet Hall est modelise dans un
plan r-z. Cette simulation est consideree comme le calcul de reference du code AVIP
uide pour cette these. Dans cette simulation, tous les operateurs implementes dans
AVIP et presentes dans ce chapitre sont utilises. Pour rappel, le solveur implicite dans
le code resout les dierents termes sources de collision ainsi que la force de Lorentz.
Le calcul a ete realise sur la machine Kraken du CERFACS (cluster LENOVO avec
processeurs Intel Skylake) en utilisant dierents nombres de processeurs (jusqu'a 360
processeurs). Le maillage utilise dans la simulation contient environ 2.2M de cellules et
la mesure du temps de calcul est faite sur 100 iterations.
Sur la Fig. 3.22, le temps par iteration passe dans chaque etape de la boucle tem-
porelle d'AVIP-Fluide est trace en fonction du nombre de processeurs. Pour toutes les
etapes, le temps par iteration diminue bien lorsqu'on augmente le nombre de proces-
seurs. Le temps de calcul est majoritairement consacre a la convection et au solveur
implicite pour les termes sources. Pour un faible nombre de processeurs, les trois etapes
ont un cou^t equivalent. Lorsque le nombre de processeurs augmente, la contribution
du solveur de Poisson diminue sensiblement. Le pourcentage du temps total pris par
chaque etape est represente sur la Fig. 3.23. Comme observe sur la gure precedente, le
temps passe pour chaque etape est equivalent a faible nombre de processeurs (environ
33% du temps). Entre 50 et 100 processeurs, le temps passe dans le solveur de Poisson
decroit jusqu'a environ 15% du temps total. Cependant cette tendance s'inverse lorsque
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Figure 3.22: Temps par iteration de la boucle temporelle du code AVIP-Fluide
et decomposition pour les dierentes etapes, en fonction du nombre de proces-
seurs pour le cas r − z (Chap. 7).
le nombre de processeurs augmente encore (superieur a 100 processeurs). Ceci montre
que la limite d'ecacite parallele du solveur de Poisson risque d'e^tre atteinte en des-
sous de 6000 cellules par processeur (valeur pour 360 processeurs). Dans l'annexe E, la
limite d'ecacite parallele du solveur MAPHYS est estimee a environ 2000 cellules par
processeur.
En ce qui concerne la convection et le solveur implicite, aucune limite d'eca-
cite parallele n'est observee jusqu'a 360 processeurs (limite de la machine Kraken du
CERFACS). Le solveur implicite n'utilisant aucune communication entre processeur
reste parfaitement ecace quel que soit le nombre de cellules par processeur. Pour
l'operateur de convection, l'echange entre processeur pour le calcul des gradients pour
la methodologie MUSCL induit en principe une nette perte d'ecacite pour de grand
nombre de processeurs. De bonnes performances sont observees jusqu'au nombre de
processeur maximum teste.
Il est a noter qu'une comparaison entre plusieurs solveurs de Poisson est detaillee
dans l'annexe E an de justier le choix de la librairie MAPHYS utilisee dans AVIP.
Inuence sur le temps de calcul de la tolerance relative pour le solveur
implicite Pour le cas avec 180 processeurs, la tolerance du solveur implicite est
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Figure 3.23: Pourcentage du temps passe dans la boucle temporelle pour chacun
des principaux operateurs d'AVIP-Fluide pour le cas r − z.
diminuee an d'estimer son inuence sur le temps de calcul. Les temps de calcul obtenus
pour dierentes tolerances relatives sont repertories dans le tableau 3.3.
Tableau 3.3: Temps de calcul par iteration par cellule sur 180 processeurs de






Augmenter la tolerance du solveur implicite accroit le nombre d'iterations necessaires
a la convergence du solveur ainsi que le temps de calcul. Une tolerance relative sur l'er-
reur de convergence du solveur implicite de 10−9 apparait e^tre un bon compromis entre
precision et temps de calcul.
Inuence de la tolerance du solveur de Poisson sur le temps de calcul
Pour le cas avec 180 processeurs, la tolerance du solveur de Poisson est modiee an
de verier la repercussion sur le temps de calcul. Dierentes tolerances relatives sont
testees et les temps de calcul par iteration par cellule sont listes dans le tableau 3.4.
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Tableau 3.4: Comparaison des performances du codes AVIP-Fluide sur le cas
r − z en fonction de la tolerance relative du solveur Maphys.
Tolerance du Temps Temps pris par le





Le temps par iteration du solveur de Poisson augmente legerement lorsque la precision
demandee est plus importante. Cependant, la perte de temps de calcul occasionnee pour
obtenir une solution plus precise reste negligeable et il est conseille de xer la tolerance
du solveur de Poisson a 10−12 (seulement 3.8% supplementaire sur le cou^t de calcul
total).
3.7 Conclusion
Le code AVIP a ete cree pour discretiser le modele uide developpe dans le cha-
pitre precedent et s'appuie sur une separation des dierentes contributions du systeme.
Les termes de convection sont traites avec des solveurs de Riemann en volumes -
nis et sont couples a une approche MUSCL pour atteindre un ordre de convergence
superieur sur des maillages triangles non-structures. Les termes de collision et les forces
electromagnetiques sont integres avec un solveur implicite et l'equation de Poisson est
resolue avec le logiciel MAPHYS. Les dierents operateurs permettent d'obtenir des
performances relativement bonnes sur un grand nombre de processeurs demontrant
l'ecacite parallele d'AVIP. Le couplage des dierents schemas numeriques doit par
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Il existe diverses conditions limites dans AVIP an de traiter la fermeture des
equations au niveau des limites du domaine. Pour les dierentes especes dans le plasma,
les conditions limites utilisees et leur traitement numerique sont brievement expliquees.
Pour la fermeture de l'equation de Poisson, les conditions limites developpees avec Ma-
phys sont rappelees dans l'Annexe D. An de creer le champ electrique dans la chambre,
l'anode et la cathode sont reliees via un circuit electrique. Un ux d'electrons a la ca-
thode permet ainsi de maintenir la decharge dans le moteur. Finalement, une attention
plus particuliere est portee sur les conditions limites aux parois pour la modelisation
des gaines dans les propulseurs de Hall. Ce dernier point a fait l'objet d'un papier de
conference AIAA [124].
4.1 Les conditions limites pour le modele uide
4.1.1 Les conditions utilisees dans AVIP
Dans la direction θ, la chambre du moteur peut e^tre consideree comme periodique.
Des conditions de periodicite et d'axi-periodicite sont implementees et gerees comme
des interfaces MPI dans AVIP. La geometrie du moteur a eet Hall presentant un axe
de symetrie, des conditions de symetrie peuvent e^tre utilisees an de ne representer
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qu'une partie du domaine physique.
Une condition d'injection permet d'injecter le Xenon a l'anode a une temperature et
un debit xe. Elle peut aussi e^tre utilisee pour l'injection d'electrons a la cathode (voir
section 4.2). Des conditions de sortie subsonique a pression xe et supersonique sont
aussi codees an de modeliser les conditions de panache. Finalement, des conditions
limites en paroi peuvent e^tre utilisees an de modeliser correctement les gaines sur les
parois metalliques (voir section 4.3).
Le systeme d'equations uides developpe dans le chapitre 2 modelise un ecoulement
compressible qui transporte des ondes acoustiques dans le domaine. Sans traitement
specique, ces ondes peuvent e^tre reechies aux conditions limites et entrainer des com-
plications numeriques. Des conditions limites caracteristiques pour les ecoulements com-
pressibles classiquement utilisees en CFD ont ete adaptees pour AVIP. Ces conditions
sont appelees NSCBC pour Navier-Stokes Characteristic Boundary Conditions [186] et
permettent de traiter les conditions limites en fonction des grandeurs caracteristiques
de l'ecoulement. En particulier, les ondes acoustiques sont correctement gerees aux
limites du domaine de calcul pour n'importe quelle condition.
4.1.2 Traitement numerique des conditions limites
Pour les schemas centres (LW et Taylor-Galerkin), les conditions limites sont ex-
primees aux nuds du domaine et la me^me implementation que dans AVBP est utilisee.
Avec les solveurs de Riemann en Volumes Finis avec une formulation centres-nuds,
les conditions limites du domaine doivent e^tre exprimees sous la forme d'un ux a la
surface. Les conditions NSCBC ont donc du^ e^tre reformulees an de les exprimer sous
la forme d'un ux sortant. Pour les conditions de type Neumann, l'expression des ux
a la surface est directe. Cependant, l'expression des conditions Dirichlet sous la forme
de ux apparait beaucoup plus complexe est reste sujet a discussion.
Par la suite, le ux au bord du domaine peut e^tre utilise de deux facons possibles :
| Le ux au bord est directement ajoute au residu du volume dual associe. Le
ux est donc impose en dur sur la condition limite. Cette methode est utile
notamment lorsqu'un debit connu doit e^tre impose rigoureusement en condition
d'entree ;
| Le ux au bord correspond au ux a droite de l'interface (i. e., dans la direction
de la normale)pour le solveur de Riemann. Celui-ci peut ainsi e^tre utilise pour
calculer le nouveau ux avec l'etat a gauche predit par le schema numerique.
Cette methode n'impose pas en dur les quantites exactes a la condition limite
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mais est utilisee lorsque l'on veut relaxer la condition limite vers une valeur
donnee (le cas d'une condition de sortie a pression ambiante par exemple). Dans
ce cas, le solveur de Riemann joue le ro^le de relaxation vers l'etat de la condition
limite.
4.2 Modelisation du circuit electrique
Dans un moteur a eet Hall, l'anode et la cathode sont reliees par un circuit
electrique qui fournit le courant necessaire an de maintenir la decharge dans le canal
(voir schema sur la Fig. 4.1). D'un point de vue microscopique, les charges negatives
traversant l'anode se deplacent a l'interieur des ca^bles electriques alimentant le mo-
teur. Ces charges sont ensuite redistribuees a la cathode sous la forme d'electrons an
de maintenir le courant a l'interieur du moteur.
Figure 4.1: Schema du circuit electrique dans un moteur a eet Hall
Pour imposer la condition limite a la cathode, il faut donc e^tre capable de calculer
le ux net de charges qui sort a l'anode. La dierence de courant entre les ions  a,i et
les electrons  a,e est calculee a l'anode an de determiner le courant net d'electrons a
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reinjecter a la cathode  c,e :
 c,e =  a,e −  a,i (4.1)
La cathode se situe generalement a l'exterieur du moteur au dessus du canal de
decharge comme sur le schema de la Fig. 4.1. Dans les simulations simpliees de pro-
pulseur de Hall, la cathode est souvent positionnee face au plan de sortie de sorte que
le champ electrique induit par le couple anode/cathode soit genere dans la direction
axiale (Fig. 4.1). La cathode est ainsi parfois confondue avec la condition de sortie dans
le panache.
Pour reinjecter le courant a la cathode, deux methodes sont envisageables dans
AVIP :
| La premiere solution est d'injecter le courant directement a la cathode avec
une condition d'entree en debit. Ce debit correspond au courant precedemment
calcule a une temperature imposee. Cependant, la cathode peut e^tre traversee
aussi par des ux d'electrons sortants a certains moments de la decharge. Une
condition limite capable de gerer a la fois des ux entrants et sortants peut
devenir rapidement instable numeriquement.
| La seconde solution consiste a injecter le courant d'electrons  c,e non plus a la
cathode mais sur un volume a l'interieur du domaine proche de la cathode. Cette
injection est realisee gra^ce a un terme source volumique Sinj dont l'integrale
volumique represente le debit d'injection a la cathode. Ce terme source ne doit
pas e^tre trop localise pour eviter des problemes numeriques. Il est donc distribue
sur une gaussienne en espace de facon a avoir un minimum de 10 cellules dans








Cette methode indirecte ne garantit pas un debit toujours exact mais constitue
un bon compromis avec la condition de sortie pour les electrons. Cette astuce
est inspiree de simulations PIC dans le plan z − θ [34], reproduites avec AVIP
dans le chapitre 6.
4.3 Modelisation des gaines dans un moteur a eet Hall
Par denition, les modeles quasi-neutres ne resolvent pas la gaine ou la densite des
electrons est dierente de celle des ions, et la remplacent par des conditions limites
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equivalentes de sortie de gaine au bord du domaine [86]. De nombreux modeles analy-
tiques existent pour modeliser la gaine et la pre-gaine [7, 118, 194, 213]. Pour un modele
uide resolvant l'equation de Poisson (non quasi-neutre), la simulation de gaines stables
avec les bonnes proprietes physiques s'avere delicate et est fortement dependante des
conditions limites a la paroi pour les ions et les electrons. Cagas et Hakim [47] ont
propose une condition limite pour un systeme a 10-moments imposant une condition
de vide (pression nulle) a l'exterieur du domaine. Dans le papier publie et presente a la
conference AIAA de Cincinnati en Juillet 2018 [124], cette condition limite est testee
dans AVIP et comparee a une nouvelle condition limite developpee dans le cadre de
cette these, qui respecte mieux la physique. Ce papier est reporte dans la suite de cette
section.
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Electric propulsion can reach higher exhaust velocities compared to chemical systems and
thus result in lower propellant mass requirements. Among the different electric propulsion
systems, Hall effect thrusters are used for spatial propulsion since the 1970s. However inside
a Hall thruster, complex physical phenomena such as erosion or electron anomalous trans-
port which may lower thruster efficiency and lifetime, are not yet fully understood. Thanks
to high performance computing, numerical simulations are now considered for understanding
the plasma behavior. With the renewed interest for such electric propulsion to supply small
satellites, numerical solvers able to predict accurately the real thruster efficiency have become
crucial for industry.
This paper presents the approach used and first validation tests of such a solver. The AVIP
code solves plasma equations in complex industrial geometries using an unstructured parallel-
efficient 3D fluid methodology. AVIP also includes a Particle-In-Cell (PIC) solver used as a
reference for validation. While full 3D PIC simulations of a Hall thruster still require unaffor-
dable computational time, fluid models provide in a reasonable time 3D results on the plasma
behavior inside the discharge channel. In this category, standard drift-diffusion models [1–3]
are fast and robust but at the cost of strong hypotheses and simplifications. In particular such
models do not describe explicitly the sheath formation in the vicinity of walls and often use ana-
lytical models instead. They are limited to simple configurations and only provide a first insight
into plasma complex phenomena. The present approach includes a more detailed two-fluid
plasma model without drift-diffusion approximation. After the description of the formulation
and main features of the solver, the paper focuses on wall boundary conditions which are
crucial for the formation of sheaths. It is demonstrated in particular that a vacuum boundary
condition is not adapted to fit PIC results. A boundary condition based on wall thermal fluxes
is more realistic. The mesh resolution is also found to be critical. The simulation methodology
is finally applied to a 2D simulation of a typical Hall effect thruster in order to observe the
plasma properties inside the discharge chamber.




α = species considered in the plasma
®B = magnetic field
Bmax = magnetic field maximum
δt = time step
e = elementary charge
®E = electric field
E∗δ = energy level for the inelastic collision δ
0 = vacuum permittivity
α = total energy of the species α
ηp = pressure ratio for the vacuum condition
®Fα = external forces on the species α
Fγ
th,α
= thermal fluxes applied on the boundary condition for the species α
fα = distribution function of the species α
kB = Boltzmann constant
Kδ = rate coefficient of the collision δ
L0 = characteristic length of the domain
λD = Debye length
mα = mass of the species α
Ûmα = mass rate of the species α
nα = density of the species α




α = Boltzmann moment of order γ of the species α
qα = electric charge of the species α
®Qα = heat flux of the species α
ρα = mass density of the species α
s = sheath thickness
Sγδ,α = fluid source term of the species α representing the collision δ
t = time variable
Tα = temperature of the species α
®uα = mean velocity of the species α
®v = velocity vector
vth,α = thermal velocity of the species α
®x = space vector
II. Introduction
Hall effect thrusters have been massively studied since the 1970s for satellite propulsion. They are still widelyused to cover a range of applications from satellite station keeping to orbital transfer and positioning. However,
the magnetised plasma physics inside these thrusters is particularly complex. Simple analytical models are used for
the design of operating parameters suited to the requested mission. Once constructed, the device undergoes several
experimental qualifications to demonstrate the thruster efficiency and life time of the device during more than 10,000
hours in a vacuum test facility. These costly and long tests are required because of the lack of insight in Hall thrusters
plasma behavior. With the rise of high performance computing, numerical simulation has become attainable and critical
for the design of new thrusters in the industrial context.
Accuracy and reliability are of course essential and different numerical plasma models with various orders of
accuracy have emerged. On one side, Particle-In-Cell (PIC) models follow the trajectories of a representative number of
physical particles called macro-particles in the presence of electromagnetic fields [4, 5]. They are often coupled to a
Monte Carlo module to deal with statistical collisions and a Maxwell or Poisson solver to solve electromagnetic fields.
On the other side, fluid models describe the statistical behavior of each population of particles. The fluid equations
are derived for the statistical moments from the Boltzmann equation supposing a Maxwellian distribution of particles.
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Assumptions can be made such as quasineutrality and equality of ion and electron density, or stationary state neglecting
temporal and convective terms, in the so-called drift-diffusion models.
In this paper, a two-fluid detailed model for electrons and ions is presented, without quasineutrality nor drift-diffusion
hypotheses. Similarly to [6–10], each species is ruled by a system of Euler equations with source terms representing
electromagnetic forces, ionization and other collision processes. The computation of collision source terms follows
the idea of Benilov [11, 12]. A Poisson equation is solved for the electric potential. The set of equations has been
implemented in the AVIP-Fluid solver, an unstructured parallel-efficient 3D code for the numerical resolution of PDEs.
AVIP-Fluid has been validated against several benchmark cases reproducing the main characteristics of a cold magnetised
plasma such as plasma oscillation or collision processes. A particular attention is paid on wall boundary conditions
as the creation of stable sheaths with correct properties is a difficult challenge for non-quasineutral fluid models. The
validated model is then applied to a simplified 2D r-z configuration of Hall thruster. The objective is to analyse the
discharge inside a Hall thruster and to demonstrate the capacity of the code for this specific application.
Section III describes the system of fluid equations solved in AVIP. Then, the numerical methods of AVIP are briefly
presented in Section IV with particular focus on the Poisson solver which is a key parameter for good computational
performances. In Section V the sheath formation in a bounded plasma is studied and a numerical strategy to capture
them with AVIP-Fluid is detailed. A comparison with AVIP-PIC results is performed to examine the influence of the
boundary condition on the sheath formation. Finally, the Section VI shows results about the representative case for Hall
effect thrusters.
III. Physical modeling
In this section, the fluid model used in AVIP-Fluid is presented. It includes conservative equations for electrons,
ions, and neutrals.




+ ®v · ®∇®x fα +
®Fα
mα




where ®Fα are the external forces exerted on the species α of mass mα. A distinction is done between gradient
operators ®∇®x in physical space and ®∇®v in phase space, the phases being the velocity components. The left hand side of
Eq. 1 represents the collisionless behavior of the species distribution function with convective and time derivative terms
and effect of external forces. The right hand side describes the collisional processes.
In a plasma under electromagnetic fields, ®Fα is the Lorentz force :
®Fα = qα( ®E + ®v × ®B) (2)
with qα the species electric charge and ®E and ®B the electric and magnetic fields respectively.
In Hall effect thrusters the magnetic field ®B induced by the system is considered negligible compared to the magnetic
field imposed by the coils so that ®B is taken constant : ®B = ®B(x). The time evolution of the electric field ®E is no longer
governed by the full Maxwell equations but reduces to :





with 0 the vacuum permittivity and nα the number density of the species α. In general the resolution of this equation
is done through the electric potential φ in the domain :
®E = −®∇φ (4)







Macroscopic properties of each species α correspond to the statistical velocity moments φˆγα :
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ρα = mαnα = mα
∫
fαd®v = mα φˆ0α (6)
mαnα ®uα = mα
∫







mαnα ®uα2 = mα2
∫
®v2 fαd®v = mα φˆ2α (8)
Here ρα is the mass density proportional to the number density nα coming from the 0th order moment φˆ0α = nα. The
velocity ®uα is related to the 1st order moment φˆ1α and the total energy α is the second order moment φˆ2α which includes
both kinetic energy and internal species energy, expressed with the mean temperature Tα. kB is the Boltzmann constant.
Integrating the Boltzmann equation in the phase space for each species α and omitting collision terms, the
collisionless transport equations are obtained :
∂t ρα + ∇.(ρα ®uα) = 0 (9)
∂t (ρα ®uα) + ®∇.(ρα ®uα ®uα + pα I) = qαnα( ®E + ®uα × ®B) (10)










= qαnα ®E .®uα (11)
These equations are valid for each type of particles, being electrons, ions or neutrals. The fluid pressure pα, and the heat
flux ®Qα come from higher order moments appearing in the Boltzmann equation and need to be expressed in order to
close the system.
The heat flux ®Qα is the third order moment of velocity. An exact closure can be found by integrating even higher
order moments of the equations as in [13, 14]. However this only moves the closure problem to higher order moments.
Some authors solve a more sophisticated time-dependent equation for the heat flux depending on the magnetic field
anisotropy [15]. This approach is not considered in the present fluid model because it introduces three additional
equations in 3D to be solved and consequently additional computing time. Instead the system is closed with a simple
Fourier law for the heat flux. Previous works [16] have revealed the importance of the electron heat flux in the vicinity





with γ the heat capacity ratio of the fluid and Ken the electron-neutral elastic collision rate. Ions and electrons are
considered as monoatomic particles for which γ = 5/3 in three dimensions.
For the pressure pα, a perfect gas assumption for each species is made :
pα = nαkBTα (13)
Finally the 10-moment (or 2-fluid) collisionless system for electrons and ions reads :
∂t ρe + ∇.(ρe ®ue) = 0 (14)
∂t (ρe ®ue) + ∇.(ρe ®ue ®ue + kBTene I) = −ene( ®E + ®ue × ®B) (15)






γ − 1 kBTene).®ue +
®Qe
)
= −ene ®E .®ue (16)
∂t ρi + ∇.(ρi ®ui) = 0 (17)
∂t (ρi ®ui) + ∇.(ρi ®ui ®ui + kBTini I) = eni( ®E + ®ui × ®B) (18)






γ − 1 kBTini).®ui
)
= eni ®E .®ui (19)
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Equations 14 and 17 represent the conservation of ion and electron mass density. Equations 15-16 and 18-19 deal
with the conservation of momentum and energy for electrons and ions respectively.
Equation systems (14-16) and (17-19) without external forces are known as Euler fluid equations. In a plasma,
the two sets of Euler equations are coupled through the resolution of the electric field via the Poisson equation and
collisions must be added. Collisions between two particles of the same population are considered negligible compared
to collisions between different particles. Ionization plays a major role in a Hall effect thruster discharge and needs to be
modelled accurately. In the present framework, only elastic collisions of charged particles (ions and electrons) with
neutrals are taken into account and Coulomb collisions between charged particles are neglected. Excitation processes
are also taken into account to prevent electron energy losses. However we choose not to represent the influence of these
processes on neutrals.
With these hypothesis, the system of equations (14-19) becomes :
∂t ρe + ∇.(ρe ®ue) = S0ioniz,e (20)
∂t (ρe ®ue) + ∇.(ρe ®ue ®ue + kBTene I) = −ene( ®E + ®ue × ®B) + S1en,e (21)






γ − 1 kBTene).®ue +
®Qe
)
= −ene ®E .®ue + S2en,e + S2ioniz,e − S2exc,e (22)
∂t ρi + ∇.(ρi ®ui) = S0ioniz,i (23)
∂t (ρi ®ui) + ∇.(ρi ®ui ®ui + kBTini I) = eni( ®E + ®ui × ®B) + S1in,i (24)






γ − 1 kBTini).®ui
)
= eni ®E .®ui + S2in,i + S2ioniz,i (25)
where Sγδ,α is the source term representing, for each species α, the collision process δ (ioniz for ionization, en and
in for electron-neutral, ion-neutral elastic collision, exc for excitation). Collision frequencies are generally assumed
constant or derived from an analytical solution [17]. In the present paper, collision source terms are computed following
the work of Benilov [11, 12], which integrates cross sections of each considered collision depending on the species
temperature and mean velocity.
Finally, like in several Hall effect thrusters models [18, 19], neutrals are supposed to be only governed by a mass
conservation equation :
∂t ρn + ®u0,n∇.(ρn) = S0ioniz,n (26)
where u0,n = [200 − 300] m.s−1 is a constant axial velocity .
The electron-impact ionization is represented by the source term S0ioniz,α in mass continuity equations 20, 23 and 26.









S0ioniz,n = Kioniznnne (27)
with Kioniz the ionization rate coefficient depending on the cross section and the electron energy distribution
function. S2ioniz,e and S
2




KioniznnnekBTn , S2ioniz,e = −mennneKionizE∗ioniz (28)
with E∗ioniz the energy of the ionization reaction. It assumes that only electrons give their energy for the reaction and
neutral energy is transferred to ions. The particle velocity deviation due to ionization is considered negligible in front of
elastic collisions.




Kexc, jE∗exc, j (29)
with E∗exc, j the energy required to excite a neutral at the excited state j and Kexc, j the corresponding reaction rate.
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Elastic collisions impact the momentum of particles without creation or exchange of particles, so that S0
elastic,α
= 0 .
S1en,e and S1in,i represent the deviation of particle velocity due to elastic collisions with neutrals :
S1en,e = −nnnemeKen(ue − un) , S1in,i = −nnnimiKin(ui − un) (30)










, S2in,i = −
3
2
KinnnnikB(Ti − Tn) (31)
IV. Implementation and numerical strategy
Inspired by efficient CFD codes [20, 21], AVIP is a massively parallel code based on a double domain decomposition.
First the domain is split in several subdomains using the external library PARMETIS [22]. This decomposition allows a
parallel use on a multitude of processors using the Message Passing Interface (MPI). Then each subdomain is divided
into cell groups for an easy optimization of the use of processor memory. The AVIP solver handles unstructured 2D
triangles and 3D tetrahedral meshes. This ability allows to deal with complex geometries and facilitates mesh adaptation
and grid generation.
The numerical resolution of the fluid equations is based on an operator splitting methodology for unstructured meshes.
Convection and source terms are integrated separately in time and ensure a first order accuracy resolution. A Strang
splitting [23] is also available to get a second-order accurate splitting method. Convective terms are integrated spatially
with a finite volume method using a cell-vertex method, with dual cells adapted to unstructured basis. Fluxes at volume
interfaces are computed using various Riemann solvers. The HLLC Riemann solver [24] appears to be robust and
accurate for the present application and is used in the following. Time integration is performed with a third-order Runge
Kutta explicit time scheme in order to avoid large numerical time advancement errors. All source terms (Lorentz forces
and collision operators) are solved at once with an implicit time resolution using an external open-source solver from
the library ODEPACK [25]. The use of an implicit scheme allows larger time steps especially for the ionization source
time integration. Fluid boundary conditions will be detailed in Section V.
The Poisson equation has elliptic properties and is the most time-consuming step in AVIP. A parallel-efficient solver, the
Maphys software [26, 27], developed by the HIEPACS team at INRIA Bordeaux, is used. Maphys is based on a hybrid
approach using the same numerical partitioning as the fluid computation. It combines the accuracy of direct methods on
each processor and the efficiency of iterative methods to treat the interface system between cores.
V. Adapted boundary conditions for plasma sheaths
The length of sheaths is typically a few Debye lengths in a Hall effect discharge chamber. The very thin layer
(generally few hundreds of µm) is crucial for the global behavior of the plasma inside the whole Hall effect thruster.
In particular, plasma instabilities triggered at this location, may lead to wall erosion [28, 29] and have a significant
impact on the Hall thruster life time. Therefore the evaluation of the electric field and plasma densities inside the sheath
is essential to understand and predict the efficiency of a Hall thruster. The physical mechanism of sheaths is fully
understood and explained in the literature [30–32]. The loss of electrons at the boundary produces a pressure gradient
which accelerates them with larger velocities than ions. The subsequent negative charge difference created at the wall,
generates an electric field that accelerates electrons in the direction opposite to their motion, i.e., away from the wall.
The balance between electric force and pressure gradient leads to a stationary sheath with a large electric field [33]. The






where Te is the electron temperature, e the elementary charge and ne the electron density. The Debye length
corresponds to the characteristic length of the electric field induced by a charged particle. The influence on the potential





As a consequence, the Debye length should be resolved to correctly represent the influence of each charged particle
on the overall field of electric potential.
Another standard result of the sheath theory is the Bohm criterion [34] which states that the ion velocity ui inside






The equality between the ion velocity and the ion sound speed defines the limit between the sheath and the presheath.
This description is valid as long as λD << L0 where L0 is the characteristic length of the domain. This condition
depends on the electron temperature which must be correctly predicted.
For a sheath with fixed potential, the Child-Langmuir model [35, 36] relates the voltage φ0 across the sheath with













This relation is based on fluid macroscopic properties of ions and electrons, i.e., assuming a Maxwellian distribution
function, and neglects the electron space charge.
Contrary to fluid solvers, the boundary condition for creating sheaths near walls in a PIC solver is quite simple. Each
particle (ion or electron) exiting the domain is lost at the wall boundary which naturally leads to a stationary sheath at
the wall or electrode.
Creating stable sheaths in fluid models is less straightforward. By construction, quasineutral solvers do not solve the
sheaths and replace the sheath by equivalent boundary conditions [19]. Analytical models [37–41] for the sheath and the
presheath, that impose potential drop and plasma densities are commonly used.
On the other hand, drift-diffusion solvers coupled to a Poisson equation are able in principle to represent sheaths
[42, 43]. The wall flux can be expressed considering that a charged particle hitting a wall is instantaneously neutralized
and assuming that no particles are coming from the wall. Particles may exit at the wall due to their thermal motion
and not only their mean velocity. This corresponds to the particles of the Maxwellian distribution function that have a
positive (or negative) velocity fluctuation.
The present model is a 10-moment fluid formulation with Poisson equation. Imposing boundary conditions on such
equation system is a crucial issue to reproduce correctly the sheath formation. Following the work of Cagas and Hakim
[16], it is possible to create sheaths near walls assuming a vacuum just outside the domain for ions and electrons. This
means that each charged particle at the wall is instantaneously neutralized and lost.
In [17, 44], wall boundary conditions are expressed using explicit fluxes crossing the boundary, including the flux
due to particle thermal motion, as drift-diffusion solvers. In this way, the half of the Maxwellian distribution representing
particles that exit the domain, is considered as an outgoing flux.
In the following, a PIC simulation is first performed with the AVIP-PIC solver in order to understand the formation
of the sheath and the behavior of macroscopic plasma properties. Note that the AVIP-PIC solver uses a Boris scheme for
the transport of particles without collisions and in the presence of an electric field. Secondly, PIC results are considered
as the reference and two different boundary conditions with AVIP-Fluid are compared with. Finally the influence of the
mesh resolution on AVIP-Fluid results is addressed.
A. Test case on a collisionless sheath : preliminary results with AVIP-PIC
In this section the formation of a 2D collisionless anode sheath in a Xenon gas is studied (mXe = 2.18 10−25kg) with
the AVIP-PIC solver. The AVIP-PIC code is used as a reference to highlight the balance between pressure gradient and
Lorentz force. The y direction is considered periodic. The anode potential φ0 at x = 0 is set to 200 V and the cathode
potential to φL = 0V at x = L. No secondary electron emission or other wall interaction are considered. Electron
particles are initialized with a Maxwellian velocity distribution function at an initial temperature of Te,0 = 10 eV .
Cold ions are initially at Ti,0 = 0.1 eV . Initially, 50 macro-particles per cell are set to ensure statistical convergence.
Macro-particles weights are initialized in order to get same electron and ion densities of ne = ni = 5.0 1016m−3. A
fixed timestep of ∆t = 5 10−12 s is used for the simulation. The Debye length computed with these initial conditions is
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λD = 105.2µm and is the reference length for all simulation cases.
After 100 ns the sheath starts to form as evidenced by ions and electrons densities in Fig. 1a. The electron density
decreases faster than the ion density due to the high mobility of the much lighter electrons. The thickness of the sheath
represents the area where the plasma is not quasineutral and is around 8 Debye lengths at t = 0.1µs. Also shown in
Fig. 1a, the electron temperature slightly increases due to the presence of a strong electric field in Fig. 1b.
(a) Densities and electron temperature (b) Potential and electric field
Figure 1 Characterization of the plasma inside the anode sheath at t = 0.1µs, AVIP-PIC simulation
The electric field magnitude increases in the sheath due to the source term proportional to (ni − ne) in the Poisson
equation, Eq. 5. The potential, fixed at the anode, is shifted in the sheath by 65 V at t = 0.1µs. This drop of potential is
higher than the expected value at steady state, as the low mobility of ions induces long transient states.
Figure 2 Balance between momentum equation forces inside the sheath at t = 0.1µs, AVIP-PIC simulation
Figure 2 represents the different contributions to the electron momentum conservation equation derived from the PIC
simulation. The convection term is negligible inside the whole domain and particularly in the sheath. As mentioned in
the literature, the sheath results from the balance between pressure gradient and electric forces. Electrons exit the domain
and create a negative pressure gradient. This pressure gradient tends to impose a negative electron velocity meaning that
the force expulses the electrons out of the domain. The negative electric field created by the charge difference induces a
positive Lorentz force and a negative electron velocity. At t = 0.1µs, the electric force is not strong enough to neutralize
the pressure gradient and to stabilize the sheath. In the presheath, the Lorentz force is even negative. The steady state is
not reached.
At equilibrium the plasma sheath stabilizes with characteristic potential drop and thickness. In the present case this
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Figure 3 Balance between momentum equation forces inside the sheath at t = 0.3µs, AVIP-PIC simulation
is obtained at t = 0.3µs as shown in Fig. 3. The sum of momentum forces near the wall is slightly negative meaning
that electrons still leave the domain. The net force at the wall is around 5 N . In the presheath, the electric force is now
positive and compensates the pressure gradient. For an anode sheath, this part of electrons exiting the domain through
the electrode supplies the electric circuit and creates a current. Away from the sheath the balance between these forces
still play a role but the electric field is much reduced as the charge difference is smaller.
(a) Densities and electron temperature (b) Potential and electric field
Figure 4 Characteristics of the plasma inside the anode sheath at t = 0.3µs, AVIP-PIC simulation
At equilibrium, Fig. 4a shows that the sheath thickness is strongly reduced down to 4 Debye lengths. In the present
configuration, it leads to a sheath thickness of around 0.4mm. Note that he collisionless Child-Langmuir model (Eq. 35)
based on fluid approximations, with an electron temperature of Te = 10 eV and a potential of φ0 = 200V , predicts a
sheath thickness of sth = 7.5λD .
The electron temperature decreases in the vicinity of the wall due to particles that leave the domain. In Fig. 4b, the
maximum of electric field is located at the wall and is around −12, 500 V/m. The value is lower than in the transient
state and no longer compensates for the loss of electron temperature at the wall. A potential drop of 3 eV is also observed
at the sheath edge.
In Fig. 5, the Bohm criterion (Eq. 34) is verified : the mean ion velocity is well equal to the ion sound speed at the
beginning of the sheath and assures a stabilized sheath. At the boundary, the ion velocity is twice larger than the ion
sound speed. As expected ions are supersonic and should be treated with caution in the fluid formalism.
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Figure 5 Bohm criterion : ion velocity compared to ion sound speed, AVIP-PIC simulation
B. Wall boundary conditions for 10-moment fluid solvers
Reproducing sheaths in fluid solvers is a known difficulty. The configuration previously studied with AVIP-PIC
is now computed with AVIP-Fluid. A refined mesh with 100 cells per Debye length in the sheath area is used which
corresponds to a cell size of approximately 1µm near the wall. The HLLC Riemann solver is applied with a CFL number
of 0.1. In these conditions, we suppose that numerical errors are negligible and that the results depend only on the
boundary methodology and the physical model.
Two different types of boundary conditions are used and tested at the anode.
First, the vacuum condition is implemented as in the paper of Cagas [16]. Numerically, the Riemann solver at the
boundary condition computes a self-consistent flux between two fluxes : a zero density and pressure flux corresponding
to a vacuum on one side (called the "ghost cell"), and the flux predicted by the scheme on the other side. The solution at
the boundary condition adjusts itself to compute the surface flux adapted to the predicted variables. To avoid numerical





where pin is the predicted pressure at the boundary before the boundary condition procedure. The factor ηp = 1/100 is
arbitrary in the model and will be discussed later.
(a) Densities and electron temperature (b) Potential and electric field




Figure 6 shows results with the vacuum condition at t = 0.3 µs. The transient phase is not presented here as it is
similar to the PIC simulation. On Fig. 6b, the potential drop is overestimated and reaches 40 V at the exit of the sheath.
Consequently the electric field is higher inside the sheath and reaches −110, 000 V/m, which is 9 times the value of
the PIC simulation. This huge electric field induces a larger sheath. On Fig. 6a, the steady sheath thickness is equal to
around 10 Debye lengths, i.e., largely overestimated when compared to AVIP-PIC results. The sheath is also larger than
predicted by the Child-Langmuir theory. In fact, the electron density induced by the vacuum condition is lower at the
wall and leads to a difference of charge densities.
The electron temperature decreases inside the sheath and is however correct according to PIC results of Fig. 4. A
sensitivity study showed no impact of the relaxation ratio ηp on these results.
The second boundary condition specifies the thermal flux at the boundary. The thermal velocity represents the mean














with nα,in the density predicted by the scheme inside the domain and vth,α the thermal velocity of the species α.
This flux represents the particles that leave the domain because of their velocity fluctuation and can be derived from the
Maxwellian distribution function, see [43]. Considering that the mass flux leaving the domain is at the temperature









are applied to the corresponding equation of (20)-(25). Moreover the flux predicted by the
scheme inside the domain is kept if the wall normal component of the velocity is positive. If the wall normal velocity
component is negative, meaning an incoming flux, the flux is set to zero. This can be synthesized as :
Fγ
bndy,α
· ®n⊥ = max
(





where ®n⊥ is the boundary normal vector .
(a) Densities and electron temperature (b) Potential and electric field




Results obtained for the thermal flux condition at t = 0.3 µs, are shown in Fig. 7. The sheath thickness is around
6 Debye lengths which is in better agreement with AVIP-PIC results. The electron density at the wall boundary is
much higher compared to the vacuum condition and corresponds to PIC results. This leads to a lower difference of
charge density. Consequently, the potential drop is equal to 10 eV and is slightly overestimated but closer to PIC results
compared to the vacuum condition. Note that this drop has not yet reached a steady value as the transient regime is a bit
longer for fluid simulations. Here, the electric field maximum is around −38, 000 V/m, much lower than for the vacuum
condition. Finally the temperature drops in the sheath thickness and is in agreement with both previous simulations.
As explained in Section A, the sheath reaches a steady state thanks to the balance between pressure gradient and
Lorentz force. The analysis of these forces for the two different fluid boundary conditions is made at t = 0.3µs on Fig. 8.
(a) Vacuum condition (b) Thermal flux condition
Figure 8 Balance between electron momentum equation forces inside the sheath at t = 0.3µs, AVIP-Fluid
simulation
For the vacuum condition, Fig. 8a, we observe a zero value of all momentum forces at the wall. Imposing a zero
pressure outside the domain leads to a zero pressure on the two first Debye lengths inside the domain by continuity. The
pressure gradient is close to zero such as the electric contribution to respect the force balance inside the sheath. This
also explains the low sensitivity of the results to the pressure ratio ηp, which only drives the convergence rate to the
steady state but does not change the final pressure inside the domain. For the thermal flux condition, Fig. 8b, the sum of
momentum forces at the wall is negative, around 2 N . Electrons leave the domain as already shown in PIC results. The
pressure gradient is not null but results from the predicted flux.
It is clear from these results that the vacuum condition properties are not conceptually similar to the PIC boundary
conditions. The low electron density imposed at the boundary because of the vacuum pressure creates a larger sheath
than the PIC simulation.The thermal flux condition, intuited from the microscopic particle behavior at the wall, is more
suited to match PIC results.
In the present problem, the Debye length (Eq. 32) appears to be a key quantity which controls main sheath properties.
On Fig. 9, the Debye length is plotted in the vicinity of the wall and compared to the AVIP-PIC results. The Debye
length slightly increases inside the sheath because of a lower electron density. The thermal flux condition shows a very
good evaluation of the Debye length in the sheath/presheath area, whereas the vacuum condition leads to large errors in
the sheath region and close to the wall. This is to be related to the too low imposed electron pressure and consequently
too low density at the wall.
Finally the Bohm criterion theory is evaluated in Fig. 10. Ion velocities for AVIP-Fluid with the two proposed
boundary conditions, also applied for ions, are normalized by ion sound velocities and compared to the AVIP-PIC
results. The ratio of ion velocity to ion sound speed of the AVIP-Fluid with the thermal flux condition is closer to the
AVIP-PIC profile than the AVIP-Fluid with vacuum condition. Inside the presheath, the ion velocity is however slightly
overestimated. The Bohm criterion is respected for the thermal flux condition : the sheath thickness (estimated at around
6 Debye lengths) corresponds to the value of ion velocity equality. However, the Bohm criterion is not valid for the
AVIP-Fluid with the vacuum condition. The sheath thickness was estimated around 10 Debye lengths in this case and
the ion velocity is not over the ion sound speed between 5 and 10 Debye lengths from the wall. The ion velocity in the
sheath is largely overestimated due to the strong pressure condition at the boundary.
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Figure 9 Debye length inside the domain for the various simulation cases
Figure 10 Bohm criterion : Ratio of the ion velocity to the ion sound speed for all simulation cases
Table 1 summarizes the results of each simulation with characteristic properties of the sheaths.
Table 1 Characteristics of the sheath for all simulation cases at t = 0.3µs
Simulation case sheath thickness s potential drop φD Bohm criterion respected?
AVIP-PIC 4 λD 2 V yes
AVIP-Fluid with vacuum condition 10 λD 40 V no
AVIP-Fluid with thermal flux condition 6 λD 10 V yes
Child-Langmuir law 7.5 λD / /
C. Influence of mesh resolution
Meshing near-wall regions with 100 cells per Debye length is not a viable solution for the simulation of complex
3D configurations since this would lead to too small computational time steps. The spatial resolution in the sheath is
therefore a key factor and is studied in this subsection. Two meshes with respectively 2 cells per Debye length and 8 cells
per Debye length inside the sheath are tested. Note that the characteristic Debye length chosen here is estimated away
from the sheath, and equal to 105.2 µm, see Fig. 9. The HLLC Riemann solver of order one is used with the thermal
flux boundary condition. Results with these two meshes are plotted on Fig. 11.
A too low resolution of the near-wall region generates a peak of electron temperature. With two cells per Debye
length, the electron temperature reaches 120 eV at t = 0.3 µs and continues to grow. The sheath is not stable and much
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(a) 2 cells by Debye legnth (b) 8 cells by Debye length
Figure 11 Densities and electron temperature of the plasma inside the anode sheath at t = 0.3µs for two
different meshes, AVIP-Fluid simulations
larger (more than 25 Debye lengths). The reason is that the Bohm criterion stability is not fulfilled because the high
peak of electron temperature induces a higher ion sound speed. With 8 cells per Debye length in the near-wall region,
the sheath is created with a slight heating of about 8 eV and the sheath thickness is overpredicted (around 11 Debye
lengths). From these results, the minimal resolution can be estimated at around 8 to 10 cells per Debye length. Note
that this value is clearly dependent on the numerical scheme used (order 1 here). It means that an effort on the mesh
resolution need to be done in order to correctly reproduce the sheath behavior near walls and electrodes.
VI. A 2D r − z test case
The physical model has been validated on simple test cases in order to assess of the plasma modeling, from standard
plasma oscillation to detailed collision processes (not shown here for the sake of brevity). This final section presents the
ability of the Fluid AVIP solver to simulate a Hall effect thruster configuration. For this purpose, the SPT 100 model
which has been widely studied in the literature [45–47] is considered. A 2D r-z configuration of this thruster is chosen in
order to get the global behavior of the plasma in the axial direction. Since the plume plays a role in the optimal operation
of a Hall thruster, it is included in the computational domain. The main geometrical and operating parameters of the
SPT 100 are referenced in the paper presented by Escobar [46] and are listed in Table 2.
Table 2 Main parameters of the SPT 100 for the 2D r-z simulation
Ûmn 4.85 mg/s u0,n 300 m/s
Bmax 237 G φa 300 V
LAC 33 mm Lchannel 25 mm
hchannel 15 mm n0,e 1017 m−3
T0,e 5 eV T0,i 0.1 eV
Ûmn is the Xenon mass flow rate at the anode and u0,n is the constant neutral velocity. The anode inside the Hall
thruster has a fixed potential of φa = 300V . The cathode, set to φc = 0V is positioned at a distance LAC at the right
boundary of the domain in order to get discharge between two plates inside the chamber. A source term at 1 mm from
the cathode injects electrons to compensate for the electronic current lost at the anode. The thermal flux boundary
condition described in the previous section is used for ions and electrons. The axial magnetic field profile fits the
SPT-100 magnetic configuration [46] and reaches a maximum Bmax = 237 G. Dimensions of the channel Lchannel and
hchannel are described in Table 1.
Figure 12 shows the axial profile of the initial neutral density corresponding to the background solution of the
cited paper [46]. Ion and electron densities are initially constant and set to ne,0 = ni,0 = 1017 m−3. With such initial
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Figure 12 Initial Xenon neutral density corresponding to the background solution of Escobar paper [46]
conditions, this leads to an initial Debye length of λD,0 = 52.6 µm.
Figure 13 Mesh and geometry of the r-z configuration
The 2D mesh is made of 2, 2M of triangles trying to respect the cell size recommendation made in Section C. In the
vicinity of walls, the cell size is fixed to 6 µm in order to have around 9 cells per Debye length in the sheath. Inside the
discharge chamber and away from the walls, cell sizes are around 50 µm to get 1 cell per Debye length.
Figure 14 shows preliminary results of the anode sheath for the r-z simulation after 0.1µs. The electron density
decreases near wall boundaries to form a sheath with a thickness around 500 µm which corresponds to 10 Debye lengths.
The solution is not yet stationary due to the low ion mobility. However it is possible to compute a theoretical thickness
using the drift-diffusion law. For a potential of 300 V and an electron temperature of 5 eV , the theoretical thickness
is around sth = 17λD . Here, the magnetic field and collision processes are not negligible inside the sheath and the
Child-Langmuir law is not correct. Moreover, previous results in Section V have shown a slight overestimation of the
analytical theory compared to PIC results. In Fig. 14, the electron temperature is overpredicted inside the sheath due to
numerical thermal heating. Using a slightly more refined mesh at the wall should reduce this thermal heating at wall
boundaries.
In Fig. 15, preliminary results of plasma properties inside the discharge chamber and the plume are shown at
t = 0.1µs. The formation of sheaths near chamber walls is visible on the electron density, see Fig. 15a. At the exit plane,
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Figure 14 Densities and electron temperature inside the anode sheath at t = 0.1µs for the r-z configuration
in Fig. 15b the axial electric field is maximal leading to a strong acceleration of Xenon ions. This phenomena is standard
in Hall effect thrusters and is responsible for the engine thrust.
(a) Electron density (b) Axial electric field and ion velocity
Figure 15 Plasma characteristics inside the Hall thruster chamber at t = 0.1µs
VII. Conclusion
AVIP is a 3D unstructured parallel-efficient solver developed to simulate bounded plasmas in Hall thruster
configurations. The AVIP-Fluid model takes into account separated fluid entities for ions, electrons and neutrals with
inertia and convection effects, elastic and inelastic collision processes. The equation system is closed using a Fourier law
for the heat flux and coupled to the Poisson equation for the electric field resolution. The numerical resolution of these
equations is done with a finite volume method coupled to a Riemann solver for convection terms adapted to unstructured
meshes. Source term integration is done with an open source implicit solver. The resolution of the Poisson equation is
adapted to highly parallel computation using the MAPHYS solver.
Inside Hall effect thrusters, the behavior of sheaths plays a crucial role in the thruster efficiency and lifetime. The
study of sheaths raises the issue of explicit fluid boundary conditions. The vacuum condition presented in the paper of
Cagas [16] fails to recover sheath properties compared to PIC results. The thermal flux condition is more in adequacy
with PIC results, as it takes into account a truncated distribution function at the boundary condition. The mesh resolution
is also a key point to obtain accurate sheath behavior without numerical thermal heating. The minimal mesh resolution
for a numerical scheme of order one, in the vicinity of walls, is estimated to 8 cells per Debye length.
Finally the sheath theory is verified on a more realistic configuration of a Hall thruster. A 2D r-z simulation of a
SPT 100 is performed on a mesh satisfying previous recommendations. Sheaths are formed near walls with a thickness
around 10 Debye lengths. Preliminary results show the global behavior of the plasma characteristics at the exit plane,
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i.e., a strong electric field and a high ion velocity.
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Dans ce chapitre, les dierentes parties du code ont ete validees separement sur
des cas tests simples. Les schemas numeriques pour la convection ont ete testes sur la
convection d'un vortex et un tube a choc et le solveur de Poisson sur des calculs de
champ electrique dans des congurations simpliees au Chapitre 3. La validation du
couplage entre les dierents mecanismes physiques doit maintenant e^tre etudiee sur des
congurations representatives du plasma a l'interieur des moteurs a eet Hall. Malheu-
reusement, la communaute plasma ne dispose que de peu de cas tests ou une solution
analytique existe. Il faut donc se tourner vers des cas simples pour lesquels une solution
de reference (generalement PIC) est disponible.
5.1 Oscillation plasma dans un domaine 1D
Le couplage entre le champ electrique et les especes chargees du plasma est va-
lide avec une modelisation 1D de l'oscillation plasma. Ce couplage se fait via la force
de Lorentz dans l'equation de conservation de la quantite de mouvement des especes
chargees. Ce cas test permet aussi de tester le solveur implicite pour la force de Lorentz.






Le cas de validation consiste en un domaine 1D contenant un plasma initialement
quasi-neutre de densite ne = ni = 10
15 m−3. Les ions etant supposes immobiles devant
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les electrons, seuls les electrons sont simules. Une perturbation sinusodale est appliquee
a la densite des electrons an de devier le plasma de sa position d'equilibre. La dierence
de charge est alors non nulle et cree un champ electrique lui aussi sinusodal qui oscille
a la frequence plasma ωp. L'objectif est d'identier cette oscillation sur un domaine 1D
de taille Lmax = 5 cm compose de 100 nuds. Le solveur MAPHYS est utilise pour
le calcul du champ electrique et les resultats sont presentes avec le schema convectif
HLLC-MUSCL (les resultats sont similaires quel que soit le schema convectif utilise).
Le pas de temps est xe a t = 10−12 s an de capturer la frequence recherchee.
Prenant en compte la densite electronique initiale, la frequence ωp,th et la periode τp,th





= 1.78 GHz , τp,th =
2pi
ωp,th
= 3.528 10−9 s (5.2)
Figure 5.1: Champ electrique et vitesse des electrons en x = 1.25 cm en fonction
du temps.
Le champ electrique et la vitesse des electrons, tous deux responsables de l'oscillation
plasma, sont traces sur la Fig. 5.1. Les deux grandeurs oscillent en decalage de phase
avec la me^me frequence et une periode de l'ordre de τp,AV IP = 3.52 10
−9 s en accord
avec la theorie. Lorsque le champ electrique change de signe, la vitesse des electrons
atteint un maximum car la force de Lorentz change de direction. Ainsi le decalage





L'oscillation dans le plasma est entretenue par une transformation de l'energie
electrostatique apportee par le champ electrique en une energie cinetique permettant
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de deplacer les electrons. Ce phenomene se traduit par une oscillation temporelle de





La Fig. 5.2 montre l'evolution de l'energie cinetique et de l'energie electrostatique
en fonction du temps. Comme attendu, l'energie totale du plasma est bien conservee
au cours du temps.
Figure 5.2: Energie cinetique et electrostatique du plasma en x = 1.25 cm en
fonction du temps.
5.2 Decharge capacitive dans l'Helium
Le systeme complet d'equations developpe dans le chapitre 2 est teste sur un cas
test de decharge capacitive dans l'Helium tire d'un cas test PIC [226]. Ce cas test prend
en compte les dierentes collisions elastiques et inelastiques detaillees dans la section
2.3.1 ainsi qu'un champ electrique uctuant. Ainsi, le cas test permet de valider les
expressions des termes sources representant les collisions et leur resolution gra^ce au
solveur implicite. Les proprietes de la decharge sont decrites dans [226] et dierents cas
a pressions dierentes sont etudies. Deux d'entre eux sont reproduits ici avec le code
AVIP-Fluide.
Le cas test propose n'admet pas de solution analytique. Les simulations sont donc
realisees avec la version PIC d'AVIP an d'obtenir une solution de reference. Les
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resultats PIC deja realises dans [226] peuvent aussi faire oce de reference. Des resultats
obtenus avec le logiciel uide Comsol [226] sont egalement disponibles pour comparai-
son. Ce logiciel utilise des equations de derive diusion pour les ions et les electrons
couplees a une equation de Poisson.
Le cas test consiste en une decharge radio-frequence 1D entre deux electrodes pa-
ralleles separees d'une distance L = 6.7 cm, dans de l'Helium (mHe = 6.67 10
−27 kg) a
une temperature constante de Tn = 300 K. La pression d'Helium dans les deux cas tests
choisis est de 4 Pa et 40 Pa, correspondant aux cas 1 et 3 du cas test [226]. Nitschke
[177] considere que la formulation uide ne reproduit pas correctement le plasma dans
une decharge si la pression du gaz est inferieure a 13 Pa. Les deux cas ont donc ete
choisi de part et d'autre de cette limite theorique. Des ions Helium et des electrons sont
initialises a une densite dependante de chaque cas test. Le potentiel a l'anode varie si-
nusodalement en temps a une frequence de 13.56 MHz. Le maximum du potentiel ainsi
que d'autres grandeurs speciques a chaque cas test sont donnes dans le tableau 5.1.
Tableau 5.1: Parametres physiques des deux cas tests sur la decharge a
l'Helium.
Cas Turner cas 1 [226] cas 3 [226]
Pression du gaz 4 Pa 40 Pa
Potentiel maximum ±450 V ±150 V
Densite des neutres 9.64 1020 m−3 9.64 1021 m−3
Densite plasma initiale 2.56 1014 m−3 5.12 1014 m−3
Sur la Fig. 5.3, la densite des populations, le champ electrique, la pression electronique,
et le terme source d'ionisation sont representes pour le cas 3 simule avec AVIP-Fluide,
a deux instants t+ et t− correspondant respectivement aux temps ou le potentiel est
soit maximum soit minimum (+150 V ou −150 V ). Le champ electrique uctuant
(Fig. 5.3(b)) cree des vitesses electroniques tres importantes au niveau des gaines. Les
electrons se deplacent d'une electrode a l'autre au rythme de la frequence imposee
par le champ electrique. Lorsque les electrons atteignent une des electrodes, la pres-
sion electronique est quasi-nulle (de l'ordre de 10−9 Pa) au niveau de l'autre electrode
(Fig. 5.3(c)). Le champ electrique transmet de l'energie aux electrons dans les gaines
an d'ioniser les particules d'Helium dans le me^me instant (Fig. 5.3(d)). Les ions plus
lourds, ne sont pas sensibles a ces variations (ni(t
+) = ni(t
−)) et par consequent le
prol de densite ionique atteint au bout d'un certain temps un etat stationnaire. Une
bonne prediction de ce prol de densite est un critere qualitatif important pour evaluer
la precision du solveur AVIP-Fluide.
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(a) (b)
(c) (d)
Figure 5.3: Densite ionique ni et electronique ne (a), champ electrique axial Ex
(b), pression des electrons (c), et terme source d'ionisation (d) pour le cas 3
[226] avec AVIP-Fluide, a deux instants t+ et t−.
Le solveur HLLC-MUSCL est utilise avec un CFL xe a 0.9. Une etude de conver-
gence en maillage est d'abord realisee sur le cas a 40 Pa. Trois maillages de 400, 800 et
1200 cellules sont consideres, correspondant a un pas d'espace x respectivement de
168 µm, 84 µm et 56 µm.
Les prols de densite ionique a l'etat stationnaire sont traces sur la Fig. 5.4. La
convergence en maillage est observee a partir de 800 cellules entre les deux electrodes.
Dans les simulations suivantes, ce maillage est conserve.
Les comparaisons des prols de densite ionique obtenus avec les dierents codes
sont tracees sur la Fig. 5.5 pour les 2 cas. Le prol en cloche de la distribution des ions
entre les electrodes est correctement predit pour les deux cas presentes. Proche des
electrodes, le prol des ions d'AVIP-Fluide est en accord avec les simulations PIC pour
les deux cas. Le maximum de densite au centre du domaine est legerement surestime
pour le cas raree et sousestime pour le cas a 40 Pa. Le modele d'AVIP-Fluide est
globalement plus precis que le modele simplie de Comsol [226].
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Figure 5.4: Zoom sur le maximum des prols de densite des ions pour 3
maillages dierents.
(a) Cas 1, p = 4Pa (b) Cas 3, p = 40Pa
Figure 5.5: Comparaison des prols de densites des ions pour les deux cas avec
les codes PIC de Turner [226], AVIP-Fluide et Comsol [226].
La decharge radio-frequence est principalement gouvernee par les processus d'ioni-
sation. La Fig. 5.6 montre le terme source d'ionisation moyenne en temps pour les ions
et les electrons obtenu en PIC et en Fluide.
Pour le cas 1, la zone d'ionisation est situee au centre de la decharge dans la simula-
tion PIC et est representee au bon endroit avec AVIP-Fluide. Cependant, la valeur du
terme source d'ionisation est surestimee par AVIP-Fluide au centre du domaine. Par
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Figure 5.6: Termes sources d'ionisation moyennes en temps pour deux pressions
d'Helium dierentes, obtenus en PIC et en uide.
consequent, un nombre trop important d'ions est cree et peut expliquer les dierences
sur les prols de densite de la Fig. 5.5(a). Lorsque la pression entre les electrodes aug-
mente, le terme source d'ionisation devient moins important au centre et se concentre
dans les gaines pour les deux formalismes (PIC et uide). Le processus d'ionisation est
cependant sous-estime par AVIP-Fluide au centre du domaine ce qui implique un prol
de densite legerement plus bas sur la Fig. 5.5(b).
L'energie des electrons necessaire a l'ionisation provient du chauage par champ
electrique. La densite de puissance electrique pour les electrons Pe permet de visualiser
la puissance gagnee sous l'eet du champ electrique et s'exprime :
Pe = −ene~ue · ~E (5.5)
An de comprendre les dierences de prols d'ionisation obtenues, la densite de
puissance electrique pour les electrons, moyennee en temps est tracee sur la Fig. 5.7 en
comparaison avec les resultats du code PIC [226].
Pour le cas a 4 Pa, la densite de puissance electrique est principalement concentree
au centre de la decharge pour les deux approches. AVIP-uide surestime le chauage
electrique dans cette zone et par consequent les electrons emmagasinent plus d'energie
pour la reaction d'ionisation. Dans les gaines, la perte d'energie electrique n'est pas
correctement representee avec AVIP-Fluide. Periodiquement, les gaines sont videes de
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Figure 5.7: Densite de puissance electrique pour les electrons moyennee en
temps pour deux pressions d'Helium dierentes, obtenus en PIC et en uide.
leurs electrons sous l'eet du champ electrique (voir Fig. 5.3(c)). A ces instants, la
densite electronique proche de l'electrode est quasi-nulle, voire nulle pour le cas a 4 Pa.
La distribution electronique n'est plus Maxwellienne et le modele uide n'est donc plus
adapte pour representer cette population.
Pour le cas a plus haute pression (cas 3), les electrons sont principalement chaues
dans les gaines et viennent ioniser les particules d'Helium plus en aval des electrodes
(voir resultats PIC de la Fig. 5.6). Avec la formulation uide, les maximas de den-
site de puissance electrique sont bien presents dans les gaines mais sont surestimes.
La faible presence d'electrons a certains instants de la decharge dans ces zones peut
expliquer ces ecarts. Dans les cas presents, ceci se traduit par une mauvaise prediction
de la variation d'energie des electrons. De plus, la densite de puissance electrique est
tres faible au centre du domaine et explique la faible ionisation constatee sur la Fig. 5.6.
En conclusion, les proprietes des ions dans les simulations uides sont correctement
reproduites et viennent valider l'expression des termes sources et leur couplage avec la
convection et le champ electrique. Cependant, la variation d'energie des electrons dans
le domaine est encore approximative. Pour des cas ou le champ electrique est oscil-
lant, une mauvaise representation de la fonction de distribution des electrons a certains
endroits de la simulation peut amener a des resultats incorrects au niveau des bilans
energetiques. Ce phenomene a peu de chance d'apparaitre dans les moteurs a eet Hall
144
5.2 Decharge capacitive dans l'Helium
en regime stationnaire car les potentiels aux electrodes sont xes.
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L'instabilite cyclotronique de derive electronique (ECDI ou instabilite ExB) a ete
observee dans des simulations PIC de moteurs a eet Hall et reste un candidat possible
an d'expliquer le transport anormal des electrons et l'erosion anormale des propulseurs.
Cette instabilite se propage dans la direction azimutale de la chambre d'ionisation et
avec une vitesse proche de la vitesse acoustique des ions. Elle a une longueur d'onde
de l'ordre du mm, ce qui pourrait expliquer les stries de me^me taille observees dans les
ceramiques des moteurs. L'objectif de ce chapitre est de realiser une simulation z − θ
d'un moteur a eet Hall an d'observer cette instabilite. Le cas est inspire d'une simu-
lation PIC [34] et va faire prochainement l'objet d'un benchmark entre les dierents
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codes particulaires presents dans la communaute des plasmas de propulseurs spatiaux
(en collaboration avec l'universite de Princeton, le LPP, le LAPLACE et d'autres par-
tenaires). Les simulations du code AVIP-Fluide seront comparees avec les resultats
des simulations PIC et confrontees aux relations theoriques de l'instabilite. La simu-
lation a aussi ete realisee avec AVIP-PIC (dans le cadre de la these de W. Villafana)
et les resultats serviront egalement de reference. Ce chapitre a aussi pour objectif de
demontrer la capacite du modele uide developpe dans AVIP a modeliser correctement
les caracteristiques de l'instabilite. La mobilite electronique sera ensuite observee pour
determiner si l'ECDI est responsable du transport anormal des electrons dans un mo-
teur a eet Hall.
6.1 Travaux theoriques sur l'instabilite ExB
La relation de dispersion de l'ecoulement peut e^tre calculee a partir d'une equation
uide pour les ions et une equation de Vlasov pour les electrons, toutes deux couplees
a l'equation de Poisson [52, 138]. Les eets cinetiques des electrons sont ainsi pris
en compte. Apres simplications (voir [138] pour plus de details), cette relation de




ω − ~k · ~ui
)2 + αk2λ2De − i piβk2λ2De = 0 (6.1)
avec ω et ~k respectivement la pulsation et le vecteur d'onde et ~ui la vitesse des ions.






Enn, les coecients α et β dependent de l'expression de la fonction de distribution
des electrons utilisee dans l'equation de Vlasov (detailles dans [138]).
Les solutions de cette equation en 3D [52] montrent que la relation de dispersion tend
asymptotiquement vers une instabilite pilotee par l'acoustique des ions appelee "mo-
died acoustic ion instability". Cette asymptote est atteinte lorsque le vecteur d'onde
kr, qui est le vecteur dans la direction radiale parallele au champ magnetique, atteint
une valeur seuil. Dans une simulation z − θ, la direction radiale n'est pas modelisee et
la transition ne peut pas se produire. L'instabilite acoustique ionique a tout de me^me
ete observee dans des simulations z−θ PIC stationnaires [139]. La transition vers cette
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instabilite dans les calculs z − θ est donc toujours inexpliquee [34]. La relation de dis-
persion de l'onde acoustique ionique reste cependant une tres bonne approximation de
la relation de dispersion complete.
Gra^ce a des simplications [138], il est possible de retrouver le taux d'accroissement
γ et la frequence angulaire ωr de l'Eq. 6.1 (avec ω = ωr + iγ) :
ωr ≈ ~k · ~ui ± kuth,e√
α+ k2λ2De
(6.3)
γ ≈ ± piβkuth,e(
α+ k2λ2De
)3/2 (6.4)
avec uth,e la vitesse thermique des electrons.
L'instabilite de derive electronique est predominante dans la direction azimutale.
Elle a donc un taux d'accroissement theorique maximal dans cette direction de sorte
que :
∂γ/∂kθ = 0 (6.5)















En substituant l'Eq. 6.6 dans les Eqs. 6.3 et 6.4, le taux d'accroissement maximal























La frequence theorique de l'instabilite ne depend plus des coecients α et β ca-
racteristiques de la fonction de distribution des electrons. Ainsi, imposer une fonction
de distribution Maxwellienne pour les electrons ne modie pas la frequence de l'instabi-
lite. Cependant, le taux d'accroissement et la longueur d'onde theoriques sont directe-
ment lies au coecient α. Ces grandeurs ne seront donc pas correctement determinees
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par un modele uide si l'on fait l'hypothese d'une fonction de distribution Maxwellienne.
Pour une fonction de distribution Maxwellienne des electrons, α est proche de 1.
En utilisant les resultats de Boeuf [34] pour le cas z − θ cible dans ce chapitre, la
longueur de Debye peut e^tre estimee entre 75 et 120 µm (Fig. 6.1(a)). La longueur
d'onde theorique de l'ECDI (Eq. 6.7) pour α = 1 se situe donc entre 700 µm et 1 mm.
La frequence theorique ftheo est aussi representee sur la Fig. 6.1(b) et varie entre 4 et
6 MHz.
(a) Longueur de Debye λDe (b) Fre´quence the´orique ftheo
Figure 6.1: Calcul de la longueur de Debye et de la frequence theorique de
l'ECDI suivant les resultats de la simulation PIC de Boeuf [34].
6.2 Description du cas
La majeure partie des instabilites a l'interieur d'un moteur a eet Hall se propagent
dans la direction azimutale. Ainsi, le domaine choisi est un domaine 2D rectangulaire
(~x, ~y) (Fig. 6.2) de dimension 2.5 cm × 1 cm, ou la direction ~x correspond a la direc-
tion axiale et la direction ~y a la direction azimutale. La longueur ymax = 1 cm dans
la direction azimutale est a priori susante pour representer correctement l'instabilite
recherchee qui est de l'ordre du mm. L'inuence de cette longueur sur les resultats sera
etudiee dans la section 6.3.4. Le plan de sortie du moteur est situe a xs = 1 cm. Ainsi,
seulement les derniers mm de la chambre d'ionisation et une partie du panache sont
modelises dans cette simulation. Les conditions limites de gaines developpees dans le
chapitre 4 sont appliquees en x = 0 pour les ions et les electrons an que la gaine soit
reproduite correctement proche de l'anode. Des conditions periodiques sont imposees
en y = 0 et y = ymax.
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Figure 6.2: Domaine de calcul et conditions limites pour le cas z−θ representant
une coupe axiale-azimutale de moteur a eet Hall.
6.2.1 Modelisation de l'ionisation et champ magnetique
Une anode en x = 0 et une cathode a xc = 2.4 cm imposent un saut de potentiel
de 200 V dans le domaine (Fig. 6.2). La cathode est volontairement placee a 1 mm en
amont de la sortie du domaine an de representer les ions neutralises par les electrons
en aval de la cathode. Cela permet aussi de supprimer la gaine a la cathode, ce qui
engendrerait un saut de potentiel electrique indesirable entre les electrodes. Enn, la
cathode etant dans l'axe du propulseur, le ux d'electrons emis ne doit pas interferer
avec le plasma sortant de la chambre d'ionisation (voir Chap. 4).
D'un point de vue numerique, le potentiel est calcule via l'equation de Poisson sur le
domaine entier avec φ(xmax) = 0 V . Il est ensuite corrige de facon a ce que la moyenne
azimutale du potentiel φ(xc) soit nulle a la cathode :






φ (xc, y) dy (6.10)
An de simplier le cas test, les ions et les electrons sont supposes non-collisionnels
et un terme source de creation d'ions et d'electrons Sioniz est directement impose de
facon a modeliser la zone d'ionisation. Le champ magnetique ~B, suppose radial dans
un moteur a eet Hall, est dirige ici dans la direction ~z non representee de telle sorte
que ~B = Bz(x) ~z. Sur la Fig. 6.3, le terme source Sioniz ainsi que le champ magnetique
radial Bz sont representes en fonction de la position axiale x. De la me^me facon que
dans [34], le terme source Sioniz(x) est calcule comme :






pour x1 ≤ x ≤ x2 (6.11)
Sioniz(x) = 0 pour x < x1 ou x > x2 (6.12)
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Figure 6.3: Terme source d'ionisation Sioniz(x) (cercles rouges) et champ
magnetique Bz(x) (triangles noirs) imposes pour le cas JM = 400 A.m
−2 [34]
avec :




Le maximum du terme source Sioniz,max est calcule de facon a ce que le courant des







(x2 − x1)eSioniz,max = 400 A.m−2 (6.14)
Le courant d'ions dans un moteur a eet Hall standard est d'environ 1000 A.m−2
mais un courant de 400 A.m−2 est choisi dans ce cas test pour accelerer les calculs [34].
L'inuence du courant d'ionisation JM sera etudiee dans la section 6.3.6.
6.2.2 Injection des electrons a la cathode
La dierence de charges a l'anode est reinjectee a la cathode sous forme d'electrons
an d'assurer la continuite du courant dans le circuit electrique anode/cathode (sec-
tion 4.2). Ces electrons vont aussi avoir le ro^le de neutraliser le courant d'ions venant
du propulseur. Le ux d'electrons emis a la cathode  c,e est simplement calcule comme
dans la section 4.2 avec la dierence de charges entre les electrons et les ions a l'anode :
 c,e =  a,e −  a,i (6.15)
La facon de reinjecter ces electrons est un point cle dans les simulations uides
pour reproduire les resultats des simulations lagrangiennes. Dans les calculs PIC, les
electrons sont reinjectes a la cathode sur une ligne situee a xc = 2.4 mm. Dans un
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code uide, l'injection a l'interieur du domaine est representee par un terme source
volumique de forme gaussienne discretise sur 10 cellules autour de la position de la
cathode (Section 4.2).
Dans la formulation PIC, les particules sont injectees avec une vitesse aleatoire
(bruit blanc) tiree d'une fonction de distribution Maxwellienne, une position aleatoire
sur la ligne de la cathode, et une temperature caracteristique Ts,e = 10 eV . Ainsi,
la vitesse des electrons est nulle en moyenne. La methodologie uide correspondante
consisterait a injecter via le terme source des electrons a vitesse nulle. Avec une telle
approche, les electrons injectes sont directement entraines vers l'anode sous l'eet du
champ electrique. La zone entre la cathode et la condition limite de droite se vide
alors de ses electrons initiaux et une gaine non physique apparait. En se creant, cette
gaine forme un saut de potentiel important qui diminue le saut de potentiel entre les
electrodes et fausse les resultats uides. Ce comportement n'est pas observe dans les si-
mulations PIC car une partie des electrons sont injectes a une vitesse initiale superieure
a la vitesse d'entrainement par le champ electrique, permettant de maintenir le niveau
de densite electronique dans la zone entre la cathode et la sortie du domaine an de
neutraliser les ions.
An de reproduire le comportement des simulations PIC avec le modele uide, il
est donc necessaire de mieux decrire la distribution de vitesse des electrons injectes
a la cathode (plus qu'avec la simple moyenne). La methodologie uide, ou la dyna-
mique des electrons est representee par leur seule vitesse moyenne au sens statistique,
ne permet a priori pas une telle approche. En interpretant cette moyenne statistique
comme une moyenne spatiale et non temporelle, il est alors possible d'introduire une
uctuation de vitesse en temps, via une vitesse d'injection Vinj , tiree aleatoirement
a chaque pas de temps (en realite 3 fois par pas de temps, le schema temporel RK3
comportant 3 etapes). On peut ainsi reproduire en temps la fonction de distribution
ciblee. Cette vitesse aleatoire est ensuite imposee de facon identique sur tous les nuds
de la zone d'injection. Cette methode ne fonctionne que pour des cas ou la distribution
a representer est stationnaire, ce qui est bien le cas ici.
La Fig. 6.4 montre la distribution de vitesse des electrons ainsi obtenue pour
dierentes durees de simulation T . Au bout d'un temps T = 10−8 s, on peut obser-
ver que la fonction de distribution de vitesse d'injection des electrons est correctement
reproduite. Ce temps doit e^tre compare aux autres temps caracteristiques du probleme,
en particulier le temps de convection par le champ electrique, an de s'assurer que la
methode n'introduit pas de biais. Le point cle est la convection des electrons de la
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Figure 6.4: Probabilite normalisee de la vitesse d'injection des electrons a la
cathode pour dierentes durees de simulation T .
cathode vers la condition de sortie, sur une longueur Lcs = 1 mm. Avec une vitesse
d'injection nulle, les electrons sont transportes par le champ electrique en direction de





ou ux,e est la vitesse axiale des electrons induite par le champ electrique.
A la cathode, la vitesse des electrons est d'environ ux,e = 10 km/s. Le temps
caracteristique de deplacement des electrons dans cette zone est donc environ egal
a τelec = 10
−7 s. Ainsi, le temps T necessaire pour une bonne description de la
vitesse des electrons injectes est susament petit compare au temps caracteristique
du probleme. La me^me methodologie est utilisee pour la creation d'electrons et d'ions
(avec les vitesses aleatoires Vioniz,e et Vioniz,i) dans la zone d'ionisation an d'e^tre en
adequation avec la methode PIC. La uctuation de vitesse pour la zone d'ionisation
n'a pas d'inuence sur les prols stationnaires des ions et des electrons dans le moteur.
6.2.3 Modele uide simplie et parametres numeriques
Le modele uide presente dans le chapitre 2 est donc reecrit et impose directement
le terme source Sioniz de creation d'electrons et d'ions. Un terme source supplementaite
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Sinj pour la conservation de courant a la cathode est egalement ajoute :
∂tρe +∇ · (ρe~ue) = me(Sioniz + Sinj), ∂tρi +∇ · (ρi~ui) = miSioniz (6.17)
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= eni ~E · ~ui + i (6.21)
Les electrons (resp. les ions) sont injectes par ionisation avec une temperature de
Ts,e = 10 eV (resp. Ts,i = 0.5 eV ). A la cathode, ils sont injectes avec la me^me
temperature Ts,e. Ainsi, l'equation de conservation de l'energie totale pour chaque
























Ce cas test va permettre de valider deux nouvelles implementations par rapport aux
cas tests presentes dans le chapitre 5 : l'eet du champ magnetique et l'injection a la
cathode pour la conservation de courant.
Le maillage utilise pour ce cas test est le me^me que pour les calculs PIC [34], a
savoir 500 cellules dans la direction axiale et 200 cellules dans la direction azimutale
correspondant a un x egal a 50 µm. La longueur de Debye λDe dans le domaine oscille
entre 75 µm proche de la cathode et 120 µm dans la zone d'ionisation (Fig. 6.1(a)) ce
qui assure entre 1 et 2 cellules par longueur de Debye. Ce chire est legerement inferieur
aux valeurs preconisees dans le chapitre 4 (2 a 3 cellules par longueur de Debye an de
resoudre les gaines), mais l'eet des gaines dans ce cas test n'est pas primordial. Il faudra
tout de me^me s'assurer que ces dernieres sont susamment bien representees pour ne
pas introduire de chauage numerique. Une convergence en maillage est realisee dans
la section 6.3.5 pour s'assurer de la qualite de la resolution. Le CFL utilise dans toutes
les simulations est de 0.9 ce qui impose un pas de temps de l'ordre de t = 4.0 10−12 s.
6.3 Resultats et discussions
Les simulations sont initialisees avec une solution PIC stationnaire an de limiter
le regime transitoire. Cette solution PIC est moyennee azimutalement pour obtenir une
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solution vierge de toute instabilite. Pour s'assurer de la convergence des simulations, la
somme des courants ioniques sortant du domaine a l'anode  a,i et a droite  d,i est com-
paree au courant d'ions injectes par ionisation JM . La somme des courants est tracee
en fonction du temps sur la Fig. 6.5.
Figure 6.5: Comparaison des courants entrants (JM = 400 A.m
−2) et sortants
( a,i +  d,i) pour les ions au cours du temps.
Au bout de 3 µs, la somme des courant ioniques sortants (Fig. 6.5) oscille autour
de 400 A.m−2. Le courant injecte par ionisation etant egal au courant sortant par les
conditions limites du domaine, le calcul atteint son regime stationnaire. On peut noter
cependant que de nombreuses oscillations sont presentes pendant ce regime stationnaire,
rendant le courant des ions en sortie uctuant. Ces oscillations seront analysees dans
la suite de l'etude.
6.3.1 Premieres observations des instabilites dans le domaine
La Fig. 6.6 represente le champ electrique azimutal Ey et la densite des ions ni a
dierents temps de la simulation. Le champ electrique azimutal est porteur de l'ECDI
rendant les oscillations plus facilement identiables. Les instabilites se propagent sur les
dierentes grandeurs du plasma et en particulier sur la densite des ions. Cette premiere
observation montre que le code AVIP, avec une methodologie adaptee, est capable de
reproduire l'ECDI responsable du transport anormal.
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(a) Ey, t = 0.5 µs (b) ni, t = 0.5 µs
(c) Ey, t = 1 µs (d) ni, t = 1 µs
(e) Ey, t = 1.5 µs (f) ni, t = 1.5 µs
(g) Ey, t = 4 µs (h) ni, t = 4 µs
(i) Ey, t = 7 µs (j) ni, t = 7 µs
Figure 6.6: Cartes 2D du champ electrique azimutal Ey (a gauche) et de la
densite ionique ni (a droite) a dierents instants. La eche noire correspond
au plan de sortie du moteur xs, la eche rouge a la position de la cathode xc.
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A t = 0.5 µs, une instabilite apparait proche de l'anode sur le champ electrique
azimutal Ey (Fig. 6.6(a)). Elle se presente sous forme de stries horizontales avec des
maxima aux alentours de 40 kV/m et est localisee seulement a l'interieur du propulseur.
La longueur d'onde caracteristique de cette instabilite entre l'anode et la zone d'ionisa-
tion est d'environ λ = 800 µm. Dans la zone d'ionisation, celle-ci diminue legerement
pour atteindre λ = 600 µm. L'instabilite se propage dans la direction azimutale vers
les y negatifs, c'est a dire dans le sens du produit vectoriel ~E × ~B, avec une vitesse
caracteristique de l'ordre du km/s. Les variations importantes de champ electrique
creent des oscillations de densite visibles sur la Fig. 6.6(b). Toutes ces observations
correspondent a l'etablissement de l'instabilite de derive electronique, ou ECDI, qui
possede des longueurs d'onde et des vitesses de propagation similaires. Dans le reste du
domaine, aucune autre instabilite coherente n'est presente a t = 0.5 µs.
A t = 1 µs, une seconde instabilite s'etablit dans le plan de sortie du propulseur avec
une longueur d'onde de l'ordre du cm. Elle se presente sous forme de grandes poches de
fort champ electrique azimutal (visibles aussi sur le champ electrique axial) et perturbe
fortement le plasma dans le propulseur (Fig. 6.6(d)). Cette instabilite grande echelle se
deplace aussi principalement dans la direction azimutale avec une vitesse de propaga-
tion environ 10 fois plus importante que l'ECDI. Elle destabilise l'ECDI dans le plan
de sortie du propulseur, qu'elle a tendance a deplacer a l'exterieur du moteur, comme
observe sur la Fig. 6.6(f).
Ces deux instabilites cohabitent dans la chambre d'ionisation tout au long de la
simulation (Figs. 6.6(g) et 6.6(i)) et leur interaction induit des dierences notables
avec le regime stationnaire observe dans les simulations PIC.
6.3.2 Prols stationnaires dans la direction axiale
Le prol du plasma a l'etat stationnaire est moyenne azimutalement et compare
aux resultats PIC de Boeuf [34] sur la Fig. 6.7.
Les prols de densite plasma et de temperature des electrons sont legerement decales
vers l'exterieur du moteur, soit d'environ 3mm, mais les maxima des dierentes va-
riables sont du me^me ordre de grandeur. Ce decalage se produit lorsque l'instabilite
grande echelle se developpe, a t = 1 µs. Cette instabilite n'est pas presente dans les
simulations PIC et peut donc expliquer les dierences observees sur la Fig. 6.7. Les
resultats des champs electriques axiaux sont pluto^t en accord. Le maximum du champ
electrique axial se trouve sur le plan de sortie du propulseur avec une intensite de
50 kV/m en adequation avec les resultats PIC [34].
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(a) Densite´ ionique ni et tempe´rature
e´lectronique Te
(b) Champ e´lectrique axial Ex
Figure 6.7: Comparaison des grandeurs du plasma moyennees azimutalement
et au cours du temps avec les resultats PIC de Boeuf [34].
6.3.3 Decomposition en Modes Dynamiques (DMD)
La Decomposition en Modes Dynamiques (DMD) [203] est une methode capable
d'extraire des informations dynamiques d'un ecoulement a partir d'une etude de stabi-
lite globale. Cette methode decompose une solution en une somme de vecteurs propres
representant les dierents modes de la solution en espace et en temps. A partir du
spectre en frequence d'une solution donnee en temps et en espace, la DMD permet
d'extraire le mode associe a n'importe quelle frequence et de visualiser sa forme spa-
tiale dans l'ecoulement.
Cette methode est utilisee dans un premier temps sur le champ electrique azimutal
Ey. Celui-ci presente la caracteristique d'avoir une moyenne nulle dans le domaine ce
qui facilite l'etude frequentielle (modes basses frequences de faibles amplitudes). La
DMD est appliquee sur un intervalle de temps de 5 µs avec un pas de temps entre les
solutions de 10 ns. Ces parametres vont permettre d'identier des instabilites dont les
frequences sont comprises entre environ 0.4 MHz et 50 MHz.
Le spectre frequentiel est presente sur la Fig. 6.8. Une frequence a 1.16 MHz est
largement predominante et possede une amplitude au moins deux fois superieure aux
autres frequences. Cette frequence correspond au mode 7 de la DMD et pourrait cor-
respondre a l'instabilite sous forme de poches (avec de fortes amplitudes) observee
precedemment. Un groupe de frequences se detache aux alentours de 5 MHz et peut
s'apparenter a l'ECDI. Cette instabilite a une frequence qui depend de la densite plasma
(via la frequence plasma ionique de l'Eq. 6.8) qui varie dans le domaine. Ainsi, un groupe
de frequences peut e^tre associe a une seule et me^me instabilite. Ce groupe de frequences
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Figure 6.8: Spectre en frequence du champ electrique azimutal Ey pendant la
simulation.
correspond aux modes 22 a 25 de la DMD.
La reconstruction par DMD est realisee dans les sous-sections suivantes pour les
modes 22 a 25 et le mode 7.
6.3.3.1 L'instabilite de derive electronique
Les modes 22 a 25 correspondant au groupe de frequences identiees comme l'ECDI
sont reconstruits avec la DMD et additionnes. Leur contribution totale au champ
electrique azimutal est tracee sur la Fig. 6.9(a). La DMD a aussi ete appliquee sur
la densite des ions et son spectre est similaire a celui de la Fig. 6.8 (avec une forte com-
posante basse frequence). Les me^mes modes sont reconstruits pour observer l'ECDI sur
la densite des ions (Fig. 6.9(b)). Les echelles d'amplitude des signaux sur les gures
sont volontairements reduites an d'observer plus clairement l'instabilite.
En observant seulement l'ECDI, on remarque premierement que celle-ci est bien
presente dans tout le domaine et pendant toute la simulation avec une longueur d'onde
similaire aux resultats PIC. Malgre la naissance de la seconde instabilite a 1.16 MHz,
l'ECDI se maintient dans le propulseur.
La frequence theorique de l'ECDI varie spatialement en fonction de la densite io-
nique (Fig. 6.1(b)). En regardant plus en detail mode par mode (non montre dans la
these), on peut remarquer que les modes 22 et 23 decrivent l'instabilite dans la region
entre l'anode et la zone d'ionisation ou la frequence theorique de l'ECDI est plus faible.
160
6.3 Resultats et discussions
(a) Ey (b) ni
Figure 6.9: Reconstruction par DMD des modes 22 a 25 (≈ 5 MHz) du champ
electrique (gauche) et de la densite des ions (droite).
Les modes 24 et 25 correspondent eux a l'ECDI sur le maximum de densite plasma ou
la frequence theorique de l'instabilite est plus importante. Ainsi les observations sont
en accord avec la variation theorique de l'ECDI selon la position axiale.
Dans le panache du propulseur, a environ 1.6 cm, les oscillations longitudinales fu-
sionnent pour former des stries verticales qui se propagent vers la cathode. L'ECDI nait
d'une dierence de vitesse entre les ions et les electrons dans la direction azimutale.
Cependant, dans le panache du moteur, la vitesse azimutale des electrons est beaucoup
moins importante et l'ECDI est alors moins susceptible de se diriger dans cette direc-
tion. En realite, la relation de dispersion de l'ECDI comporte aussi une composante
axiale du vecteur d'onde consideree comme negligeable dans les conditions du plasma
dans la chambre d'ionisation. En dehors du moteur cette composante axiale n'est peut
e^tre plus negligeable et pourrait expliquer le changement de direction de l'instabilite
loin du propulseur. Ces phenomenes n'ont pas ete observes dans les simulations PIC et
pourraient aussi venir d'un mauvais comportement du modele uide.
6.3.3.2 Une oscillation de l'ordre de 1 MHz
La me^me reconstruction modale est realisee pour le mode 7 sur le champ electrique
azimutal et la densite des ions pour dierents temps de calcul (Fig. 6.10).
Sur le champ electrique, les poches d'environ 5 mm de diametre sont bien presentes
dans la zone d'ionisation. Au cours du temps, ces poches se resorbent et reapparaissent
avec une amplitude opposee toutes les 0.4 µs. Ces poches de champ electrique ont pour
consequence de destabiliser le prol de densite des ions et des electrons. Pour les ions,
des poches de champ electrique positif (resp. negatif) ont tendance a envoyer un paquet
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(a) Ey, t = 1.3 µs (b) ni, t = 1.3 µs
(c) Ey, t = 1.46 µs (d) ni, t = 1.46 µs
(e) Ey, t = 1.72 µs (f) ni, t = 1.72 µs
Figure 6.10: Reconstruction 2D du mode 7 (1.16 MHz) du champ electrique et
de la densite des ions a dierents instants.
d'ions vers la cathode (resp. vers l'anode). Les electrons reagissent inversement aux ions
et creent donc une dierence de charge qui entretient l'instabilite.
Cette oscillation stationnaire n'est assimilee a aucune autre instabilite existante
dans les moteurs a eet Hall. Elle n'est pas presente dans les simulations PIC et n'est
donc pas expliquee pour le moment. Elle peut provenir de la formulation du modele
uide ou encore d'un artefact numerique. En eet, la longueur d'onde de l'instabilite est
du me^me ordre de grandeur que la distance periodique azimutale choisie arbitrairement.
Dans la prochaine section, la distance azimutale est doublee an d'observer l'eet de
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ce parametre sur les instabilites.
6.3.4 Inuence de la distance azimutale
La distance azimutale est doublee an d'avoir un domaine de taille 2.5 cm×2 cm. La
taille de maille est maintenue identique et le maillage comporte maintenant 500× 400
cellules. Les resultats de cette nouvelle simulation sont exposes sur la Fig. 6.11.
(a) Ey, t = 1.5 µs (b) ni, t = 1.5 µs
(c) Ey, t = 3 µs (d) ni, t = 3 µs
Figure 6.11: Champ electrique azimutal Ey et densite des ions ni dans le do-
maine 2.5 cm× 2 cm a t = 1.5µs et t = 3 µs.
Les poches de champ electrique caracteristiques de l'instabilite observee precedemment
sont toujours visibles. La taille de ces poches et leur position restent inchangees en
doublant la distance azimutale. Le spectre frequentiel pour ce cas est similaire avec la
presence d'une frequence dominante a exactement 1.16 MHz (Fig. 6.12). Les condi-
tions limites ne sont donc pas responsables de la creation de cette instabilite dans les
simulations uides.
6.3.5 Inuence de la resolution spatiale
Toute l'etude precedente a ete realisee avec le me^me maillage que les simulations
PIC [34] de facon a comparer les 2 approches en se basant sur les me^mes parametres
numeriques. An de s'assurer de la bonne convergence en maillage de la simulation, le
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Figure 6.12: Spectre en frequence du champ electrique azimutal Ey pour le
domaine 2.5 cm× 2 cm
me^me calcul est realise sur un maillage deux fois plus n compose de 1000 cellules dans
la direction axiale et 400 cellules dans la direction azimutale correspondant a un pas
d'espace de x = 25 µm.
La Fig. 6.13 montre les oscillations generees par l'ECDI dans le plan de sortie, sur
le champ electrique azimutal et la densite des ions pour le maillage initial et le maillage
n. Les amplitudes des oscillations sont 10% plus elevees sur le maillage n, demontrant
que le maillage initial induit une legere dissipation. Les amplitudes du champ electrique
azimutal sont superieures a 5 kV/m dans le cas rane. Concernant la longueur d'onde
de l'ECDI, elle est d'environ 600 µm en x = xs pour le maillage initial et de l'ordre
de 530 µm pour le maillage rane. Ainsi, on estime a 10% l'erreur numerique causee
par la resolution spatiale de la simulation uide. Ceci reste acceptable pour identier
les dierentes instabilites dans le propulseur, la nature globale de l'ecoulement restant
inchangee.
Le spectre frequentiel sur les 5 premieres µs est ensuite mesure avec la methode
DMD et reporte sur la Fig. 6.14(a). La frequence a 1.16 MHz reste dominante dans le
spectre montrant que l'instabilite sous forme de poches se forme aussi sur le maillage
rane. Un groupe de frequence est dominant dans le spectre entre f = 5.52 MHz et
f = 7.30 MHz. La somme de ces contributions est tracee sur la Fig. 6.14(b).
La somme des modes compris entre f = 5.52 MHz et f = 7.30 MHz est bien
caracteristique de l'instabilite de derive electronique. La frequence theorique de l'ECDI
variant en fonction de la densite du plasma, il est donc coherent que l'ECDI soit presente
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(a) maillage 500× 200 (b) maillage 1000× 400
Figure 6.13: Champ electrique azimutal Ey (en rouge) et densite ionique ni
(en noir) dans la direction azimutale a x = xs au temps t = 0.2 µus pour deux
maillages dierents.
(a) spectre fre´quentiel (b) Somme des modes entre f = 5.52 MHz et f =
7.30 MHz
Figure 6.14: Spectre en frequence du champ electrique azimutal Ey et recons-
truction 2D de plusieurs modes correspondant a l'ECDI sur le maillage n
1000× 400.
sur une plage de frequences (ici de l'ordre de 2 MHz) puisque la densite du plasma n'est
pas constante dans le domaine. La longueur d'onde proche de l'anode sur la Fig. 6.14(b)
est de l'ordre de 500 µm et correspond aux pics de frequence proche de 7 MHz. Les
stries sont plus larges dans le panache et sont relatives aux frequences plus faibles aux
alentours de 5.5 MHz.
En conclusion, le maillage initial, choisi en accord avec les simulations PIC, dissipe
faiblement l'amplitude de l'instabilite de derive electronique, surestime la longueur
d'onde et sous-estime la frequence caracteristique avec une tolerance acceptable. L'in-
stabilite a 1.16 MHz se forme toujours aux alentours de 0.5 µs avec les me^mes ca-
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racteristiques quel que soit le maillage. Les resultats obtenus avec le maillage 500×200
ne sont donc pas remis en question, mais il faut retenir qu'un maillage plus n peut
permettre de mieux quantier les dierentes caracteristiques des instabilites dans les
moteurs a eet Hall, l'erreur numerique etant d'environ 10%. La preconisation de 3 cel-
lules par longueur de Debye admise pour la creation des gaines peut e^tre consideree
comme ideale dans l'ensemble du domaine, sous condition que la taille du maillage reste
acceptable en terme de cou^t de calcul.
6.3.6 Inuence du courant d'ionisation
Pour un terme source d'ionisation xe a JM = 400A .m
−2, les caracteristiques prin-
cipales de l'ECDI sont relativement en bon accord avec la theorie et les resultats PIC.
La longueur d'onde ainsi que la frequence theorique de l'ECDI sont reliees a la densite
du plasma dans le moteur via la longueur de Debye λDe ou la frequence plasma ionique
ωp,i (Eqs. 6.7 et 6.8). Le courant JM est maintenant divise par 8 de facon a baisser la
densite du plasma dans le propulseur et ainsi modier les caracteristiques de l'instabi-
lite. Dans ce cas, la longueur de Debye et la longueur d'onde de l'ECDI theorique vont
augmenter et la frequence theorique diminuer.
Une nouvelle simulation est donc realisee avec un courant d'ionisation de JM =
50 A.m−2, qui correspond au courant minimal utilise dans l'etude parametrique [34].
Le choix a ete fait de garder la solution initiale du cas JM = 400 A.m
−2 an de verier
la capacite du code a gerer le regime transitoire entre les deux points de fonctionnement.
Le maillage initial 500× 200 est conserve car la longueur de Debye ayant augmente, ce
maillage assure maintenant une resolution de l'ordre de 4 cellules par longueur de Debye.
La Fig. 6.15 montre le courant des ions sortants du domaine en fonction du temps.
Les ions (de me^me pour les electrons) initiaux en surnombre sortent du domaine avec
un courant important pendant les deux premieres µs. Le courant se stabilise ensuite
autour de la valeur JM = 50 A.m
−2 et l'etat stationnaire est atteint apres environ 6 µs
de temps physique.
La densite du plasma et le champ electrique azimutal sont traces sur la Fig. 6.16
a t = 6µs. Comme attendu la densite des ions est plus faible a l'interieur du moteur
avec un maximum de 5.0 1016m−3, soit environ 8 fois moins que la densite dans le cas
JM = 400 A.m
−2. Une instabilite semblable a l'ECDI est visible sur les gures avec
une longueur d'onde plus grande superieure au mm. Cette observation est consistante
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Figure 6.15: Comparaison des courants entrants (JM = 50 A.m
−2) et sortants
( a,i +  d,i) pour les ions au cours du temps.
(a) Ey (b) ni
Figure 6.16: Champ electrique azimutal Ey (a) et densite des ions ni (b) pour
un courant d'ionisation JM = 50 A.m
−2 a t = 6µs.
avec l'augmentation de la longueur de Debye.
Finalement, la Fig. 6.17 montre le spectre frequentiel de ce cas a JM = 50 A.m
−2,
ainsi que le mode 6 issu de la DMD, de frequence caracteristique f = 2.78 MHz.
Pour cette simulation, le spectre presente 2 pics bien distincts. La frequence du
premier pic (1.18 MHz), correspondant au mode 2, concide parfaitement avec l'insta-
bilite sous forme de poches vue dans les cas precedents. Le mode 6 du deuxieme pic a
2.78 MHz est represente sur la Fig. 6.17(b). Il met clairement en evidence l'ECDI avec
une longueur d'onde de l'ordre de 1.2mm. La frequence theorique de l'ECDI pour une
densite plasma maximale de 5.0 1016m−3 est de ftheo = 2.36 MHz. La longueur d'onde
theorique est de λtheo = 1.8 mm. Les resultats pour le cas JM = 50 A.m
−2 sont donc en
accord satisfaisant avec la theorie. Comme attendu, le fait de baisser l'ionisation dans
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(a) Spectre fre´quentiel (b) Mode 6 de fre´quence f = 2.78 MHz correspon-
dant a` l’ECDI
Figure 6.17: Spectre en frequence du champ electrique azimutal Ey et mode
6 (f = 2.78 MHz) correspondant a l'ECDI pour un courant d'ionisation de
JM = 50 A.m
−2 sur le maillage 500× 200.
un moteur a eet Hall a bien pour consequence de diminuer la frequence de l'ECDI et
d'augmenter sa longueur d'onde.
6.3.7 Calcul de la mobilite eective causee par l'ECDI
L'instabilite de derive electronique a ete identiee avec succes dans tous les calculs
realises precedemment. Elle est susceptible d'e^tre responsable du transport anormal
des electrons proche du plan de sortie du propulseur. Si la mobilite electronique dans
le calcul augmente a cause des instabilites creees dans le moteur, cela signie qu'elle
contribue au transport anormal des electrons. Pour rappel (section 2.1.3), la mobilite
electronique perpendiculaire au champ magnetique dans un moteur a eet Hall est de
la forme :








Les simulations realisees dans ce chapitre sont non-collisionnelles, i.e. νen = 0.
La mobilite electronique dans le domaine est donc egale a la seule mobilite anormale
µanormal. La mobilite electronique eective dans le domaine est calculee a partir du
parametre de Hall 














Dans les conditions non-collisionnelles du cas, la frequence eective νeff est as-
sociee au transport anormal des electrons. La composante axiale de la vitesse ue,x peut





La composante azimutale de la vitesse electronique ue,y represente la vitesse de





Avec les relations 1.13, 6.26, 6.27 et 6.28, le parametre de Hall dans la simulation






La mobilite electronique anormale et la frequence eective peuvent nalement e^tre
calculees a partir du parametre de Hall avec les relations 6.25 et 6.26.
Figure 6.18: Mobilite electronique calculee avec AVIP-Fluide selon la direction
axiale comparee a la mobilite classique (Eq. 1.27) et a deux modeles de mobilite
anormale : Morozov [170] (Eq. 2.7) et Laeur [138] (Eq. 2.10). Le trait en
pointille represente le plan de sortie du moteur.
Pour les simulations uides, des modeles de mobilite anormale sont utilises an
de modeliser le transport anormal des electrons (section 2.1.3). Sur la Fig. 6.18, le
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modele de Morozov [170] (Eq. 2.7) et le modele de Laeur [138] (Eq. 2.10) sont com-
pares a la mobilite electronique calculee avec AVIP-Fluide selon la direction axiale
(maillage 500×200 et JM = 400A.m−2). Comme attendu, la mobilite classique µclassique
(Eq. 1.27) n'est pas susante pour reproduire la mobilite des electrons observee dans
les experiences [159] et les calculs PIC. La mobilite calculee avec l'Eq. 6.25 pour le
code AVIP-Fluide est superieure a la mobilite classique ce qui montre qu'une mobi-
lite additionnelle est presente dans le calcul. Elle est de l'ordre de 100 m2.V −1.s−1
proche de l'anode et decroit jusqu'au plan de sortie en xs = 1 cm, de la me^me facon
que les modeles developpes dans la litterature. La mobilite calculee croit ensuite dans
le panache du moteur de facon exponentielle en suivant la tendance des modeles. Les
nombreuses hypotheses realisees pour ce cas test simplie peuvent expliquer certaines
diversites dans les resultats. En eet, les collisions entre particules sont negliges et la
direction radiale (notamment les parois) qui a une inuence sur la mobilite electronique
[68], n'est pas representee. Cependant, la mobilite obtenue dans le calcul AVIP-Fluide
montre bien la presence d'une mobilite non-negligeable en accord avec les modeles de
la litterature qui prouve, premierement, que l'ECDI contribue au transport anormal
et, deuxiemement, qu'une simulation uide sans modele anormal explicite est capable
de predire l'ajout de mobilite dans un moteur a eet Hall si la direction azimutale est
simulee.
6.4 Conclusions sur le cas z − θ
Les simulations realisees avec le code AVIP-Fluide ont demontre qu'un modele uide
precis est capable de modeliser l'instabilite de derive electronique dans la direction azi-
mutale. Les proprietes de cette instabilite sont globalement bien retrouvees et celle-ci
se developpe principalement proche du plan de sortie du moteur mais aussi dans son
panache. La longueur d'onde et la frequence caracteristique de l'ECDI sont directement
proportionnelles aux proprietes intrinseques du plasma telles que sa densite et la lon-
gueur de Debye. En faisant varier le courant d'ionisation, les proprietes de l'ECDI sont
ainsi directement modiees. Ce comportement a egalement ete correctement predit par
les simulations uides.
Une autre instabilite de l'ordre du MHz, plus intense, a egalement ete observee dans
les calculs uides. Cette instabilite de grande echelle qui vient perturber l'instabilite
de derive electronique n'a pas ete clairement identiee. Elle n'est pas liee a la taille
du domaine, ni a la resolution spectrale et reste dominante me^me en modiant des
proprietes essentielles telles que la densite du plasma (via le courant d'ionisation JM ).
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Ce mode semble inherent au modele uide et pourrait provenir d'un couplage entre des
termes uides non presents dans les modeles cinetiques. Une des perspectives pour la
suite de la these est d'identier la cause de cette instabilite et de comprendre plus en
detail son mecanisme gra^ce a des methodes de linearisation.
Finalement, il a ete montre que la formation de l'ECDI est a l'origine d'une augmen-
tation de la mobilite electronique a l'interieur du propulseur, superieure a la mobilite
classique. L'ECDI explique donc la mobilite anormale observee dans les moteurs a eet
Hall. Cette instabilite etant modelisee par le code uide, il est donc possible de prendre
en compte le transport anormal des electrons sans ajout explicite de mobilite anormale
en simulant la direction azimutale du propulseur. Une simulation z − θ pourrait ainsi
e^tre capable de donner une information sur la mobilite anormale d'un propulseur pour
realiser par la suite une simulation r − z en n'utilisant aucun modele empirique.
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Cas 2D r − z d'un moteur
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Ce chapitre a pour objectif de valider l'ensemble du modele uide implemente dans
AVIP (convection, collisions, champs electrique et magnetique, reinjection du courant
a la cathode, conditions limites de gaines) ainsi que les choix numeriques et algorith-
miques eectues. Le cas test choisi consiste en une coupe r − z de moteur a eet Hall
dont les parametres operatoires sont bases sur ceux d'un SPT-100 [170]. Les dierentes
proprietes globales du plasma a l'interieur de la chambre sont analysees et discutees.
La question de la modelisation du transport anormal pour un cas sans composante
azimutale est soulevee.
7.1 Description du cas et parametres numeriques
La conguration etudiee consiste en une coupe 2D dans les directions axiales (~x) et
radiales (~y) d'un moteur a eet Hall. Les dimensions considerees sont celles d'un SPT
100. Le panache en sortie de chambre est egalement pris en compte an de regarder
l'evolution du plasma ejecte par le propulseur. La gure 7.1 montre la geometrie retenue
ainsi que les dierentes conditions limites pour les especes et le potentiel electrique. Les
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dimensions de la chambre sont indiquees dans le tableau 7.1. La hauteur de la chambre
hchambre est de 15 mm. Les parois du moteur dans le plan de sortie en xs = 25 mm sont
volontairement biseautees an de representer l'erosion caracteristique observee dans les
essais. Les ceramiques (hachurees en bleu sur la gure 7.1) sont considerees comme
des parois metalliques, les parois dielectriques n'etant pas encore implementees. Des
conditions de gaines metalliques pour toutes les especes sont utilisees sur ces parois
ainsi que sur l'anode comme decrit dans le chapitre 4.
Figure 7.1: Domaine de calcul et conditions limites pour le cas r − z
representant une coupe axiale-radiale d'un SPT100 (les parties hachurees en
bleu representent les ceramiques du moteur).
Une condition de cathode est imposee sur toute la direction radiale en xc = 33 mm.
Le domaine est volontairement agrandi de 1 mm en aval de la cathode pour les me^mes
raisons que le cas z − θ (section 6.2). L'axe ~x est un axe de revolution de la geometrie
et une condition de symetrie est imposee pour les ions et les electrons. Les condi-
tions de panache sont considerees comme des sorties pour toutes les especes. Les gaines
proches des parois sont simulees avec les conditions limites detaillees dans le chapitre 4.
Un potentiel xe est impose a l'anode (φa = 300 V ) et a la cathode (φc = 0 V ).
La correction de potentiel explicitee dans la section 6.2 pour le cas z− θ est egalement
utilisee ici pour resoudre le potentiel dans le domaine. Les conditions de potentiel sur
les parois de la chambre considerees comme metalliques ont ete modiees de sorte a
imposer un prol de potentiel en accord avec les observations faites dans un SPT-100
174
7.1 Description du cas et parametres numeriques









Cette condition est une modelisation specique a ce cas test permettant de retrou-
ver un potentiel dans la chambre en accord avec les observations, sans avoir besoin de
conditions dielectriques. La modelisation des conditions dielectriques est une recherche
active au Cerfacs an de s'aranchir de cette modelisation et est traitee dans la these
de W. Villafana actuellement en cours.
Le champ magnetique est dirige dans la direction radiale ~y et ne depend que de la
position axiale de sorte a verier ∇ · ( ~B) = 0. Il s'exprime comme :









Le gaz injecte dans la chambre est du Xenon. Tous les types de collisions detaillees
dans le chapitre 2 (ionisation, elastiques, excitation) sont pris en compte dans le calcul.
Le tableau 7.1 recapitule les caracteristiques principales du cas.
Tableau 7.1: Parametres principaux du cas r− z bases sur le SPT 100 [84, 171].
_m 4.85 mg/s u0,n 300 m/s
Bmax 237 G φa 300 V
xc 33 mm xs 25 mm
hchambre 15 mm mXe 2.18e− 25 kg
T0,e 5 eV T0,i 0.1 eV
L'utilisation de maillages non-structures pour ce cas test apparait comme un avan-
tage an de mailler l'interieur du propulseur avec un nombre de cellules acceptable. Le
maillage (Fig. 7.2) est concu de facon a respecter les preconisations donnees en sec-
tion 4.3 pour la resolution des gaines. La longueur de Debye etant de l'ordre de 50 µm,
une taille de maille de 15 µm est donc imposee proche des parois de sorte a avoir un
minimum de 3 cellules par longueur de Debye dans les gaines. La condition critique de 1
cellule par longueur de Debye est respectee dans le reste de la chambre. Le maillage est
nalement compose de 2.3M de triangles. Les calculs sont eectues sur 360 processeurs.
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Figure 7.2: Maillage 2D compose de triangles du cas r − z, realise avec CEN-
TAUR [53].
Le calcul est initialise avec une population d'electrons et d'ions a densite constante
et temperatures T0,e et T0,i denies dans le tableau 7.1. Une population de Xenon
neutres est injectee a l'anode a debit xe et est transportee dans le domaine avec
une vitesse constante u0,n = 300 m/s. La densite initiale de neutres est imposee en
considerant une temperature Tn = 300 K et la variation de pression pn tracee sur la
Fig. 7.3. Finalement, la simulation est realisee avec le solveur HLLC-MUSCL pour la
convection avec un CFL ν xe a 0.9. Le pas de temps par iteration oscille aux alentours
de t = 1.0 10−12 s.
Figure 7.3: Pression des neutres pn initiale dans le domaine en fonction de la
direction axiale (pas de variation dans la direction radiale)
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7.2 Hypotheses sur le systeme d'equations
7.2.1 Prise en compte de la composante azimutale
Le cas est restreint a deux dimensions et ne prend pas en compte la composante
azimutale essentielle dans le fonctionnement d'un moteur a eet Hall. En eet la vitesse
de derive azimutale est un element cle pour la dynamique des electrons a l'interieur de la
chambre d'ionisation. De plus, la force de Lorentz magnetique est basee sur un produit
vectoriel qui implique la composante azimutale uz (dans ce cas ~z est considere comme

















Ainsi, me^me si cette direction ~z n'est pas explicitement simulee, son inuence via
la composante uz de la vitesse doit e^tre prise en compte dans le calcul. Pour cela, la
composante de vitesse uz doit donc e^tre exprimee en fonction des grandeurs du plan
x−y. La conservation de la quantite de mouvement des electrons dans les trois directions
s'exprime :






= −eneEx + eneuz,eBy − νenρe (ux,e − ux,n) (7.5)






= −eneEy − νenρe (uy,e − uy,n) (7.6)






= −eneEz − eneux,eBy − νenρe (uz,e − uz,n) (7.7)
An de retrouver l'expression de uz,e, les hypotheses suivantes sont posees :
| les electrons sont a l'etat stationnaire ;
| les termes inertiels et de pression sont negliges ;
| le champ electrique est majoritairement axial Ex >> Ey, Ez ;
| la vitesse des neutres est dirigee dans la direction axiale uy,n = uz,n = 0.





On peut donc remplacer uz,e dans l'Eq. 7.5 de facon a retrouver une equation qui










B2yux,e−νenρe (ux,e − ux,n) (7.9)
Ainsi, on peut resoudre en 2D un probleme qui est 3D par nature.
177
7. CAS 2D R− Z D'UN MOTEUR SPT-100
Le terme de collision electron-neutre et le terme magnetique correspondant a la
vitesse de derive sont tous deux exprimes en fonction de la vitesse axiale ux,e. On peut
ainsi denir une frequence de collision totale νtot telle que :




avec ωB la frequence cyclotron.
Cette frequence totale peut e^tre reliee a la mobilite classique µ deja introduite dans











La prise en compte de la frequence totale νtot dans le systeme d'equations uide est
similaire a l'utilisation de la formule de la mobilite classique pour les modeles simplies
de derive-diusion.
7.2.2 Transport anormal
La direction azimutale n'etant pas representee, les phenomenes de transport anormal
des electrons, identies comme provenant de l'ECDI dans le chapitre precedent, ne sont
pas pris en compte. Il est donc necessaire d'ajouter une mobilite supplementaire aux
electrons de facon a ce qu'ils franchissent la barriere magnetique proche du plan de
sortie du propulseur. Une mobilite anormale est ajoutee selon la loi de Bohm (Eq. 2.6).





avec αB un coecient determinant l'amplitude de la mobilite anormale ajoutee au
systeme. La valeur de ce coecient varie selon les papiers dans la litterature entre
0.05 et 1. Une valeur entre 0.1 et 0.25 est conseillee dans [131] pour obtenir des per-
formances de moteur realistes. Des modeles bases sur des observations experimentales
sont egalement parfois utilises [131, 139]. En l'absence de consensus sur la valeur de
ce coecient, une etude parametrique sera eectuee an de comprendre les eets de la
mobilite anormale sur le mouvement des electrons.
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Finalement, la mobilite anormale est appliquee seulement dans la direction axiale
et l'equation de conservation de quantite de mouvement electronique s'exprime :













− nemeνen (ux,e − ux,n)
(7.13)
Dans de nombreux modeles uides [19, 101, 131], une mobilite modelisant les pertes
aux parois est ajoutee a la mobilite anormale deja existante, proportionnelle au carre
du champ magnetique. Cette mobilite additionnelle n'a pas ete consideree dans les cal-
culs presents. Cet eet sera pris en compte ulterieurement avec la mise en place de
conditions dielectriques avec emission secondaire aux parois.
7.3 Eet de la mobilite anormale sur le comportement du
plasma
Une etude sur l'inuence de la valeur du coecient αB est realisee an de com-
prendre les eets et les enjeux de la mobilite anormale. Le temps physique simule
est de t = 0.1 µs et est considere comme susant pour observer l'etablissement de
la mobilite. Trois calculs ont ete realises pour αB = 0 correspondant a un cas sans
transport anormal, αB = 0.1 valeur preconisee dans [131] et αB = 1, correspondant
a une mobilite anormale maximale. Les trois mobilites resultantes sont moyennees ra-
dialement et comparees sur la Fig. 7.4 a un modele empirique derive d'experiences [139].
Figure 7.4: Mobilite moyennee radialement a t = 0.1 µs en fonction du coecient
αB et comparee a un modele empirique [139] (le plan de sortie est en pointilles).
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Comme prevu le calcul sans mobilite anormale (αB = 0) sous-predit largement la
mobilite dans le propulseur compare aux observations experimentales. Au contraire, la
mobilite pour αB = 1 est correctement estimee sur le premier centimetre a l'interieur du
moteur et surestimee d'un facteur 10 dans le plan de sortie. Une des fonctions principales
de la mobilite anormale est d'accelerer les electrons proche du plan de sortie pour les
faire rentrer dans la chambre et ioniser le gaz. Le modele utilise doit donc permettre
d'obtenir une mobilite du bon ordre de grandeur proche du plan de sortie. C'est le
cas pour le calcul avec αB = 0.1. Le modele a par contre tendance a sous-estimer la
mobilite electronique a l'interieur de la chambre entre l'anode et la zone d'ionisation. Ce
probleme a cependant une inuence mineure sur le fonctionnement global du moteur,
les electrons ayant deja traverse la zone d'ionisation.
Sur la Fig. 7.5, la vitesse axiale des electrons et le champ electrique axial sont
representes dans la direction axiale pour dierentes valeurs du coecient αB. Le prin-
cipal eet de la mobilite anormale est d'augmenter la vitesse des electrons a l'endroit ou
le champ magnetique est maximal. La valeur du coecient αB inue donc grandement
sur la vitesse des electrons au travers du plan de sortie. Pour αB = 1, la vitesse axiale
des electrons dans la chambre est beaucoup trop grande (> 10 km/s). Au contraire,
pour αB = 0, la vitesse des electrons est presque nulle et devient positive en continuant
la simulation. Les electrons ne peuvent ainsi pas rentrer dans la chambre pour ioniser
le Xenon, ce qui conrme la necessite d'ajouter une mobilite anormale. La vitesse des
electrons avec αB = 0.1 est du bon ordre de grandeur et est plus en accord avec un
fonctionnement correct de moteur a eet Hall.
Figure 7.5: Vitesse electronique axiale ux,e moyennee radialement a t = 0.1 µs
pour dierentes valeurs du coecient αB.
La vitesse de derive des electrons dans la direction azimutale peut e^tre calculee a
l'aide de l'Eq. 7.8. Le resultat est represente sur la Fig. 7.6(a). La vitesse de derive etant
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directement proportionnelle a la vitesse axiale, l'augmentation de la mobilite anormale
a pour eet d'augmenter signicativement la vitesse azimutale des electrons a l'interieur
du moteur. Pour αB = 1, les electrons ont des vitesses de l'ordre de 2000 km/s. Les
ordres de grandeur obtenus pour αB = 0.1 d'environ 100 km/s (augmentent dans la
suite de la simulation) sont plus en adequation avec les valeurs reelles observees dans
les propulseurs. Pour αB = 0, la vitesse azimutale electronique est quasi-nulle.
(a) (b)
Figure 7.6: Vitesse de derive azimutale electronique uz,e (a) et champ electrique
axial induit Ex (b) moyennes radialement a t = 0.1 µs pour dierentes valeurs
du coecient αB
Le champ electrique axial Ex necessaire pour accelerer les ions est trace sur la




Ainsi, l'ajout de la mobilite anormale augmente le champ electrique axial. Le prol
de champ electrique pour αB = 1 est pluto^t en adequation avec la theorie du fonction-
nement d'un moteur a eet Hall. Cependant, le calcul mene a des valeurs de vitesses
electroniques aberrantes qui arre^tent le calcul apres t = 0.2µs. La valeur αB = 0.1
permet d'obtenir des resultats plus en adequation avec les observations experimentales,
notamment en terme de vitesse electronique. Cette valeur αB = 0.1 est aussi en accord
avec les preconisations de [131] et sera donc retenue pour la suite.
7.4 Resultats et discussions
Les resultats suivants sont donc obtenus avec un coecient de mobilite anormale
αB = 0.1. La simulation a ete convergee jusqu'a atteindre une poussee du propulseur
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maximale. La Fig. 7.7 montre la poussee globale T du moteur en fonction du temps,
calculee a partir de la vitesse des ions moyennee en sortie du propulseur ux,i :
T = _mux,iSanode (7.15)
avec Sanode la surface de l'anode du propulseur qui est egale a 40 cm
2 pour un
SPT-100 [32]. Le calcul atteint un regime stationnaire lorsque la poussee du moteur
est maximale aux alentours de 3 µs. La poussee predite par le code AVIP-Fluide est
d'environ 45 mN (voir section 7.4.1 pour une comparaison avec la poussee reelle d'un
SPT-100).
Figure 7.7: Poussee globale du moteur en fonction du temps
7.4.1 Grandeurs globales du moteur
Les grandeurs caracteristiques du plasma a l'etat stationnaire (t = 3 µs) sont
representees sur la Fig. 7.8. Le plasma est principalement concentre au centre de la
chambre dans la zone d'ionisation ou les ions et les electrons sont crees (Figs. 7.8(a)
et 7.8(f)). Proche des parois, des gaines se forment avec une densite electronique faible
de l'ordre de 1014 m−3, soit 4 ordres de grandeur en dessous de la densite maximale au
centre du propulseur (section 7.4.2).
Les ions sont acceleres principalement dans le plan de sortie conformement au fonc-
tionnement d'un moteur a eet Hall (Fig. 7.8(b)). Ils atteignent une vitesse maxi-
male de 19 km/s a 5mm en aval du plan de sortie. Ils sont acceleres par le champ
electrique axial Ex qui est maximal dans le plan de sortie (Fig. 7.8(d)). Celui-ci induit
un chauage des electrons qui se traduit par de hautes temperatures. La temperature
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electronique sur la Fig. 7.8(e) est cependant surestimee par rapport au fonctionnement
normal [32] et atteint 150 eV en sortie de moteur. Malgre une relative bonne localisation
du terme source d'ionisation (Fig. 7.8(f)), la temperature elevee des electrons induit des
niveaux d'ionisation trop importants. Deux raisons peuvent expliquer cette anomalie.
Premierement, l'eet des parois sur l'energie des electrons n'est pas pris en compte.
En realite, les electrons secondaires emis par les ceramiques sont plus froids que les
electrons incidents et peuvent refroidir le plasma dans son ensemble. Deuxiemement, le
ux de chaleur pour les electrons a ete neglige dans le modele uide. Ainsi, les pertes
d'energie electroniques sont sous-estimees et peuvent e^tre non-negligeables a certains
endroits du moteur. Une meilleure modelisation des parois et du ux de chaleur serait
donc necessaire pour mieux predire la temperature electronique.
Les prols de densite des electrons et de vitesse des ions moyennes dans la direc-
tion radiale sont representes sur la Fig. 7.9 et compares aux resultats d'un code hybride
developpe dans [3]. La vitesse des ions est aussi comparee a des mesures experimentales.
La densite du plasma a l'interieur de la chambre est globalement sous-estimee,
comparee au modele hybride. Ce comportement est certainement du^ a la mobilite
anormale du modele hybride qui inclut une mobilite de parois qui est absente du
modele uide d'AVIP (section 7.2.2). Une modelisation plus complete des dielectriques
et de l'emission secondaire electronique pourrait contribuer a augmenter la densite des
electrons a l'interieur du moteur et ainsi corriger ce resultat. Malgre ces dierences, la
vitesse des ions est en bon accord avec les resultats du modele hybride et legerement
superieure a la vitesse mesuree dans les experiences. A x = 1 cm, la vitesse des ions
AVIP est plus elevee, indiquant que le champ electrique est ici localement surestime.
Les prols du champ electrique axial Ex, du potentiel φ et du terme source d'ionisa-
tion S0ioniz sont moyennes et traces sur la Fig. 7.10. Le maximum du champ electrique
axial est localise dans le plan de sortie et son intensite est en accord avec les resultats
du code hybride. Un pic de champ electrique est aussi detecte a x = 1cm et est respon-
sable de l'acceleration anormale des ions observee sur le prol de vitesse axiale. Ce pic
de champ electrique est localise sur un gradient de densite electronique et ionique cor-
respondant a la limite de la zone avec une forte concentration de plasma. Une mauvaise
discretisation numerique de ces gradients pourrait engendrer une dierence de charges
et une mauvaise approximation du potentiel electrique.
Les variations du potentiel en sortie de propulseur sont en adequation avec les prols
obtenus par Adam [3]. La zone d'ionisation predite par AVIP-Fluide est legerement
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(a) Densite´ e´lectronique ne (b) Vitesse axiale des ions ux,i
(c) Potentiel φ (d) Champ e´lectrique axial Ex
(e) Tempe´rature des e´lectrons Te (f) Terme source d’ionisation S
0
ioniz
Figure 7.8: Cartes 2D des dierentes grandeurs du plasma a l'etat stationnaire.
decalee ver la sortie de la chambre a cause de la hausse de temperature electronique
observee dans le plan de sortie. Une modelisation adequate des parois dielectriques
serait susceptible de deplacer la zone d'ionisation en amont et d'e^tre ainsi plus en
accord avec les resultats hybrides.
Finalement, les performances du moteur mesurees dans cette simulation a l'etat
stationnaire sont reportees dans le tableau 7.2. La poussee a la n de la simulation est
de 45 mN , c'est-a-dire 2 fois moins que la poussee mesuree. La modelisation simpliee
des parois utilisee actuellement peuvent expliquer les dierences avec la poussee reelle
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(a) (b)
Figure 7.9: Densite des electrons ne (a) et vitesse des ions axiale ux,i (b)
moyennees radialement a l'etat stationnaire et comparees aux resultats de
Adam [3] (le plan de sortie est represente en pointille a xs = 2.5 cm).
(a) (b)
Figure 7.10: Terme source d'ionisation S0ioniz, potentiel φ (a) et champ electrique
axial Ex (b) moyennes radialement a l'etat stationnaire et compares aux
resultats de Adam [3] (le plan de sortie est represente en pointille a xs = 2.5 cm).
observee sur un moteur de cette puissance.
L'ISP denie dans le chapitre 1 (Equation 1.6) est proportionnelle a la vitesse maxi-
male d'ejection des ions. Cette vitesse est de l'ordre de 19 km/s (voir Fig. 7.9(b)) et
mene donc a une ISP de 1937 s. Compare a un SPT-100, l'ISP est donc legerement
surestimee par la simulation AVIP-Fluide.
Le courant de decharge est theoriquement calcule comme la dierence de charges
traversant l'anode metallique. Dans le calcul AVIP, les parois metalliques sont reliees
a la masse : un courant non-negligeable les traverse. Le courant total absorbe par les
parois metalliques du moteur (anode + chambre) est de 3.6 A. Seulement 0.3 A arrive
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Tableau 7.2: Performances globales du propulseur simule avec AVIP-Fluide
comparees aux performances reelles d'un SPT 100 [32].
Performances SPT-100 AVIP-Fluide
Poussee 90 mN 45 mN
ISP 1734 s 1937 s
Courant de decharge 5 A 3.6 A
Rendement 50 % 21 %
jusqu'a l'anode, le reste du courant est perdu aux parois metalliques. Les pertes dues
a une mauvaise modelisation des parois sont donc tres importantes d'un point de vue
du courant et expliquent les dierences obtenues sur le rendement. Par consequent, le
rendement calcule est inferieur au rendement classique d'un SPT-100.
7.4.2 Gaines
La simulation d'une coupe 2D r-z avec presence des gaines aux parois est un chal-
lenge important pour un modele uide. Le plasma etant globalement quasi-neutre
dans le propulseur, le modele resout l'equation de Poisson principalement pour la
modelisation des gaines. Ainsi, ces gaines doivent e^tre correctement decrites par la
simulation. La densite des electrons et des ions ainsi que la temperature electronique
proche de l'anode sont representees sur la Fig. 7.11(a). La gaine se forme avec une
epaisseur de 4 longueurs de Debye. Cette epaisseur de gaine est en accord avec les
relations theoriques de formation des gaines (cf. chapitre 4). Aucune augmentation de
temperature n'est constatee, ce qui valide la resolution du maillage proche des parois.
Finalement, la vitesse des ions est tracee sur la Fig. 7.11(b) avec la vitesse du son
ionique an de verier le critere de Bohm. On peut constater que les ions deviennent
supersoniques en entrant dans la gaine. La formation des gaines dans la simulation est
donc en adequation avec la theorie.
7.5 Conclusions sur le cas r − z
Une simulation r − z d'un moteur a eet Hall avec des parametres de fonctionne-
ment realistes a ete eectuee avec le code AVIP-Fluide an d'eprouver et valider tous
les modeles developpes pendant cette these. La direction azimutale n'etant pas simulee,
l'ajout d'une mobilite anormale a ete obligatoire pour reproduire le comportement des
electrons a travers le champ magnetique. Les equations 2D ont egalement dues e^tre
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(a) Densite´s plasma et tempe´rature e´lectronique (b) Crite`re de Bohm
Figure 7.11: Densite des especes ne, ni, temperature electronique Te (a) et
vitesse des ions ui comparee a la vitesse du son ionique (b) sur les 15 premieres
longueurs de Debye proche de la paroi du moteur pour identier la gaine.
modiees an de prendre en compte la vitesse azimutale des electrons.
Les resultats de la simulation sont encourageants puisque les principales caracteristiques
des ions et des electrons a l'interieur d'un moteur a eet Hall ont ete retrouvees.
La modelisation des parois dielectriques, manquante a l'heure actuelle apparait in-
contournable pour corriger les erreurs faites par le modele existant notamment sur
la temperature electronique. Une etude plus approfondie sur le ux de chaleur doit
egalement e^tre realisee an de verier son inuence sur la temperature electronique.
Finalement, cette simulation a montre que le code AVIP-Fluide est capable de
realiser un calcul non-quasineutre en representant correctement les gaines aux parois
dans une geometrie complexe. A notre connaissance, ce type de calcul n'a jamais ete
realise avec un modele uide a la fois pour les ions et pour les electrons et est le sujet
d'un papier soumis au journal Plasma Source Science and Technology.
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Le comportement anormal des electrons dans la chambre d'un moteur a eet Hall
souleve de nombreuses questions theoriques sur la physique du plasma et amene dans un
me^me temps de multiples problematiques industrielles. Les essais et experiences etant
diciles a realiser dans le contexte de la propulsion spatiale, la simulation numerique
s'est averee e^tre un moyen ecace pour comprendre les phenomenes complexes dans une
chambre de propulseur de Hall et aider au design de nouveaux propulseurs. Cette these
a ainsi pose les fondements d'un nouvel outil de simulation numerique pour SAFRAN
Aircraft Engines an de predire le comportement des ions et des electrons a l'interieur
d'un moteur a eet Hall : le code AVIP. Une approche uide, basee sur un systeme aux
moments prenant en compte des termes sources detailles pour les processus de collision,
a notamment ete developpee. Les travaux realises ont permis de mettre a la disposition
de SAFRAN un code pour la conception de propulseur de Hall, qui se concentre autour
de deux axes principaux : la construction d'un modele physique precis pour reproduire
la physique du plasma dans un moteur a eet Hall et la creation d'un code numerique
ecace pour le calcul haute performance dans des geometries complexes.
Un des objectifs etant d'avoir un code susamment precis pour comprendre les
phenomenes instationnaires dans la chambre d'ionisation, les hypotheses classiques de
derive-diusion, realisees dans la plupart des codes destines a la propulsion spatiale, ne
sont volontairement pas admises dans le code AVIP-Fluide. Le systeme d'equations
est couple a une equation de Poisson an de representer correctement les regions
non-quasineutres proche des parois : les gaines. Une etude approfondie sur les gaines
metalliques a ete menee an d'obtenir des conditions limites en accord avec la physique
simulee et compatibles avec le modele 10-moments propose. Le code est capable de re-
produire de facon correcte les caracteristiques des gaines proche des parois. La vitesse
des ions respecte la condition de Bohm a l'entree de la gaine. Ce travail a fait l'objet
189
8. CONCLUSIONS ET PERSPECTIVES
d'une conference AIAA et d'un papier de conference [124].
Dans le contexte de simulations hautes performances, le developpement du code
AVIP-Fluide s'appuie sur une structure dediee au calcul parallele sur des maillages non-
structures developpee initialement dans le code de combustion AVBP. Une methode
volumes nis basee sur des solveurs de Riemann a ete implementee pour discretiser
les termes convectifs et de pression, trop raides pour des schemas centres. Une for-
mulation MUSCL sur maillage non-structure est utilisee pour augmenter la precision
et l'ordre du schema. Un schema du second ordre s'est avere determinant quant a
la modelisation des gaines sur un nombre de cellules raisonnable [124]. Les termes
sources sont calcules a l'aide d'un schema implicite precis et performant pour les appli-
cations souhaitees. L'equation de Poisson est resolue a l'aide du solveur Maphys adapte
aux calculs paralleles. Une attention particuliere a ete portee durant tout le processus
d'implementation sur les performances de calcul parallele an d'utiliser ecacement les
ressources informatiques a disposition et obtenir des temps de restitution acceptables
pour une modelisation uide. Tous ces developpements ont ete valides avec attention
sur de nombreux cas tests mettant en evidence les performances individuelles de chaque
operateur du code AVIP-Fluide.
La source du transport anormal electronique est encore un sujet de discussions mais
de nombreux papiers arment que l'instabilite de derive cyclotronique electronique
(ECDI) est un candidat serieux a l'augmentation de mobilite electronique observee
dans la direction axiale dans un moteur a eet Hall. An d'expliquer et de justier
cette hypothese, une simulation d'une coupe z−θ d'un propulseur de Hall a ete realisee,
en se basant sur les travaux de Boeuf [34]. L'analyse theorique de l'instabilite montre
qu'il est possible de modeliser correctement la frequence de l'ECDI avec un modele
uide. Par contre, son taux d'accroissement, qui depend de la fonction de distribution
electronique (potentiellement non Maxwellienne) est impacte par les hypotheses uides
et ne peut e^tre correctement predit. Les resultats du calcul AVIP-Fluide montrent la
formation d'une instabilite avec des caracteristiques similaires a l'ECDI. La longueur
d'onde ainsi que la frequence de l'instabilite sont en adequation avec les resultats PIC et
les relations analytiques. Cependant, le modele engendre une instabilite supplementaire
de forte amplitude avec une frequence egale a 1 Mhz. Cette instabilite s'organise sous
forme de poches de fort champ electrique azimutal et perturbe a la fois l'etablissement
du plasma dans la chambre et la stabilisation de l'ECDI. Elle ne semble pas e^tre le
fruit d'erreurs numeriques mais pourrait plus probablement provenir du modele uide.
A ce stade, une etude d'analyse lineaire doit e^tre eectuee sur le systeme d'equations
pour essayer de mieux cerner l'origine de ce phenomene. L'objectif est de realiser des
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analyses de stabilite globale de la me^me facon qu'en turbomachines [188] par exemple,
an d'identier cette instabilite et comprendre son mecanisme. Finalement, la mobilite
predite par AVIP-Fluide est largement superieure a la mobilite classique predite par
les codes de derive-diusion et en meilleur accord avec les observations experimentales.
Ce resultat vient conrmer la forte inuence de l'ECDI sur le transport anormal des
electrons a l'interieur d'un propulseur de Hall. Il prouve egalement qu'un code uide est
capable de modeliser les sources de ce transport anormal en simulant la direction azi-
mutale du propulseur. L'ajout d'une mobilite anormale ne semble donc plus necessaire
dans le modele uide si la direction azimutale est prise en compte. Une simulation z−θ
consistante, avec des termes sources de collisions exacts, devrait e^tre realisee a l'avenir
an de conrmer cette hypothese.
Finalement, les dierents modeles physiques et developpements numeriques d'AVIP-
Fluide, ont ete utilises sur une conguration r − z d'un propulseur de Hall dans des
conditions realistes typiques d'un SPT-100. La geometrie du moteur est volontairement
consideree biseautee an de prendre en compte l'erosion des parois. Les grandeurs ca-
racteristiques et le fonctionnement global d'un moteur a eet Hall sont correctement
retrouves avec le modele developpe pendant cette these. L'emplacement des zones d'io-
nisation et d'acceleration du Xenon dans le plan de sortie est en accord avec les ob-
servations et les resultats d'un code hybride de reference [3]. Cependant, les electrons
atteignent des temperatures trop importantes, de l'ordre de 150 eV , venant souligner
les eorts restant a faire sur certaines modeles. En particulier, deux approximations
paraissent trop restrictives :
| le ux de chaleur est a l'heure actuelle neglige dans le code et peut expliquer
les ecarts de temperature observes dans les simulations. Une modelisation plus
precise de ce ux est primordiale pour retrouver le comportement energetique
des electrons dans la chambre d'ionisation mais aussi dans les gaines [47] ;
| la modelisation des parois dielectriques n'etant pas incluse actuellement dans
AVIP, un ux important d'electrons est perdu aux parois considerees comme
metalliques, ce qui nuit au bon comportement du plasma dans la chambre.
L'emission secondaire des electrons a la paroi (consideres comme froids) n'est
pas modelisee, phenomene qui pourrait venir modier la temperature globale
electronique. Ces developpements sont en cours de realisation dans la these de
W. Villafana au CERFACS en collaboration avec SAFRAN Aircraft Engines.
Les simulations realisees lors de cette these ont prouve que le code AVIP-Fluide est ca-
pable de reproduire avec un bon accord les caracteristiques globales d'un propulseur de
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Hall et font l'objet d'un papier soumis au journal Plasma Source Science and Techno-
logy. Il est a noter que la structure modulaire d'AVIP permet d'envisager l'utilisation
du solveur PIC ou uide indierement pour n'importe quelle population du plasma.
En general, l'approche PIC est dediee a la resolution des ions et des neutres et l'ap-
proche uide a celle des electrons, an d'optimiser le temps de calcul [100, 183]. Cette
vision dictee principalement par des considerations de performances informatiques est
cependant en contradiction avec une vision plus physique du probleme : la dynamique
des electrons est complexe et pilote en eet la majeure partie des instabilites dans un
moteur a eet Hall. De ce point de vue, modeliser les electrons avec un formalisme
PIC, plus precis, et utiliser un modele uide pour les ions pourrait egalement e^tre une
approche envisageable. De plus, dans la formulation uide, la representation des gaines
fait apparaitre des vitesses electroniques importantes contraignantes au niveau du pas
de temps. Representer les electrons avec une methode PIC permettrait d'augmenter le
pas de temps de la simulation et ainsi de gagner un temps de calcul important.
A titre d'exemple, on peut estimer les temps de restitution des dierentes methodes
pour une conguration 3D d'un moteur a eet Hall. En prenant les dimensions d'un
SPT-100 vues dans le chapitre 7, la simulation d'un secteur de 5 degres peut e^tre realisee
avec un maillage d'environ 50M de cellules an de respecter les criteres imposes par
la longueur de Debye. Le pas de temps eectif pour une telle simulation est xe par
l'oscillation plasma pour AVIP-PIC (t ≈ 5e−12 s ) et par la vitesse des electrons dans
les gaines pour AVIP-Fluide (t ≈ 1e−12 s). An d'obtenir une simulation d'un moteur
a eet Hall de 10 µs, 2 millions d'iterations sont donc necessaires avec AVIP-PIC et 10
millions avec AVIP-Fluide. Les performances des deux solveurs avec 1000 processeurs
ont ete mesurees et sont ensuite utilisees pour calculer les temps de restitution estimes
d'une telle simulation dans le Tab. 8.1. Ces estimations sont extrapolees sur de plus
grand nombres de processeurs en supposant les performances paralleles ideales. La li-
mite d'ecacite parallele du solveur de Poisson etant estimee a environ 2000 cellules
par processeurs (voir chapitre 2), un nombre maximal de 10000 processeurs est conseille.
Ainsi, le temps de restitution de cette simulation avec AVIP-PIC sur 10000 proces-
seurs est d'environ 59 jours, tandis que AVIP-Fluide a besoin de 72 jours pour realiser
le me^me calcul. La contrainte de pas de temps imposee par la vitesse des electrons dans
les gaines pour AVIP-Fluide devient ici un probleme majeur pour obtenir un temps de
restitution convenable. On peut donc imaginer de remplacer la resolution des gaines par
une modelisation dans les simulations uides, comme cela est realise dans des codes de
derive-diusion [102], de sorte a s'aranchir des grandes vitesses electroniques dans ces
regions et obtenir un pas de temps similaire a l'approche PIC. On peut aussi envisager
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Tableau 8.1: Temps de restitution estimes pour une simulation 3D d'un secteur
de 5 degres de moteur a eet Hall en fonction de la methodologie utilisee et
du nombre de processeurs a disposition.
Nb de processeurs 1000 5000 10000 t
AVIP-PIC 20 mois 4 mois 59 jours 5e−12 s
AVIP-Fluide (avec gaines) 2 ans 5 mois 72 jours 1e−12 s
AVIP-Fluide (sans gaines) 5 mois 28 jours 14 jours 5e−12 s
AVIP-Hybride 8 mois 50 jours 25 jours 5e−12 s
d'utiliser plusieurs pas de temps pour les dierentes populations ou bien utiliser des lois
d'echelles sur la permittivite ou la masse des electrons pour reduire le temps de calcul.
Dans le cas d'une non-resolution des gaines (Tab. 8.1), le temps de restitution serait
reduit a 14 jours rendant la simulation acceptable me^me pour 5000 processeurs. Enn
on pourrait estimer le cou^t d'une approche hybride pour cette simulation, en supposant
que AVIP-PIC resolve les electrons et AVIP-Fluide les ions et les neutres. Dans cette
conguration, les gaines electroniques ne sont pas modelisees de facon uide et le pas
de temps peut e^tre pris a t ≈ 5e−12 s. Ainsi, on peut estimer grossierement le temps
de calcul d'une approche hybride a 25 jours avec 10000 processeurs. Il est interessant
de noter que le solveur de Poisson represente 25% du temps de calcul d'une approche
PIC et 70% d'une approche uide. Pour une approche hybride, le solveur de Poisson
sera par consequent responsable d'environ 50% du temps de calcul. Une alternative
aujourd'hui a l'etude serait de resoudre l'equation de Poisson avec des techniques de
Machine Learning [222]. Pour la suite des travaux, toutes les options seront evaluees
an d'arriver a des temps de calcul raisonnable de l'ordre de quelques jours tout en
representant correctement la physique du plasma dans un moteur a eet Hall.
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Annexe A
Derivation des termes sources
elastiques
La relation conventionnelle pour l'integrale des collisions elastiques entre deux par-

















L'exposant ·′ designe les variables calculees apres collision. f ′1 et f ′2 sont les fonctions
de distribution des deux particules apres la collision elastique, u1 et u2 les vitesses
relatives de ces particules avant la collision. σ12 est la section ecace caracteristique
de la collision elastique de la particule 1 vers la particule 2. Enn 
 est l'angle solide
denissant la direction de la vitesse relative.
La collision elastique entre deux particules dierentes est reversible et la section
ecace n'est pas modiee pendant la collision :
σ12(|u′1 − u′2|) = σ21(|u1 − u2|) = σαβ(|uα − un|) (A.2)
La suite de la demonstration est realisee pour la collision elastique electron-neutre.
Une particule neutre etant beaucoup plus lourd qu'un electron, sa vitesse avant ou
apres collision est largement inferieure :
u2 = u
′
2 = un << ue = u1 (A.3)




2 = fN (A.4)
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∣∣u′e∣∣σ12 (∣∣u′e∣∣) d3u′e − ∫ fe |ue|σ12 (|ue|) d3ue) d

(A.5)
Le calcul des termes sources est realise an de retrouver les contributions associees









Pour la collision electron-neutre et avec les hypotheses precedemment enoncees, le






∣∣u′e∣∣σ12 (∣∣u′e∣∣) d3u′e − ∫ φ^γ (ue) fe |ue|σ12 (|ue|) d3ue) d

(A.7)
En supposant que l'energie cinetique de l'electron se conserve pendant la collision






)− φ^γ (ue)) fe |ue|σ12 (|ue|) d3ued
 (A.8)
Pour l'equation de conservation de la masse, la composante du vecteur φ^γ est :
φ^0 = me (A.9)
La masse de l'electron ne change pas pendant la collision et ainsi :
S0e,en = 0 (A.10)
Ce resultat etait attendu, il n'y a pas d'echange de masse dans une collision pure-
ment elastique.
A partir d'une etude de collision classique, la variation d'impulsion pour une collision








)(ue − un) (A.11)
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Avec σten la section ecace de collision totale, c'est a dire integree sur tous les angles
solides 
. Si la section ecace de la collision est supposee independante de la vitesse
relative (ue − un) alors on peut se ramener apres simplications a :
S1e,en = −fen(Te)ρe(ue − un) (A.14)
Avec fen la frequence de collision electron-neutre dependant seulement de la temperature
des electrons Te provenant de la fonction de distribution Maxwellienne. En realite, cette
approximation est erronee.
Apres quelques simplications realisees dans [28], le terme source generique pour la














(Mαβxcosh(2Mαβx)− sinh(2Mαβx)) dx] ( ~uα − ~uβ)
(A.15)
En considerant les collisions elastiques des electrons avec les neutres froids et lents
compares aux autres especes, la temperature reduite Ten peut e^tre simpliee par Te et
le nombre de Mach relatif Men par Me. Le terme source de quantite de mouvement












(Mexcosh(2Mex)− sinh(2Mex)) dx] (ue − un)
(A.16)
Dans ce cas, la frequence de collision fen(Te,Me) depend de la temperature electronique
mais aussi du nombre de Mach en comparaison avec l'equation A.14.
De la me^me facon, on peut denir les termes sources energetiques pour la reaction
elastique αβ (extrait du papier de Le & Cambier [148] pour la reaction d'ionisation et
adapte aux collisions elastiques) :
S2α,αβ = −ρα
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A. DERIVATION DES TERMES SOURCES ELASTIQUES
En supposant memn << 1 , Te >> Tn et ue >> un, l'equation A.17 pour la collision








Pour la collision ion-neutre, les trois hypotheses realisees precedemment ne sont
plus valables et l'equation A.17 devient :
S2i,in = −ρi
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Derivation des termes sources
inelastiques
L'integrale du terme d'ionisation par impact electronique pour un electron en col-































W ieene est deni comme la transition de probabilite de la reaction consideree (ici
l'ionisation par impact electronique). Dans [11], cette transition de probabilite peut







La quantite lα depend de la constante de Planck hP , du poids statistique de la particule







Les ions et les neutres ont la me^me masse et leur poids statistique dans la reaction
d'ionisation est egal a 1 et ainsi li = ln. En realite, l'equation B.1 represente la reaction
d'ionisation mais aussi sa reaction inverse qui est la recombinaison. Les termes corres-
pondants a la recombinaison sont donc negliges et l'on suppose que les electrons crees
et l'electron incident ont la me^me fonction de distribution. Ils seront ainsi representes


















B. DERIVATION DES TERMES SOURCES INELASTIQUES
D'apres l'equation B.2, la transition de probabilite du processus d'ionisation est
proportionnelle a la section ecace de la reaction σioniz qui varie selon l'angle solide 





3ve2 = |ue − un|σionizd
 (B.5)
























σioniz (|ve|) ved3ve (B.8)
En remplacant la fonction de distribution des electrons par une Maxwellienne et
apres simplications detaillees dans [27] ou [148], le terme source de creation d'electrons

































sinh (2Mex) dx (B.10)
Pour la contribution de la reaction d'ionisation dans les equations de conservation
de quantite de mouvement et d'energie des dierentes especes, le lecteur est invite a
regarder les demonstrations dans le papier de Le & Cambier [148]. Les equations 50b
et 50c du papier amenent aux relations suivantes (les notations sont adaptees a la
nomenclature utilisee dans cette these) :
















(ue − un) (B.12)
L'hypothese Tn << Te est valide dans un moteur a eet Hall. Ainsi l'equation B.12










0 (ue − un) (B.13)
Rioniz0 est deni dans l'Annexe B du papier [148] et peut e^tre exprime en fonction
de la frequence d'ionisation a l'ordre 1 f1,ioniz :
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Finalement (voir equations 50b et 50c de [148]) :





f0,ionizun + f1,ioniz (ue − un)
)
(B.17)
Les termes sources d'ionisation pour la conservation de l'energie totale sont aussi
detailles dans le papier de Le & Cambier [148] (equations 53b et 53c) :



































f2,ioniz − 2M2e f1,ioniz +M2e f0,ioniz
) kB(Te − Tn)
mn
(B.19)
avec la frequence d'ionisation a l'ordre 2 f2,ioniz (J
ion












sinh (2Mex) dx (B.20)
Dans un moteur a eet Hall, la vitesse des neutres est d'environ un = 300 m/s et
la vitesse maximale des electrons est de l'ordre de ue = 1000 km/s. Le rapport des
masses entre electron et ion est d'environ memi = 4.10









u2e << ueun (B.21)











































B. DERIVATION DES TERMES SOURCES INELASTIQUES


















































































Les me^mes raisonnements sont appliques pour les reactions d'excitations et le terme










+ ρeueun (f1,exc1 + f1,exc2)




avec E∗exc1 et E∗exc2 les niveaux d'energie les plus energetiques pour exciter un neutre

















Le logiciel MAPHYS a ete choisi pour resoudre l'equation de Poisson, qui revient a
resoudre un systeme de la forme :
Ax = B (C.1)
MAPHYS possede une interface d'entree distribuee specique pour les applications
paralleles utilisant une decomposition de domaines MPI. An de limiter les communi-
cations, le me^me partitionnement est utilise dans AVIP et MAPHYS. Seules les valeurs
non-nulles de la matrice sont envoyees. Le systeme etant discretise selon une methode
Volumes Finis en formulation Nud-Centres, le volume de contro^le est le volume dual
du nud considere. Si le volume dual est partage entre dierents domaines MPI, alors
la valeur de B doit e^tre partage entre les dierents processeurs concernes avec un poids
equivalent pour chaque Bi. Par exemple, sur un maillage de triangles partage entre 2
processeurs de rang 0 et 1, les valeurs B0,N et B1,N sont calculees en fonction de la
portion de volume dual present dans le domaine en question (Figure C.1).
L'interface distribuee de MAPHYS requiert un agencement particulier. Par exemple,
les nuds interieurs d'un domaine de calcul doivent e^tre ranges avant les nuds d'inter-
faces entre domaines. Un reordonnement local des nuds du maillage est donc obliga-
toire pour utiliser cette interface. Dans ce contexte, la connectivite entre les domaines
MPI doit e^tre connue par MAPHYS, notamment les indices locaux des nuds sur
chaque interface pour chaque domaine ainsi que leurs indices globaux.
La matrice A depend des normales des cellules du maillage qui ne varient pas pen-
dant la simulation. Certaines etapes necessaires a la resolution du systeme lineaire
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C. IMPLEMENTATION DE MAPHYS DANS AVIP
Figure C.1: Exemple de partage du vecteur B sur une interface entre 2 domaines
MPI (l'interface est en rouge)
peuvent donc e^tre realises avant le debut de la boucle temporelle, comme le pre-
conditionnement ou la factorisation de la matrice A. Seul le vecteur B representant
la dierence de densites entre les ions et les electrons varie au cours du temps. Ces
implementations dans AVIP ont permis a l'equipe HIEPACS de l'INRIA d'avoir un
retour d'utilisation sur leur solveur et ont contribue a des resultats dans la these de L.
Poirel [187] (section 5.5.4).
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Annexe D
Traitement des conditions limites
pour l'equation de Poisson
Les conditions limites de l'equation de Poisson vont venir modier les coecients
de la matrice A calcules par MAPHYS. La symetrie de la matrice est une propriete tres
importante pour la resolution de systeme lineaire : elle permet d'utiliser des methodes
d'inversion beaucoup plus performantes. Il faut donc toujours penser a garder cette
symetrie quelle que soit la condition limite du systeme.
Les conditions limites pour l'equation de Poisson necessaires dans le cadre de la
propulsion plasma sont les conditions classiques de Dirichlet ou la valeur du potentiel
est imposee, les conditions de Neumann pour imposer le gradient du potentiel (ou le
champ electrique) et des conditions periodiques.
Les conditions limites de Neumann Les conditions de Neumann supposent que le
gradient du potentiel soit egal a une certaine valeur. Pour le moment dans AVIP, seules
les conditions de Neumann nulles sont implementees (~∇φ = 0). Le systeme matriciel
reste inchange pour imposer une telle condition.
Les conditions limites de Dirichlet Une condition limite de Dirichlet impose le
potentiel φN au nud correspondant N . Dans le systeme lineaire de l'equation 3.84,
cela revient a imposer sur la ligne l correspondant au nud N :
aNN = 1 ; aNj = 0 ∀j ∈ l ; BN = φN (D.1)
Dans ce cas, les coecients de la matrice sont modies et la propriete de symetrie
de la matrice est perdue. An de garder la symetrie de la matrice, la methode consiste
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DE POISSON
a annuler tous les coecients transposes de la colonne c correspondant au nud N tel
que :
aiN = 0 ∀i ∈ c (D.2)
Si on annule tous ces coecients, certaines informations du systeme lineaire sont per-
dues. L'objectif est de reporter toutes ces informations dans le vecteur B du systeme.
Comme BN = φN on peut modier B tel que :
Bi = Bi − aiNφN (D.3)




1 0 0 0
0 a22 a23 a24
0 a32 a33 a34










B2 − a21 ∗R
B3 − a31 ∗R
B4 − a41 ∗R
 (D.4)
Une attention particuliere doit aussi e^tre portee aux nuds situes a la fois sur une
interface entre processeurs et sur une conditions limite. En eet, si un nud est a la
fois sur une interface entre plusieurs domaines et sur une condition limite de Dirichlet,
alors la valeur du Dirichlet doit e^tre partagee de facon coherente entre les processeurs
concernes comme pour le calcul du vecteur Bi mentionne en C.
Les conditions limites periodiques Les conditions limites periodiques se sont
averees e^tre le cas particulier le plus complique a mettre en place dans l'interface
AVIP/MAPHYS. Dans AVIP, une condition periodique est geree comme une interface
entre les partitions contenant les paires de nuds periodiques. Dans MAPHYS, l'objec-
tif est de reduire le systeme en supprimant les contributions d'un des nuds periodiques.
Une fois le potentiel calcule sur un nud periodique, il est facile de repercuter cette
valeur sur l'autre nud. Ceci est valable si la paire de nuds periodiques se trouve
dans le me^me domaine MPI. Si les deux nuds periodiques sont dans deux domaines
MPI dierents, une nouvelle interface est consideree entre ces deux domaines.
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Annexe E
Performances du solveur de
Poisson
Le choix de la librairie MAPHYS pour la resolution de l'equation de Poisson a ete
realise apres avoir compare ses performances aux solveurs de la librairie Petsc. La librai-
rie Petsc est une librairie de solveurs directs et iteratifs pour la resolution de systemes
lineaires [18]. De nombreuses methodes d'inversion de matrice sont a disposition dans
la librairie et ont ete testees sur des cas references dans des travaux precedents [181].
La conguration la plus ecace sur un grand nombre de processeurs et une methode
de Schwartz Additif appelee GASM qui est basee sur des methodes multigrilles (plus
d'informations sur cette methode sont detaillees sur le site de Petsc [18] ou de facon
theorique dans [200]). Cette methode est comparee au solveur MAPHYS sur une con-
guration simple de champ electrique entre deux electrodes a potentiels xes, presentee
sur la gure E.1. La solution a ce probleme est un potentiel lineaire entre les deux
electrodes et un champ electrique constant dans le domaine.
Le maillage choisi pour ce cas comporte 1 million de noeuds, soit un million d'in-
connues pour le probleme. Les temps de calcul par iteration obtenus en fonction du
nombre de processeurs et du nombre d'inconnues par processeur pour les 2 solveurs
sont presentes sur la gure E.2. Il faut noter que ces temps de calcul ont ete releves sur
des solutions ayant le me^me ordre de precision.
On remarque tout d'abord que sur ce type de probleme MAPHYS est beaucoup
plus performant que le meilleur solveur de Petsc. De plus, la scalabilite (denie comme
le nombre de cellules par processeur correspondant au temps de restitution minimum)
de MAPHYS est beaucoup plus faible (aux alentours de 2000 cellules par processeur)
comparee a celle de Petsc (environ 10000 cellules par processeur). Ainsi, MAPHYS
apparait e^tre le meilleur choix pour les applications d'AVIP au vu des temps de calcul et
de sa tres bonne scalabilite. Ces simulations ont ete realisees avec les options standards
de MAPHYS. Une option de grille grossiere est desormais presente dans MAPHYS et
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Figure E.1: Conguration utilisee pour tester les solveurs de Poisson : un
plasma neutre entre 2 electrodes.
(a) en fonction du nombre de processeurs. (b) en fonction du nombre d’inconnues par pro-
cesseur.
Figure E.2: Temps du solveur de Poisson par iteration pour 1 million d'incon-
nues.




[1] I. Abalakin, A. Dervieux, and T. Kozubskaya. A vertex centered high order
MUSCL scheme applying to linearised Euler acoustics. Technical Report 4459,
INRIA, 2002. 72
[2] R. Abgrall and H. Kumar. Robust nite volume schemes for two-uid plasma
equations. Journal of Scientic Computing, 60(3) :584{611, 2014. 69, 78
[3] J.C. Adam, J.P. Boeuf, N. Dubuit, M. Dudeck, L. Garrigues, D. Gresillon, A. He-
ron, G.J.M. Hagelaar, V. Kulaev, N. Lemoine, et al. Physics, simulation and
diagnostics of Hall eect thrusters. Plasma Physics and Controlled Fusion,
50(12) :124041, 2008. 24, 28, 183, 185, 191
[4] J.C. Adam, A. Heron, and G. Laval. Study of stationary plasma thrusters using
two-dimensional fully kinetic simulations. Physics of Plasmas, 11(1) :295{305,
2004. 21, 28, 30, 37
[5] E. Agullo, L. Giraud, G. Houzeaux, M. Kuhn, G. Marait, and L. Poirel. On the
parallel design of coarse space corrections for sparse hybrid solvers. Research
report, INRIA Bordeaux, 2018. 108
[6] E. Agullo, L. Giraud, and L. Poirel. Robust coarse spaces for abstract Schwarz
preconditioners via generalized eigenproblems. Research Report RR-8978, INRIA
Bordeaux, 2016. 108
[7] E. Ahedo. Presheath/sheath model with secondary electron emission from two
parallel walls. Physics of Plasmas, 9(10) :4340{4347, 2002. 24, 32, 117
[8] E. Ahedo, J. Gallardo, and M. Martinez-Sanchez. Model of the plasma discharge
in a Hall thruster with heat conduction. Physics of Plasmas, 2002. 30, 32, 38,
39, 40
[9] E. Ahedo, J.M. Gallardo, and M. Martnez-Sanchez. Eects of the radial plasma-




[10] F. Alauzet and A. Loseille. High-order sonic boom modeling based on adaptive
methods. Journal of Computational Physics, 229 :561{593, 2010. 86, 88, 102
[11] A. Alexeev, A. Chikhaoui, and I.T. Grushin. Application of the generalized
Chapman-Enskog method to the transport-coecient calculation in a reacting
gas mixture. Physical Review E, 49(4), April 1994. 199
[12] A. Alvarez Laguna, N. Ozak, A. Lani, H. Deconinck, and S. Poedts. Fully-implicit
nite volume method for the ideal two-uid plasma model. Computer Physics
Communications, 2018. 78
[13] L.L. Alves, A. Bogaerts, V. Guerra, and M. Turner. Foundations of modelling of
nonequilibrium low-temperature plasmas. Plasma Sources Sci. Technol., 27(2),
2018. 39
[14] P. Amestoy, I. Du, and J. L'Excellent. Multifrontal parallel distributed sym-
metric and unsymmetric solvers. Computational Methods in Applied Mechanics,
184 :501{520, 2000. 108
[15] N. Anderson and G. R. Walsh. The formation of a plasma sheath. International
Journal of Electronics, 31(3) :217{222, 1971. 24
[16] S. Araki and R. Wirz. Magnetic eld aligned mesh for ring-cusp discharge cham-
bers. In AIAA Joint Propulsion Conference, Cleveland OH, 3830, 2014. 38
[17] V. Auray. Etude comparative de schemas numeriques pour la modelisation de
phenomenes diusifs sur maillages multielements. PhD thesis, Institut National
Polytechnique de Toulouse, 2007. 76
[18] Satish Balay, Shrirang Abhyankar, Mark F. Adams, Jed Brown, Peter Brune,
Kris Buschelman, Lisandro Dalcin, Victor Eijkhout, William D. Gropp, Dinesh
Kaushik, Matthew G. Knepley, Dave A. May, Lois Curfman McInnes, Karl Rupp,
Barry F. Smith, Stefano Zampini, and Hong Zhang. PETSc Web page. http:
//www.mcs.anl.gov/petsc, 2017. 207
[19] J. Bareilles, G.J.M. Hagelaar, L. Garrigues, C. Boniface, J.P. Boeuf, and N. Gas-
con. Critical assessment of a two-dimensional hybrid Hall thruster model : Com-
parisons with experiments. Physics of Plasmas, 11(6) :3035{3046, 2004. 41, 179
[20] S. Barral and E. Ahedo. Theoretical study of the breathing mode in Hall thrusters.
In AIAA Joint Propulsion Conference, Sacramento CA, 5172, 2006. 27
[21] S. Barral and E. Ahedo. Low frequency model of breathing oscillations in Hall
discharges. Physical Review E, 2009. 27, 30, 32, 37, 39, 40, 48
210
REFERENCES
[22] S. Barral, K. Makowski, Z. Peradzynski, N. Gascon, and M. Dudeck. Wall mate-
rial eects in stationary plasma thrusters. ii. near-wall and in-wall conductivity.
Physics of Plasmas, 10(10) :4137{4152, October 2003. 24
[23] T.J. Barth. Aspects of unstructured grids and nite-volume solvers for the Euler
and Navier-Stokes equations. In Lecture Notes presented at the VKI lecture series
1994-05. Von Karman Institute, 1994. 74
[24] P. Batten, N. Clarke, C. Lambert, and D. Causon. On the choice of wavespeeds for
the HLLC Riemann solver. SIAM Journal on Scientic Computing, 18(6) :1553{
1570, 1997. 83, 85
[25] M. Becker, H. Kahlert, A. Sun, M. Bonitz, and D. Lohagen. Advanced uid
modeling and PIC/MCC simulations of low-pressure CCRF discharges. Plasma
Sources Sci. Technol., 26 :044001, 2017. 38, 40
[26] P.K. Beidler. Two dimensional particle-in-cell simulation model for Hall type
thrusters. PhD thesis, Massachusetts Institute of Technology, 1998. 36
[27] M. S. Benilov. Momentum and energy exchange between species of a multicom-
ponent gas mixture due to inelastic and reactive collisions. Physics of Plasmas,
3(7) :2805{2812, 1996. 54, 200
[28] M. S. Benilov. A kinetic derivation of multiuid equations for multispecies none-
quilibrium mixtures of reacting gases. Physics of Plasmas, 4(3) :521{527, 1997.
49, 53, 56, 195, 197
[29] C. Berthon. Robustness of MUSCL schemes for 2D unstructured meshes. Journal
of computational physics, 218 :495{509, 2006. 86
[30] J.A. Bittencourt. Fundamentals of plasma physics. Springer, 2013. 47
[31] Bloomberg. https ://www.bloomberg.com/graphics/2018-rocket-cost/. 8
[32] J. P. Boeuf. Tutorial : Physics and modeling of Hall thrusters. Journal of Applied
Physics, 121(011101) :1{24, 2017. 18, 21, 24, 28, 182, 183, 186
[33] J.P. Boeuf and L. Garrigues. Low frequency oscillations in a stationary plasma
thruster. Journal of Applied Physics, 84(7) :3541{3554, 1998. 27, 30, 32, 48
[34] J.P. Boeuf and L. Garrigues. ExB electron drift instability in Hall thrusters :
Particle-in-cell simulations vs theory. Physics of Plasmas, 25(061204), 2018. 28,
34, 116, 147, 149, 150, 151, 152, 155, 158, 159, 163, 166, 169, 190
211
REFERENCES
[35] D. Bohm, C.H.S. Burhop, and H.S.W. Massey. The Characteristics of electric
discharges in magnetic elds. McGraw Hill NY, 1949. 42
[36] C. Boniface, L. Garrigues, G.J.M. Hagelaar, J.P. Boeuf, D. Gawron, and S. Ma-
zoure. Anomalous cross eld electron transport in a Hall eect thruster. Applied
Physics Letters, 89(16) :161503, 2006. 31, 41
[37] A. Bouchoule, J-P. Boeuf, A. Heron, and O. Duchemin. Physical investiga-
tions and developments of hall plasma thrusters. Plasma Phys. Control. Fusion,
46 :B407{B421, 2004. 24
[38] I. Boyd. Numerical modeling of spacecraft electric propulsion thrusters. Progress
in Aerospace Sciences, pages 670{687, 2005. 23
[39] I.D. Boyd, L. Garrigues, J. Koo, and M. Keidar. Progress in development of a
combined device/plume model for Hall thrusters. AIAA paper, 00-3520, 2000. 39
[40] R. Brayton, F. Gustavson, and G. Hachtel. A new ecient algorithm for solving
dierential-algebraic systems using implicit backward dierentiation formulas.
Proceeding of the IEEE, 60(1), 1972. 104
[41] M. Brio and C.C. Wu. An upwind dierencing scheme for the equations of ideal
magnetohydrodynamics. Journal of computational physics, 75(2) :400{422, 1988.
78
[42] J. Brophy, I. Katz, J. Polk, and J. Anderson. Numerical simulations of ion thruster
accelerator grid erosion. In AIAA Joint Propulsion Conference, Indianapolis,
USA, 4261, 2002. 12
[43] Z. Brown and B. Jorns. Spatial evolution of plasma waves in the near eld of
a magnetically shielded hall thruster. In AIAA Joint Propulsion Conference,
Cincinnati, USA, 4423, 2018. 23
[44] T. Buard and S. Clain. Monoslope and multislope MUSCL methods for un-
structured meshes. Journal of Computational Physics, 229 :3745{3776, 2010. 85,
86
[45] R. Burton and P. Turchi. Pulsed plasma thruster. Journal of Propulsion and
Power, 14(5) :716{735, 1998. 11
[46] P. Cagas. Continuum Kinetic Simulations of Plasma Sheaths and Instabilities.
PhD thesis, Virginia Polytechnic Institute and State University, 2018. 36
212
REFERENCES
[47] P. Cagas, A. Hakim, J. Juno, and B. Srinivasan. Continuum kinetic and multi-
uid simulations of classical sheaths. Physics of Plasmas, 24(022118) :1{11, 2017.
46, 47, 117, 191
[48] M.D. Campanell, A.V. Khrabrov, and I.D. Kaganovich. Instability, collapse, and
oscillation of sheaths caused by secondary electron emission. Physics of Plasmas
(1994-present), 19(12) :123513, 2012. 25
[49] R. Carpentier. Comparaison entre des schemas 2D de type Roe sur un maillage
regulier de triangle ou quadrangle. i : calcul au sommet - pentes centrees. Tech-
nical Report 2824, INRIA, 1996. 72
[50] R. Carpentier. Comparaison entre des schemas 2D de type Roe sur un maillage
regulier de triangle ou quadrangle. ii : calcul au sommet - le beta-gamma. Tech-
nical Report 3360, INRIA, 1998. 72, 87
[51] L. Carvalho, L. Giraud, and G. Meurant. Local preconditioners for two-level non-
overlapping domain decomposition methods. Technical Report 38, CERFACS,
1999. 108
[52] J. Cavalier, N. Lemoine, G. Bonhomme, S. Tsikata, C. Honore, and D. Gresillon.
Hall thruster plasma uctuations identied as the ExB electron drift instability :
Modeling and tting on experimental data. Physics of Plasmas, 20(8) :082107,
2013. 28, 148
[53] CentaurSoft. Centaur hybrid grid generation software.
https ://www.centaursoft.com/. 74, 75, 176
[54] F. Chang Diaz, J. Squire, M. Carter, A. Corrigan, L. Dean, J. Farrias, M. Giam-
busso, G. McCaskill, and T. Yao. An overview of the VASIMR engine. In AIAA
Joint Propulsion Conference, Cincinnati OH, 4416, 2018. 11
[55] S. Cheng and M. Martinez-Sanchez. Hybrid particle-in-cell erosion modeling of
two hall thrusters. Journal of Propulsion and Power, 24(5), 2008. 22
[56] E. Choueiri. A critical history of electric propulsion : The rst 50 years (1906
-1956). Journal of Propulsion and Power, 20(2) :193{203, 2004. 6
[57] E.Y. Choueiri. Plasma oscillations in hall thrusters. Physics of Plasmas,
8(4) :1411{1426, 2001. 25, 26
[58] P. Coche. Modelisation cinetique d'un propulseur a eet Hall. PhD thesis, Uni-
versite de Toulouse, 2013. 34
213
REFERENCES
[59] P. Coche and L. Garrigues. A two-dimensional (azimuthal-axial) Particle-In-Cell
model of a Hall thruster. Physics of Plasmas (1994-present), 21(2) :023503, 2014.
37
[60] B. Cockburn and C-W. Shu. Runge-Kutta discontinuous Galerkin methods for
convection-dominated problems. Journal of Scientic Computing, 16 :173{261,
2001. 90
[61] G. Coduti, S. Zurbach, V. Vial, O. Duchemin, D. Pagano, L. Sestini, and F. Scor-
tecci. Commissioning of the Aerospazio's vacuum facilities with Safran's Hall
Eect Thruster. In International Electric Propulsion Conference, 414, 2017. 22
[62] P. Colella. A direct Euler MUSCL scheme for gas dynamics. SIAM Journal of
Scientic Statistic Computing, 6(1), 1985. 86
[63] P. Colella, M.R. Dorr, and D.D. Wake. A conservative nite dierence method
for the numerical solution of plasma uid equations. Journal of Computational
Physics, 149(1) :168{193, 1999. 69, 78, 104
[64] O. Colin and M. Rudgyard. Development of high-order Taylor-Galerkin schemes
for LES. Journal of Computational Physics, 162(2) :338{371, 2000. 77
[65] A. Cook and W. Cabot. Hyperviscosity for shock-turbulence interactions. Journal
of Computational Physics, 203(121) :379{385, 2005. 77, 101
[66] R Courant, K. Friedrichs, and H. Lewy. On the partial dierence equations of
mathematical physics. IBM Journal, 11 :215{234, 1967. 78, 89
[67] P-H. Cournede, B. Koobus, and A. Dervieux. Positivity statements for a mixed-
element-volume scheme on xed and moving grids. European Journal of Compu-
tational Mechanics, 15(7-8) :767{798, 2006. 88
[68] V. Croes. Modelisation de la decharge plasma d'un propulseur a eet Hall. PhD
thesis, Universite Paris-Saclay preparee a l'Ecole Polytechnique, 2017. 24, 170
[69] V. Croes, T. Laeur, Z. Bonaventura, A. Bourdon, and P. Chabert. 2D Particle-
In-Cell simulations of the electron drift instability and associated anomalous elec-
tron transport in Hall eect thrusters. Plasma Sources Sci. Technol., 26(3), 2016.
28, 37
[70] P. Crumpton. An ecient cell vertex method for unstructured tetrahedral grids.




[71] E. Dale and B. Jorns. Non-invasive characterization of the ionization region of a
HET. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4508, 2018. 27
[72] S. Davis. Simplied for second order Godunov-type methods. SIAM Journal on
Scientic and Statistical Computing, 9(3) :445{473, 1988. 83, 84, 85
[73] J.L. Delcroix and A. Bers. Physique des plasmas, volume 1. CNRS edition, 1963.
16
[74] B. Diskin, J. Thomas, E. Nielsen, H. Nishikawa, and J. White. Comparison
of node-centered and cell-centered unstructured nite-volume discretizations :
viscous uxes. AIAA Journal, 48(7), 2010. 104
[75] J. Donea. A Taylor-Galerkin method for convective transport. International
journal for numerical methods in engineering, 20 :101{119, 1984. 77
[76] O. Duchemin, J. Rabin, L. Balika, M. Diome, V. Guyon, D. Vuglec, X. Cavelan,
and V. Leroi. Development & qualication status of the PPS 5000 Hall Thruster
Unit. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4420, 2018. 12,
22
[77] A. Ducrocq, J.C. Adam, A. Heron, and G. Laval. High-frequency electron drift
instability in the cross-eld conguration of Hall thrusters. Physics of Plasmas,
13(10) :102111, 2006. 28
[78] S. Dujko, A.H. Markosyan, R.D. White, and U. Ebert. High-order uid model
for streamer discharges : I. derivation of model and transport data. Journal of
Physics D : Applied Physics, 46 :475202, 2013. 31, 40
[79] J. Dunning, S. Benson, and S. Oleson. NASA's electric propulsion program. In
International Electric Propulsion Conference, 01-002, 2003. 12
[80] D. Durran. The third order Adams-Bashforth method : an attractive alternative
to leapfrog time dierencing. Monthly weather review, 119 :702{720, 1991. 104
[81] B. Einfeldt. On Godunov-type methods for gas dynamics. SIAM Journal on
Numerical Analysis, 25(2) :294{318, 1988. 83
[82] A. Ern and V. Giovangigli. The kinetic chemical equilibrium regime. Physica A,
1998. 195, 199
[83] D. Escobar and E. Ahedo. Improved electron formulation for a Hall thruster
hybrid model. In AIAA Joint Propulsion Conference Sacramento, USA, 2006. 40
215
REFERENCES
[84] D. Escobar and E. Ahedo. Global stability analysis of azimuthal oscillations in
hall thrusters. In International Electric Propulsion Conference, 304, 2013. 12,
27, 28, 175
[85] D. Escobar and E. Ahedo. Low frequency azimuthal stability of the ionization
region of the Hall thruster discharge. i. Local analysis. Physics of Plasmas,
21(043505), 2014. 27
[86] E. Escobar, E. Ahedo, and F. Parra. On conditions at the sheath boundaries
of a quasineutral code for Hall thrusters. In International Electric Propulsion
Conference, 041, 2005. 117
[87] J.M. Fife. Hybrid-PIC modeling and electrostatic probe survey of Hall thrusters.
PhD thesis, Massachusetts Institute of Technology, 1999. 26, 30, 39, 40
[88] Flugrevue. Plasma antrieb fur neosat programm.
https ://www.ugrevue.de/raumfahrt/elektrische-satelliten-triebwerke-von-
snecma-plasma-antrieb-fuer-neosat-programm/. 13
[89] W. Frias, A. Smolyakov, I. Kaganovich, and Y. Raitses. Long wavelength gradient
drift instability in Hall plasma devices. ii. applications. Physics of Plasmas,
20(052108), 2013. 27
[90] R. Futtersack. Modelisation uide du transport magnetise dans les plasmas froids.
PhD thesis, Universite de Toulouse, 2014. 37, 40, 46, 47
[91] L. Garrigues, A. Heron, J.C. Adam, and J.P. Boeuf. Hybrid and particle-in-cell
models of a stationary plasma thruster. Plasma Sources Sci. Technol., 2000. 39
[92] N.A. Gatsonis and A. Spirkin. Unstructured 3D PIC simulations of eld emis-
sion array cathodes for micropropulsion applications. In AIAA Joint Propulsion
Conference, Indianapolis IN, 2002. 14
[93] M. Georgin, B. Jorns, and A. Gallimore. Plasma instabilities in the plume of a
hollow cathode. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4427,
2018. 14
[94] S. Godunov. A dierence method for numerical calculation of discontinuous solu-
tions of the equations of hydrodynamics. Mat. Sb. (N.S.), 47(89) :271{306, 1959.
81
[95] D.M. Goebel and I. Katz. Fundamentals of electric propulsion : Ion and Hall
thrusters, volume 1. John Wiley & Sons, 2008. 7, 8
216
REFERENCES
[96] S. Gottlieb and C-W. Shu. Total variation diminishing Runge-Kutta schemes.
Mathematics of Computation, 67(221) :73{85, 1998. 90
[97] N. Gourdain, L. Gicquel, M. Montagnac, O. Vermorel, M. Gazaix, G. Staelbach,
M. Garcia, J-F Boussuge, and T. Poinsot. High performance parallel computing of
ows in complex geometries : I. Methods. Computational Science and Discovery,
2(015003) :1{26, 2009. 66
[98] B. Graille, T. Magin, and M. Massot. Modeling of reactive plasmas for atmos-
pheric entry ows based on kinetic theory. Proceedings of the Summer Program
CTR, 2008. 199
[99] G. Hagelaar. Modelling electron transport in magnetized low-temperature di-
scharge plasmas. Plasmas Sources Science and Technology, 16 :57{66, 2007. 31
[100] G. Hagelaar, J. Bareilles, L. Garrigues, and J.P. Boeuf. Two-dimensional model
of a stationary plasma thruster. Journal of Applied Physics, 91(9) :5592{5598,
2002. 30, 32, 38, 40, 78, 192
[101] G.J.M. Hagelaar, J. Bareilles, L. Garrigues, and J.P. Boeuf. Role of anomalous
electron transport in a stationary plasma thruster simulation. Journal of Applied
Physics, 93(1) :67{75, 2003. 31, 41, 179
[102] G.J.M. Hagelaar, F.J. De Hoog, and G.M.W. Kroesen. Boundary conditions in
uid models of gas discharges. Physical Review E, 62(1) :1452{1454, 2000. 192
[103] G.J.M. Hagelaar and G.M.W. Kroesen. Speeding up uid models for gas di-
scharges by implicit treatment of the electron energy source term. Journal of
Computational Physics, 159(1) :1{12, 2000. 104
[104] G.J.M. Hagelaar and L.C. Pitchford. Solving the Boltzmann equation to ob-
tain electron transport coecients and rate coecients for uid models. Plasma
Sources Science and Technology, 14(4) :722, 2005. 39, 40
[105] A. Hakim. Extended MHD modelling with the ten-moment equations. Journal
Fusion Energy, 27 :36{43, 2008. 30, 31, 37, 39, 40
[106] A.H. Hakim. High resolution wave propagation schemes for two uid plasma
simulations. PhD thesis, University of Washington, 2006. 43, 44, 78
[107] K. Hara. Development of Grid-Based Direct Kinetic Method and Hybrid Kinetic-
Continuum Modeling of Hall Thruster Discharge Plasmas. PhD thesis, University
of Michigan, 2015. 36
217
REFERENCES
[108] K. Hara, I.D. Boyd, and V.I. Kolobov. One-dimensional hybrid-direct kinetic
simulation of the discharge plasma in a Hall thruster. Physics of Plasmas (1994-
present), 19(11) :113508, 2012. 29, 36
[109] K. Hara and S. Cho. Radial-azimuthal particle-in-cell simulation of a Hall eect
thruster. In International Electric Propulsion Conference, 495, 2017. 28
[110] K. Hara, M. Sekerak, I. Boyd, and A. Gallimore. Mode transition of Hall thruster
discharge plasma. Journal of Applied Physics, 115(203304), 2014. 27
[111] A. Harten, P.D. Lax, C.D. Levermore, and W.J. Moroko. Convex entropies and
hyperbolicity for general euler equations. SIAM journal on numerical analysis,
35(6) :2117{2127, 1998. 83
[112] P. Henon, P. Ramet, and J. Roman. PASTIX : a high-performance parallel direct
solver for sparse symmetric positive denite systems. Parallel Computing, 28 :301{
321, 2002. 108
[113] A.C. Hindmarsh. ODEPACK, a systematized collection of ODE solvers. In Scien-
tic Computing, volume vol. 1 of IMACS Transactions on Scientic Computation,
pages 55{64. R. S. Stepleman et al, 1983. 104
[114] M. Hirakawa and Y. Arakawa. Particle simulation of plasma phenomena in Hall
thrusters. In International Electric Propulsion Conference, 95-164, 1995. 36
[115] G.D. Hobbs and J. A. Wesson. Heat ow through a langmuir sheath in the
presence of electron emission. Plasma Physics, 9 :85{87, 1967. 24
[116] R. Hofer, D. Goebel, I. Mikellides, and I. Katz. Magnetic shielding of a laboratory
Hall thruster. ii. Experiments. Journal of Applied Physics, 115(043304), 2014. 23
[117] R.R. Hofer, I. Katz, I.G. Mikellides, D.M. Goebel, K.K. Jameson, R.M. Sulli-
van, and L.K. Johnson. Ecacy of electron mobility models in Hybrid-PIC Hall
thruster simulations. In AIAA Joint Propulsion Conference, Hartford, USA, 4924,
2008. 31, 40
[118] R.R. Hofer, I.G. Mikellides, I. Katz, and D.M. Goebel. Wall sheath and elec-
tron mobility modeling in Hybrid-PIC Hall thruster simulations. In AIAA Joint
Propulsion Conference, Cincinnati, USA, 5267, 2007. 117
[119] T. Holstein. Energy distribution of electrons in high frequency gas discharges.
Physical Review, 70(5-6), September 1946. 195
218
REFERENCES
[120] A. Hoskins, J. Cassady, O. Morgan, R. Myers, F. Wilson, D. King, and K. de-
Grys. 30 years of electric propulsion ight experience at Aerojet Rocketdyne. In
International Electric Propulsion Conference, 439, 2013. 11
[121] A. Jameson, W. Schmidt, and E. Turkel. Numerical solution of the Euler equa-
tions by nite volume methods using Runge-Kutta time-stepping schemes. In
14th Fluid and Plasma Dynamic Conference, 1981. 72, 90
[122] T. Jaravel, E. Riber, B. Cuenot, and P. Pepiot. Prediction of ame structure and
pollutant formation of Sandia ame D using Large Eddy Simulation with direct
integration of chemical kinetics. Combustion and Flame, 188 :180{198, february
2018. 33, 66
[123] B.N. Jiang, J. Wu, and L.A. Povinelli. The origin of spurious solutions in com-
putational electromagnetics. Nasa Technical Memorandum, 1995. 43
[124] V. Joncquieres, F. Pechereau, A. Alvarez Laguna, A. Bourdon, O. Vermorel, and
B. Cuenot. A 10-moment uid numerical solver of plasma with sheaths in a hall
eect thruster. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4905,
Cincinnati, Ohio, 2018. 34, 113, 117, 190
[125] B.A. Jorns and R.R. Hofer. Plasma oscillations in a 6-kW magnetically shielded
Hall thruster. Physics of Plasmas, 21(053512), 2014. 25
[126] I. Kaganovich, Y. Raitses, D. Sydorenko, and A. Smolyakov. Kinetic eects in a
Hall thruster discharge. Physics of Plasmas, 14(057104), 2007. 41
[127] A. Kapulkin and M. Guelman. Low-frequency instability in near-anode region of
Hall thruster. IEEE Transactions on plasma science, 2008. 27
[128] George Karypis and Vipin Kumar. Metis : Unstructured graph partitioning and
sparse matrix ordering system, version 4.0. http://www.cs.umn.edu/~metis,
2009. University of Minnesota, Minneapolis, MN. 94
[129] R. Kawashima, K. Hara, and K. Komurasaki. Numerical analysis of azimuthal
rotating spokes in a cross-eld discharge plasma. Physics of Plasmas, 27(3),
November 2018. 27
[130] M. Keidar, I.D. Boyd, and I. Beilis. Plasma ow and plasma{wall transition in
Hall thruster channel. Physics of Plasmas, 8(12) :5315{5322, 2001. 39
[131] J.W. Koo and I.D. Boyd. Modeling of anomalous electron mobility in Hall thrus-
ters. Physics of Plasmas, 13(3) :033501, 2006. 31, 41, 178, 179, 181
219
REFERENCES
[132] B. Koobus, S. Wornom, S. Camarri, and M. Salvetti. Nonlinear V6 schemes for
compressible ow. Technical report, INRIA, 2008. 72
[133] C. Koppel and D. Estublier. The SMART-1 Hall Eect Thruster around the
moon : In ight experience. In International Electric Propulsion Conference, 119,
2005. 10, 13
[134] K. Kubota, Y. Oshio, H. Watanabe, S. Cho, and I. Funaki. Numerical simulation
of hollow cathode with Hybrid-PIC coupled with growth model of ion acoustic
turbulence. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4513, 2018.
14
[135] M. Kuchner. Hybrid modelling of low temperature plasmas for fundamental
investigations and equipment design. Journal of Physics D : Applied Physics,
42(194013), 2009. 92
[136] M. Kundrapu, J. Loverich, P. Beckwith, K.and Stoltz, M.l Keidar, T. Zhuang, and
A. Shashurin. Modeling and simulation of weakly ionized plasmas using Nautilus.
In AIAA Aerospace Sciences Meeting, 1187, 2013. 40
[137] J. Kurzyna, S. Mazoure, A. Lazurenko, L. Albarede, G. Bonhomme, K. Ma-
kowski, M. Dudeck, and Z. Peradzynski. Spectral analysis of Hall-eect thruster
plasma oscillations based on the empirical mode decomposition. Physics of Plas-
mas, 12(123506), 2005. 25
[138] T. Laeur, S. Baalrud, and P. Chabert. Theory for the anomalous electron trans-
port in Hall eect thrusters. ii. kinetic model. Physics of Plasmas, 23(053503),
2016. 25, 28, 42, 148, 149, 169, 170
[139] T. Laeur, S.D. Baalrud, and P. Chabert. Theory for the anomalous electron
transport in Hall eect thrusters. i. insights from particle-in-cell simulations. Phy-
sics of Plasmas, 23(053502), 2016. 28, 42, 148, 178, 179
[140] T. Laeur and P. Chabert. The role of instability-enhanced friction on 'ano-
malous' electron and ion transport in Hall-eect thrusters. Plasma Sources Sci.
Technol., 27(015003), 2018. 42
[141] T. Laeur, R. Martorelli, P. Chabert, and A. Bourdon. Anomalous electron
transport in Hall-eect thrusters : Comparison between quasilinear kinetic theory
and particle-in-cell simulations. Physics of Plasmas, 25(061202), 2018. 42
[142] A. Laguna. Multi-Fluid Modeling of Magnetic Reconnection in Solar Partially
Ionized and Laboratory Plasmas. PhD thesis, Von Karman Institute (VKI) for
uid dynamics, 2017. 37, 40, 46
220
REFERENCES
[143] C. Lam, E. Fernandez, and M. Capelli. A 2-D hybrid Hall thruster simulation
that resolves the ExB electron drift direction. IEEE Transactions on plasma
science, 43(1) :86{94, 2015. 28, 30, 37, 40
[144] N. Lamarque. Schemas numeriques et conditions limites pour la simulation aux
grandes echelles de la combustion diphasique dans les foyers d'helicoptere. PhD
thesis, INPT, 2009. 77
[145] P. Lax. Development of singularities of solutions of nonlinear hyperbolic partial
dierential equations. Journal of Mathematical Physics, 1964. 77
[146] A. Lazurenko, L. Albarede, and A. Bouchoule. Physical characterization of high-
frequency instabilities in Hall thrusters. Physics of Plasmas, 13(8) :083503, 2006.
28
[147] H. Le and J-L. Cambier. Modeling of inelastic collisions in a multiuid plasma :
Excitation and deexcitation. Physics of Plasmas, 22(093512), 2015. 56, 202
[148] H. Le and J-L. Cambier. Modeling of inelastic collisions in a multiuid plasma :
Ionization and recombination. Physics of Plasmas, 23(063505), 2016. 54, 55, 197,
200, 201
[149] I. Levchenko, K. Bazaka, Y. Ding, Y. Raitses, S. Mazoure, T. Henning, P. Klar,
S. Shinohara, J. Schein, L. Garrigues, M. Kim, D. Lev, F. Taccogna, R. Bos-
well, C. Charles, H. Koizumi, Y. Shen, C. Scharlemann, M. Keidar, and S. Xu.
Space micropropulsion systems for cubesats and small satellites : From proximate
targets to furthermost frontier. Applied Physics Reviews, 5(011104), 2018. 12
[150] M. A. Lieberman and A.J Lichtenberg. Principles of plasmas Discharges and
materials processing. John Wiley & Sons, 1994. 195
[151] A. Lopez-Ortega and I. Mikellides. Investigations of pole erosion mechanisms in
the 12.5 kw HERMeS Hall thruster using numerical simulations and ion velocity
measurements. In AIAA Joint Propulsion Conference, Cincinnati, USA, 4647,
2018. 23, 40, 41
[152] J. Loverich, S.C.D. Zhou, K. Beckwith, M. Kundrapu, M. Loh, S. Mahalingam,
P. Stoltz, and A. Hakim. Nautilus : A tool for modeling uid plasmas. In AIAA
Aerospace Sciences Meeting, 1185, 2013. 37, 39, 40, 43
[153] LxCat. www.lxcat.net. 39, 50
[154] T. Magin and G. Degrez. Transport properties of partially ionized and unmagne-
tized plasmas. Physical Review E, 70(046412), 2004. 45
221
REFERENCES
[155] S. Markidis, P. Henri, G. Lapenta, K. Ronnmark, M. Hamrin, Z. Meliani, and
E. Laure. The uid-kinetic particle-in-cell solver for plasma simulations. Journal
of Computational Physics, 271 :415{429, 2014. 37, 44
[156] A. Markosyan, S. Dujko, and U. Ebert. High-order uid model for streamer
discharges : II. numerical solution and investigation of planar fronts. Journal of
Physics D : Applied Physics, 46 :475203, 2013. 30
[157] S. Mazoure. Electric propulsion for satellites and spacecraft : established tech-
nologies and novel approaches. Plasma Sources Sci. Technol., 25(033002), 2016.
12
[158] M. McDonald and A. Gallimore. Comparison of breathing and spoke mode
strength in the H6 Hall thruster using high speed imaging. In International
Electric Propulsion Conference, 353, 2013. 27
[159] N. Meezan, W. Hargus, and M. Cappelli. Anomalous electron mobility in a coaxial
Hall discharge plasma. Physical Review E, 63(026410), 2001. 31, 42, 170
[160] E.T. Meier and U. Shumlak. A general nonlinear uid model for reacting plasma-
neutral mixtures. Physics of Plasmas (1994-present), 19(7) :072508, 2012. 40,
46
[161] I. Mikellides, P. Guerrero, and A. Lopez-Ortega. Spot-to-plume mode transi-
tion investigations in the hermes hollow cathode discharge using coupled 2-d axi-
symmetric plasma-thermal simulations. In AIAA Joint Propulsion Conference,
Cincinnati OH, 4722, 2018. 14
[162] I. Mikellides and I. Katz. Numerical simulations of Hall-eect plasma accelerators
on a magnetic eld-aligned mesh. Physical Review E, 86(046703) :1{17, 2012. 39,
40
[163] I. Mikellides, I. Katz, R. Hofer, and D. Goebel. Magnetic shielding of a laboratory
Hall thruster. I. Theory and validation. Journal of Applied Physics, 115(043303),
2014. 23
[164] I.G. Mikellides, I. Katz, R.R. Hofer, and D.M. Goebel. Hall-eect thruster si-
mulations with 2-D electron transport and hydrodynamic ions. In International
Electric Propulsion Conference, 114, 2009. 30
[165] P. Minelli and F. Taccogna. How to build PIC-MCC models for Hall microthrus-




[166] I. Mishev. Finite volume methods on Voronoi meshes. Methods for Partial Dif-
ferential equations, 1998. 74, 75
[167] O. Mitrofanova and R. Gnizdor. Inuence of SPT magnetic eld on life time
characteristics of the thruster. In International Electric Propulsion Conference,
51, 2013. 17
[168] O. Mitrofanova, R. Gnizdor, and V. Murashko. New generation of SPT-100. In
International Electric Propulsion Conference, 041, 2011. 17
[169] K. Morgan, J. Peraire, and J. Peiro. Unstructured grid methods for compressible
ows. AGARD, Special Course on Unstructured Grid Methods for Advection
Dominated Flows, 1992. 93
[170] A. Morozov and V.V. Savelyev. Fundamentals of stationary plasma thruster
theory. In Reviews of plasma physics, pages 203{391. Springer, 2000. 12, 25, 26,
42, 169, 170, 173
[171] A. Morozov and V.V. Savelyev. One-dimensional hybrid model of a stationary
plasma thruster. Plasma Physics Reports, 26(10) :875{880, April 2000. 12, 39,
175
[172] K. Morton, M. Stynes, and E. Suli. Analysis of a cell-vertex nite volume method
for convection-diusion problems. Mathematics of Computation, 66(220) :1389{
1407, 1997. 73
[173] C.D. Munz, P. Ommes, and R. Schneider. A three-dimensional nite-volume sol-
ver for the Maxwell equations with divergence cleaning on unstructured meshes.
Computer Physics Communications, 130(1) :83{117, 2000. 43
[174] C.D. Munz, P. Omnes, R. Schneider, E. Sonnendrucker, and U. Voss. Divergence
correction techniques for Maxwell solvers based on a hyperbolic model. Journal
of Computational Physics, 161(2) :484{511, 2000. 43, 44
[175] R-H Ni. A multiple grid scheme for solving the Euler equations. AIAA Journal,
101(20) :1565{1571, 1981. 72, 77
[176] C. Nieter and J.R. Cary. VORPAL : a versatile plasma simulation code. Journal
of Computational Physics, 196(2) :448{473, 2004. 78
[177] T.E. Nitschke and D. B. Graves. A comparison of particle in cell and uid
model simulations of low pressure radio frequency discharges. Journal of Applied
Physics, 76 :5646{5660, 1994. 140
223
REFERENCES
[178] N. Odier, M. Sanjose, L. Gicquel, T. Poinsot, S. Moreau, and F. Duchaine. A
characteristic inlet boundary condition for compressible, turbulent, multispecies
turbomachinery ows. Computer and Fluids, 178 :41{55, 2018. 33, 66
[179] F. Parra, E. Ahedo, J.M. Fife, and M. Martinez-Sanchez. A two-dimensional
hybrid model of the Hall thruster discharge. Journal of Applied Physics,
100(2) :023304, 2006. 40
[180] F. Pechereau. Numerical simulation of the interaction of atmospheric pressure
plasma discharges with dielectric surfaces. PhD thesis, Ecole Centrale Paris, 2013.
92
[181] F. Pechereau. Rapport d'activites : Simulation 3D d'un propulseur a eet Hall
avec AVIP. Technical report, CERFACS, 2016. 207
[182] D. Perez-Grande, O. Gonzalez-Martinez, P. Fajardo, and E. Ahedo. Analysis of
the numerical diusion in anisotropic mediums : Benchmarks for magnetic eld
aligned meshes in space propulsion simulations. Applied sciences, 6(354), 2016.
38
[183] D. Perez-Grande, J. Zhou, A. Dominguez, P. Fajardo, and E. Ahedo. Develop-
ment updates for a two-dimensional axisymmetric hybrid code for plasma thruster
discharges. In International Eletric Propulsion Conference, 201, 2017. 38, 40, 192
[184] J. Perez-Luna. Modelisation et diagnostics d'un propulseur a eet Hall. PhD
thesis, Universite de toulouse, 2008. 32
[185] D. Pidgeon, R. Corey, B. Sauer, and M. Day. Two years on-orbit performance
of SPT-100 electric propulsion. In International Electric Propulsion Conference,
5353, 2006. 12
[186] T. Poinsot and S. Lele. Boundary conditions for direct simulations of compressible
viscous ows. Journal of Computational Physics, 101 :104{129, 1992. 114
[187] L. Poirel. Methodes de decomposition de domaine algebriques pour solveurs hy-
brides (direct-iteratif). PhD thesis, Ecole doctorale de mathematiques et d'infor-
matique de l'universite de Bordeaux, 2018. 108, 204, 208
[188] M. Queguineur, T. Bridel-Bertomeu, L. Gicquel, and G. Staelbach. Local and
global stability of an academic rotor/stator cavity. In Proceedings of ASME Turbo
Expo, Oslo, Norway, GT2018-75008, 2018. 191
224
REFERENCES
[189] A. Raisanen, K. Hara, and I. Boyd. Comparing two-dimensional, axisymme-
tric, hybrid-direct kinetic and hybrid particle-in-cell simulations of the discharge
plasma in a Hall thruster. In AIAA Joint Propulsion Conference, Salt Lake City,
USA, 4620, 2016. 39
[190] A. Raisanen, K. Hara, and I. Boyd. Two-dimensional hybrid-direct kinetic si-
mulation of a Hall thruster. In AIAA Joint Propulsion Conference, Cincinnati,
USA, 4809, 2018. 29, 39
[191] Y. Raitses, D. Staack, M. Keidar, and N.J. Fisch. Electron-wall interaction in
Hall thrusters. Physics of Plasmas (1994-present), 12(5) :057104, 2005. 24, 25,
32
[192] V. Reddy. The spaceX eect. New Space, 6(2), June 2018. 8
[193] M. Ricchiuto, A. Csk, and H. Deconinck. Residual distribution for general time-
dependent conservation laws. Journal of Computational Physics, 209(1) :249{289,
2005. 73
[194] S. Robertson. Sheaths in laboratory and space plasmas. Plasma Phys. Control.
Fusion, 55(093001), 2013. 117
[195] B. Rochette, F. Collin-Bastiani, L. Gicquel, O. Vermorel, O. Veynante, and
T. Poinsot. Inuence of chemical schemes, numerical method and dynamic tur-
bulent combustion modeling on les of premixed turbulent ames. Combustion
and Flame, 191 :417{430, 2018. 33, 66
[196] P. Roe. Approximate Riemann solvers, parameter vectors and dierence schemes.
Journal of Computational Physics, 43 :357{372, 1981. 82, 88
[197] S. Rojas Mata, E. Choueiri, B. Jorns, and R. Spektor. PRINCE : A software
tool for characterizing waves and instabilities in plasma thrusters. In AIAA Joint
Propulsion Conference, Salt Lake City, USA, 4533, 2016. 25
[198] M. Rudgyard. Integrated preprocessing tools for unstructured parallel CFD ap-
plications. Technical Report TR/CFD/95/08, CERFACS, 1995. 73, 94
[199] M. Rudgyard, T. Schonfeld, R. Striujs, G. Audemar, and P. Leyland. A modular
approach for computational uid dynamics. Technical Report TR/CFD/95/07,
CERFACS, 1995. 94, 95
[200] Y. Saad. Iterative Methods for Sparse Linear Systems (Second Edition). Society
for Industrial and Applied Mathematics, 2003. 107, 207
225
REFERENCES
[201] R. Santos and E. Ahedo. Implementation of the kinetic Bohm condition in a Hall
thruster hybrid code. In AIAA Joint Propulsion Conference, 4913, 2009. 30, 38,
40
[202] A. Schinder. Investigation of Hall eect thruster channel wall erosion mecha-
nisms. PhD thesis, Georgia Institute of Technology, 2016. 22
[203] P. Schmid. Dynamic mode decomposition of numerical and experimental data.
Journal of Fluid Mechanics, 656 :5{28, 2010. 159
[204] T. Schonfeld and M. Rudgyard. Steady and unsteady ow simulations using the
hybrid ow solver AVBP. AIAA Journal, 37(11) :1378{1385, 1999. 66
[205] L. Segui-Troth. Multi-Physics Coupled Simulations of Gas Turbines. PhD thesis,
Universite de Toulouse, 2017. 77
[206] M. Sekerak, B. Longmier, A. Gallimore, D. Brown, R. Hofer, and J. Polk. Azi-
muthal spoke propagation in Hall eect thrusters. IEEE Transactions on plasma
science, 43(1), 2015. 27
[207] I.L Semenov. Moment uid equations for ions in weakly-ionized plasma. Physical
Review E, 95(043208), 2016. 40
[208] L. Shampine. Stiness and the automatic selection of ODE codes. Journal of
Computational Physics, 54 :74{86, 1984. 104
[209] U. Shumlak, R. Lilly, S. Miller, N. Reddell, and E. Sousa. High-order nite
element method for plasma modeling. In IEEE Pulsed Power Conference, 2013.
37, 39, 40
[210] A.W. Smith and M.A. Cappelli. Single particle simulations of electron trans-
port in the near-eld of Hall thrusters. Journal of Physics D : Applied Physics,
43(4) :045203, 2010. 37
[211] J. Sovey and al. Development of an ion thruster and power processor for New
Millenium's Deep Space 1 mission. In AIAA Joint Propulsion Conference, 2778,
1997. 12
[212] R. Specogna and F. Trevisan. A discrete geometric approach to solving time inde-
pendent Schrodinger equation. Journal of Computational Physics, 230(4) :13770{
1381, 2011. 104
[213] K. F. Stephens and C. A. Ordonez. Sheath and presheath potentials for
anode, cathode and oating plasma-facing surfaces. Journal of Applied Physics,
85(5) :2522{2527, March 1999. 24, 117
226
REFERENCES
[214] G. Strang. On the construction and comparison of dierence schemes. SIAM
Journal on Numerical Analysis, 5(3) :506{517, 1968. 69
[215] K. Sullivan, J. Fox, M. Martinez-Sanchez, and O. Batischev. Kinetic study of
wall eects in SPT Hall thrusters. In AIAA Joint Propulsion Conference, Fort
Lauderdale FL, 3777, 2004. 12, 24, 36
[216] D. Sydorenko, A. Smolyakov, I. Kaganovich, and Y. Raitses. Plasma-sheath
instability in Hall thrusters due to periodic modulation of the energy of secondary
electrons in cyclotron motion. Physics of Plasmas, 15(053506), 2008. 24, 25
[217] J. Szabo, N. Warner, M. Martinez-Sanchez, and O. Batishchev. Full particle-in-
cell simulation methodology for axisymmetric Hall eect thrusters. Journal of
Propulsion and Power, 30(1) :197{208, 2013. 37
[218] J.J. Szabo Jr. Fully kinetic numerical modeling of a plasma thruster. PhD thesis,
Massachusetts Institute of Technology, 2001. 36, 41
[219] F. Taccogna, S. Longo, M. Capitelli, and R. Schneider. Surface-driven asymmetry
and instability in the acceleration region of Hall thruster. Contributions to Plasma
Physics, 48(4) :375{386, 2008. 37
[220] F. Taccogna, S. Longo, M. Capitelli, and R. Schneider. Anomalous transport
induced by sheath instability in Hall eect thrusters. Applied Physics Letters,
94(25) :251502, 2009. 25
[221] F. Taccogna and P. Minelli. Three-dimensional particle-in-cell model of Hall
thruster : The discharge channel. Physics of Plasmas, 25(061208), 2018. 23, 28,
30, 37
[222] J. Tompson, K. Schlachter, P. Sprechmann, and K. Pelrin. Accelerating eule-
rian uid simulation with convolutional networks. In Proceedings of the 34 th
International Conference on Machine Learning, Australia, 2016. 193
[223] E. Toro. Riemann Solvers and Numerical Methods for Fluid Dynamics. Springer,
2009. 80, 81, 85, 87, 101
[224] E.F. Toro, M. Spruce, and W. Speares. Restoration of the contact surface in the
HLL-Riemann solver. Shock Waves Springer-Verlag, 4(25-34), 1994. 83, 84, 85
[225] T. Tuckmantel and A. Pukhov. H-VLPL : A three-dimensional relativistic




[226] M. Turner, A. Derszi, Z. Donko, S. Eremin, S. Kelly, and al. Simulation bench-
marks for low-pressure plasmas : Capacitive discharges. Physics of Plasmas,
20(013507), 2013. 34, 139, 140, 141, 142, 143
[227] G.D. Van Albada, B. Van Leer, and W.W. Roberts Jr. A comparative study of
computational methods in cosmic gas dynamics. In Upwind and High-Resolution
Schemes, pages 95{103. Springer, 1997. 78, 88
[228] J. Vanharen. High-order numerical methods for unsteady ows around complex
geometries. PhD thesis, Institut National Polytechnique de Toulouse, CERFACS,
2017. 96, 97
[229] W. Villafana, F. Pechereau, O. Vermorel, and B. Cuenot. 3D particle-in-cell simu-
lation of a thruster anode layer. In 71st Annual Gaseous Electronics Conference,
2018. 70
[230] C. Viozat, C. Held, K. Mer, and A. Dervieux. On vertex-centered unstructured
nite-volume methods for stretched anisotropic triangulations. Technical Report
3464, INRIA, 1998. 74
[231] Z.J. Wang, K. Fidkowski, R. Abgrall, F. Bassi, D. Caraeni, A. Cary, H. Deconinck,
R. Hartmann, K. Hillewaert, H.T. Huynh, N. Kroll, G. May, P-O. Persson, B. Van
Leer, and M. Visbal. Review article - high-order CFD methods : Current status
and perspective. International Journal for Numerical Methods in Fluids, 72 :811{
845, 2013. 96
[232] J. Williamson. Low-storage Runge-Kutta schemes. Journal of Computational
Physics, 35 :48{56, 1980. 90
[233] Z.W. Wu, D.R. Yu, and X.G. Wang. Eects of erosion surface on near wall
conductivity (NWC) in the Hall-type stationary plasma thrusters. Vacuum,
80(11) :1376{1380, 2006. 22
[234] S. Yoon. Lower-upper symmetric-Gauss-Seidel method for the Euler and Navier-
Stokes equations. AIAA Journal, 26(9), 1988. 104
[235] V. Zhurin, H. Kaufman, and R. Robinson. Physics of closed drift thrusters.
Plasma Sources Sci. Technol., 8(1), 1999. 25
228
