Remarkable success has been made by deep convolutional neural network (CNN) models in semantic image segmentation. However, most segmentation models are based on classification networks which tend to learn image-level features and lost abundant spatial information due to repeated pooling and downsampling operations, and the CNN-based methods are not robust to inputs, hence directly applying existing segmentation methods to semantic video segmentation will result in spatially inconsecutive and temporally inconsistent segmentation predictions within one instance and of the same objects across adjacent frames, respectively. To tackle this challenge, we propose an Attention-Guided Network (AGNet) to adaptively strengthen inter-frame and intra-frame features for more precise segmentation predictions. Specifically, we append an adjacent attention module (AAM) and a spatial attention module (SAM) on the top of dilated fully convolutional network (FCN), which model the feature correlations in temporal and spatial dimensions, respectively. The AAM selectively enhances the inter-frame features of the same objects across adjacent frames for temporally consistent predictions. Meanwhile, the SAM selectively aggregates the intra-frame features within one instance for spatially consecutive predictions. Finally, we sum the outputs of the two attention modules to further improve feature representations which contribute to more precise segmentation predictions across temporal and spatial dimensions simultaneously. Extensive experiments demonstrate the effectiveness of the proposed method, obtaining state-of-the-art mean intersection of union (mIoU) of 75.22% on CamVid dataset. INDEX TERMS Semantic video segmentation, attention, convolutional neural networks.
I. INTRODUCTION
Recent years have witnessed significant success of deep convolutional neural networks (CNN) in computer vision, e.g. image classification [1] - [4] , object detection [5] - [7] and semantic segmentation [8] - [13] . The CNN-based networks have continually refreshed the results on various complex visual tasks due to its strong ability of feature extraction and function fitting. Besides, the CNN-based methods are data-driven and have made enormous breakthrough as the currently available image and video data increases. Towards semantic segmentation, the advances in deep learning and, in particular, the development of Fully Convolutional
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Networks (FCN) [9] has brought the performance of this task to a new level. Yet, many existing approaches for semantic segmentation are designed for parsing images. How to extend the success of semantic segmentation methods to semantic video segmentation remains a tremendous challenge.
Compared with images, video frames have strong temporal continuity, which means that adjacent frames are quite similar as for appearance and position of the same objects. However, the CNN-based segmentation networks are not robust to inputs, and the same objects across adjacent frames may be segmented into different categories. Besides, most methods for semantic segmentation are based on classification networks as the feature extractor. However, the classification networks tend to learn image-level features of the inputs and lost abundant spatial details due to continuous downsample FIGURE 1. Illustration on core ideas of our method for semantic video segmentation. Top: a five-frame sequence from the CamVid dataset. Second row: frame segmentation results produced by dilation FCN (ResNet50). Since it is unable to model temporal context, inconsistency across frames can be observed within the orange boxes. Besides, there are inconsecutive segmentation predictions within one instance in the yellow box of frame T + 2, due to deficiency of spatial context. Bottom: frame segmentation predictions produced by the proposed AGNet with temporal consistency and spatial consecution. (Best viewed in color). and pooling operations, which is harmful to pixel-level tasks, e.g., semantic segmentation and scene parsing. Therefore, directly applying existing segmentation methods to semantic video segmentation will result in two drawbacks: (1) The inter-frame features are not consistent, leading to inconsistent segmentation predictions of the same objects across adjacent frames. (2) The intra-frame features are not consecutive, resulting in inconsecutive segmentation predictions within one instance. As shown in the second row of Fig. 1 , (1) the class tree within the orange boxes across the five frames is incorrectly classified in part as building in the frame T , T + 2 and T + 3, since it is unable to model temporal context, and (2) the class sign in the yellow box of the frame T + 2 is inconsecutively segmented within one instance on account of deficiency of spatial context.
To address the above problems, we propose an Attention-Guided Network (AGNet) to adaptively strengthen interframe and intra-frame features for more precise segmentation predictions. In particular, we append an adjacent attention module (AAM) and a spatial attention module (SAM) on the top of dilated FCN, which model the feature correlations in temporal and spatial dimensions, respectively. For adjacent attention module, we propose an adjacent-attention mechanism to capture the spatial dependencies between any two positions of the feature maps of adjacent frames to learn consistent features for the same objects across adjacent frames. For spatial attention module, we introduce a selfattention mechanism to encode a wider range of contextual information into local features, thus reducing misclassification of objects brought by the deficiency of receptive field and obtaining more consecutive features within one instance.
Finally, the outputs of these two attention modules are fused to further enhance inter-frame and intra-frame feature representations for more accurate segmentation results. As shown in Fig. 1 , the inconsistent and inconsecutive segmentation predictions in the second row are corrected by the proposed method in the bottom row. We conduct extensive experiments to demonstrate the effectiveness of the proposed method, achieving the best results on CamVid dataset.
To summarize, the contributions of this work lie in three key aspects:
(1) We propose a novel framework, called as AGNet, to adaptively strengthen inter-frame and intra-frame features for more precise segmentation predictions.
(2) We introduce two attention modules: an AAM learning consistent features for the same objects across adjacent frames and an SAM learning consecutive features within one instance.
(3) Extensive experiments show the effectiveness of the proposed method, achieving state-of-the-art mean intersection of union (mIoU) of 75.22% performance on the CamVid dataset.
II. RELATED WORK A. SEMANTIC IMAGE SEGMENTATION
Semantic segmentation predicts per-pixel semantic labels given the input image. The Fully Convolutional Networks (FCN) have made significant progress in semantic image segmentation. There are several model variants to enhance the spatial contextual aggregation. Chen et al. [14] proposed atrous spatial pyramid pooling (ASPP) to integrate contextual information, which consisted of four parallel dilated convolutions with different dilated rates. Chen et al. [15] extended the ASPP module by adding imagelevel features to further capture wider range of global context. Zhao et al. [13] designed the pyramid pooling module to acquire abundant contextual information of different scales. Zhang et al. [16] introduced a Context Encoding Module to capture global context and selectively highlighted the classdependent feature maps. Ding et al. [17] proposed a context contrasted local feature to leverage the context information and spotlight the local information in contrast to the context. Even if applied on videos, these methods work on a per-frame basis without regard to the temporal correlations.
B. SEMANTIC VIDEO SEGMENTATION
Compared with images, videos have a larger volume of data, higher data redundancy, and temporal continuity. Existing methods roughly fall into two categories. One category mainly focuses on achieving model acceleration by exploring the data redundancy among video frames [18] - [22] . Another category is to improve the accuracy by exploiting temporal continuity. Fayyaz et al. [23] proposed a spatial-temporal Long Short-Term Memory (LSTM) on per-frame CNN features. However, the method brought more parameters and was hard to train and convergence, limiting its practical application. Nilsson and Sminchisescu [24] proposed to learn discriminative features by predicting future frames and combine both the predicted results and current features to parse a frame. Jin et al. [25] proposed gated recurrent units to propagate semantic labels. Gadde et al. [26] proposed to combine the features wrapped from previous frames with flows and those from the current frame to predict the segmentation. Though [25] , [26] tended to consider pixel displacement to model temporal context across adjacent frames based on optical flow, the per-pixel location transformation by optical flow will miss the spatial information in the feature field and result in pixel mismatching. Besides, the optical flow calculated by algorithms or learned by flow network is not enough precise and slow, which only improves the segmentation accuracy slightly, but increases inference time enormously.
C. ATTENTION MODULES
Attention modules can model long-range dependencies and have recently been widely applied in the Natural Language Processing (NLP) field. Particularly, the work [27] was the first to propose the self-attention mechanism to directly draw global dependencies of inputs and apply it in the task of machine translation. Meanwhile, the attention modules are also increasingly applied in the compute vision field. Fu et al. [10] and Yuan and Wang [28] proposed selfattention-based spatial module to learn the global interdependences of features. Zhang et al. [29] introduced self-attention modules to efficiently find global dependencies within internal representations for better image generation.
Our approach is motivated by the success of attention modules in the above work. Different from other methods that model temporal context, e.g., using optical flow and LSTM, we introduce two attention modules to explore long-range dependencies over inter-frame features across adjacent frames and intra-frame features of single frame, respectively, which can lead to temporally consistent and spatially consecutive segmentation predictions of the same objects across adjacent frames and within one instance, respectively. Besides, our method is lightweight and end-toend trainable, while the method based on optical flow may compute the optical flow of adjacent frames in advance and bring heavy computation overhead, and the method based on LSTM is hard to train and would increase abundant parameters.
III. PROPOSED METHOD
In this section, we first present an overview of our network, and then describe in detail the adjacent attention module and spatial attention module which encode the relationship of inter-frame features among adjacent frame and intra-frame features of single frame, respectively. Finally, we describe how to aggregate them together for further refinement.
A. OVERVIEW
The overall framework of AGNet is illustrated in Fig. 2 . Given two adjacent frames I t−1 and I t , AGNet employs a pretrained fully convolutional network sharing backbone to extract the semantic features F t−1 and F t . Then the two features would be fed into two parallel attention modules. For adjacent attention module in the upper part of Fig. 2 , F t−1 and F t are fed to capture the spatial dependencies between any two positions of the feature maps of adjacent frames. And for the spatial attention module, F t is fed to generate new features of spatial long-range dependencies and enhance representative capability. Finally we employ feature fusion module (FFM) to aggregate the output features from the two attention modules to obtain better feature representations and futher attain better segmentation results P t of current frame after employing a 1 × 1 convolution based classifier.
B. ADJACENT ATTENTION MODULE
Attention modules can model long-range dependencies and have been widely applied into the image vision field. Motivated by the success of attention modules, we propose adjacent-attention mechanism, an extension of self-attention mechanism, to capture the spatial dependencies between any two positions of the feature maps of adjacent frames for enhancing inter-frame features. Next, we elaborate the details of adjacent attention module.
As illustrated in Fig. 3 (a), given two high-level features of adjacent frames F t−1 ∈ R C×H ×W and F t ∈ R C×H ×W , with C being the feature dimension and H × W being the spatial size, we first feed F t−1 and F t into two convolution layers to generate two new features Q 1 and K 1 , respectively, where {Q 1 , K 1 } ∈ R C×H ×W . Then we reshape them to R C×N , where N = H × W is the number of features. Then, we conduct a matrix multiplication between the transpose of Q 1 and K 1 , and employ a softmax operation to obtain the FIGURE 2. The overall structure of our proposed Attention-Guided Network. I t −1 and I t denote two adjacent frames. F t −1 and F t denote corresponding immediate features extracted by pretrained ResNet backbone, respectively, and P t denotes the predicted segmentation results of current frame I t . AAM, SAM and FFM denote adjacent attention module, spatial attention module and feature fusion module, respectively. (Best viewed in color). 
adjacent attention map
where a i,j denote the j th position' s impact on i th position. And the greater value means that the features of the two position are more correlative. Meanwhile, we feed F t into a convolution layer to generate a new feature V 1 ∈ R C×H ×W and reshape it to R C×N . After that, we conduct a matrix multiplication between V 1 and the transpose of A and reshape the result to R C×H ×W . Finally, we multiply it by a scale parameter α and perform a element-wise sum operation with the features F t to obtain the final output O 1 ∈ R C×H ×W as follows:
where α is initialized as 0 and gradually learn to assign more weight [15] . It can be inferred from Equation 2 that the resulting feature O 1 at each position is a weighted sum of the original features at all positions. Hence, it has a global contextual view and selectively assemble contexts according to the adjacent attention map which encodes the relationship of inter-frame features to attain more consistent features of the same objects and further more consistent segmentation predictions across adjacent frames.
C. SPATIAL ATTENTION MODULE
Similar to adjacent attention module, spatial attention module can encode a wider range of contextual information into local features, thus enhancing intra-frame features. The structure of spatial attention module is illustrated in Fig. 3(b) . Different from adjacent attention module, we only feed F t into two convolution layers to generate two new features Q 2 and K 2 , respectively. After the same operations as AAM, we can attain the spatial attention map A 2 ∈ R N ×N according to Equation 1 , which models the spatial relationship between any two pixels of the features of single frame. Furthermore, we can obtain the final output O 2 by the same operation as in Equation 2. Though the two attention modules are quite similar as for specific structures, they do differ in function that the former is to encode inter-frame feature correlations and adaptively strengthen feature propgatation across adjacent frames for temporally consistent predictions, but the latter is to encode intra-frame features and enhance feature representation of single frame for spatially consecutive predictions.
D. ATTENTION MODULES EMBEDDING WITH NETWORKS
In order to take full advantage of the inter-frame and intraframe features, we aggregate the features from the two attention modules by performing an element-wise sum in FFM to achieve feature fusion. Finally, a 1×1 convolution layer based classifier with dropout is followed and applying a bilinear upsample to recover the resolution of final segmentation maps as input images. Noted that our attention modules can be directly embedded into the existing FCN pipline with very little extra parameters.
IV. EXPERIMENTS
We demonstrate the efficiency of AGNet by extensive experiments. First, we validate the effectiveness of adjacent attention module and spatial attention module. Secondly, we employ more improvement strategies to further optimize the final segmentation results. Finally, we compare our method with existing methods.
A. DATASET
To evaluate the effectiveness of the proposed AGNet, we use CamVid [30] dataset following most work [31] - [35] , because the dataset contains consecutive frames, which is necessary for our method on the task of semantic video segmentation. CamVid is composed of 701 densely annotated images with size 360 × 480 from five available video sequences. The images are annotated every 30 frames, so we can extract the previous unlabeled frames of the 701 annotated images from the raw videos, respectively. We follow the standard protocol proposed in [31] to split it into 367 training, 101 validation and 233 test images. The dataset contains a total of 32 classes. However, most literature only concentrates on 11 due to the rare occurrence of the remaining classes. For fair comparation, we only use the train split for training and test the model performance on the test split.
B. IMPLEMENTATION DETAILS
We implement our method based on PyTorch. We employ an SGD optimizer and a poly learning rate policy, where the initial learning rate is multiplied by 1 − epoch
The base learning rate is set to 0.01. Momentum and weight decay are set to 0.9 and 0.0001, respectively. We use synchronized batch normalization [16] with a batch size of 16 distributed over 2 TITAN X. The number of training epoches is set to 300 for ablation experiments and 500 for improvement experiments. For data augmentation, we apply random scale of the input images (from 0.5 to 2.0), random cropping (360 × 360), random horizontal flipping, Gaussian blur and color jittering during training. We employ the standard pixelwise cross entropy loss function to train the whole network. Following the general procedure of [15] , we apply mIoU (mean intersection of union) to evaluate our method.
C. ABLATION STUDY FOR ATTENTION MODULES
We employ the adjacent attention module and spatial attention modules on the top of the dilation network to encode the relationship of inter-frame features across adjacent frames and intra-frame features of single frame, respectively. To verify the performance of attention modules, we conduct extensive experiments with different settings.
As shown in Table. 1, we compare our AAM with existing video-based feature fusion methods. We employ two baseline FCNs (ResNet-50) with output_stride equal to 8 and 16, respectively. The deeplabv3 [15] denotes by out-put_stride (os) the ratio of input image spatial resolution to final output resolution. Compared with the baseline dilated FCN (ResNet50), employing AAM yields an improvement of 3.62% and 3.22%, respectively, which is obviously better than employing Sum (summing the features across adjacent frames) and Warp (using optical flow of adjacent frames for warping internal network representations across time) to fuse the features across adjacent frames. The results show that directly summing the features across adjacent frames only brings less 1% improvement, because the method only integrates the features of adjacent frames in a simple way without regard to temporal correlations of features. Employing optical flow to model temporal context can improve by about 1.5%, which is better than Sum, but inferior to AAM. Though the method tends to consider pixel displacement among adjacent frames based on optical flow, the per-pixel location transformation by optical flow will miss the spatial information in the feature field and result in pixel mismatching, which limits the scope of improvement. Different from these two methods, AAM aims to capture the spatial dependencies between any two positions of the feature maps of adjacent frames without regard to the pixel displacement, which leads to temporally consistent segmentation predictions across adjacent frames TABLE 1. Ablation study for different methods of features fusion on CamVid test set. Sum represents that we sum the immediate features across adjacent frames. Warp represents that we employ optical flow of adjacent frames for warping internal network representations across time. AAM denotes that we only employ AAM to strengthen the inter-frame features propagation across adjacent frames without SAM. and better segmentation accuracy. Results also show that AAM can bring great benefit to semantic video segmentation due to the strong feature propagation capacity of AAM.
Furthermore, we compare the effectiveness of AAM and SAM as shown in Table. 2. Compared with the baseline Res50 (os16), employing AAM yields a result of 64.38% in mIoU, which brings 3.62% improvement. Meanwhile, employing SAM individually outperforms the baseline by 5.08%. When we integrate the two attention modules together, the performance further improves to 66.78%. Besides, when we adopt Res50 (os8), the network with two attention modules significantly improves the segmentation performance over the baseline model by 4.69%. Results show that the two attention modules can bring great benefit to semnatic video segmentation.
D. ABLATION STUDY FOR IMPROVEMENT STRATEGIES
Following [15] , We adopt four strategies to improve performance further. (1) DA: Data augmentation with random scaling. (2) Aux-loss: the auxiliary loss is added after Res4 block.
(3) Multi-Grid: we apply a hierarchy of grids of different sizes in the last Res5 block, and the multi dilations are set to [4, 8, 16] . (4) MS: we average the segmentation probability maps from 8 images scales {0.5 0.75 1.0 1.25 1.5 1.75 2 2.2} for inference.
As shown in Table. 3, data augmentation with random scaling improves the performance by almost 1.32%, which shows that network benefits from enriching scale diversity of training data. Aux-loss brings 1.12% improvement, which indicates the auxiliary supervision contributes to model convergence. We adopt Multi-Grid to acquire better feature representations of pretrained model, which further improves by 1.11%. Besides, we apply multi-scales inference to assemble the segmentation maps, which gains 2.16% improvement. Finally, employing ResNet101 as backbone enhances the performance to 75.22%, achieving a new state-of-the-art on CamVid dataset.
E. COMPARISONS WITH STATE-OF-THE-ART METHODS
We further compare our method with existing methods on the CamVid test dataset. Results are shown in Table. 4, and AGNet outperforms existing methods with significant advantage. The baseline (dilated FCN-50) yields mIoU 63.3%. AGNet-50 boosts the performance to 73.6%. Furthermore, VOLUME 7, 2019 our model can achieve Mean IoU 75.2% with a pretrained network ResNet101, which outperforms previous methods by a large margin. In particular, our AGNet-50 already exceeds other methods significantly, including DenseDocoder which employed more powerful pretrained model ResNeXt101 for feature extraction.
Existing methods mainly focus on how to enhance the spatial intra-frame context for better segmentation predicitions. For instance, PSPNet [13] utilized pyramid pooling module to acquire abundant contextual information of different scales, BiSeNet [34] introduced spatial path and context path to recover spatial details and encoder richer contextual information, respectively, and DenseDecoder [35] introduced dense decoder shortcut connections for full multi-level feature fusion and effective information propagation. These methods only tend to mine the spatial context information of the image itself without regard to the temporal correlations of features of adjacent frames, hence it is easy to produce inconsistent segmentation of the same objects across adjacent frames. Different from these methods, our method considers the temporal and spatial correlations simultaneously to explore longrange dependencies over inter-frame features across adjacent frames and intra-frame features of single frame, which results in temporally consistent and spatially consecutive segmentation predictions synchronously. Besides, we compare the per-class mIoU results on CamVid test set in Tabel.5. Our method has the highest mIoU on 8 out 11 classes except building, tree and fence. It is worth noting that our method improves significantly on small objects, such as sign, pole and pedestrian, which demonstrates that aggregating interframe and intra-frame features together can obtain better local features and contribute to better segmentation results of small objects.
F. QUALITATIVE RESULTS
In this subsection, we show the qualitative comparisions between the proposed AGNet against different methods in Fig. 4 . The top row shows a four-frame sequence from the CamVid test set. The second through five rows show the segmentation results produced by dilated FCN, BiSeNet [34] , PSPNet [13] and DenseDecoder [35] , respectively. And the bottom row shows the segmentation results produced by our proposed AGNet. Compared to other methods, our method can improve the performance especially for the small objects, such as sign, car and pedestrian, which is consistent with quantitative results discussed in the previous subsection. As shown in Fig. 4 , the sign in yellow box and fence in blue boxes are classified consistently across time by integrating inter-frame and intra-frame features in the bottom row, while the sign attains inconsecutive segmentation and the fence is nearly missed across time by only employ dilated FCN in the second row. Though the sign in yellow box and fence in blue boxes are classified across time in the third through five rows, there are obvious over-segmentation problems to the sign in the yellow boxes and confusion between class building and class fence in the blue boxes, due to deficiency of spatial context of these methods. The cars and pedestrians in orange boxes across time are segmented with distinct outlines in the bottom row, which are obviously better than the results of other methods without fine boundaries. Especically, the pedestrians in the orange boxes in the four and five rows are misclassified by class sign and class fence in part and produce the inconsistent segmentation predictions across time. The qualitative results demonstrate that integrating inter-frame and intra-frame features can strengthen the discrimination of model for small objects and achieve more consistent and consecutive semantic predictions across time.
V. DISCUSSION
Our methods aim at exploring the correlation among frames to achieve more consistent and consecutive segmentation predictions for semantic video segmentation. Similarly, cosaliency detection [36] - [39] is also built on a group of inputs with correlated objects and used to discover the common saliency on the multiple images. However, there are some differences between the two tasks. Firstly, from the task perspective, co-saliency detection is to detect the common salient objects from multiple images with a box and label for one object, but our task is to predict the pixel-wise labels for the image based on the inputs of adjacent frames. Second, co-saliency detection only needs the images containing the common objects as inputs to extract common salient objects, but our task must utilize the adjacent frames to encode the correlated features, which is limited by the availability of video resources, because the images with excessive differences do not contain the temporal continuity and are unable to improve the segmentation accuracy for pixel-level task. Besides, cosaliency detection depends on the hand-crafted distance measure generally to reflect the effective attributes in co-saliency regions and is easily disturbed by imbalanced positive and negative samples, which results in non-robust detection performance, but our task only needs to consider how to propagate the inter-frame features for consistent prediction without regard to the problems of positive and negative samples and hand-crafted measure, therefore producing more robust and precise segmentation predictions.
VI. CONCLUSION
In this paper, we propose an Attention-Guided Network to adaptively strengthen inter-frame and intra-frame features for more precise segmentation predictions, achieving a new stateof-the-art result on CamVid dataset. Especially, we introduce an adjacent attention module and a spatial attention module to model the feature correlations in temporal and spatial dimensions, respectively. We believe that the performance of our method can be improved in two ways. First, selecting more powerful backbones (e.g. ResNeXt101, WideResNet38) to promote the ability of feature extraction. Secondly, replacing the upsample operation with a complex decoder to optimize boundary of final results. 
