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A novel method of colour image segmentation based on fuzzy homogeneity and data fusion techniques is presented. The general
idea of mass function estimation in the Dempster-Shafer evidence theory of the histogram is extended to the homogeneity domain.
The fuzzy homogeneity vector is used to determine the fuzzy region in each primitive colour, whereas, the evidence theory is
employed to merge diﬀerent data sources in order to increase the quality of the information and to obtain an optimal segmented
image. Segmentation results from the proposed method are validated and the classification accuracy for the test data available
is evaluated, and then a comparative study versus existing techniques is presented. The experimental results demonstrate the
superiority of introducing the fuzzy homogeneity method in evidence theory for image segmentation.
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1. Introduction
Image segmentation is considered as an important basic
operation for meaningful analysis and interpretation of
acquired images [1, 2]. In this framework, colour image
segmentation has wide applications in many areas [3, 4], and
many diﬀerent techniques have been developed.
Most published results of colour image segmentation
are based on gray level image segmentation methods with
diﬀerent colour representations. Most gray level image
segmentation techniques such as histogram thresholding,
clustering, region growing, edge detection, fuzzy methods,
and neural networks can be extended to colour images. Gray
level segmentation methods can be applied directly to each
component of a colour space, and then the results can be
combined in some way to obtain a final segmentation result.
In the Red, Green, Blue (RGB) representation, the colour
of each pixel is usually represented on the basis of the
three primary colours (red, green, and blue), but it can be
coded in other representation systems which are grouped
together according to their diﬀerent properties. RGB is
suitable for colour display, but inappropriate for colour scene
segmentation and analysis because of the high correlation
among the R, G, and B components [5]. In this context,
image segmentation using data fusion techniques appears to
be an interesting method.
Data fusion is a technique which simultaneously takes
into account heterogeneous data coming from diﬀerent
sources, in order to obtain an optimal set of objects for
investigation. Of the existing data fusion methods such
as probability theory [6], fuzzy logic [7–9], possibility
theory [10], evidence theory [11, 12, the Dempster-Shafer
(DS) evidence theory [13], is a powerful and flexible
mathematical tool for handling uncertain, imprecise, and
incomplete information. In the case of evidence theory, the
determination of mass function is a crucial step of fusion
process.
In the past, many authors have addressed this problem
using diﬀerent methods [14–17], and several researchers
have, in particular, investigated the relationship between
fuzzy sets and Dempster-Shafer evidence theory. Most of the
literature using fuzzy sets has been focused on automatically
determining the mass function in the DS evidence theory
[17, 18]. Recently, most analytic fuzzy methods have been
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derived from Bezdek’s Fuzzy C-Means (FCM) [19, 20]. How-
ever, this algorithm has a considerable drawback in noisy
environments, and the degrees of membership resulting
from FCM do not correspond to the intuitive concept of
belonging or compatibility. Also, the Hard C-Means (HCM)
[21] is one of the oldest clustering methods in which HCM
memberships are hard (i.e., 1 or 0). This method is used to
learn the prototypes of clusters or classes, and the cluster
centers are used as prototypes.
In this context, Gautier et al. [22] aim at providing a help
to the doctor for the follow-up of the diseases of the spinal
column. The objective is to rebuild each vertebral lumbar
rachis starting from a series of cross-sections. From an initial
segmentation obtained by using the Snakes, active contour
models, one seeks a segmentation which represents as well as
possible the anatomical contour of the vertebra, in order to
give the doctors a schema of the points really forming part of
the vertebra. The methodology is based on the application
of the belief theory to fusion information. However, the
active contour models do not require image preprocessing
and provide a closed contour of the object, however typical
problems remain diﬃcult to solve including the initialization
of the model.
With the same objective, Zimmermann and Zysno [14],
have shown through empirical studies that the good Model
for Membership Functions is based on the Distance of
a point from a prototypical member (MMFD). However,
one of the major factors that influences the determination
of appropriate groups of points is the “distance measure”
chosen for the problem at hand. Also, Zhu et al. [17], and Ben
Chaabane et al. [23] have proposed a method of automati-
cally determining the mass function for image segmentation
problems. The idea is to assign, at each image pixel level, a
mass function that corresponds to a membership function
in fuzzy logic. The degrees of membership of each pixel are
determined by applying fuzzy c-means (FCM) clustering to
the gray levels of the image.
In another study, Vannoorenberghe et al. [16] and Ben
Chaabane et al. [24] have proposed an information model
obtained from training sets extracted from the pixel intensity
of the image. In their papers, the authors described the
estimation of the Model Mass Function method based
on the Assumption of Gaussian Distribution (MMFAGD)
and histogram thresholding and applied on synthetic and
biomedical images that contain only two classes. However,
the diﬀerences between the various works cited above occur
in the method of mass functions estimation, and in the
application.
In this paper an investigation of how the user can
choose the best a priori knowledge for determining the mass
function in Dempster-Shafer evidence theory is described.
We shall assume a Gaussian distribution for estimating the
mass function. So, this work may be seen to be straight-
forwardly complementary to that in the paper proposed by
Vannoorenberghe et al. [16] and Ben Chaabane et al. [24].
In their paper, the authors suggested that the user has to
search for a suitable method for determining the a priori
knowledge. Hence, this paper is devoted to this task, applied
to colour image segmentation that contains more than two
classes. The idea is based on the histogram thresholding of
the homogeneity and data fusion techniques. The concept
of the histogram of the homogeneity was discussed in [25],
which is used to express the local and global information
among pixels in an image. Histogram analysis is applied to
find all major homogeneous regions in the three primitive
colours. The assumption of a Gaussian distribution is used
to calculate the mass function of each pixel. Once the mass
functions are determined for each primitive colour to be
fused, the DS combination rule and decision are applied to
obtain the final segmentation.
Section 2 introduces the proposed method for colour
image segmentation. The experimental results are discussed
in Section 3, and the conclusion is given in Section 4.
2. Proposed Method
For colour images with RGB representation, the colour
of a pixel is a mixture of the three primitive colours
red, green, and blue. RGB is suitable for colour display,
but not good for colour scene segmentation and analysis
because of the high correlation among the R, G, and B
components [5, 26]. By high correlation, we mean that if
the intensity changes, all the three components will change
accordingly. In this context, colour image segmentation
using evidence theory appears to be an interesting method.
However, to fuse diﬀerent images using DS theory, the
appropriate determination of mass function plays a crucial
role, since assignation of a pixel to a cluster is given
directly by the estimated mass functions. In the present
study, the method of generating the mass functions is based
on the assumption of a Gaussian distribution. To do this,
histogram analysis is applied simultaneously to both the
homogeneity and the colour feature domains. These are
used to extract homogeneous regions in each primitive
colour. Once the mass functions are estimated, the DS
combination rule is applied to obtain the final segmentation
results.
2.1. Homogeneity Histogram Analysis. Histogram threshold-
ing is one of the widely used techniques for monochrome
image segmentation, but it is based on only gray levels and
does not take into account the spatial information of pixels
with respect to each other. A comprehensive survey of image
thresholding methods is provided in [27]. Cheng et al. [25,
28, 29], proposed a fuzzy homogeneity method to overcome
this limitation. In this paper, we employ the concept of the
homogeneity histogram to extract homogeneous regions in
each primitive colour.
Assume gxy is the intensity of a pixel pxy at the location
(x, y) in an (M × N) image, w(1)xy is a size (d × d) window
centered at (x, y) for the computation of variation, w(2)xy is a
size (t × t) window centered at (x, y) for the computation of
discontinuity. Let us choose a 5 × 5 window for computing
the standard deviation of a pixel pxy , and a 3 × 3 window
for computing the edge. However, w(1)xy and w
(2)
xy are the
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local regions where the homogeneity features for pixel are
calculated. By assuming, that the signals are ergodic, the
standard deviation describes the contrast within a local



















where x ≥ 2, p ≤M − 1, y ≥ 2, and q ≤ N − 1.











The discontinuity is a measure of abrupt changes in gray
levels of pixels pxy , that is, the discontinuity is described
by its edge value, and could be obtained by applying edge
detectors to the corresponding region. There are many
diﬀerent edge operators: Sobel, Canny, Derish, Laplace, and
so forth, but their functions and performances are not
the same. In spite of all the eﬀorts, none of the proposed
operators are fully satisfactory in real world cases. Applying
diﬀerent operators to a noisy image shows that, the second
derivative operators exhibit better performance than classical
operators, but require more computations because the image
is first smoothed with a Gaussian function and then the
gradient is computed [31]. Liu and Haralick [32] have
evaluated the performance of edge detection algorithms.
Since it is not necessary to find the accurate locations
of the edges, and due to its simplicity, the Sobel operator
for calculating the discontinuity and the magnitude of the







where Gx′ and Gy′ are the components of the gradient in the
x′ and y′ directions, respectively.




































cxy and vxy are, respectively, the discontinuity and the
standard deviation of a pixel pxy at the location (x, y), 2 ≤
x ≤M − 1 and 2 ≤ y ≤ N − 1.
However, the size of the windows has an influence on
the calculation of the value of the homogeneity. The window
should be big enough to allow enough local information
about the pixel to be involved in the computation of the
homogeneity. Furthermore, using a larger window in the
computation of the homogeneity increases the smoothing
eﬀect, and makes the derivative operations less sensitive to
noise [13]. However, smoothing the local area might hide
some abrupt changes of the local region. Also, a large window
causes significant processing time. In our case, the sizes of
the windows are selected experimentally over 120 images.
Weighting the pros and cons, experimentally, a 5×5 window
for computing the standard deviation of the pixel, and a 3×3
window for computing the edge are chosen.
Once the homogeneity histogram has been determined,
a typical segmentation method based on histogram analysis
is applied to each primitive colour. Sezgin and Sankur [27]
have examined and evaluated the quantitative performance
of several thresholding techniques. Finally, a peak finding
algorithm whose general form is reviewed as follows [25].
Input an M ×N image with gray levels zero to 255.
Suppose a homogeneity histogram of an image repre-
sented by a function h(i), where i is an integer, 0 ≤ i ≤ 255
and the value of the homogeneity at each location of an
image has a range from [0, 1].
Step 1. Find the set of points pi corresponding to the local
maximums of the histogram.
The result forms a set P0:
P0 = {(i),h(i) | h(i) > h(i− 1), h(i) > h(i + 1),
1 ≤ i ≤ 254}. (6)
Step 2. Find significant peaks in set P0.



























Step 3. Thresolding: includes three substeps.
(i) Remove small peaks: for any peak j, if (h(i)/
h(imax)) < 0.05, then the peak j is removed,
where imax is the value of the highest peak.
(ii) Choose one peak among two peaks (p1 and p2) if they
are too close to each others.
If (p2 − p1) ≤ 12 then h = max(h(p1),h(p2)).
(iii) Remove a peak if the valley between two peaks is not
significant.
Comments. The first substep below Step 2.1 related to the
thresholding is used for removing the small peaks compared
with the biggest. For any peak j, if (h(i)/h(imax)) < 0.05,
then peak j is removed. The threshold 0.05 is based on the
experiments over more than 120 images. Since the value of
the homogeneity at each location of an image has a range
from [0, 1], h(imax) is equal to 1. Therefore, the points with
h(imax) < 0.05 will be removed.
The second substep below Step 2.1 is to select one peak
from two peaks close to each other. For two peaks h(p1) and
h(p2), p2 > p1, if (p2−p1) ≤ 12, then h = max(h(p1),h(p2)).
Thus, the peak with the biggest value is chosen.
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Finally, the third substep of Step 2.1 is applied for
removing a peak if the valley between two peaks is not
significant. The valley is not deep enough to separate the two
peaks, if haver1 /haver2 > 0.75, where haver1 is the average value







p2 − p1 + 1 , (8)












The distance 12 between two peaks is selected experimentally
over 120 images. It is a minimum threshold used to choose
one of these two peaks. Also, the threshold 0.75 is based on
the experiments over than 120 images.
2.2. Use of DS Evidence Theory for Image Segmentation.
The purpose of segmentation is to partition the image into
homogeneous regions. The idea of using DS evidence theory
for image segmentation is to fuse one by one the pixels
coming from the three images. The homogeneity method is
applied to the three primitive colours. Then, the segmented
results are combined using the Dempster-Shafer evidence
theory to obtain the final segmentation results.
Dempster-Shafer Theory (DS) is a mathematical theory
of evidence [11, 12]. This theory can be interpreted as a
generalization of probability theory where probabilities are
assigned to sets as opposed to mutually exclusive singletons.
In traditional probability theory, evidence is associated with
only one possible event.
In DS theory, evidence can be associated with multiple
possible events, for example, sets of events. One of the most
important features of Dempster-Shafer theory is that the
model is designed to cope with varying levels of precision
regarding the information.
In the present study, the clusters (Ci) are generated by
the homogeneity method from the frame of discernment Ω
composed of n single mutually exclusive subsets Hn, which
are symbolized by
Ω = {H1,H2, . . . ,Hn} = {Ci}, 1 ≤ i ≤ n. (10)
In order to express a degree of confidence for each proposi-
tion A of 2Ω, it is possible to associate an elementary mass
function m(A) which indicates the degree of confidence that
one can give to this proposition. Formally, this description of
m can be represented with the following three equations:









The quantity m(A) is interpreted as the belief strictly placed
on A. This quantity diﬀers from a probability by the totality
of the total belief which is distributed not only on the simple
classes but also on the composed classes. This modelling
shows the impossibility of dissociating several hypotheses.
Hence, it is the principal advantage of this theory, but on the
other hand, it represents the main diﬃculty of this method.
In the following, we give some useful definitions. In fact
if m(A) > 0 then A is called a focal element.
The union of all the focal elements of a mass function is




A ∈ 2Ω/m(A) > 0
}
. (12)
Credibility Cr(·) and plausibility Pl(·) functions are derived
from the mass function. However, the credibility for a set Hn
is defined as the sum of all the basic probability assignments
of the proper subsets (A) of the set of interest (Hn) (A ⊆ Hn),
see (13). The value Cr(Hn) denotes the minimal degree of





The Plausibility is the sum of all the basic probability
assignments of the sets (A) that intersect the set of interest
(Hn) (A ∩ Hn = φ), see (14). The value Pl(Hn) gives the





The Dempster rule of combination is critical to the original
concept of Dempster-Shafer theory. Dempster’s rule com-
bines multiple belief functions through their basic probabil-
ity assignments (m). These belief functions are defined on the
same frame of discernment, but are based on independent
arguments or bodies of evidence. The combination rule
results in a belief function based on conjunctive-pooled
evidence.
The combination is performed by the orthogonal sum of







m1(A1)m2(A2) · · ·mn(An),
(15)




m1(A1)m2(A2) · · ·mn(An). (16)
Specifically, the combination (called the joint m12) is
calculated from the aggregation of two mass functions m1
and m2 and given as follows:
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K represents the basic probability mass associated with con-
flict. This is determined by summing the products of mass
functions of all sets where the intersection is an empty set.
This rule is commutative and associative. The denomi-
nator in Dempster’s rule, (1 − K), is a normalization factor,
which evaluates the conflict between the two sources A1 and
A2.
The DS theory of evidence is a rich model of uncertainty
handling as it allows the expression of partial belief [9].
2.2.1. Mass Function of Simple Hypotheses. Masses of simple
hypotheses Ci are obtained from the assumption of Gaussian
Distributions of the grey level gxy to cluster i as follows:
m
xy















xy is the intensity of a pixel pxy at the location
(x, y) for one of the three information sources (q = 1, 2, 3).
The values μi = E(gqxy) and σ2i = E(gqxy − E(gqxy))
2
are,
respectively, the mean and the variance on the class Ci
present in each primitive colour (R, G, and B). E denoted
the mathematical expectation.
2.2.2. Mass Function of Double Hypotheses. The mass func-
tion assigned to double hypotheses depends on the mass
functions of each hypothesis.
In fact, if there is a high ambiguity in assigning a grey
level gxy to cluster r or s, that is, |mxyq (Cr) − mxyq (Cs)| < ε,
where ε is the thresholding value, then a double hypotheses
is formed. In the present study, ε was fixed at 0.1.
Once the double hypotheses (composed of two simple
hypotheses) are formed, their joint mass is calculated
according to the following formula:
m
xy













with μrs = (μr + μs)/2 and σrs = max(σr , σs).
In the case where the double hypotheses Cj are composed


















where μj = (1/M)
∑M
i=1μi, σj = max(σ1, σ2, . . . , σM) and 2 <
M ≤ N .
Once the mass functions of the three images are esti-
mated, their combination is performed using the orthogonal
sum that can be represented as follows:
m(Ci) = m1(Ci)⊕m2(Ci)⊕m3(Ci) (22)
with ⊕ is the sum of DS orthogonal rule.
After calculating the orthogonal sum of the mass func-
tions for the three images, the decisional procedure for
classification purpose consists in choosing one of the most
likely hypotheses Ci. The proposed method can be described
by a flowchart given in Figure 1.
3. Experimental Results
In this section, several results of the simulations on the seg-
mentation of medical and synthetic colour images (Figure 5),
which illustrate the ideas presented in the previous section,
are given.
In order to evaluate the performance of the proposed
algorithm on the segmentation of colour cell images (which
is a challenging problem in this field), the segmentation
results of the datasets are reported. Consequently, a synthetic
image dataset is developed and used for numerical evaluation
purpose.
First the segmentation results in RGB colour space by
applying the proposed method to red, green, and blue colour
features, respectively, are presented. In this case, we find that
the regions are recognized for example in red and green
components but are not identified by the blue component.
This shows the lack of information when using only one
information source and may be explained by the high degree
of correlation among of the three components of the RGB
colour space.
The experimentation is carried out on a medical image
provided by a cancer hospital Figure 2(a) and used as an
original image. The results are shown in Figures 2(b), 2(c),
and 2(d).
The problem of the incorrectly segmentation is also
illustrated in Figure 2(b), the resulting image has four cells,
while in Figures 2(c) and 2(d) the resulting image by using
homogeneity histogram thresholding has only three and two
cells, respectively.
Comparing the results, we can find that the cells are much
better segmented in (b) than in (c) and (d). Also, the first
resulting image contains some missing features in one of the
cells, which do not exist in the other resulting images. This
demonstrates the necessity of using the fusion process
Also let us compare the performance of our proposed
algorithm to those in other published reports that have
recently been applied to colour images. These include
Zimmermann and Zysno [14], Vannoorenberghe et al. [16],
Ben Chaabane et al. [24], Zhu et al. [17], and Ben Chaabane
et al. [23].
The segmentation results are shown in Figures 3, 4, 6, and
7.
Firstly let us present a colour image that contains two
classes. To highlight its performance let us compare it with
the MMFD [14] and MMFAGD [24] algorithms.
Secondly let us work on more realistic images containing
multiple classes and compare the performance of our
method with other methods that use FCM [23], and HCM
[21] algorithms as tools for the estimation of mass functions
in the Dempster-Shafer evidence theory. Figures 3, 4, 6, and
7 show the obtained results of the proposed method.
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Original image
Calculate the mass functions of
each primitive colour based on the
assumption of Gaussian distribution  
Each component image is
divided into sub-regions,
each has a similar colour  





feature and create the
homogeneity histogram 
Apply peak finding algorithm to
the homogeneity histogram, and
perform segmentation in the
homogeneity domain  
Calculate the orthogonal sum of
mass functions  
Decision 
Figure 1: Flowchart of the proposed method.
The original images are artificial, that is, generated with
a user defined classification, and are stored in RGB format.
Each of the primitive colours (red, green, and blue) takes 8
bits and has an intensity range from 0 to 255.
Figure 3 shows a comparison of the results between the
traditional methods MMFD [14], MMFADG [24], and the
proposed method. However, the image shown in Figure 3(b)
represents the original image I where a “Salt and pepper”
noise of D density was added. This aﬀects approximately
(D × (N ×M)) pixels. The value of D is 0.02.
The final images using the MMFD and MMFAGD
algorithms and the homogeneity for the determination of
mass functions in DS theory are shown in Figures 3(c), 3(d),
and 3(e), respectively.
Comparing Figures 3(c), 3(d), and 3(e), one can find that
the cell is much better segmented in (e) than those in (c) and
(d), also the first and the second images contain some holes
in the cell and some pixels were incorrectly segmented. These
do not exist in the correctly segmented image, but after the
redefining process, only a few singularity points are left in the
final image as shown in Figure 3(e).
Accordingly, the dark blue colour of the cell is identified
by the proposed method (Figure 3(e)), but is not seen in
other traditional methods (Figures 3(c) and 3(d)).
It can be seen from Table 1 that 31.77%, 20.44%, and
2.73% of pixels were incorrectly segmented in Figures 3(c),
3(d), and 3(e), respectively. However, the two regions are
correctly segmented in Figure 3(e), using the complementary
information provided by the three primitive colours and
consequently a good estimation of mass function by homo-
geneity, even in the presence of a noise (without the filtering
step) is recorded.
In fact, the experimental results indicate that the pro-
posed method, which uses both local and global information
for mass function calculation in DS evidence theory, is
more accurate than the traditional methods in terms of
segmentation quality as denoted by segmentation sensitivity,
see Table 1.
In the method based on traditional histogram thresh-
olding [16, 24] only global information is considered in the
histogram analysis.
To provide insights into the proposed method, we
have compared the performance of the proposed method
with those of the corresponding Hard and Fuzzy C-
Means algorithms. The method was also tested on synthetic
images and compared with other existing methods, see
Figure 4.
Figure 4 shows a synthetic input image that contains a
multicomponent object with complicated boundaries and
diﬀerent component sizes. This figure consists of mainly
six kinds of objects. After applying the HCM and FCM
algorithms for the estimation of the mass function in DS
evidence theory, followed by the data fusion techniques, the
resulting image is divided into only four and five regions,
respectively. But, using the proposed segmentation method,
the resulting image is divided into six regions.
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Table 1: Segmentation sensitivity from MMFD and DS, MMFAGD and DS and homogeneity method and DS for the data set shown in
Figure 5.




Image 1 66.84 72.94 94.23
Image 2 68.23 79.66 97.27
Image 3 72.56 83.19 90.84
Image 4 85.11 88.91 98.11
Image 5 75.42 76.86 96.85
Image 6 63.71 81.45 98.58
Image 7 83.54 93.88 98.36
Image 8 66.78 79.33 95.37
Image 9 75.84 77.85 99.85
Image 10 54.85 75.17 96.97
Image 11 62.74 74.43 81.13
Image 12 45.37 68.45 97.72
(a) (b)
(c) (d)
Figure 2: Segmentation results on a colour image. (a) Original
image (256×256×3) with gray level spread on the range [0, 255]. (b)
Red resulting image by homogeneity histogram-based method. (c)
Green resulting image by homogeneity histogram-based method.
(d) Blue resulting image by homogeneity histogram-based method.
The selected thresholds are 147, 110, and 194, respectively.
In brief, the experimental results conform to the visu-
alized colour distribution in the objects. However, the new
classes that appeared in Figure 6(d), tend to increase the
size of some regions (yellow regions), and to shrink other
regions (flowers), and some incorrectly segmented pixels are
present in Figure 6(c), such as the extra blue contouring in
the bottom centre flower.
The improved experimental results have been achieved
by the proposed method based on the homogeneity his-
togram which can be used to generate a mass function that




Figure 3: Comparison of the proposed segmentation method with
other existing methods on a medical image (2 classes, 1 cell).
(a) Original image with RGB representation (256 × 256 × 3), (b)
colour cell image disturbed with a “salt and pepper” noise, (c)
segmentation based on MMFD and DS (d) segmentation based on
MMFAGD and DS, (e) segmentation based on homogeneity and
DS, and (f) reference segmented image.
of the data can be interpreted as the compatibilities of the
points with the class prototypes, while the HCM and FCM
methods use only the gray level to determine the degree of
membership of each pixel.
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Table 2: Segmentation sensitivity from HCM and DS, FCM and DS and homogeneity method and DS for the data set shown in Figure 5.




Image 1 86.74 89.45 94.23
Image 2 61.82 88.92 97.27
Image 3 73.76 87.25 90.84
Image 4 89.21 96.68 98.11
Image 5 78.62 90.15 96.85
Image 6 72.33 87.78 98.58
Image 7 73.64 96.88 98.36
Image 8 61.48 88.79 95.37
Image 9 73.38 99.63 99.85
Image 10 64.42 79.58 96.97
Image 11 44.93 69.07 81.13
Image 12 56.87 67.31 97.72
(a) (b)
(c) (d)
Figure 4: Comparison of the proposed segmentation method with
other existing methods on a synthetic image (6 classes). (a) Original
image (256×256×3): colour synthetic image with RGB description,
(b) segmentation based on HCM and DS, (c) segmentation based
on FCM and DS, and (d) segmentation based on homogeneity and
DS.
Comparing Figures 4(b), 4(c), and 4(d), one can see that
the diﬀerent objects of the image are much better segmented
in (d) than those in (b) and (c).
Figures 6 and 7 show other comparison results on a com-
plex medical image. The segmentation results are obtained
using the HCM, the FCM and Homogeneity method.
They correspond, respectively, to Figures 6(b), 6(c), and
6(d) in Figure 6. The cells are exactly and homogeneously
segmented in Figure 6(d), which is not the case of Figures
6(b) and 6(c).
To evaluate the performance of the proposed segmenta-
tion algorithm, its accuracy was recorded.
Figure 5: Data set used in the experiment. Twelve were selected for
a comparison study. The patterns are numbered from 1 through 12,
starting at the upper left-hand corner.
Regarding the accuracy, Tables 1 and 2 list the segmenta-
tion sensitivity of the diﬀerent methods for the data set used
in the experiment.
The segmentation sensitivity [33, 34] is determined as
follows:
Sens = Npcc
N ×M × 100, (23)
with Sens, Npcc, N × M correspond, respectively, to the
segmentation sensitivity (%), number of correctly classified
pixels and dimension of the image. The acquisition of the
correct classified pixels is not a manual process; hence
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(a) (b)
(c) (d)
Figure 6: Comparison of the proposed segmentation method with
other existing methods on a complex medical image (2 classes,
various cells). (a) Original image (256 × 256 × 3): colour medical
image with RGB description, (b) segmentation based on HCM and
DS, (c) segmentation based on FCM and DS, and (d) segmentation
based on homogeneity and DS.
(a) (b)
(c) (d)
Figure 7: Comparison of the proposed segmentation method with
other existing methods on a complex medical image (3 classes,
various cells). (a) Original image (256×256×3): colour cells image
with RGB description, (b) segmentation based on HCM and DS, (c)
segmentation based on FCM and DS, and (d) segmentation based
on homogeneity and DS.
software based on a reference image is run. It consists of a
small program which compares the labels of the obtained
pixels and the reference pixels as shown in Figure 3(f). The
correctly classified pixel denotes a pixel with a label equal to
its corresponding pixel in the reference image. The labeling
of the original image is generated by the user based on the



























Figure 8: Segmentation sensitivity plots using MMFD and DS,
MMFAGD and DS and homogeneity method and DS for the data



























Figure 9: Segmentation sensitivity plots using HCM and DS, FCM
and DS and homogeneity method and DS for the data set shown in
Figure 5.
In fact, the experimental results presented in Figure 6(d)
are quite consistent with the visualized colour distributions
in the objects, which make it possible to do an accurate
measurement of cell volumes.
Parts (b), (c), and (d) of Figure 7 show other segmenta-
tion results and were obtained using HCM, FCM algorithms,
and the homogeneity method, as used for the DS mass
determination.
In Figure 7(a), only three colours are needed to represent
the colour image (dark blue, blue, and background). In
Figures 7(b) and 7(c), the resulting image has only two
colours. In Figure 7(d), the resulting image has three colours.
The partition resulting by the HCM is less accurate, and
the partition resulting by FCM is not satisfactory either.
The performance of the homogeneity method is quite
acceptable. In fact, one can observe in Figures 7(b) and
7(c) that 13.26% and 10.55% of pixels were incorrectly
segmented for the HCM and FCM methods, respectively.
However, this demonstrates that the mass functions resulting
from the two algorithms, do not always correspond to the
intuitive concept of degree of belonging or compatibility,
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and the generated mass functions do not have a typical
interpretation. Moreover, the HCM and FCM algorithms are
instable in noisy environments. However, errors were largely
reduced when exploiting simultaneously the three images
through the use of the DS fusion method including the
homogeneity histogram.
Indeed, only 5.77% of pixels were incorrectly segmented
in Figure 7(d). This good performance between these meth-
ods can also be easily assessed by visually comparing the
segmentation results.
The segmentation sensitivity values reported in Tables 1
and 2 are plotted in Figures 8 and 9, respectively.
Figure 8 shows two segmentation sensitivity plots using
traditional methods such as MMFD and MMFAGD com-
pared with the proposed method plot.
Figure 9 shows two other segmentation sensitivity plots
using automatic methods such as HCM and FCM compared
with the proposed method plot.
As seen on both Figures 8 and 9, the proposed method
plot is clearly located on the top of the other methods plots.
Referring to segmentation sensitivity plots given in
Figure 9, one observes that 27.67%, 12.22%, and 1.42% of
pixels were incorrectly segmented in Figures 6(b), 6(c), and
6(d), respectively. Comparing Figures 6(b) and 6(c) with
Figure 6(d), the resulting image by the proposed method is
much clearer than the one given by the HCM and FCM
methods.
4. Conclusion
In this paper, we have proposed a new method for colour
image segmentation based on homogeneity histogram
thresholding and data fusion techniques. In the first phase,
uniform regions are identified in each primitive colour via
a thresholding operation on a newly defined homogeneity
histogram. Then, the DS combination rule and decision are
applied to fuse the three primitive colours.
The results obtained show the generic and robust
character of the method in the sense that the local and
global information were involved in the fusion process. On
the other hand, in the estimation of mass function, we have
used the local and global information. The results obtained
demonstrated the significant improved performance in seg-
mentation. The proposed method can be useful for colour
image segmentation.
Nevertheless, there are some drawbacks to our proposed
method. The used image models are mainly based on some
a priori knowledge such as the mean and the standard
deviation of each region of the image to be segmented. Also,
in all our work, we have considered only one image for
each application, whereas, many realizations of the same
image fused together may be very helpful to the segmentation
process. Furthermore, the research of other optimal models
to estimate the mass functions in the Dempster-Shafer
evidence theory and the fusion of imperfect information
coming from diﬀerent colour images are an important
aspect of our present work. Also, the proposed method
assumes that we have a reference image, which should be
labelled by the user for comparison purposes. In practice,
this is not realisable; hence advanced intelligent software for
classification based on the Kohonen Neural Network may be
used in parallel with the proposed segmentation procedure
to avoid the manually labelling of the image by the user.
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