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SUMMARY
The power grid is a highly complex control system and one of the most impressive en-
gineering feats of the modern era. Nearly every facet of modern society critically relies on
the proper operation of the power grid such that long or even short interruptions can impose
significant economic and social hardship on society. The current power grid is undergoing a
transformation to a Smart Grid, that seeks to monitor and track diagnostic and operational
information so as to enable a more efficient and resilient system. This significant trans-
formation, however, has made the grid more susceptible to attacks by cybercriminals, as
highlighted by several recent attacks on power grids that have exposed the vulnerabilities in
modern power systems. Motivated by this, this thesis aims at analyzing the effect of three
classes of emerging cyberattacks on smart grids and a set of possible defense mechanisms
to prevent them or at least reduce their damaging consequences in the grid.
In the first part of the thesis, we analyze the security of the power grid against the at-
tacks targeting the supervisory control and data acquisition (SCADA) network. We show
that the existing techniques require some level of trust from components on SCADA sys-
tem, rendering them vulnerable to sophisticated attacks that could compromise the entire
SCADA system. As a viable solution to this issue, we present a radio frequency-based
distributed intrusion detection system (RFDIDS) that remains reliable even when the entire
SCADA system is considered untrusted.
In the second part of the thesis, we analyze the performance of the existing high-wattage
IoT botnet attacks (Manipulation of Demand IoT (MaDIoT)) on power grids and show they
are ineffective in most of the cases because of the existence of legacy protection schemes
and the randomness of the attacks. We discuss how an attacker can launch more sophis-
ticated attacks in this category which can cause a total collapse of the power system. We
illustrate that by computing voltage instability indices, an attacker can find the appropriate
time and locations to activate the high-wattage bots, causing (with very high probability)
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a complete voltage collapse and blackout in the bulk power system; we call these new at-
tacks MaDIoT 2.0. We also propose novel effective defenses against MaDIoT 2.0 attacks
by modifying the way classical protection algorithms work in the power networks.
In the third part of the thesis, we discuss how an smart attacker with access to high-
wattage IoT botnet can indirectly manipulate the energy prices in the electricity markets.
We name this attack as Manipulation of Market via IoT (MaMIoT). MaMIoT is the first
energy market manipulation cyberattack that leverages high-wattage IoT botnets to slightly
change the total demand of the power grid with the aim of affecting the electricity prices
in the favor of specific market players. Using real-world data obtained from two major
energy markets, we show that MaMIoT can significantly increase the profit of particular
market players or financially damage a group of players depending on the motivation of the






The electricity grids were introduced and developed in early 1880s and their structures
have changed significantly since then. The early grids were mostly small and localized
while the modern ones are big and interconnected systems. Power grids were traditionally
operated with a monopoly structure in which the utilities control every aspect of the grid,
from generation to distribution to end users. In the traditional structure, the price of the
energy was inefficiently determined by the utilities subject to the limits placed by state
governments [1]. Following the occurrence of energy crisis in 1970s, the U.S. Congress
decided to change the monopoly structure to allow competition in electricity production
with the aim of providing better energy production efficiency and cheaper energy for the
customers [2]. In the new structure, facilities that produced power more efficiently or used
renewable energy along with the big energy consumers could enter the marketplace, while
the transmission operators (independent system operators (ISOs) and regional transmission
organizations (RTOs)) still maintained a monopoly over the management of the grid to
consistently guarantee its secure operation [3].
Modern power grids are one of the most important critical infrastructures in every coun-
try, and hence, their secure and reliable operation plays a vital role in different aspects of
our daily life [4–6]. Because there are strong interdependencies between the power grid
and other critical infrastructures, attacks against power networks can significantly affect a
vast number of industries and infrastructures [7]. Examples of critical infrastructure in-
terdependencies are illustrated in Figure 1.1 [8]. According to this figure, it is evident that
widespread and/or long-lasting blackouts in the power grid can be catastrophic. There are a
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Dependency: A linkage or connection between two infra-
structures, through which the state of one infrastructure in-
fluences or is correlated to the state of the other.
Fig. 2 illustrates the concept. Under normal operating
conditions, the electric power infrastructure requires natu-
ral gas and petroleum fuels for its generators, road and rail
transportation and pipelines to supply fuels to the genera-
tors, air transportation for aerial inspection of transmission
lines, water for cooling and emissions control, banking and
finance for fuel purchases and other financial services, and
telecommunications for e-commerce and for monitoring
system status and system control (i.e., supervisory control
and data acquisition (SCADA) systems and energy manage-
ment systems (EMSs)). During emergencies or after compo-
nent failures, the electric power infrastructure will have po-
tentially different yet critical dependencies on the same in-
frastructures. For example, the utility may require petro-
leum fuels for its emergency vehicles and emergency gener-
ators and road transportation (and in some cases rail and
air transportation) to dispatch repair crews and replace-
ment components.
As depicted in Fig. 2, electric power is the supported infra-
structure, and natural gas, oil, transportation, telecommu-
nications, water, and banking and finance are supporting in-
frastructures. Although not shown, emergency and govern-
ment services are also supporting infrastructures.
Interdependency
When examining the more general case of multiple infra-
structures connected as a “system of systems,” we must
consider interdependencies. Infrastructures are frequently
connected at multiple points through a wide variety of
mechanisms, such that a bidirectional relationship exists
between the states of any given pair of infrastructures; that
is, infrastructure i depends on j through some links, and j
likewise depends on i through other links:
Interdependency: A bidirectional rela-
tionship between two infrastructures
through which the state of each infrastruc-
ture influences or is correlated to the state
of the other. More generally, two infra-
structures are interdependent when each
is dependent on the other.
The term interdependencies is concep-
tually simple; it means the connections
among agents in different infrastructures
in a general system of systems. In practice,
however, interdependencies among infra-
structures dramatically increase the over-
all complexity of the “system of systems.”
Fig. 3 illustrates the interdependent rela-
tionship among several infrastructures.
These complex relationships are charac-
terized by multiple connections among in-
frastructures, feedback and feedforward
paths, and intricate, branching topologies. The connections
create an intricate web that, depending on the characteris-
tics of its linkages, can transmit shocks throughout broad
swaths of an economy and across multiple infrastructures.
It is clearly impossible to adequately analyze or understand
the behavior of a given infrastructure in isolation from the
environment or other infrastructures. Rather, we must con-
sider multiple interconnected infrastructures and their in-
terdependencies in a holistic manner. For this reason, we
use the term interdependencies rather than dependency
throughout the remainder of this article.
Dimensions of Infrastructure
Interdependencies
Using these concepts and definitions, we now explore the
six dimensions shown in Fig. 1. These dimensions and their
components are descriptive and are intended to facilitate
the identification, understanding, and analysis of interde-
pendencies. They do not represent a comprehensive set of
orthogonal interdependency metrics, although they pro-
vide a foundation for developing such metrics. As we will
discuss later, metrics and new modeling and simulation ap-
proaches are needed that can address, in a consistent man-
ner, all of these interrelated factors and system conditions.
Types of Interdependencies
Interdependencies vary widely, and each has its own charac-
teristics and effects on infrastructure agents. In the sections
that follow, we define and examine in detail four principal
classes of interdependencies: physical, cyber, geographic,
and logical. Although each has distinct characteristics, these
classes of interdependencies are not mutually exclusive.
Physical Interdependency
Two infrastructures are physically interdependent if the state
of each is dependent on the material output(s) of the other.

















































Figure 2. Examples of electric power infrastructure dependencies.Figure 1.1: Electric power infrastructure dependencies [8].
number of threats to the reliability of the electric grid, including space weather, aging, acci-
dents, and random failures. In this thesis, we focus on the growing threat from cyberattacks
to power grids.
In rece t years, security experts have raised serious concerns about the fact that the
quickly evolving cyberthreat landscape is outpacing existing protection and defense mech-
anisms in the energy sector, especially in the power grid domain [9]. Technically speaking,
there are no easy ways to address the cybersecurity issues in power grids. The reason
is that power grids naturally have a very complex structure that are far more than power
plants, high voltage transmission lines, transformers, and distribution lines. To understand
the cybersecurity challenges in power systems, we first need to understand their general
architecture. The overall a chitecture of a power grid can be represented with seven dif-
ferent component groups. These component groups can be leveraged to determine how
a p wer grid c n addre s the tech ic l, operational, cybersecurity, market, regulatory, or
end-customer requirements. These components are [10]:
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1. Electric Component: This group includes the high power equipment of every power
grid such as power generators, power transformers, circuit breakers (switches), and
transmission/distribution lines.
2. Industry Component: This group represents a large number of the utilities and
private-party generation units interacting with each other through the grid operation,
planning, and energy markets. Note that the structure of the markets are different in
every region.
3. Control Component: This group consists of the system control and protection
schemes which are essential to the grid’s continuous and optimal operation. The goal
of this component is to ensure the delivery of the electric energy with high quality to
the end users.
4. Digital Component: This group includes the devices associated with the informa-
tion and communication technology (ICT) in the power grid, which are a part of its
supervisory control and data acquisition (SCADA) system. This component is vital
for the optimal operation and control of the grid.
5. Convergent Networks: This group represents the other networks which have indi-
rect interactions with the power grid. For example, the fossil fuel and natural gas
distribution pipelines are both very important in a reliable operation of every power
grid.
6. Regulatory Component: This group denotes the state regulations on different levels
of the power grid operation. The regulations vary significantly from region to region,
and can significantly affect the cybersecurity aspect of the power grid operation.
7. Coordination Framework: This group represents the framework in which all the
coordination between different groups can be done for the optimal operation of the
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power grid. This task is usually done by independent system operators (ISOs) in the
control centers of the SCADA system.
As it can be seen, the overall architecture of the power grid is very complex and there
are so many pieces that are interacting with each other for the continuous and reliable
operation of the grid [11]. The key point is that the current architecture of the power
system has been designed few decades ago, when there was no cybersecurity consideration
in its design. The concept of smart grid has been recently introduced and was a great
improvement over the legacy power infrastructure. Smart grid was aimed at using the
state-of-the-art communication and computation technologies in power grids to improve
its efficiency, reliability, and economics. However, this massive increased digitization and
connectivity came with a huge price of growing attack vector to cybercriminals around the
world.
To discuss the key security requirements and challenges in the smart grid, we first need
to take a closer look at the architecture of it. Smart grid can be technically divided into four
different layers [10]:
1. Physical Layer: This layer represents the high voltage components of the smart
grid including the traditional generation units, renewable energy resources, transmis-
sion/distribution lines, and the energy storage devices.
2. Communication Layer: This layer includes all the devices that are a part of the
smart grid communication network, which is called the SCADA system. This net-
work is mostly air-gapped from the Internet and can mainly be accessed internally.
3. System Integration Platform: This layer consists of all the components associated
with the computing infrastructure, networks and security management, and data in-
tegration, which are concentrated in the control centers.
4. Software Layer: The software associated with meter data analysis, customer billing
management, outage management, load control, etc. are categorized in this layer.
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Similar to the information technology (IT) domain, the security requirements for the
smart grid can be covered through the confidentiality, integrity, and availability (CIA) triad.
1. Availability: This security attribute, which is the most important one in the smart
grid, means that information and services should be consistently and readily accessi-
ble for authorized parties at every instant. As an example, the customers should have
a consistent access to the electric energy without any interruptions.
2. Integrity: This security attribute means that the communication data in the smart
grid and the SCADA system must always be intact and unaltered. As an example,
the control commands sent by the control center and the meter readings must always
be accurate to have a secure and reliable grid operation.
3. Confidentiality: This security attribute refers to preventing unauthorized access to
private information in the smart grid. This attribute is thought to be less important in
the SCADA system but is absolutely critical in the end user related matters such as
their billing information.
All things considered, it is obvious that cybersecurity challenges in the smart grid do-
main can be studied from different perspectives. One of the main security challenges in
power grids is the vulnerability of the SCADA system against recent sophisticated attacks.
The existing solutions are based on traditional network monitoring methods which are to-
tally ineffective when the entire SCADA system is compromised. Also, there are a set of
emerging threats in the smart grid that exploit the lack of data confidentiality in the SCADA
system for different malicious purposes. This thesis studies the emerging threats caused by
the aforementioned major challenges and proposes a set of real-world solutions to mitigate
them or at least reduce their damaging consequences.
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1.2 Research Scope and Thesis Outline
This thesis focuses on studying three major cybersecurity challenges in smart grids which
are briefly outlined as follows:
1.2.1 RFDIDS: Radio Frequency-based Distributed Intrusion Detection System for the
Power Grid
The widespread blackout in Ukrainian power grid on December 2015 was a wakeup call
that modern power systems have numerous vulnerabilities, especially in power substations
which form the backbone of electricity networks. There have been significant efforts among
researchers to develop effective intrusion detection systems (IDSs) in order to prevent such
attacks or at least reduce their damaging consequences. However, all of the existing tech-
niques require some level of trust from components on the SCADA network; hence, they
are still vulnerable to sophisticated attacks that can compromise the SCADA system com-
pletely. The first part of this thesis presents a radio frequency-based distributed intrusion
detection system (RFDIDS) which remains reliable even when the entire SCADA system
is considered untrusted. The proposed system uses radio frequency (RF) emissions to mon-
itor the power grid substation activities. Indeed, it utilizes a radio receiver as a diagnostic
tool to provide air-gapped, independent, and verifiable information about the radio emis-
sions from substation components, particularly at low frequencies (LF, 0.05−50 kHz, or
>20 µs period). The simulation and experimental results verified that four types of di-
agnostic information can be extracted from radio emissions of power system substation
circuits: i) harmonic content of the circuit current, ii) fundamental frequency of the cir-
cuit current, iii) impulsive signals from rapid circuit current changes, and iv) sferics from
global lightning strokes. Each or a combination of the first three diagnostics can be ef-
fectively leveraged to directly detect specific types of power grid attacks. Meanwhile, the
last diagnostic is utilized to check the integrity of the receiver’s signal as it is encoded
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with the quasi-random distribution of the global lightning strokes. The simulation and real-
world experimental results verified the effectiveness of RFDIDS in protecting the power
grid against sophisticated attacks.
1.2.2 MaDIoT 2.0: Modern High-Wattage IoT Botnet Attacks and Defenses in the Power
Grid
The widespread availability of vulnerable IoT devices has been traditionally exploited to
form giant IoT botnets. A particularly concerning IoT botnet is the one that can be built
around high-wattage IoT devices such as EV chargers and water heaters because in large
numbers they can be leveraged to abruptly change the electricity consumption in the power
grid. These attacks are called Manipulation of Demand via IoT (MaDIoT) attacks, and
while concerning, previous research has shown that the existing power grid protection
mechanisms prevent any large-scale negative consequences to the grid. In the third part
of this thesis, we deeply analyze this assumption and show that a smart attacker can launch
more sophisticated attacks which can cause a total collapse of the power system. We il-
lustrate that by computing voltage instability indices, an attacker can find the appropriate
time and locations to activate the high-wattage bots, causing (with very high probability)
a complete voltage collapse and blackout in the bulk power system; we call these new at-
tacks MaDIoT 2.0. We also propose novel effective defenses against MaDIoT 2.0 attacks
by modifying the way classical protection algorithms work in the power networks.
1.2.3 MaMIoT: Manipulation of Energy Market Leveraging High Wattage IoT Botnets
If a trader could predict small price changes in the stock market better than any other trader,
she would make a fortune. Similarly, in the electricity market, a trader that could predict
small changes in the electricity load, and thus electricity prices, would be able to make large
profits. Predicting price changes in the electricity market better than other market partici-
pants is hard, but in the second part of this thesis we show that attackers can manipulate the
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electricity prices in small but predictable ways, giving them a competitive advantage in the
market. Our attack is possible thanks to recent research that has shown how high-wattage
devices such as EV chargers are able to abruptly change the total demand of the power grid.
Such attacks are called MaDIoT attacks. In this thesis, we present a new variant of MaDIoT
and name it Manipulation of Market via IoT (MaMIoT). MaMIoT is the first energy mar-
ket manipulation cyberattack that leverages high-wattage IoT botnets to slightly change the
total demand of the power grid with the aim of affecting the electricity prices in the favor
of specific market players. Using real-world data obtained from two major energy markets,
we show that MaMIoT can significantly increase the profit of particular market players or
financially damage a group of players depending on the motivation of the attacker.
The rest of this thesis is organized as follows. The related work and literature review
are discussed in Chapter 2. Chapter 3 presents RFDIDS, the air-gapped IDS for power
substations and its main challenges. In Chapter 4, we will study MaMIoT, explaining
how an adversary can exploit the lack of data confidentiality in the SCADA system to
manipulate the electricity market prices through high-wattage IoT botnets. In Chapter 5,
we will discuss MaDIoT 2.0, where the same attack vector in MaMIoT can be used for
causing blackout in the target power grid. Eventually, The conclusions and possible future




Previous work related to this research, while limited, can be divided into four broad cate-
gories of: i) IoT device security, ii) SCADA system security, iii) attacks on financial mar-
kets and historical electricity market manipulation cases, and iv) power system security.
2.1 IoT Device Security
The vulnerability and security issues associated with IoT devices have been widely inves-
tigated in [12–23]. The comprehensive study presented in [12] demonstrated that the Mirai
botnet compromised around six hundred thousand vulnerable devices such as cameras, dig-
ital video recorders (DVRs), and routers in a very short period of time. Most of the devices
targeted by Mirai suffered from the “poor default password policy” vulnerability. Prior
to this study, it was revealed that Honeywell home controllers such as thermostats have
two major vulnerabilities: an authentication bypass bug and a cross-site request forgery
flaw. The former of which can be potentially leveraged to get around the authentication
mechanism in the targeted device [24].
Similarly, the lack of sufficient hardware protections in Nest products can be used by
an attacker to install malicious software on these devices [25]. Even older IoT devices, in
which Arduino Yun microcontrollers were used, are vulnerable to cyberattacks [26]. Sev-
eral papers have shown that even in modern architectures, where appliances are controlled
via home assistants or mobile applications, adversaries are able to control IoT devices.
By exploiting vulnerabilities in the home assistants and mobile applications, [13, 14, 27]
showed that attackers can penetrate through the most unlikely channels. For example in
[27], it was shown that by injecting inaudible voice commands to home assistants, at-
tackers can control nearby connected IoT devices. In another interesting research, it was
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illustrated that a worm is capable of compromising Zigbee-based smart lights within a city
and relinquishing control to the attacker [28]. Despite the existing extensive studies in the
IoT security domain, it is obvious that these devices are still vulnerable to different types
of attacks, and as a result, the emergence of large high wattage IoT botnets are a serious
threat in the near future.
2.2 SCADA System Security
Attacks on the power grid SCADA system can be classified into four groups based on the
end goal of the attackers: i) false data injection [29], ii) malicious command injection [30],
iii) communication delay attack [31], and iv) impersonation of control center [32]. The first
two groups are common and were implemented during the Ukrainian power grid blackout
in 2015 [32]. In this event, the attacker opened the substation circuit breakers and cut the
power to customers while feigning normal operating condition to the control center.
To secure ICSs, defense mechanisms have been developed at network and controller
device levels [33, 34]. Promising recent efforts tried to ensure the satisfaction of plant
integrity requirements through behavioral controller profiling [35], hardware-assisted exe-
cution monitoring [36], and formal control logic verification [37]. In the firmware level, the
integrity of the control flow graph of the controller device can be checked for any possible
infections [38]. In addition, the use of hypervisor architecture for controllers is an effective
way to protect the device firmware against zero-day vulnerabilities [39].
Power system cyber security has been traditionally handled using network security and
Internet technology (IT) practices [40–53]. The common features of these works include:
i) they obtain the SCADA system measurements as an input, and ii) they leverage machine
learning methods that look for statistical anomalies in a feature space (often heuristic and
require significant training). For instance, the authors of [45] proposed a hybrid IDS that
learns temporal state-based specifications for different possible scenarios in the system
(disturbances, normal control operations, and cyberattacks). A data mining approach is
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then adopted to learn patterns for various scenarios.
While there are a variety of companies selling industrial control system (ICS)-specific
IDSs and intrusion prevention systems (IPSs), Snort [54] is a popular free and open-source
solution for power grid applications. Using Snort, researchers can define rules to detect
various types of attacks. For instance, specific rules can be defined to alert operators of
attackers performing reconnaissance by detecting suspected SSH password guessing, net-
work scanning, and Modbus scanning.
However, the challenge is that power system security goals differ from traditional IT
security ones due to additional requirements and conditions of operation [55]. The inter-
connection of the physical world and cyber world is a unique feature of modern power grids
compared to traditional IT infrastructures. Therefore, most of the aforementioned solutions
are still vulnerable because they: i) rely on the very components of the grid they seek to
protect (e.g., sensors that monitor power grid equipment), ii) are directly connected to the
power grid (and thus are “in the line of fire”), and iii) rely on the network being monitored
to transport authentic security alerts. Accordingly, it is still theoretically possible that the
solutions themselves can be compromised. This partially motivates the need for security
solutions that are completely decoupled from the system they monitor.
Purely cyber processes can be monitored directly through physical channels, since they
emit physical emanations of different modalities. Past efforts using physical channels (de-
coupled from the systems being monitored) illustrate the feasibility of targeted secret in-
formation disclosure (e.g., cryptographic keys) and signal probes [56–58]. These works
explore technologies to associate the running state of a physical device with its involuntary
analog emissions across different physical modalities. Electromagnetic emissions, acoustic
emanations, power fluctuations, and thermal output variations are the main physical modal-
ities used in previous works. In this chapter, we will use the RF emissions of the substation
circuits to detect malicious activities of attackers. The machine learning-based studies pre-
sented in [59–61] have leveraged high frequency electromagnetic emissions emanated from
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processors of computers and embedded devices to monitor the program execution path.
2.3 Attacks on Financial Markets and Historical Electricity Market Manipulation
Cases
Financial markets have been recently a popular target for cybercriminals around the world.
In this line, hackers have leveraged the concept of market manipulation to affect the specific
market players or the entire market with the aim of gaining monetary profits or causing fi-
nancial damage to the market players. Market manipulation can be defined as the deliberate
and malicious interference with the market values to create an artificial price for a tradable
entity [62]. One of the main ways employed by cybercriminals to implement the market
manipulation attack in financial markets is the DDoS attack. In this attack the adversary
deliberately reduces the availability of products and/or services from a targeted company
or even an entire financial exchange platform, to affect the associated stock prices. Many
companies which deliver services to their clients via online or web applications could fall
victim. In this type of attack, while the victim does not experience physical loss, they could
be severely affected by the negative consequences of service unavailability and reduced in-
vestor confidence.
The biggest market manipulation attack campaign which leveraged the DDoS attack
against U.S. financial markets to date was the Operation Digital Tornado campaign orga-
nized by a group called L0ngWave99. Between February and April 2012, this campaign
launched over six DDoS attacks against U.S. securities and commodities exchange [62].
The Al-Qassam Cyber Fighters, known as QCF, was an attack campaign supported by anti-
Western rhetoric group Hamas that claimed responsibility for Operation Ababil, a series of
DDoS attacks against U.S. financial institutions between 2012 and 2013 [62]. The full list
and detailed explanation of attacks in this category can be found in [62].
In the electricity market domain, since the passage of the Energy Policy Act of 2005,
fraud and market manipulation have been the top enforcement priority of the Federal En-
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ergy Regulatory Commission (FERC). For fiscal year 2018, FERC reported 16 potential
market manipulation cases, 14 of which were closed with no action [63]. The reason for
most of these no action closures was that no evidence was discovered on the detail and
mechanism of the attacks which greatly undermined the credibility of allegations. From
this we see that market manipulation attack in electricity markets is an emerging field which
needs significant research and investigation.
2.4 Power Grid Security
Power system cyber security issues have been widely studied in the past few years [5, 29,
30, 32, 64–84]. Attacks on power systems can be classified into three main groups based
on the ultimate goal of the attacker: i) attacks targeting the power grid communication
infrastructure, ii) attacks targeting the power grid stand-alone components, and iii) attacks
targeting the power grid indirectly.
In the first group, the adversaries’ main goal is to compromise the supervisory con-
trol and data acquisition (SCADA) system, which is a communication network to remotely
monitor and control the power grid. The notable attacks in this category are: i) false data
injection, ii) malicious command injection, iii) communication delay, and iv) denial of
service (DoS) attacks [64–67]. False data injection attacks are used for manipulating the
measurements in the SCADA system to cause false evaluation on the system status in the
control center [29]. This can lead to erroneous or inaccurate control decisions, and even-
tually result in widespread blackouts. In the case of malicious command injection attacks,
attackers send inaccurate commands to system actuators such as circuit breakers to cause
widespread outage in the grid [66]. Since the power grid is monitored and controlled in
a real-time manner, communication delay attacks can cause inaccurate control decisions
and instability of the entire system [66]. Finally, attackers can launch DoS attacks on the
SCADA system. In this attack, the system actuators do not accept control commands from
the control center [67], which could eventually make the entire system unstable. In order
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to detect the aforementioned four types of attacks and defend against them, secure state es-
timation (SE) algorithms have been proposed in the literature[29, 68–72]. These methods
are able to estimate the true state of the power grid despite being fed with inaccurate and
delayed measurements.
In the second group (attacks targeting the power grid stand-alone components), attack-
ers compromise the local controllers such as programmable logic controllers (PLCs) and
remote terminal units (RTUs) with various types of malware to cause damage in the power
system components. Although these malware can damage stand-alone equipment in the
system, extensive propagation of them can affect the entire grid severely and cause re-
gional or nation-wide blackouts. As the first malware in this category, the Aurora attack
was introduced and tested by the Idaho National Laboratory in 2007 [73]. Aurora mainly
targeted power generators by forcing them to get out of a synchronous state. First, the mal-
ware would disconnect the targeted generator from the grid, and then, wait for the generator
to slip out of sync, and quickly reconnect it back to the grid [74]. This series of operations
can cause extreme mechanical stress on the generator’s rotor and eventually lead to explo-
sion. The effect on the generator is akin to getting your car up to 90 mph on the highway
and then suddenly shifting to reverse. The Aurora attack can be detected and prevented by
incorporating the synchronism checking functionality to protective relays of the generator
[75].
Dragonfly was a Russian group that used a set of Trojans and worms to infect the equip-
ment controllers of the power grid generation sector and cause sabotage in major power
plants [76]. They targeted several energy generation facilities in the U.S., Canada, Turkey,
and Switzerland between 2013 and 2017 [77]. General defense mechanisms such as em-
ploying the defense-in-depth strategy were used to mitigate the risk of Dragonfly malware.
Following the Dragonfly campaign, Blackenergy emerged as a powerful Trojan which tar-
geted power substations. Blackenergy’s main functionality was to open the substation’s
circuit breakers and cut the power to customers. This malware was the primary reason for
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the Ukrianian power blackouts that occurred on December 2015 and 2016, in which more
than 230,000 people were left without power for over six hours [30, 32, 78]. Most recently,
a group of researchers from the U.S. and Germany have introduced Harvey, a PLC rootkit
which launches a physics-aware stealthy attack on power grid components such as power
generators [79]. Harvey infects the firmware of the PLC and replaces the legitimate control
commands by malicious ones before they are sent out by the PLC’s output ports to the phys-
ical actuators. It also simulates the physical process to calculate the values of the benign
sensor readings. Sending these fake sensor values to the monitoring system allows Harvey
to keep the attack stealthy. As explained in [79], power grid components can be reliably
protected against Harvey by implementing remote attestation and secure boot mechanisms.
In the third group of power grid attacks (attacks targeting the power grid indirectly), the
adversaries try to indirectly affect the normal operation of the system and cause sabotage
in stand-alone components or blackout in the entire grid [5, 80–84]. This class of attacks
was first introduced in [80] where the system total demand was altered by the intruders to
cause overflow in the power transmission lines and other system components to push the
grid towards instability. The basic mechanism of the attack stems from compromising the
load control signals associated with big industrial loads and data centers. By securing the
communication channels between the control center and controllable loads, the risk of this
attack is greatly reduced. The possibility of load altering to attack big data centers with the
aim of causing power outage in them was studied in [81]. The paper showed that exploiting
the attack vectors in cloud environments (platform as a service (PaaS), infrastructure as a
service (IaaS), and software as a service (SaaS)) can be effectively used for taking down big
data centers. According to this paper, defense and prevention mechanisms for such attacks
are either impractical or extremely expensive.
The authors in [82] developed a software-based protection scheme to detect and protect
against the load altering attacks introduced in [80]. This protection system is purely soft-
ware and does not require any changes in the traditional communication channels/protocols.
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In [5, 83, 84], the authors studied the possibility of exploiting compromised IoT devices to
alter the total demand of the power grid and cause instability in the system. More specif-
ically, the method developed in [83] is an optimization-based approach which requires a
complete knowledge about the power grid (topology of the grid, detailed parameters of the
transmission lines/generators, and real-time regional generation/demand). However, imple-
mentation of this attack is very challenging in practice as the required information may not
be readily available to attackers. To overcome this challenge, Dabrowski et al. proposed a
new method to increase the total system demand through remotely activating CPUs, GPUs,
hard disks, screen brightness, and printers to cause frequency instability in the European
power grid [84]. Although the new approach did not require as much detailed information
about the system components, the number of compromised IoT devices needed for a suc-
cessful attack is quite high because the devices do not consume a lot of power. Soltan et al.
proposed the use of high wattage IoT devices to launch various types of attacks (frequency
instability, power line cascade tripping, and black start restoration interruption) on a power
grid to cause blackouts in the entire system [5]. This novel attack, called Manipulation of
demand via IoT (MadIoT), was further analyzed by Huang et. al. [6] and it was shown
that the introduced attack is not as effective as it was illustrated in [5]. The new analysis
in [6] revealed that while MaDIoT attacks could have negative effects on the power grid
operation, it is extremely hard to cause a widespread blackout in the system through this
attack. According to these analysis, the existence of conventional protection schemes in
the grid can effectively protect the system against random MadIoT attacks. However, these
protection schemes were mainly designed to help the power grid withstand against credi-
ble contingencies and there was no consideration of the manipulation of demand attacks in
their configurations [85, 86].
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CHAPTER 3
RFDIDS: RADIO FREQUENCY-BASED DISTRIBUTED INTRUSION
DETECTION SYSTEM FOR THE POWER GRID
3.1 Introduction
3.1.1 Aim and Motivation
The electricity grid is a highly complex control system and is one of the most impressive
engineering feats of the modern era. Modern societies critically rely on the proper operation
of power delivery systems in nearly every facet [87–89]. There are a number of threats to
the reliability and security of the electric grid, including space weather, aging, accidents,
and random failures. In this chapter, we focused on the growing threat from cyberattacks
to power grid substations.
The world’s first known successful cyberattack on a power system is the Ukrainian
power grid attack which took place on December 23, 2015. During this event, the attackers
used spearphishing in order to gain access to the SCADA system of multiple substations
by posing as a trusted entity [32]. Following the attack, circuit breakers in 30 substations
were switched off, and more than 230,000 residents were left without power [30, 78]. At
the same time, the attackers spoofed the SCADA network traffic and reported a normal
operating condition to the control center. A key aspect of the incident was a distributed
denial of service (DDoS) attack on the call centers so that customer complaints could not
be received by the power company. Between this and the spoofing of network traffic, the
company was unaware of the attack until it was too late. By this point, the substations were
shut off and would not accept commands from the power company to come back online
[32].
After this attack, the number of power outages due to cyberattacks has increased dra-
17
matically. Ukrainian power grid blackout in 2016 as well as the discovery of Dragonfly 2.0
as a root cause for a set of outages in the U.S., Turkey, and Switzerland are testimonies to
this claim [30, 76, 78, 90]. Prior to 2013, Dragonfly targeted defense and aviation com-
panies in the U.S. and Canada. Additionally, the recent attacks on the U.S. power grid
by Russia are a sobering wake-up call that the power grid needs securing [91–93]. The
aforementioned attacks on power systems mainly focused on substations, which form the
backbone of electricity networks. Substations offer a large attack surface as they are widely
distributed throughout the power networks. As an illustrative example, there are ∼70,000
substations across the U.S. [94].
Industrial facilities and individual customers can and do utilize backup power genera-
tion, typically with several hours of available backup. For some foreseeable events such as
hurricanes, fuel can be stored to allow several days of backup power. But, this cannot be
relied on for unpredictable events like cyberattacks, or months-long outages that may result
from severe damage. Therefore, we need a reliable and robust intrusion detection system
(IDS) for the power grid to detect attacks early and potentially reduce their damaging con-
sequences.
To detect attacks early and potentially reduce their damaging consequences, we need a
reliable and robust IDS for the power grid. The existing IDSs focused on securing power
substations through monitoring the network traffic of the SCADA system. Accordingly, if
the attacker can compromise the SCADA network entirely, the IDS will not be able to detect
his malicious activities in the substation. Motivated by this fact, the aim of this chapter is
to propose an air-gapped distributed IDS which monitors the substation activities by radio
frequency (RF) measurements (as a side channel) to verify the correctness of the SCADA




A radio frequency-based distributed intrusion detection system (RFDIDS) is proposed in
this chapter to quickly detect cyberattacks in power system substations. The basic idea
behind the novel approach is that any AC circuit in a substation invariably emits a mag-
netic field which our receiver can very easily detect. Our antenna setup reliably captures
four useful attributes of the magnetic field in power substations: i) magnetic field harmonic
content (circuit current harmonic content), ii) magnetic field fundamental frequency (sys-
tem fundamental frequency), iii) magnetic field impulsive emissions (impulses in the circuit
current caused by switching actions), and iv) lightning sferics. The useful information that
can be extracted from each of the first three attributes were mentioned inside the paren-
thesis. The first three quantities measured by our system will be compared to the SCADA
network traffic, hence providing an air-gapped and redundant mechanism to power system
monitoring and diagnostics. Circuit breaker malicious switching, transformer malicious tap
changing, false data injection to protective relays, and control center are the most impor-
tant attacks which can be detected by RFDIDS. We also utilize a unique and novel method
to authenticate the collected data using the quasi-random sequence of global lightning en-
coded into the magnetic field data (last mentioned attribute), meaning that low frequency
(LF) magnetic field data cannot be spoofed/played back by an attacker. As the proposed
system is non-invasive, it can be easily augmented onto existing substations. This system
can be realized as an extension of an existing open source IDS such as Snort. Indeed, it
can act as a complementary physical signal-based diagnostic and can be codified as a Snort
module. The salient features of the proposed methodology are summarized as follows:
• RFDIDS is air-gapped from the power system substation components and uses a side
channel (RF emissions) to estimate the operating status of the substation;
• The developed methodology can protect the power grid against attacks that can com-
promise the entire grid and all of its attached components;
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• The measured signal from the side channel cannot be spoofed/played back as it is
encoded with the impulses from lightning strokes occurred in far distances.
These features make RFDIDS robust and resilient against advanced types of attacks
in which the attackers can simultaneously compromise the SCADA and RF measurement
systems.
The rest of this chapter is organized as follows. The threat model and the overview of
the proposed scheme is given in section 3.2. Then, section 3.3 presents the background
information about the power grid, RF measurements, and lightning authentication scheme.
The detailed methods to extract useful data from RF measurements in substations will be
explained in section 3.4. Next, section 3.5 represents simulation and experimental results
to verify the effectiveness of the proposed approach. The robustness and resilience of the
new method in challenging situations are thoroughly discussed in section 3.6. Finally, the
conclusion and possible directions are given in section 3.7.
3.2 Threat Model and Scheme Overview
An overview of the considered threat model and RFDIDS structure is illustrated in Fig-
ure 3.1. As shown in this figure, RFDIDS has four inputs: i) magnetic field data from the
LF receiver (located inside the substation fences), ii) lightning database signal, iii) light-
ning signals from the receivers located in nearby substations, and iv) measurements from
the SCADA system and direct sensors. Also, the global positioning system (GPS) signal is
used to synchronize the inputs of RFDIDS with each other. In the first step, the integrity of
the LF antenna signal is checked using first three inputs and the method described in sub-
section 3.3.3. If the signal integrity is verified, the second step will be executed; otherwise,
an alarm, as a sign of intrusion, is sent to the control center via a secure mobile backchannel
separate from the SCADA communications, and the substation control changes to manual
mode. In the second step, RFDIDS extracts the substation measurements and control ac-














Measurement and Command 
Validation 





















Figure 3.1: The overall structure of RFDIDS.
section 3.4). If there is any inconsistency between these two, RFDIDS will set the alarm
signal and changes the substation control to manual mode to prevent further potential ad-
versary actions.
The main assumptions of the threat model are: i) the SCADA system is totally com-
promised by the attacker, and hence, is untrusted, ii) a knowledgeable attacker will be fully
aware of the substation configuration, its control mechanisms, and even our algorithm, and
iii) GPS is a secure and trusted entity1. In this chapter, the possible attacker is classified
into four main groups:
• Attacker level 1: This attacker has background in ICS/SCADA security but he has
no knowledge on electromagnetic analysis;





+ 1 of the receivers to
cause a false negative in RFDIDS. Meanwhile, spoofed GPS signals cannot cause false positives.
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• Attacker level 2: This attacker has background in both ICS/SCADA security and
electromagnetic analysis;
• Attacker level 3: This attacker has background in both ICS/SCADA security and
electromagnetic analysis as well as complete knowledge of and access to the light-
ning database;
• Attacker level 4: This attacker has background in both ICS/SCADA security and
electromagnetic analysis as well as complete knowledge of and access to the light-
ning database and geographical information about the power grid.
Each of these attackers and possible defense mechanisms are discussed in below.
3.2.1 Attacker Level 1
This attacker can only compromise the SCADA system. Therefore, the SCADA system
is assumed to be completely untrusted. However, the magnetic field measurement signal
from the LF antenna, the global lightning database, and sferics detected from other LF
antennas remain trusted entities. The attack is carried out such that the substation equip-
ment behaves maliciously despite sending legitimate measurements to the control center.
For instance, the attacker opens a distribution line circuit breaker to cut the electricity to
customers while sending the circuit breaker close status to the control center. The attacker
can launch a DDoS attack on the call centers so that customer complaints do not reach the
power company (as was done during the Ukrainian power grid blackout in 2015 [30, 78]).
Consequently, the power company is unaware of the attack until it is too late. Substations
are therefore shut off and do not respond to commands to come back online. Accordingly,
the system operator in the control center observes normal operating conditions while cus-
tomers have no electricity.
In this type of attack, the antenna signal can be authenticated successfully using the
method described in subsection 3.3.3. In the next step, to defend against the attack, our
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methodology infers substation measurements and control actions from the magnetic field
signal and compares the results with the SCADA network traffic to identify the malicious
activities in the substation. In this step, the RF signal will show the circuit breaker opening
action while there is no circuit breaker operation report in the SCADA system. Therefore,
the control center will be able to intervene before the attacker can impart long-term damage.
3.2.2 Attacker Level 2
This attacker can go one layer deeper and compromise both the SCADA and the LF mag-
netic field measurement systems simultaneously. Accordingly, in this type of attacker, we
also cannot trust any data from the LF magnetic field measurement system. However, the
lightning database and sferics data from other receivers are still trusted entities. Lightning
database is formed by a network of LF receivers, and includes the location, occurrence
time, and intensity of lightning strokes in each time instant. As it will be discussed in
subsection 3.3.3, by extracting the sferics from the LF measurement signal and comparing
them with the presumed arrival times based on current lightning locations, we can check
the integrity of the antenna’s signal in real time. Should the LF data fail the authentication
test, the control center may intervene to prevent significant damage. After the validation
of magnetic field signal, the rest of the algorithm is similar to the one that we used for
attacker level 1. Note that in this case, the attacker needs to entirely compromise two air-
gapped systems (i.e., SCADA and LF measurement systems) at the same time, which is an
extremely hard task.
3.2.3 Attacker Level 3
This attacker can completely compromise the SCADA system, antenna measurement sys-
tem, and global lightning database. Hence, the only trusted entity in the case of such
attacker is the sferics data from other receivers located in nearby substations. In this situ-
ation, the only way to authenticate the antenna signal is to leverage the sferics data from
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other receivers using the method described in subsection 3.3.3. If the signal authentication
test fails in the first step, an intrusion alarm will be set in the control center; otherwise, the
SCADA system validation test will be executed to find any sign of intrusions in the SCADA
system. It should be noted that the attacker would have to compromise three separate, air-
gapped systems in this type of attack, and yet his malicious activities will be detected by
RFDIDS.
3.2.4 Attacker Level 4
This attacker can compromise the SCADA system, antenna measurement system, lightning
database, and a portion of the other RF receivers in nearby substations. As we will describe
later in subsection 3.3.3, even in this situation, if only one LF receiver works correctly,
it will cause inconsistency in the lightning authentication scheme, illustrating a sign of
an attack. The attacker compromising three air-gapped systems plus additional receivers’
signals in nearby substations is an unlikely scenario, if not impossible.
3.3 Background
3.3.1 Power Grid Overview
The power grid is defined as an interconnected electricity network which aims to deliver
electricity from producers to consumers [95]. A system-level view of a power grid and
its different sectors are shown in Figure 4.3. The grid consists of three main sectors, i.e.,
generation, transmission, and distribution, which are connected together through substa-
tions [89]. In the generation sector, much of the required energy is produced in large scale
power plants at medium voltage (e.g., 13.8 kV). Then, the generated power is stepped up
to a higher voltage (e.g., 345 kV) and is connected to the bulk power transmission net-
work through substations to be transmitted over long distances. Finally, the electricity is
stepped back down to the medium voltage level by substations as it nears consumers. The
distribution sector feeds the consumers within a limited geographical area with medium
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Figure 3.2: The overall view of a power grid and its different sectors.
voltage.
Inside the substations, there are measurement devices (e.g., current transformers (CTs)
and voltage transformers (VTs)), which are responsible for measuring the electrical at-
tributes of the substation circuits to monitor the condition of the whole substation. These
measurements are polled periodically (every few seconds) in remote terminal units (RTUs)
to be transmitted to the control center, where the goal is to monitor and control the entire
power grid. The collection of RTUs from different substations along with the control center
form a meshed communication network called SCADA system [11]. In the control center,
energy management system (EMS) uses the gathered data to perform state estimation (SE).
Doing so, the state variables (e.g., bus voltage magnitudes and their corresponding an-
gles) of the power grid are calculated. The results of the SE are used in EMS applications
such as system security assessment, optimal power flow (OPF), and reactive power control.
EMS applications perform different calculations in order to specify control decisions to be
implemented in the substations or power plants. The main control actions that can be im-
plemented in power system substations are circuit switching (to change the topology of the
grid) and transformer tap changing (to keep the system voltage level within its acceptable
range). Since wide-area control of the power grid is based on remote measurements from
substations, if the SCADA system is compromised by an attack, substations can be criti-
cally damaged. Alternatively, falsified data can trick the operator into making damaging
erroneous changes, causing long-lasting widespread power blackouts.
Owing to the key role of substations in power systems, they have been a popular tar-
get for attackers to cause widespread blackouts [30, 96]. New technologies including
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microprocessor-based intelligent electronic devices (IEDs) and standardized networking
protocols (e.g., TCP/IP) over wide area networks (WANs) are widely adopted in the sub-
stations. Remote access to IEDs or user interfaces in a substation for maintenance purposes
is common. Further, there are many potential system vulnerabilities in substation compo-
nents, e.g., unsecured standard protocols, remotely controllable IEDs, and unauthorized
remote access to substation IEDs [97–101]. In addition, some substation IEDs have web
servers which open them up to malicious remote configuration changes. The fact is, the
power grid has a vast attack surface with many components that are insecure. Thus, it is
critical that we provide novel ways to protect this vital system.
It is worth mentioning that even if firewalls and cryptography schemes are used for
cybersecurity, weak security key management cryptography and misconfigured firewalls
are still exposed to intruders. From the IT point of view, cybersecurity issues are well
known and new security technologies are available. However, security research on the
integration of IT and physical power systems, as an important critical infrastructure, is still
an emerging area.
3.3.2 Radio Frequency (RF) Measurements and AWESOME Receiver
RF measurement of the magnetic field refers to capturing the magnetic field oscillations in
the frequency range of <300 GHz [102]. Since the fundamental frequency of the power
grid is 60 Hz, in our proposed method, we focused on the LF range (<100 kHz) signals,
which are within the range of the RF emissions generated directly by power lines. The
LF radio receiver to collect the magnetic field emissions, known as atmospheric weather
electromagnetic system for observation, modeling, and education (AWESOME) [103], was
completed in 2010 and then upgraded in 2015. The distinguishing features of this receiver
are extremely good sensitivity, frequency and phase response, timing accuracy, and dy-
namic range. Accordingly, we used this receiver in our method to capture the magnetic
fields of substation circuits. The detailed explanation about AWESOME receiver can be
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Figure 3.3: Sample of an LF radio signal and its different components.
found in [103].
An example of LF radio data recorded by AWESOME receiver is shown in Figure 3.3.
These data are taken from a receiver in Dover, Delaware, recording magnetic field as a
function of time. The top left panel shows a spectrogram of the data, with horizontal axis
in seconds, vertical axis in frequency, and color indicating the strength of each frequency
at each time instant. The horizontal lines in the top left spectrogram are radio stations used
by the U.S. Navy for submarine communications. A zoom-in in the top right panel shows
one in particular known as NML, at 25.2 kHz, which broadcast from North Dakota, very
far away from the receiver. The vertical lines in the spectrogram show radio atmospherics,
or ‘sferics’. These may originate from lightning strokes many thousands of miles away, so
could be from almost anywhere around the world. Since a lightning flash occurs roughly 40
times per second on average, and the sferic travels to global distance, there are numerous
sferics in the data, as is clearly evident in this example. The arrival times and amplitudes
of the sferics are determined by the quasi-random distribution of global lightning at that
moment. One selected sferic is shown in the lower left thumbnail. The characteristics of
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this sferic are complex and depend on the type of lightning, the distance from the lightning
stroke to the receiver, and the propagation conditions in the upper atmosphere. As such,
each sferic looks unique. Roughly speaking, this is a random natural phenomenon. Indeed,
it is almost impossible to get a similar lightning signals in two different time instants.
Technically a lightning sferic lasts roughly 1 ms. If there is exactly 1 sferic randomly
inserted each second, and conservatively assuming we have only 1 ms arrival time accuracy
then, the probability of two 1-second segments having the same impulse location would
therefore be 1/1000. In practice, we have many sferics per second which reduces this
probability to be exceedingly small. The interesting point is that the AWESOME receiver
can detect sferics regardless of weather conditions. The bottom right panel of Figure 3.3
shows the harmonics of 60 Hz observed in the receiver. This particular receiver is located at
an educational museum not near a substation, and yet many harmonics of 60 Hz are clearly
detected due to the high sensitivity of the receiver.
3.3.3 Lightning Watermark and Global Lightning Detection Database
A critical differentiator of our approach is a novel scheme to authenticate the measured RF
signal. While many smart grid cybersecurity efforts involve setting up a new sensor, they
all share the same issue that if a capable hacker gains access to the SCADA system, all
these sensor data can be faked. However, our LF data diagnostic does not suffer from this
limitation, and thus, is more secure against spoofing/replay attacks.
Typical LF data contains not only the power line harmonic radiation and impulses, but
also the sferics from global lightning strokes as described in subsection 3.3.2. An example
of LF data detected at multiple sites is shown in Figure 3.4. The top three panels show
magnetic field signatures in a single second at three sites in Georgia, USA. The bottom three
panels show a close-up of a 12-ms segment. There are a huge number of impulsive sferics
from lightning all over the world at any time, many of which are detected by GLD360 (i.e.,
a network of RF receivers to detect lightning strokes around the globe), as shown in the
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Figure 3.4: Lightning impulses (sferics) at multiple LF radio receivers.
map on the right. As an interesting observation, this quasi-random distribution of impulses
acts as a watermark/nonce.
With the knowledge of lightning times and locations detected by GLD360, one could
easily check that the impulse arrival times are consistent with the global constellation of
lightning, by simply accounting for propagation delays around the world at close to the
speed of light, calculating the expected arrival times of sferics, and then verifying that
impulses do indeed appear, thus authenticating the data.
Interestingly, however, even if perfect knowledge of global lightning activity did in fact
exist and were available to a hacker, it would still be extremely difficult, if not impossible,
to synthesize LF data. As the shape of a sferic evolves with distance and as a function
of time of day, season, and other factors, synthesizing accurate LF data would require
computationally intense physical models of propagation between the Earth and ionosphere
that cannot be run anywhere near real time [104]. As such, the quasi-random distribution
of global lightning makes for a one-way function that allows easy authentication but is
practically impossible to synthesize. We will later discuss in subsubsection 3.6.1 that only
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Figure 3.5: Lightning locations within the continental USA on 19-Aug. 2017.
replay attack is possible (not feasible) to be implemented on RFDIDS.
The lightning data are available from the Global Lightning Detection 360 (GLD360)
network, which provides precise time (µs accuracy), location (km accuracy), and intensity
of the vast majority (∼80%) of lightning strokes around the globe. GLD360 uses an earlier
version of the AWESOME receiver, licensed to a company called Vaisala [105]. Figure 3.5
shows an example of lightning locations within the continental USA on 19-Aug. 2017.
Using this precise database of lightning locations and times, it is straightforward to predict
arrival times of impulsive sferics that should be seen by an LF receiver at any location.
In fact, by having the GPS coordinates of the lightning strokes and the substation, we
can calculate how long it takes a lightning signal to travel to the substation location. The
accuracy of this prediction depends on the time accuracy of the GPS signal (< 1µs). As an
example, Figure 3.6 shows the occurrence time of lightning strokes and their corresponding
expected arrival time to a substation located in Atlanta, GA, USA within a 200 ms time
window. In this chapter, we use the national lightning detection network (NLDN) database,
which has the functionality similar to GLD360. However, NLDN captures the lightning
sferics in the continental USA and is more precise than GLD360, meaning that in a constant
time window, NLDN can capture more sferics than GLD360.
30
 
Figure 3.6: The occurrence time of lightning strokes and their corresponding expected
arrival time to the substation location (located in Midtown Atlanta).
The general structure of the lightning authentication scheme is shown in Figure 3.7. As
can be seen, this scheme has three inputs: i) LF antenna signal which includes the magnetic
field of the substation circuit, ii) lightning database which is acquired from a network of RF
receivers, and iii) the detected sferics from the receivers located in nearby (e.g., <100 km)
substations. The lightning authentication scheme leverages the correlation between these
three inputs to identify any attacks on any one of them. The algorithm extracts the sferics
from the first input by removing the signal caused by power line current, as formulated
in Equation 3.1 [106]. The resulting signal consists of a small noise with some impulses
(sferics) (see top left corner in Figure 3.4). We can define a threshold to detect the time of
these sferics and identify their occurrence time.
Bsferics(t) = B(t)−Bpower(t), (3.1)
where B(t) is the measured magnetic field signal (first input), and Bpower(t) is the mag-
netic field signal caused by power line current which can be determined by a mathematical
process expressed in section 3.4.
The second input (i.e., lightning database) has three attributes including lightning loca-
tion, its occurrence time, and its current intensity. Given the location of a lightning strike
and a substation, also occurrence time of that lightning, we can easily calculate the ex-
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Figure 3.7: The general structure of the lightning authentication scheme.
electromagnetic signals from the lightning strokes travel at the speed of light in vacuum.
The bottom left corner of Figure 3.4 illustrates the sferics detected from three receivers at
different locations. As can be seen, the sferics have the same shape with various detection
time which results from their different distances from the lightning locations.
To improve the security of the lightning authentication method, we used the third input
which is sferics from nearby substations. Since each utility owns a large number of substa-
tions (e.g., 50), this input can be used to form a secondary lightning database. To explain
in more details, the time and location of the lightning strokes can be determined by three
receivers forming a triangle. Suppose that our algorithm gets the sferics arrival time from
three different substations (i.e., t1, t2, and t3) as shown in Figure 3.8. In this figure, t0, x0,
and y0 are three parameters which identify the lightning occurrence time and its location.
For t1, one can write the following equation:
t1 = t0 +
√
(x1 − x0)2 + (y1 − y0)2
c
, (3.2)
where c is the speed of light in vacuum. This equation means that the arrival time of a
lightning sferic to a substation is a function of its occurrence time and the distance between
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Figure 3.8: Three different substations with LF receivers and a lightning strike between
them.
similarly, we will have three independent equations with three variables (i.e., t0, x0, and
y0). Solving this system of equations will form the secondary lightning database with
lightning locations and occurrence time. Similar to the second input, this new database can
be used to authenticate the first input signal.
Considering the above mentioned inputs in each substation, we can obtain three se-
quence of sferics within the specified time window. Any inconsistency between the arrival
time of the sferics in these three inputs will likely be a sign of intrusion. Axiomatically, the
existence of the third input increases the reliability of the RFDIDS by improving its data
redundancy. In fact, even if the attacker can compromise the lightning database (second
input) or it is not available at all, our method can still reliably authenticate the receiver’s
signal via the third input. In this condition, at least three other receivers from nearby substa-
tions are needed. In the other case, if only one substation deploys the receiver, the lightning
database (the second input) can be leveraged to authenticate the measured LF signal.
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3.4 Radio Frequency (RF) Measurements in Power System Substations
As mentioned in subsection 3.1.2, at least four types of diagnostics can be extracted from
the measured magnetic field signal: current signal harmonic content, power system fun-
damental frequency, impulses from sudden changes in the current signal, and sferics. The
method for obtaining the last attribute (i.e., sferics) was explained in subsection 3.3.3. In
the following sections, we will explain how we can extract the other three attributes. To
do so, first, we need to find the relationship between the current flowing through a three-
phase circuit and the corresponding measured magnetic field by our receiver. Technically,
the magnetic field emission from a current density in the three-dimensional space can be
calculated from the magnetic retarded vector potential. To explain in the mathematical for-
mat, the magnetic retarded vector potential,
−→













Ii and −→ri are the current (as a phasor) and location of the ith point source, respec-
tively, with respect to the origin, k is the free space wavenumber, and −→r is the location of
the receiver (i.e., the location where the magnetic field of the source point is measured). It
should be noted that the free space wavenumber can be calculated as k = 2πf/c, where f
denotes the frequency of the current flowing in the source point. Considering the fact that
one can split each power line to small pieces of source points, the total magnetic retarded












In addition, the method of images is used to account for the ground plane, allowing the
entire problem to be treated as homogeneous free space. Therefore, every current element
34
is accompanied by an image current, at the opposite location on the other side of the ground
plane, with horizontal current magnitude in the opposite direction. All things considered,
the magnetic field at a given location (i.e.,
−→
B (−→r )) can be calculated through Equation 3.5.
−→
B (−→r ) = ∇×
−→
A (−→r ) , (3.5)
where ∇ is the curl operation on the given vector. Assuming the balanced three-phase
condition in the circuit, one can calculate the magnetic field resulting from the three lines
of the circuit in terms of the current flowing in one of the phases. Accordingly, in a fixed
location for the receiver, the magnetic field of a three-phase line in each frequency can be
expressed as follows:
Bf (If ) = KfIf , (3.6)
where Bf , Kf , and If denote magnetic field, constant coefficient, and current amplitude
of the circuit at a certain frequency (f ), respectively. Therefore, by analyzing the mag-
netic field measurements at each frequency, one can simply estimate the features of the
circuit current (i.e., harmonic content, fundamental frequency, and impulses). Figure 3.9
illustrates the current signal of a typical three-phase circuit and its corresponding magnetic
field which can be seen from a 4 m distance below the circuit in the ground. Although the
shapes of the waveforms look totally different, they have relatively definable relationship.
The reason for this difference is that Kf is not the same in different frequencies. For this
specific example, Kf = 5.89 × 10−9 for all of the harmonics except those of multiples of
three (e.g., 60 × 6 Hz). In the case that the current has a harmonic of a multiple of three,
Kf = 2.88 × 10−7. In practice, we can calculate Kf in the location of our receiver inside
the substation and hence, by measuring the magnetic field of the substation circuits, we can
reconstruct the current signal of different circuits.
Note that the magnetic field signal that can be seen by the AWESOME receiver is
slightly different than what is shown in Figure 3.9, because this receiver has an inherent
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Figure 3.9: Typical waveform of: (a) Line current of a three-phase circuit, (b) Correspond-
ing magnetic field.
high pass filter inside that which further affects the measured signal. To explain in more
details, Figure 3.10 depicts the harmonic content of typical three-phase circuit current. The
black solid line shows the frequency response of the AWESOME receiver filter. Finally,
the harmonic content of the measured magnetic field signal by AWESOME receiver is
illustrated in Figure 3.10(b). Since we already know the behavior of the receiver’s filter
and the value of Kf in different frequencies, by analyzing the harmonic contents of the
LF signal, we can estimate the useful information about the actual current signal of the
substation circuits, which are leveraged in the proposed IDS.
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3.4.1 Harmonic Content and Fundamental Frequency of the RF Signal
The aim of this section is to present the mathematical method for estimating the harmonic
content and fundamental frequency of the measured magnetic field signal. As shown ear-
lier in section 3.4, the magnetic field signal is a periodical one with different harmonics.
Accordingly, the general form of the antenna signal (B(t)) can be represented as follows:
B (t) = B0 +
m∑
n=1
Bn sin (nω0t+ φn), (3.7)
where Bn and φn denote the amplitude and phase of the nth harmonic, respectively. Also,
ω0 stands for the fundamental angular frequency and can be defined as ω0 = 2πf0. Finally,
B0 is the DC component of the receiver’s signal. In Equation 3.7, there are 2m+2 variables
(i.e., B0, ..., Bm, φ1, ..., φm, and f0) which should be determined by our algorithm. In
this chapter, we use the nonlinear least-square algorithm to estimate the aforementioned
parameters of the antenna signal [107]. This algorithm finds the best fit of the measured
signal to the specified mathematical form of that (i.e., Equation 3.7). Suppose that we have
a data window with N > 2m+ 2 samples. Therefore, for kth data sample, we can write the
following equation:
B [k] = B0 +
m∑
n=1
Bn sin (nω0∆Tk + φn),
∀k = 0, 1, .., N − 1
(3.8)
where ∆T denotes the sampling time period. Now, let’s define x and B as the vector of
variables and data samples, and f as the function which represents the right hand side of
Equation 3.8. The dimensions of x and B are (2m + 2) × 1 and N × 1, respectively.
Accordingly, we can rewrite Equation 3.8 as:
B = f(x). (3.9)
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With some mathematical manipulations [107], it can be proven that we can estimate the
value of x iteratively as:





f ′T (xi)(B − f(xi)), (3.10)
where f ′(x) stands for the first derivative of f with respect to x. We continue this process
until we get to the convergence point, that is:
|xi+1 − xi| < ε (3.11)
3.4.2 Impulses in the RF Signal
The aim of this section is to extract the impulses from the receiver’s signal. These impulses
stem from either the circuit breaker switching actions or lightning strokes. However, there
are distinguishing features that allows us to differentiate between the impulses from light-
ning strokes and circuit breaker operation. The main difference is that the circuit breaker
operation impulse is always accompanied by a sudden drop/increase of the first harmonic
(e.g. 60 Hz) in the circuit current, and hence, the magnetic field emission from that circuit.
Moreover, the resulting impulse from a circuit switching causes higher electromagnetic
overshoot than that of a lightning sferic. In this chapter, we used the equation stated in
Equation 3.1 to extract the impulses from magnetic field signal.
3.5 Numerical Validation and Case Studies
3.5.1 Measurement Setup
In order to have comprehensive analysis, we will present a set of experimental results as
well as simulation ones in the following sections. The experimental results come from the
measurements inside multiple power substations. The first two substations are owned by
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             (b) 
 Figure 3.10: Illustration of: (a) Harmonic content of a typical circuit current and AWE-
SOME receiver filter response (100 A = 100%), (b) Harmonic content of the corresponding
receiver signal.
Choptank Electric, A Touchstone Energy Cooperative, which is a not-for-profit, member-
owned, electric distribution Co-op serving approximately 54,000 residential, commercial,
and industrial members in all 9 counties on Maryland’s Eastern Shore (over 6,264 miles)
[108]. Another substation is located in an urban area in Atlanta, Georgia, USA and is
owned by Georgia Power, which is the largest utility that is operated by Southern Company.
Georgia Power is an investor-owned, tax-paying public utility that serves more than 2.4
million customers in 155 counties of Georgia [109]. We have built an LF antenna, which
consists of 20 AWG copper wire wrapped around a 23-cm-diameter circle in 42 turns, to
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Figure 3.11: Different components of the measurement setup.
capture the magnetic field emissions from these substations. In order to gain a good signal
quality, have the impedance matching, and capture a suitable bandwidth, we designed the
antenna such that its resistance and inductance are 1.0 Ω and 1.0 mH, respectively. The
antenna placed right below the AC circuits on the ground with 10 ft distance, such that
its surface is perpendicular to the circuit current. The general view of the measurement
setup is shown in Figure 3.11. In our setup, we used 1 MHz as a sampling frequency
for capturing the LF data. In some cases, we did not have access to experimental results
because of the attacks considerable economic consequences (several million dollars). In
such cases, we illustrated the RFDIDS’s performance through simulation results. In the
simulations, we considered worst case operating conditions and scenarios to assure the
promising performance of RFDIDS. For instance, to model the measurement noise, 10%
(or 20 dB SNR) Gaussian noise is superimposed onto the magnetic field measurement
signal [110, 111].
3.5.2 Attack Scenarios on Substations
The air-gapped IDS described above can be applied in a variety of situations to secure
power system substations against cyberattacks. Some important applications of our method
are explained in the following subsections. Note that the applicability of the proposed
structure is not limited to the mentioned cases. In fact, any attack that changes the current
waveform of a power circuit has the potential to be detected by RFDIDS.
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Circuit Breaker Malicious Switching
The opening or closing of circuit breakers by an attacker can lead to large-scale power
outages such as the Ukrainian power grid blackouts in 2015 and 2016 [30, 32, 78]. The
circuit breaker operation is accompanied by a sudden decrease/increase in the line current.
This generates a radiated magnetic field impulse along with a reduced/increased 60 Hz
magnetic field around the power line. Accordingly, the impulsive signals and amplitude of
the 60 Hz component of the magnetic field are two diagnostic tools that are leveraged for
detecting switching events. Note that these two conditions should occur at the same time to
represent the circuit switching event as there are other normal conditions which can cause
one of the aforementioned situations. For example, in the case of load increase/decrease,
the amplitude of the 60 Hz component will increase/decrease without the presence of any
impulses. Also, the presence of impulse without the change in the 60 Hz component implies
the lightning sferics.
To evaluate the developed theory, we recorded the magnetic field of substation circuits
during several switching events using our measurement setup. Since planned switching ac-
tions rarely (e.g., every six months for maintenance purposes) occur in power substations,
we only had a chance to record the magnetic field of substation circuits during several
(i.e., three opening and three closing) switching actions in three substations mentioned in
subsection 3.5.1. From the multiple switching incidents, two general cases are chosen to
be illustrated in this section. However, the following explanations hold true for all of the
recorded cases. Figure 3.12 illustrates the magnetic field signal and its 60 Hz component
as a function of time. As can be seen, the circuit breaker opening occurs at 11:09:35 since
there are three impulse signals (corresponding to three phases of the circuit breaker) with
reduced 60 Hz magnetic field (drops to zero) after the circuit transient. Because this event
was a legitimate circuit breaker operation, the magnetic field signal is consistent with the
network traffic which is shown in Figure 3.13. According to this figure, the trip command
is sent to the circuit breaker at 11:09:35 utilizing the Select then Operate function code in
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Figure 3.12: Measured magnetic field in a real-world substation during a circuit breaker
opening event: (a) Magnetic field, (b) 60 Hz component of the magnetic field.
DNP 3.0 protocol. Four seconds after the operation of the circuit breaker, the master con-
troller reads the status of the breaker to make sure the trip command has been implemented
successfully. In the case of an attack, we will see the normal operating condition (no sign
of switching) in the network traffic as the attacker tries to hide his malicious activity. In
contrast to the circuit opening event, Figure 3.14 shows the magnetic field signal and its
60 Hz component as a function of time during a circuit closing incident. The impulses
along with the increase in the 60 Hz harmonic (suddenly increases from zero) at 11:47:44
implies a circuit breaker closing event.
Transformer Malicious Tap Changing
A transformer is a critical and expensive piece of equipment in power system substations
that transfers electrical power between two circuits through electromagnetic induction.
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Figure 3.13: Network traffic associated with the circuit breaker opening event.
Transformers are used to increase or decrease the voltage levels in power grids. Distri-
bution substations are usually equipped with on load tap changers (OLTCs). OLTCs help
transformers hold the secondary voltage level in the nominal value regardless of load cur-
rent. Although transformers have not been a direct target of cyberattacks so far, we will
show in the following paragraph that if an attacker gets access to the substation network,
he will be able to cause significant damage to them. Recovering from such an attack needs
a significant amount of time. For example, a physical attack on a substation in California
on April 16, 2013 resulted in damage to 17 giant transformers and 27 days of repair time
[112]. This attack resulted in over 15 million USD worth of damage.
If a hacker gets access to the controller of the transformer OLTC, he can cause sub-
stantial damage to the substation. Let us assume that hackers have gained full control of a
substation. Assuming the typical configuration of two parallel transformers in power sub-
stations, the attacker could change the OLTC setting of one transformer. Meanwhile, they
can send the spoofed current and temperature readings so that the utility does not detect the
wrong OLTC settings. An incorrect OLTC setting can result in circulating current flowing
through the parallel transformers, which increases losses in power transformers. The in-
creased load leads to overheating of the affected transformers, which contain thousands of
liters of oil. The rising oil temperature deteriorates the dielectric properties and results in an
electrical breakdown, and the transformer can catch fire. The substation may be completely
destroyed and the fire may spread to nearby neighborhoods. Recovering from such an event
may take weeks or months. In fact, The substation will require substantial refurbishment
including decontamination of the soil, rebuilding the foundation and grounding system,
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Figure 3.14: Measured magnetic field in a real-world substation during a circuit breaker
closing event: (a) Magnetic field, (b) 60 Hz component of the magnetic field.
acquisition and installation of a replacement transformer as well as all other primary and
secondary equipment affected by the fire. This attack can also occur in bulk transformers,
which have been identified as a major vulnerability of power grids. Incorrect tap changing
transformer operation can even lead to voltage problems and voltage collapse.
This stealth attack takes 10s of minutes to reach a catastrophic state, whereas RFDIDS
can detect the problem within seconds. Our algorithm is able to estimate the flowing cur-
rent in power circuits within an acceptable level of error. By monitoring the amplitude of
the 60 Hz component of the transformer current, we can detect such attacks and prevent
widespread damage to the substation transformer. To further illustrate this attack with sim-
ulation results, let’s consider a simple substation configuration with two identical parallel
transformers supplying a single distribution feeder with a constant current load (Iload = 1
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p.u.), Figure 3.15. In normal conditions, each transformer supplies half the feeder’s load.
In this figure, Vth and Zth represent the voltage and impedance of the Thevenin equivalent
circuit of the transmission system, respectively. Assume that the attacker alters the tap
changer settings of T1 (ε1 = 0.1) and T2 (ε2 = 0). In this circumstance, considering typical




(n (1 + ε1))
+ I1 × jX1, (3.12)
V1 =
V2
(n (1 + ε2))
+ I2 × jX2. (3.13)
With some mathematical manipulations, we can omit V1 from Equation 3.12 and Equa-
tion 3.13 and write the relation between I1 and I2 as:





n (1 + ε2)
− 1
n (1 + ε1)
)
. (3.14)
On the other hand, we know that the summation of transformer currents equals the load
current:
I1
n (1 + ε1)
+
I2
n (1 + ε2)
= Iload. (3.15)
Given the typical parameters in this example, the set of linear Equation 3.14–Equation 3.15
is solved and the transformer currents are calculated as I1 = 4.7906 − 83.7◦ p.u. and
I2 = 4.3606 83.1
◦ p.u. Notice that |I1| and |I2| are much larger than |Iload|. The physi-
cal interpretation is that there is a large component of the current that circulates from one
transformer to the other without entering the load. This circulating current serves no useful
purpose. In fact, it is harmful, wasting energy and possibly overheating the transformers.











  11 : 1n
  
  21 : 1n
  
1I   
2I   
1V   2V   











Tap Changer Operation 
Figure 3.16: Illustration of malicious tap changing attack on a power transformer and its
detection by RFDIDS.
We simulated the previously described scenario in which the malicious tap changer
operation by the attacker causes a significant circulating current in both of the transformers.
Figure 3.16 shows the amplitudes of the actual, spoofed, and estimated currents associated
with the first transformer (T1). To consider the worst case measurement scenario, we added
20 dB noise to the measured signal. As shown in the figure, RFDIDS can successfully track
the current change in the transformer and detect the malicious tap changing attack on that
in the presence of 20 dB measurement noise.
False Data Injection to Substation RTUs
This is one of the most common cyberattacks in power system substations. In this attack,
the attacker tries to manipulate the information in RTUs and report false data to the control





Figure 3.17: Estimated amplitude of the circuit current from RF measurements during a
circuit opening event.
amplitude and fundamental frequency of the circuit current with a reasonable error. Since
the values of these two variables are periodically reported to the control center, our algo-
rithm can check the reported values and compare with the values obtained from the RF
receiver to detect any false data injection attack. In the case of attack, we will see a consid-
erable difference between the reported value of the parameters and their estimated values
from RF measurements.
To show the effectiveness of the RFDIDS in this type of attack, we recorded the mag-
netic field of a substation circuit as a function of time during a switching event. The goal
is to estimate the circuit current before and after the switching event and compare it with
the output of direct measurement devices in the SCADA system. To evaluate the proposed
algorithm in the worst case (in terms of noise), a substation is chosen which is located in a
metropolitan area (i.e., Midtown) in Atlanta, GA, USA. Figure 3.17 depicts the estimated
amplitude of the circuit current before and after the switching incident. In this event, the
other side of the circuit was opened at 13:42:36 through the operation of the circuit breaker
while our side was still connected to the Midtown substation. In the estimation algorithm,
we assumed that the circuit is operated in the balanced condition, meaning that all of the
three phases has the same current amplitude with 120 degrees phase shift with respect to
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each other. According to Figure 3.17, the estimation algorithm reveals the following values
for the amplitude of the phase current before and after the switching incident, respectively:
175 A and 25 A. It should be noted that this 25 A is indeed the charging current of the
circuit which is supplied by the substation.
The actual three phase current values before and after the switching event that are ob-
tained from the SCADA system measurements, are summarized in Table 3.1. As can be
seen, the estimation error in such a noisy area is still reasonable and is almost 10% in the
worst condition. Note that this error partially stems from the assumption of three phase
balanced operation. By deploying three receivers, we can easily eliminate the error causing
by unbalanced operation of the circuit. All things considered, it is obvious that RFDIDS
can successfully detect any false data injection attack on the circuit current amplitude by
defining a threshold of 12%. If there is a deviation greater than 12% between the reported
value of the current and its estimated value, one can claim that it is a false data injection
attack. This means that if the attacker spoofs the reported value of the current amplitude
with less than 12%, the proposed method will return a false positive (normal operation) for
that attack. However, such a small spoofing attack can hardly cause damage or erroneous
decisions in the power grid.
Regarding the threshold for the frequency estimation algorithm, we did not have ac-
cess to the value reported by the SCADA system to make a fair comparison. Instead, we
performed an illustrative simulation, which will be discussed in subsubsection 3.6.2. Ac-
cording to our simulations, a suitable threshold for the system frequency is 0.05 Hz. By
estimating the aforementioned attributes from RF measurements and considering the deter-
mined thresholds, we can detect false data injection attack to protective relays as well. We
omitted the results associated with this attack due to the lack of space.
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Table 3.1: Current amplitude of the circuit before and after the circuit opening event ob-
tained from SCADA measurements and the corresponding estimation error of RFDIDS.
Phase ISCADApre (A) Error(%) I
SCADA
post (A) Error(%)
A 174 0.57 26 3.84
B 182 3.84 27 7.40
C 158 10.75 24 4.16
False Data Injection to Protective Relays
Protective relays, which are located in substations, detect faults in power grids and isolate
the faulty area by sending the trip command to the circuit breakers. These relays, depend-
ing on their functionalities, monitor the circuit voltage, and current waveforms to make
their decisions. A possible attack on a power system substation is to feed these protective
relays with spoofed signals (representing the faulty condition) to cause unnecessary circuit
breaker operations leading to massive load curtailments. Using the presented method in this
manuscript (see section 3.4), we can detect the false data injection attacks on the protective
relays which primarily rely on the current and frequency measurements in their decision-
making process. Distance, overcurrent, and under-frequency load shedding (UFLS) relays
are examples of the relays that are using the circuit current amplitude and frequency in their
decision-making process [114].
As an illustration, we simulated a false data injection attack on the UFLS relays in a
typical power substation to evaluate the efficiency of our algorithm. Technically speak-
ing, these relays measure the frequency decline of the system from its nominal value (i.e.,
60 Hz) and disconnect a predefined amount of customers loads in multiple steps once the
frequency hits the pre-specified thresholds. This is done to recover the frequency of the
system to its nominal value. The typical setting of the UFLS relays in the U.S. power
grid is given in Table 3.2 [115]. The attacker feeds the relay with falsified measurement
signal to cause unnecessary load shedding in the substation (see Figure 3.18). Note that
the system frequency cannot change abruptly since it is coupled with the mechanical speed
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Table 3.2: Typical setting of UFLS relays [115].
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Figure 3.18: Illustration of false data injection attack on an UFLS relay and its detection
by the proposed method.
of the grid generators. To consider the worst case possible scenario for our algorithm, we
assumed that the frequency changes as fast as possible and there is 20 dB measurement
noise in the antenna signal. According to Figure 3.18 and considering 0.05 Hz as the fre-
quency checking threshold, the proposed scheme is able to detect the attack 100 ms after
the attacker starts to inject the spoofed signal and 500 ms before the operation of the first
step of the UFLS relay. This means that even in the worst case operation and measurement
conditions, RFDIDS can successfully prevent such attacks with 100% successful rate.
3.6 Robustness and Resiliency of RFDIDS
Our proposed algorithm has two general stages: i) magnetic field validation (lightning au-
thentication) stage, and ii) measurement and command validation stage. The aim of this
section is to discuss the robustness and resiliency of these two stages in different challeng-
ing situations.
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3.6.1 Magnetic Field Validation (Lightning Authentication) Stage
In this stage, the integrity of the measured magnetic field signal is checked for any pos-
sible manipulations. According to subsection 3.3.3, the lightning authentication scheme
can check the integrity of the measured signal by comparing the arrival time of the light-
ning sferics obtained from three different inputs: lightning database, secondary lightning
database formed by the receivers at nearby substations, and the receiver in the current sub-
station. The following challenges can be discussed for the algorithm of this stage.
The Length of Moving Time Window
As mentioned before, the lightning authentication scheme checks the signal’s integrity in
a moving time window. Here a fundamental question arises: what is the optimal length of
this time window? There are two main challenges in answering this question. If the length
of the time window is too short, there is a possibility that no lightning sferic is detected
in some time windows, and thus, the authentication scheme becomes vulnerable or con-
servative (depending on the type of decision in the case of no lightning in the current data
window). On the other hand, if the length of the data window is too long, the proposed IDS
will experience too much delay in identifying the malicious activities in the substations.
Accordingly, a reasonable trade-off should be made between the number of sferics in the
current time window and the length of that. To determine this, we performed a statisti-
cal analysis on the recorded magnetic field signal from multiple substations as well as the
lightning database. The analyzed data includes the signal of AWESOME receiver obtained
from three substations and in two different seasons and hours (2 hours in total). Also, the
lightning database of the corresponding days are analyzed for 24 hours. As shown in Fig-
ure 3.19, two consecutive sferics can be detected by the AWESOME receiver and lightning
database in a time window with the length of two seconds (with the probability of %99.99).
Therefore, by considering a moving data window with the length of greater than two sec-
onds, if the attacker feeds the algorithm with a spoofed signal without any sferics, he will
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Figure 3.19: Cumulative distribution function (CDF) of the appearance of two consecutive
sferics in terms of time window length.
succeed with the probability of 10−4. In the case that he feeds the RFDIDS with sferics
included signal, the successful rate is zero. Note that the brute force attacks cannot be
implemented in power substations, as with the first sign of intrusion, the substation control
changes to manual mode.
The Level of Consistency between the Inputs
Our statistical analysis (see Figure 3.19) shows that a network of receivers can pick up a
major portion of the lightning sferics in each time window while our fabricated receivers
are able to pick up a subset of those sferics. With a similar reasoning, the probability that
a sferic shows up in the secondary database formed by the network of receivers in nearby
substations is more than that of a single receiver and less than that of the lightning database.
The reason is that the number of receivers used in the lightning database is much higher
than that of the secondary lightning database.
Figure 3.20 shows the typical arrival time of lightning sferics obtained from: lightning
database, secondary lightning database, and the receiver located in the current substation.
In this specific time window, it is expected that four sferics are detected by the AWESOME
receiver. Also, the secondary lightning database misses one of those sferics and detects
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the other three one. Finally, the AWESOME receiver detects two sferics. Considering this
point, the proposed scheme compares the arrival time of the sferics from bottom to the top.
This means that our method extracts the lightning sferics from the antenna signal, and then,
sees that if all of these sferics are expected according to the primary and secondary light-
ning database. There is a possibility that a sferic is detected by the AWESOME receiver
and its corresponding data does not exist in the primary and secondary lightning databases.
Therefore, we need to define a suitable threshold for the number of inconsistencies in each
time window. To find the appropriate threshold, we performed a statistical analysis on 1.5
hours of the recorded data with different data window lengths and thresholds. As shown in
Table 3.3, with the time window length of 4 seconds and the threshold of 3, we will have
99.99% true positive rate (normal conditions). By choosing the mentioned parameters as
the settings of the lightning authentication method, we tested the proposed algorithm with
another 30 minutes of LF signal that we did not consider in our statistical analysis. The
result of this test is 100% true positive rate and 0% false negative rate. We also tested our
algorithm with the determined parameters and by feeding it with a 15 minutes replayed
(fake) signal. In this experiment, the true negative (attack) rate is acquired 99.99% and the
false positive rate is obtained 0.01%, which show the effectiveness of RFDIDS in authen-
ticating the LF signal. Figure 3.21 depicts the extracted lightning sferics from the antenna
signal during a switching event and the corresponding lightning database sferics. In this
10 seconds window, there is only one sferic in the receiver’s signal that its corresponding
sferic does not exist in the lightning database.
Feasibility of Attacks
The difficulties associated with launching various levels of attacks on the lightning au-
thentication scheme were mentioned in section 3.2. As discussed, the attacker needs to
compromise all of the three inputs of the first stage algorithm to be able to circumvent
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Figure 3.20: A typical illustration of the arrival time of lightning sferics obtained from:
lightning database, secondary lightning database, and the receiver located in the current
substation (the order is from top to below).
Table 3.3: Statistical analysis of the LF signal.











stages, he still needs to synthesize the LF data to implement malicious activities in the sub-
station. As the shape of a sferic evolves with distance and as a function of time of day,
season, and other factors, synthesizing accurate LF data would require computationally
intense physical models of propagation between the Earth and ionosphere that cannot be
run in real time [104]. Indeed, the quasi-random distribution of global lightning makes a
one-way function that allows easy authentication but is practically impossible to synthe-
size. In addition to this, to synthesize an accurate LF signal, the attacker needs to know the
exact geographic distances between all of the substations in the system which is not easily
accessible.





 Figure 3.21: The extracted lightning sferics from the antenna signal during the switching
event and the corresponding expected sferics obtained from lightning database.
means that the attacker needs to record the signals of the three inputs and replay them to the
proposed scheme. In order to successfully defeat the whole IDS, the attacker should also
replay the relevant SCADA network traffic to the control center. Needless to say, recording
and spoofing the mentioned four signals are extremely hard, if not impossible.
3.6.2 Measurement and Command Validation Stage
As mentioned earlier, this stage of the proposed algorithm is responsible for extracting the
harmonic content, fundamental frequency, and impulses (caused by switching actions) of
the measured magnetic field signal. According to Equation 3.1, the accuracy of the impulse
detection approach directly depends on the accuracy and robustness of the harmonic content
and fundamental frequency estimation algorithms, which are analyzed in the following
subsections. To test the proposed algorithm, we simulated a set of illustrative case studies
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Figure 3.22: Illustration of the robustness of the harmonic estimation algorithm in the
presence of 10% noise.
Performance of the Harmonic Content Estimation Algorithm
To evaluate the performance of this algorithm, we simulated a signal representing the worst
case operating conditions of power substations. The generated signal starts with a constant
amplitude, then, increases with a ramp rate, and finally, suddenly decreases twice. Also,
to model the measurement noise, %10 (or 20 dB SNR) Gaussian noise is superimposed
onto the reference input signal [110, 111]. The general view of the test signal is shown
in Figure 3.22. Also, the actual and estimated amplitude of the signal’s first harmonic is
depicted in this figure with red and blue colors, respectively. A robust algorithm should be
able to track the voltage amplitude of the circuit with negligible error. As can be seen in
Figure 3.22, the adopted algorithm is robust against noise and abnormal operating condi-
tions even in the worst cases, which implies the practical merits of the proposed approach
in real-world applications.
Performance of the Fundamental Frequency Estimation Algorithm
Similar to the previous section, we simulated a signal for the worst case operating con-
dition associated with the system frequency. The generated signal starts with a constant
frequency, and then, its frequency increases with a ramp rate. Also, to model the measure-
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Figure 3.23: Illustration of the robustness of the fundamental frequency estimation algo-
rithm in the presence of 10% noise.
ment noise, 10% (or 20 dB SNR) Gaussian noise is superimposed onto the reference input
signal. Note that the fundamental frequency of the power system cannot change suddenly
as it directly depends on the rotating speed of the synchronous generators [115]. The actual
and estimated values of the system fundamental frequency is shown in Figure 3.23. As can
be seen, the frequency estimation algorithm can successfully track the actual fundamental
frequency of the magnetic field signal with negligible amount of error even in the worst
condition.
3.7 Conclusion and Possible Directions
Recent widespread blackouts throughout the world caused by cyberattacks have shed light
on the fact that the electric power networks require reliable and robust defense mechanisms
to prevent such attacks and reduce their damaging consequences. With this aim in mind,
this chapter proposed an air-gapped physical signal-based distributed intrusion detection
system (i.e., RFDIDS) to protect power substations (as the most critical part of power net-
works) against advanced types of cyberattacks. Although in the proposed IDS, the SCADA
system and even the side channel measurements are considered untrusted entities, it still can
provide high level of security to protect substations against advanced types of attacks. In
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fact, the RF signal is encoded with the quasi-random sequence of lightning strokes around
the globe, which acts as a watermark/nonce and this is an effective feature to authenti-
cate the signal. Once the RF signal’s integrity is verified, we can estimate the substation
measurement and control actions from the magnetic field measurements with high accu-
racy. This allows us to check the integrity of the SCADA system traffic. The simulation
and real-world experimental results revealed the effectiveness of RFDIDS in authenticating
the magnetic field signal and estimating the SCADA system measurements and commands
with an acceptable level of resiliency and robustness.
Despite the progress made in this chapter, there are still a set of challenges in the pro-
posed scheme. Our future studies will focus on the following existing issues:
• In the lightning authentication scheme, we used the location and occurrence time
of lightning strokes as diagnostic tools. Future studies can include the shape and
intensity of sferics in the authentication scheme with machine learning methods in
order to increase the security of this approach.
• The proposed effort in this chapter analyzed the utilization of RF receivers placed
inside the substation fences. We noticed that some of the circuit current attributes
can be detected from the receivers located at distant locations. One possible future
study is to investigate and formulate the use of remote LF antennas to monitor the
substation activities.
• In this chapter, we assumed that there is one antenna for securing each of the substa-
tion circuits. Future studies can focus on finding the optimal number and location of
LF receivers to reduce the implementation cost.
• Another existing challenge is the lack of secure wide-area monitoring system for the
power grid. Owing to the fact that the current SCADA system is highly unreliable
and vulnerable, one can study the use of proposed substation monitoring system to
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MADIOT 2.0: MODERN HIGH-WATTAGE IOT BOTNET ATTACKS AND
DEFENSES IN THE POWER GRID
4.1 Introduction
Most attacks on power systems (e.g., Ukrainian power grid blackout, Dragonfly 2.0, and
Aurora [32, 75, 77, 78]) target the central control systems of the electrical grid through
phishing. While targeting control systems is a direct attack, power systems can also be
attacked indirectly through the consumer side. Given the proliferation of IoT vulnerabilities
and the growing availability of high-energy wattage devices with Internet connectivity, a
new research community has begun studying Manipulation of Demand via IoT (MaDIoT)
attacks [5, 6]. In a MaDIoT attack, a botnet consisting of high-wattage IoT devices is
used to abruptly change the load of the power system; these attacks might cause frequency
instabilities, line failures, and increased operating costs [5].
A followup-work by Huang et. al. [6] argued that a missing piece in Soltan’s analysis
was a model of the protection mechanisms already in place in the power grid to prevent
problems caused by natural events (e.g., sudden loss of generation due to technical reasons).
They then showed how these protections (e.g., under-frequency load shedding or the time
delay before disconnecting an overloaded transmission line) will significantly reduce the
impact of MaDIoT attacks. In particular, Huang et. al. argue that the embedded protection
systems in the power grid will prevent widespread blackouts through MaDIoT attacks.
In this chapter, we revisit this problem by taking an adversarial look at how protection
mechanisms can be fooled by sophisticated MaDIoT attacks. Previous work has launched
MaDIoT attacks as an all-or-nothing effort (e.g., turning on all bots at the same time, or
turning them all off) [5, 6] and this spreads the attack throughout the power system equally;
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however, in this chapter, we show that sometimes “less” is better. In particular, we show that
by carefully turning on devices in specific geographical locations, we can target the system
more methodically and use the existing protection schemes to exacerbate the problem.
In particular, we propose MaDIoT 2.0; our new attack looks at voltage stability indices
and then targets the geographical areas where the system is more vulnerable from the sta-
bility perspective. In addition, we show that while protection mechanisms help the stability
of the power grid when the MaDIoT attacks spread over the system, under our attack sce-
nario, these protections are not effective in preventing the system collapse. Finally, we
design new power grid protections that take into account MaDIoT 2.0 attacks, and show
that they are effective for limiting the impact of these attacks.
In summary, our contributions include the following:
• In order to have realistic results, we considered a more comprehensive model for
the power grid relative to that used in [5, 6] including the high order models for the
standalone devices (e.g., generators, transmission lines, and loads), protective relays,
and the controllers of standalone devices. This higher fidelity model helps us have a
more realistic result of the behavior of the power grid against MaDIoT 2.0.
• Unlike previous works [5, 6], MaDIoT 2.0 does not attack the system randomly from
arbitrary geographical locations. Instead, the adversary takes down the power grid by
launching the attack in specific geographical locations that have the riskiest voltage
stability conditions.
• We show that MaDIoT 2.0 has a significantly better success rate compared to the
previous attacks (i.e., [5, 6]) while requiring a fewer number of compromised IoT
devices, which makes it more feasible in practical situations.
• We conduct extensive numerical studies to investigate the effectiveness of MaDIoT
2.0 with real-world data obtained from crawling the websites of ISOs and the Bloomberg
Terminal.
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• We propose a set of short-term and long-term practical countermeasures to minimize
the damaging consequences and severity of MaDIoT 2.0.
The rest of this chapter is organized as follows. The threat model, attack feasibility,
and its effect on the end-users are presented in section 4.2. Then, section 4.3 explains the
basic structure of the bulk power system and its main control and protection schemes. The
detailed formulation and mechanism of the attack model are given in section 4.4. Next, sec-
tion 4.5 evaluates the performance of the proposed approach with real-world case studies
and shows its better performance over the previous works. A set of practical countermea-
sures are given in section 4.6. We discuss the limitations of the proposed attack and future
arms race in section 4.7. Finally, we conclude and discuss the possible future works in
section 4.8.
4.2 Threat Model
4.2.1 Overview of MaDIoT 2.0
The main assumption of this attack (as was assumed in [5, 6]) is that vulnerable high-
wattage IoT devices have been already compromised and are part of the botnet which can
be directly controlled by the attacker (C2 server). We discuss this assumption in subsec-
tion 4.2.2. Before executing the attack stages in real-time, the adversary needs to obtain
the graph of the targeted grid through reconnaissance, phishing, or available automatic
tools. This is a one-time analysis for each given power grid and can be done with offline
analysis. A detailed explanation of how an attacker can obtain the grid graph is given in
subsection 4.4.1.
A MaDIoT 2.0 attack has two main real-time stages: in the first stage the attacker ob-
tains basic information about the targeted power grid, and in the second phase the attacker
analyzes the data to find the right time and place to launch the attack. Figure 5.2 shows the
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Figure 4.1: Overview of MaDIoT 2.0 attacks. 0© Preliminary offline analysis: the attacker
obtains the grid graph through reconnaissance and inference tools, 1© Data acquisition
stage: the attacker collects the real-time operation information about the current operating
point of the grid by crawling the online websites of ISOs and Bloomberg Terminal, 2© Sys-
tem analysis stage: the attacker analyzes the raw data and determines the weakest points of
the grid from the stability perspective. Finally, the attacker assesses the feasibility of the
attack with the available high-wattage IoT botnet and implements it if it is feasible.
these steps.
Data Acquisition Stage
In this stage, the goal of the attacker is to obtain real-time information on the state of
the power grid. With the emergence of deregulated electricity markets in recent years,
real-time information is publicly available through the ISO websites or stock trading tools
like Bloomberg Terminal [116]. Three examples of online data sharing in ISOs websites
are given in [117–119]. This data is openly available so traders and market players can
monitor the changes in the underlying system and quickly adapt their bids in the market for
obtaining maximum profit. Since the power grid is controlled through an isolated network
from the Internet called the SCADA system, it was believed that such data sharing would
not help adversaries. MaDIoT attack showed that even when the attacker has not penetrated
the SCADA system, they can use this information to indirectly launch successful high-
wattage botnet attacks.
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By crawling ISO websites and the Bloomberg Terminal, an attacker can learn the power
production and consumption of the system in different nodes1 and estimates the stability
margin of the grid in various geographical regions. In particular, the attacker can obtain the
integrated power generation/consumption of each node, which is explicitly shared via the
methods outlined above.
System Analysis Stage
After learning the state of each node, the next step for the attacker is to identify the most
vulnerable nodes based on voltage stability analysis. The motivation to conduct this study
is the fact that one of the most common root causes of big blackouts is the voltage instability
following severe technical incidents such as big imbalances between energy generation and
consumption (e.g., caused by the outage of critical power plants due to technical faults) [86,
87, 120].
A classical way to identify vulnerable nodes is through voltage stability indices. There
are multiple voltage stability indices in the literature, and they can help the attacker rank
the nodes and determine the most vulnerable ones in real-time. We will give a detailed
explanation of these indices along with their performance in section 4.4 and section 4.5.
Once the attacker ranks nodes according to their vulnerability margin, the attacker needs
to evaluate the likelihood that an attack on the top nodes (e.g., the top 5 most vulnerable
nodes) will bring the power system down. If the attack is feasible, the adversary sends the
attack command to the relevant bots located in critical nodes. According to the numerical
results presented in section 4.5, the attack’s success2 rate can be as high as 91%. If the
attack is not feasible, the attacker will wait until the beginning of next scanning cycle
(e.g., five minutes mainly depending on the refresh rate of the public information) and start
again from the first stage. As we will discuss in section 4.5, MaDIoT 2.0 attacks have
1The terms nodes and buses are interchangeably used in power systems. Each node represents a relatively
wide geographical area (e.g., a metropolitan city such as Atlanta or a big power plant).
2Success is defined as a complete blackout in the entire grid, and failure is defined as the recovery of the
grid from the attack.
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two advantages: i) the attack is executed only when there is a good chance for success (so
the existence of the botnet is not discovered because of failed attacks), and ii) a successful
attack to bring down the power grid requires less IoT bots than in previous work because it
only targets the weakest nodes of the system.
4.2.2 Attack Feasibility
From the IoT Botnet Perspective
One of the main questions about manipulation of demand attacks is how feasible it is to gain
control of a botnet of high-wattage devices within a limited geographical area. Historically,
the number of IoT botnets in recent years has increased dramatically, with famous IoT
botnets including Mirai, LuaBot, Hajime, and BrickerBot [121–124]. Similar to previous
work [5, 6], we assume that the attacker has access to a high-wattage IoT botnet.
One of the requirements for MaDIoT 2.0 attacks is that the botnet should have enough
devices in various power grid nodes. While high-wattage IoT devices are just starting to
become commonplace, we can take a look at historical IoT botnets to get an idea of their
distribution. Figure 4.2 shows the geographical distribution of the compromised devices in
the case of Mirai botnet [125]. We can see that a high-wattage botnet with a distribution
similar to Mirai can be used to attack the power grid in various countries such as the U.S.,
Japan, and European-Union countries. One might ask here: how an attacker can activate
the compromised IoT devices located in a specific node (limited geographical area such
as a city)? The differentiation between the location of the compromised bots can be triv-
ially done by classifying and using their IP addresses. There are various research efforts
providing IP location with median errors of just 3.4 km [126], and free and commercial
IP geolocation databases claiming to locate cities (the nodes we are interested in for our
study) with an accuracy of over 85% [127].
Compared to previous work [5, 6], MaDIoT 2.0 attack requires fewer IoT bots to be
successful. The reason is that MaDIoT 2.0 attacks target the most vulnerable nodes of
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Figure 4.2: Geographical distribution of the bots in the case of Mirai botnet [125].
the grid instead of launching attacks spread over all nodes. As shown in section 4.5, an
adversary with 150,000 bots can effectively take down a typical power grid with MaDIoT
2.0 attacks. Considering IoT botnets such as Mirai had over six hundred thousand compro-
mised devices [121], the future existence of a high-wattage IoT botnet with 150,000 bots is
not unlikely.
Entrepreneurial attackers can compromise high-wattage devices and then offer them
for rent. This practice is common in current botnets [128–133]. The available botnet rental
services provide clients with the capability to launch a limited or unlimited (for premium
users) number of attacks per day with a guaranteed minimum duration from minutes to
hours. Since MaDIoT 2.0 attacks take less than a minute, all of the currently available
botnets satisfy this time requirement. The cost of renting a typical IoT botnet is negligible
compared with the cost of a typical blackout. For example, Anderson Economic Group
(AEG) estimates the likely total cost of the 2003 northeast U.S. blackout to be between
$4.5 and $8.2 billion [134].
From the End User’s Perspective
In order to make the attack repeatable, the adversary should try to keep it as stealthy as pos-
sible. From the end user’s perspective, we discuss i) the effect of the attack on the billing
statement of the homeowners, and ii) the possibility of attack detection and prevention in
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each home/building. The financial effect of the MaDIoT 2.0 attack on each of the home-
owners depends on the duty cycle of the attack as well as the total power consumption
at home. As mentioned earlier, MaDIoT 2.0 attacks use the compromised high-wattage
devices for less than one minute. Therefore, even if the adversary launches this attack
multiple times each month, its effect in the household is minimal. According to the en-
ergy information administration (EIA), the average electricity consumption of Americans
is approximately 914 kWh per month. Tennessee has the highest electricity consumption
at 1,282 kWh per residential customer, and Hawaii has the lowest at 517.75 kWh per resi-
dential customer [135]. Assuming that each of the high-wattage IoT bots consumes 3 kW
of electricity and considering the duration of multiple typical attacks in each month (30
minutes), each compromised home will pay 0.11%-0.28% additional payment for electric-
ity bills, which we believe is unnoticeable. To answer the second question, the possibility
of the MaDIoT 2.0 attack is detected by home or device owners is almost negligible be-
cause the duration of the attack is very short (e.g., 10 seconds) to raise any suspicions. In
addition to this, even if the home owner notices the unwanted activation/deactivation of the
compromised high-wattage devices, he would likely think that it is happening because of
a software bug in the device and a simple restart would resolve the issue but it is already
too late and the blackout has already occurred (the attack usually takes less 30 seconds to
cause a blackout in the entire system). Note that in the worst case, individual bot detection
and losing few bots would not thwart the entire attack.
4.3 Background
A typical power grid is divided into different sections illustrated in Figure 4.3 [136]. Gener-
ation, transmission, and distribution are connected together through substations [89]. Each
substation includes high voltage equipment such as power transformers (to change the volt-
age level of the circuits) and circuit breakers (switches for connecting/disconnecting lines),
and also control and protection devices such as protective relays (to detect faults), voltage
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Generation Substation Transmission Substation Distribution 
Figure 4.3: A system-level view of a typical power grid and its different sectors.
and current measurement sensors, and remote terminal units (RTU) to communicate with
the control center via the SCADA system [11].
Most of the energy is produced by power plants in the generation sector. The volt-
age at generators is originally medium voltage (e.g., 13.8 kV), and this generated power is
then stepped up to a higher voltage level (e.g., 500 kV) so that it can be transmitted over
long distances. This voltage level change is performed to reduce energy losses in transmis-
sion lines (higher voltage levels imply smaller currents, which lead to lower transmission
losses). Eventually, the electricity is stepped back down to a medium voltage level by
distribution substations as it nears end users. The distribution sector generally feeds the
consumers within a limited geographical area with medium voltage [136].
4.3.1 Control of Power Systems
The total demand of the power grid is continuously changing. To preserve system stability
and avoid any large-scale blackouts, the output power of generators must match the demand
in real-time [87]. These variations change the load of the transmission lines, some of them
might even work while being overloaded, depending on the grid operating point [6]. There-
fore, to relieve overloaded transmission lines, the configuration of the system is modified
(by switching the transmission lines) so that the energy be transmitted to the end-users via
different routes. These strategies are a part of the power system control mechanism. Power
system control is defined as the set of local and wide-area algorithms which help the sys-
tem operator maintain grid stability. The main goal of operators is to ensure that the grid is
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continuously delivering electric energy to consumers at the nominal voltage and frequency
with an acceptable error (i.e., 120 ± 20 V and 60 ± 0.5 Hz in the U.S.) while keeping the
generation-demand balance. The most important power system control schemes are i) pri-
mary frequency control (governor), ii) automatic voltage control (AVR), and iii) automatic
generation control (AGC). These controllers have either local or wide-area mechanisms.
The primary frequency controller is locally installed in each generator, and it changes
(increases/decreases) the output power of the generator in response to any frequency change
in the system which is a sign of load-generation imbalance in the grid. As a rule of thumb,
whenever the generation exceeds the demand in the grid, the system frequency becomes
greater than the nominal value, and whenever the demand exceeds the generation, it drops
below the nominal frequency [11].
The AVR is similarly installed in each generator with the goal of maintaining the volt-
age level of the generator within allowable ranges; it achieves this by changing the reactive
power output of the generator [87].
Finally, AGC is a wide-area controller that changes the output power of the system
generators to recover the frequency to its nominal value if the primary frequency controllers
are not able to fully recover the system frequency change to the allowable range [87]. Wide-
area controllers gather and analyze the data from the entire grid and make decisions and
issue commands to multiple components throughout the system. These controllers use
a private network for receiving data and sending commands; this network is called the
SCADA system.
4.3.2 Protection of Power Systems
When a severe fault or incident occurs in the system (e.g., short circuit fault in a trans-
mission line, sudden outage of a big power plant, etc.) and the physical damage to the
grid components or a widespread blackout is inevitable, power system protection schemes
will intervene to isolate the faulty area while keeping as much of the transmission network
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still in operation [11]. This means that there may be localized outages that can be easily
repaired, and these are caused to prevent the interconnected bulk system from going down.
These protection schemes can be categorized into local and wide-area methods. The
local protection schemes usually detect and isolate the faulty component in the system to
prevent damage to the equipment and preventing the fault from spreading to the entire
grid. On the other hand, wide-area protection schemes gather and process data from dif-
ferent parts of the grid through the SCADA system to detect any faults and react to them
accordingly. From the technical perspective, wide-area protection schemes employ more
sophisticated data analysis methods and are able to detect and resolve more complex faults
in the system [11]. Table 4.1 lists the most common protection schemes used in the bulk
power system.
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Table 4.1: The most common protection schemes used in power grids.
Name of the Protection Scheme Local or Wide-Area Aim
Distance [137] Local Short circuit detection in transmission lines
Overcurrent [138] Local Overload detection in transmission lines
Overvoltage Load Shedding (OVLS) [11] Local/Wide-Area Overvoltage detection in grid nodes
Undervoltage Load Shedding (UVLS) [139] Local/Wide-Area Undervoltage detection in grid node
Under-Frequency Load Shedding (UFLS) [86, 120] Local/Wide-Area Underfrequency detection in grid nodes
Over-Frequency Generation Rejection (OFGR) [140] Local/Wide-Area Overfrequency detection in generation nodes
Differential [141, 142] Local Fault detection in power transformers and transmission lines
Out-of-Step [143] Local Out of synchronous detection in power generators
Loss-of-Excitation [144] Local Excitation system fault detection in power generators
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These protection schemes play an important role in keeping the grid stable following
severe natural events or accidents, and as shown by Huang et al. [6], they can even protect
the grid from basic MaDIoT attacks. However, basic MaDIoT attacks and natural events
have not taken an adversarial look at protection mechanisms. In the next section, we discuss
what types of attacks can bypass and even use the existing protection mechanisms against
the grid.
4.4 MaDIoT 2.0
4.4.1 Preliminary Offline Analysis
Before we describe the online tasks of MaDIoT 2.0, we discuss a preliminary offline step.
To launch successful attacks, the attacker needs to gather some basic information about
the architecture of the power grid. This architecture does not change over long periods
of time (years) and we only need to obtain them once for every target grid. Although the
power companies and ISOs do not explicitly share this type of information, the attackers
can acquire them with indirect methods such as phishing or social engineering [145]. In
addition to this, researchers have shown that there is enough openly available information
to infer in great detail the topology and configuration of power grids [146].
Because all of the transmission lines and substations in the bulk power grid are out-
doors, they can be identified with online mapping services such as Google Maps [147].
The attacker can easily follow transmission lines from the power plants to the distribution
substations and obtain the graph of the entire system. The size and shape of the tower reveal
the voltage level of the respective transmission line and the attacker can estimate the tech-
nical parameters of the line by multiplying the length of the line to the per-unit values of the
relevant tower. Although this process might take some time if the attacker does it manually,
the processing time here is not important because it is a one-time analysis for every system.
In addition, the attacker can develop computer vision algorithms to automatically (or semi-
automatically) generate the graph of a given system using Google Maps satellite pictures
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Figure 4.4: The graph representation of Chilean power grid on the map of Chile: a) Detailed
network graph without any simplifications, b) Reduced network graph with the elimination
of intermediate nodes, and c) Minimum network graph with the minimum independent
number of nodes [149].
[148–150]. Figure 4.4 illustrates how the graph of the Chilean power grid can be inferred
by an open-source tool [149]. In this figure, power plants, substations, and junctions are
represented with red, blue, and yellow dots, respectively. Also, the transmission lines are
visualized with black lines.
4.4.2 Data Acquisition Stage
As we briefly explained in subsection 4.2.1, once the attacker has some basic information
of the topology of the grid, the next step is to start monitoring the state of the system
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and find vulnerable nodes in real-time. As explained before, this data (power generation
and consumption in each node) of the power grid is released on the website of ISOs (e.g.,
NYISO and CAISO) and is updated every 5 minutes [117, 118]. In addition to this, this data
can also be accessed through an advanced stock trading tool called Bloomberg Terminal
[116]. To extract the operation data, the attacker uses a crawler. To verify this, we collected
all the system operation data of the California and New York power grids from January
2020 to January 2021.
4.4.3 System Analysis Stage
Once the attacker has information about the state of the system, the next step is to determine
the weakest nodes of the grid from the voltage stability perspective. Note that since the
power generation and consumption in different nodes of the system change constantly,
the weakest points of the target grid will change accordingly. In particular, we want to
exploit voltage instability as changing voltages in multiple nodes is easier than attempting
to change the frequency of the grid.
We can create voltage instabilities when the load increases in nodes where the voltage
stability margin is at its critical point [139]. Therefore to find vulnerable nodes, we need
to compute the voltage stability margin. While finding the exact stability margin is com-
putationally expensive and cannot be solved in real-time, the power grid community has
developed a set of voltage stability indices that approximately rank the system nodes based
on their voltage stability margins. We now introduce two candidate options for estimating
this quantity.
Voltage Magnitude of Nodes (Index 1)
During the normal operation of the power grid, the operators want to keep the voltage
magnitude of system nodes constant, and only allow deviations between 0.95 and 1.05 per
unit (p.u.). Undervoltage protection schemes use the voltage magnitude of the system nodes
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as an indication of their stability margin [139]. In these schemes, a lower voltage magnitude
implies a lower stability margin in the node, and hence, during emergency conditions when
the voltage magnitude is too low, the protection scheme drops a portion of the loads that
are fed through the critical nodes to keep the system stability and recover the voltage value
to its nominal range.
This index is very easy to compute, and therefore our first candidate to identify the most
vulnerable nodes is the voltage magnitude of nodes. We will show later that if the attacker
increases the system demand in several critical nodes where the voltage magnitude is in
the minimum range, it then further drops it below the normal range and causes cascading
outages in the power grid.
Modal Analysis (Index 2)
One of the most efficient methods to calculate the voltage stability margin of the system
nodes is the modal analysis based on the Jacobian matrix [151–153]. To calculate this index
for different nodes, the relationship between the system states and the active and reactive










where ∆P , ∆Q, ∆θ, and ∆V are the vectors representing active and reactive power
changes and voltage magnitude and angle change in the system nodes. The elements of
the Jacobian matrix (i.e., JPθ, JPV , JQθ, and JQV ) are calculated based on the results of
the load flow analysis performed in the previous stage (the data acquisition stage helps us
perform this analysis easily). Since the reactive power and voltage changes have strong
relationships with each other, it is reasonable to assume ∆P = 0 [151]. Therefore, we can
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write:
∆Q = [JQV − JQθJ−1PθJPV ]∆V = JR∆V. (4.2)
Reversing the matrix above equation, one can rewrite it as:
∆V = J−1R ∆Q. (4.3)
In order to simplify the calculations, a decomposition can be used to calculate J−1R as:
J−1R = ERξ
−1EL. (4.4)








where ER and EL are the right and left eigenvector matrices of JR and ξ is the diagonal
eigenvalue matrix of JR. Also, ER,l and EL,l denote the lth column and lth row of ER and
EL and λl stands for lth eigenvalue of JR. All things considered, the V-Q sensitivity of










in which µkl and ηlk are the kth element of ER,l and EL,l. The negative value of V QSk
implies the voltage instability in the node k in the grid. During the normal operation of
the power system, V QSk will be positive for all of the system nodes which means that the
system is stable from the voltage stability perspective; however, we can use this index to
rank the system nodes and see which one of them are more prone to the instability point.
The lower value for the V QSk index implies that the kth node of the system is closer to the
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voltage instability and a small load shock can make it unstable.
Checking the Feasibility of an Attack
After the attackers find the most vulnerable nodes in the grid, they need to evaluate the
feasibility of the attack before its implementation. To do so, the adversary can use modal
analysis to determine whether the grid will be unstable following the implementation of
load alteration attack in the weakest nodes of the system. In the first step, the attackers
update the power consumption in the weakest nodes of the power grid based on the avail-
able potential of the high-wattage botnet. Then, they compute AC load flow analysis and
recalculate JPθ, JPV , JQθ, and JQV based on the new updates. Finally, the voltage stabil-
ity index of different nodes can be obtained through Equation 4.6. If following the attack
implementation, the index V QS of weak nodes becomes negative, this implies that the
grid will be unstable; otherwise, the available botnet is not strong enough to take down the
power grid and the attack scenario is not feasible in the current operating point.
If the attack does not succeed with the current state, the attacker needs to wait for
at least five minutes so that the operating point of the grid and power consumption in
different nodes change. Then, the adversaries will repeat the previous analysis until they
find an attack with a high success likelihood. The accuracy of this evaluation is numerically
evaluated in section 4.5. We will show that by using a suitable voltage stability index, the
success rate of the attack can be as high as 90%.
4.5 Experiments and Discussion
Due to the irreparable economic and social damages caused by the real-world implemen-
tation of MaDIoT 2.0, we use simulation results to show the performance of the proposed
attack (as was done in previous work [5, 6]). In this line, instead of adopting simplified
models and simulations, we leveraged an advanced, commercial power system simulation
software called DIgSILENT PowerFactory [154].
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Table 4.2: Generator parameters for the New England power grid.
G H x′d x
′





G1 500 0.006 0.008 0.02 0.019 7.0 0.7 0.003
G2 30.3 0.0697 0.170 0.295 0.282 6.56 1.5 0.035
G3 35.8 0.0531 0.0876 0.2495 0.237 5.7 1.5 0.0304
G4 28.6 0.0436 0.166 0.262 0.258 5.69 1.5 0.0295
G5 26.0 0.132 0.166 0.67 0.62 5.4 0.44 0.054
G6 34.8 0.05 0.0814 0.254 0.241 7.3 0.4 0.0224
G7 26.4 0.049 0.186 0.295 0.292 5.66 1.5 0.0322
G8 24.3 0.057 0.0911 0.290 0.280 6.7 0.41 0.028
G9 34.5 0.057 0.0587 0.2106 0.205 4.79 1.96 0.0298
G10 42.0 0.031 0.008 0.1 0.069 10.2 0.0 0.0125
4.5.1 Test Case and Component Modeling
To evaluate the performance of the proposed attack, we use a standard test power grid,
called the New England power system—this is also known as the IEEE 39-bus test system.
The New England power system includes 39 buses (nodes), 32 transmission lines, 24 power
transformers, and 10 generators. The total base load of the system is 6097.1 MW (active
load) and 1408.9 MVAr (reactive load) [155]. We will also use a smaller test case (IEEE 9-
bus test system) which has been used in the previous relevant works [5, 6]. The IEEE 9-bus
test system has 6 transmission lines, 2 power transformers, 3 generators with a total active
and reactive power generation of 350 MW and 244 MVAr. The single-line diagram of the
New England power grid is shown in Figure 4.5 [155]. The New England power system
includes 39 buses (nodes), 32 transmission lines, 12 power transformers, and 10 generators.
This test system has been widely used in the literature in power grid security and stability
studies. The total base load of the system is 6097.1 MW (active load) and 1408.9 MVAr
(reactive load). To expand the base load, we used a daily load profile in the grid meaning
that at every minute, the load of the grid nodes changes similar to the real-world cases. The
daily load profile we consider is illustrated in Figure 4.6 for the New England power grid.
The dynamic and static parameters of the system generators are outlined in Table 4.2.
The grid graph or the single-line diagram of the IEEE 9-bus test system is illustrated in
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Figure 4.5: The single-line diagram of the New England power grid (IEEE 39-bus test
system) [155].
Table 4.3: Generator parameters for the IEEE 9-Node system.
G H x′d x
′





G1 0 0.0608 0.0969 0.146 0.0969 8.96 0 0.0032
G2 0 0.1198 0.1969 0.8958 0.8645 6.0 0.535 0.026
G3 0 0.1813 0.25 1.3125 1.2578 5.89 0.6 0.036
Figure 4.7 [156]. This system has 6 transmission lines, 2 power transformers, 3 generators
with a total base active and reactive power generation of 350 MW and 244 MVAr. For
the IEEE 9-bus system, we used a relatively similar load curve shown in Figure 4.8. Also,
the dynamic and static parameters of the system generators in this system are outlined in
Table 4.3.
To capture the system dynamics and minimize the simulation errors, an eighth-order
model is used for representing the dynamics of generators. In this model, the mechanical
part of the generator is formulated by a second-order state-space equation and the electrical






Figure 4.6: The active and reactive powers of the New England power grid during the
evaluation period.
Figure 4.7: The single-line diagram of the IEEE 9-bus test system [156].
modeling the AVRs of generators and an appropriate governor model are employed in our
simulations [87].
We also adopt a combinational load model in our simulations, where the static and dy-
namic parts of the composite model are represented by a polynomial model (i.e., a mixture
of power constant, current constant, and impedance constant loads) and a third-order induc-
tion motor, respectively [86, 120]. This model of the system allows us to study the dynamic
behavior of the power grid in response to MaDIoT 2.0 attacks with minimal errors.
We model the system for 24 hours. We chose 24 hours because the daily load curve of




Figure 4.8: The active and reactive powers of the IEEE 9-bus test system during the evalu-
ation period.
periods of time such as one year. Previous works have studied the power grid behavior
during the non-strategic MaDIoT botnet attacks only in one snapshot (e.g., 5 minutes) [5,
6]. Therefore, previous results cannot be reliably extrapolated to longer time periods.
Table 4.4 summarizes the list of new models and simulation contributions of the current
work over the recent related works. Our work presents the most comprehensive and high-
fidelity modeling of real-world power systems when compared to previous works. Our
improved models are highly important because of three main reasons:
1. Ignoring the detailed modeling of the system controllers (i.e., governor, AVR, AGC)
in the time domain simulations can lead to considerably erroneous results compared
with practical situations because these controllers contribute to the system recovery
when a severe incident occurs in the grid [87].
2. When a big disturbance happens in the grid, system protection schemes (i.e., dis-
tance, overcurrent, OVLS, UVLS, UFLS, OFGR, differential, out-of-step, and loss-
of-excitation) seek to locate and isolate the faulty area to limit the damaging con-
sequences of the widespread outages and area of the blackout. Hence, overlooking
these schemes in the simulations will lead to erroneous results [85].
3. The detailed modeling of the system components (i.e., generators, static, and dy-
namic loads) play an important role in the power system dynamic studies. During
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Table 4.4: Modeling and simulation contributions of the current work over the recent re-
lated works.
Element Our Work Soltan et. al. [5] Huang et. al. [6]
Governor 3 7 3
AVR 3 7 7
AGC 3 7 7
Distance 3 7 7
Overcurrent 3 3 3
OVLS 3 7 7
UVLS 3 7 3
UFLS 3 3 3
OFGR 3 7 7
Differential 3 7 7
Out-of-Step 3 7 7
Loss-of-Excitation 3 7 7
Static Load 3 3 3
Dynamic Load 3 7 7
Generator Model 3 7 7
unstable conditions, the dynamic behavior of the loads and system generators makes
the situation worse and pushes the grid towards a more unstable point where recovery
is hard [86].
This comprehensive system modeling approach can be used in future studies as the
benchmark.
4.5.2 Evaluation of MaDIoT 2.0
We first consider the New England power grid for 24 hours. We assume that the attacker
obtains the power consumption of the simulated power grid every 5 minutes. Therefore,
there are 288-time intervals in which the available high-wattage IoT botnet can be used to
take down the power grid. For our initial evaluation, we assume that the attacker has access
to a botnet with 150,000 bots, each of which is consuming 3 kW of electrical power.
Figure 4.9 illustrates the precision, recall, and the F-1 score of the proposed attack










Figure 4.9: The performance of the proposed attack methods along with the approaches
developed in the most recent works obtained from the New England power grid [5, 6].
the New England power grid [5, 6]. Here, the precision or recall alone are not suitable
to judge the performance of the studied attack methods. Since the methods proposed in
[5, 6] have zero false negatives, their recall is 100%. However, they have a high false-
positive rate, and hence, low performance. Accordingly, we use the F-1 score to judge the
overall performance of the simulated attack scenarios because it represents a combination
of both precision and recall. As can be seen in Figure 4.9, the proposed MaDIoT 2.0 attacks
outperform the previous methods with a relatively large margin. As previously reported by
Huang et al. [6], we confirm that in most of the cases the conventional protection schemes
are able to control the disturbance caused by random attacks and keep the system stability
following the IoT botnet attack. However, MaDIoT 2.0 attacks can bypass these protections
and create a cascading failure of the bulk power system. The reason behind this observation
is that we target the weakest nodes of the grid while the proposed attack scenarios in [5, 6]
are uniformly spread over the grid.
Simulating the IEEE 9-bus test system reveals similar results with 0%, 0%, 61%, and
93% F-1 scores that are associated with Soltan et. al. [5], Huang et. al. [6], Index 1 and
Index 2, respectively (see Figure 4.10).
The other interesting observation is that Index 2 for the voltage stability margin indi-









 Figure 4.10: The performance of the proposed attack methods along with the approaches
developed in the most recent works obtained from the IEEE 9-bus test system [5, 6].
observation, it is apparent that Index 2 is a better indicator for determining the voltage sta-
bility margin in system nodes. To validate this claim, we solved the exact model of the
system equations in all of the 288-time intervals and obtained the error-free ranking of the
system nodes in terms of their voltage stability margins. Figure 4.11 depicts the normal-
ized accuracy of Index 1 and Index 2 compared with the ground truth which was acquired
through performing the computationally intensive calculations (that cannot be performed
in real-time) on the New England power grid. According to this figure, Index 2 represents
the ranking of the grid nodes based on their voltage stability margins with lower errors and
this justifies the results we observed in Figure 4.9. It should be noted that the exact equa-
tions of the entire grid took longer than 24 hours to calculate (for all 288 time intervals) and
this is why we cannot use the exact model in the real-time attack mechanism. On the other
hand, the calculation of the proposed indices in each of the time intervals took less than 5
sec (24 minutes for all 288-time intervals) and this makes the MaDIoT 2.0 attack feasible
in practice. Again, simulation of the IEEE 9-bus system returns the same similar pattern
where the normalized accuracy of Index 2 is much higher than that of Index 1. This is
aligned with the aforementioned performance metrics discussed in the previous paragraph.
We also considered how the size of the botnet changed the effectiveness of all attacks.
Figure 4.12 shows the F-1 score of different attack methods versus the number of compro-
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Figure 4.11: The accuracy of the proposed Index 1 and Index 2 compared with the exact
calculations (ground truth).
mised high-wattage IoT devices that the attacker can control in the new England power grid.
As can be seen, not only the proposed attack methods have a higher F-1 score compared
to the previous attack mechanisms in the literature, but also they require smaller botnets to
cause a large-scale blackout of the bulk power system. In addition to this, as the size of
the available botnet increases, the success rate of the proposed attacks increases as well.
However, after a certain point (150,000 bots) the increase in the attack success rate satu-
rates and it does not respond to an increase in the size of the available botnet. In the IEEE
9-bus test system, the optimal success rate for the MaDIoT 2.0 attack is achieved when the
size of the botnet is 5,500 bots. The reason for this observation and its difference with the
New England power grid is that the IEEE 9-bus test system is much smaller than the New
England power grid. Based on this, one can reasonably infer that for smaller power grids,
we will need smaller botnets to achieve the highest attack success rate.
It is interesting to see how the proposed attack causes a system collapse. To do so, we
illustrate the voltage profile of the system nodes and the grid frequency during different
attacks in the New England power grid. Figure 4.13 shows the system frequency and the
voltage profile of the New England power grid during one of the simulated time intervals.
In this Figure, 0©, 1©, 2©, and 3© denote the attack time, protection and control involvement
time, system recovery to the normal condition, and wide-area blackout (voltage collapse),
respectively. As we can see, the system controllers and the protection schemes are able
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Figure 4.12: The success rates of different IoT botnet attacks versus the size of the available
high-wattage IoT botnet in the New England power grid.
to recover the grid to the normal operating state following the attack scenarios proposed
in [5, 6]. However, since our attack targeted the weak nodes of the system, power grid
controllers and protection schemes are unable to handle the emergency conditions follow-
ing the attack, and a system-wide voltage collapse becomes inevitable. More specifically,
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Figure 4.13: The system frequency and voltage profile of the New England power grid during one of the simulated time intervals
following the implementation of different attacks: a) Soltan et. al. [5], b) Huang et. al. [6], and c) Proposed approach using Index 2.
Note: 0©, 1©, 2©, and 3© represent the attack time, protection and control involvement time, system recovery to the normal condition,





Figure 4.14: The performance of the different IoT botnet attacks in the New England power
grid versus the mean value of the normal pdf used for modeling the network latency.
An important factor that has not been studied in the previous works is the network
delay of the bots’ activation during the manipulation of demand attacks. Practically speak-
ing, the attacker cannot simultaneously activate/deactivate the bots in the botnet because
of the latency and randomness in the underlying communication network. To model the
network latency associated with different bots, we considered a normal probability distri-
bution function (pdf) for the network latency. Considering the standard deviation of 100
msec, Figure 4.14 depicts the successful rate of different attack methods versus various
values for the mean of the normal pdf in the New England power grid. As can be seen, the
latency of the communication network does not have significant effects on the proposed
and previous attack methods. The MaDIoT 2.0 attacks still have a very high chance to
cause a system-wide blackout in the studied power system. Simulating this delay in the
IEEE 9-bus test system resulted in a similar pattern where no notable change was observed
during the increase of the botnet delay.
4.6 Countermeasures
The countermeasures for dealing with MaDIoT 2.0 attacks can be categorized as data-
driven, and hardware-driven. Each of these countermeasures has its own advantages and
disadvantages. In order to get the best results and limit the attack probability and conse-
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quences, we need to implement a combination of them.
4.6.1 Data-Driven Countermeasures
The first strategy which will significantly reduce the possibility and effectiveness of the
MaDIoT 2.0 attack is to limit the real-time information shared by ISOs and market par-
ticipants. This is clearly a data privacy issue. Publicly available system data is one of the
main contributing factors which makes MaDIoT 2.0 attacks practical. To eliminate the risk
of such attacks, the ISOs and system operators must share the real-time operation data of
the power grid only with trusted parties. Without this data, the attacker cannot identify the
weakest nodes of the power grid in the current operating point and other crucial parameters
required to launch a successful attack on the grid.
While restricting access to system real-time data will thwart many attackers, it will also
prevent researchers and energy market analysts from performing their analyses. To avoid
this, a more practical solution would be releasing redacted or altered versions of the system
data or even delaying the release of full datasets, such that they cannot be used in real-time.
This would significantly reduce the effectiveness of MaDIoT 2.0 attacks as they require
real-time information from the grid to launch a successful attack.
Another possible countermeasure could be to ask top IoT device vendors, or even con-
sumers to register a fraction of their IoT products in an online database. This database
can anonymously monitor the power consumption of registered devices (and even consider
adding local differential privacy to the traces shared to the database). IoT device vendors
can advertise this functionality as a security program. Even if 1% of the IoT devices are
registered in the database, the market operator can potentially detect MaDIoT 2.0 attacks
by monitoring the statistical behavior of registered devices over time. For example, if 5%
of the registered IoT devices in the database are turning on/off simultaneously in a specific
geographical area, this can be interpreted as an indicator that a MaDIoT 2.0 attack is hap-
pening in the system. The effectiveness of this countermeasure depends on the number of
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compromised IoT devices in the database. Our analysis shows that registering 1% of the
high wattage IoT devices in the online database could almost completely mitigate the risk
of MaDIoT 2.0 attacks. Nevertheless, the practical implementation of this countermeasure
might have some challenges due to the privacy concerns of high-wattage IoT device users
even if it is advertised as a security feature.
4.6.2 Hardware-Driven Countermeasures
The most effective way to prevent MaDIoT 2.0 attacks is to update the protection schemes
of the power grid so that they can recover system stability following any unpredictable
shocks caused by similar attacks. In our experiments, we saw that UFLS and UVLS are the
two main protection schemes involved during MaDIoT 2.0 attacks.
Conventional UFLS and UVLS schemes drop a predetermined amount of the power
grid loads when the system frequency and voltage drop severely following a technical event
such as the outage of a power plant or a heavy transmission line. However, system operators
do not consider the situations such as MaDIoT 2.0 attacks when they are configuring them.
The current protection schemes drop the system loads that are evenly distributed in the
entire grid. However, as shown in subsection 4.5.2, this strategy is unable to protect the
grid and recover it following the proposed IoT botnet attack. While one possible way to fix
this issue is to drop the loads where the attack was launched, it is hard to detect and identify
the location of the MaDIoT 2.0 attack in the grid.
One of the effective indicators which could be leveraged to detect the region of the
manipulation of demand attacks is to use the voltage falling rate of grid nodes [157]. We
observed that during the IoT botnet attacks, the voltage falling rate in the nodes that are
close to the attacked nodes is much higher than that of the far nodes. Therefore, we revised
the setting of the existing protection schemes so that they will first drop loads of the system
in the nodes where the voltage falling rate is bigger than the other nodes. This adaptive
protection scheme will shed some loads in the area of the attack and will help the system
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recover from the attack.
Figure 4.15 illustrates the performance of different manipulation of demand attacks
after the modification of UFLS and UVLS schemes with the explained logic in the New
England power grid. As we can see, the F-1 score of the studied attack mechanisms sig-
nificantly drops with this modification. The high recall occurs because we have zero false
negatives in the test cases. Figure 4.16 depicts the system frequency and voltage profile
following the implementation of a MaDIoT 2.0 attack considering the modified adaptive
protection scheme in the New England power grid. We can see that the system was going
to become unstable following the attack; however, the modified adaptive protection scheme
is able to identify the region of the attack and drop the loads accordingly. This eventually
helps the grid to fully recover from the attack and prevent a system-wide blackout.
This is just an improvement to existing protection schemes against IoT botnet attacks.
However, we also need to check that our modified protection scheme also works against
natural incidents and compare it with the existing protection schemes. Figure 4.17 illus-
trates the performance of the conventional and modified UFLS methods during one week
of the operation of the New England power grid. As can be seen, the performance of the
modified protection scheme is roughly equal to the conventional one during natural tech-
nical events. Therefore, it is feasible to redesign the power grid protection schemes to
withstand against MaDIoT 2.0 attacks while keeping their satisfactory performance during
natural technical incidents. Figure 4.17, is the result of considering a set of contingencies,
including natural faults to evaluate both conventional and our suggested protections during
the events. The contingency analysis was done through well-known methods explained in
[158].
4.7 Limitations
Although MaDIoT 2.0 attacks have excellent performance in causing system-wide black-






 Figure 4.15: The performance of different manipulation of demand attacks after the modi-
fication of UFLS and UVLS schemes in the New England power grid.
bots, it also requires the attacker to have a presence in all nodes. This is a direct factor in
the botnet operator’s success, i.e., if the operator does not have enough bots in a location
that is a “weak point”, the adversary might not be able to launch a successful attack some-
times. It should be noted that the weak points of the power grid change as the loading of
different nodes change around the clock. Accordingly, even if the adversary has compro-
mised few bots in certain nodes, he still should be able to cause a blackout in the target grid
at certain times. To verify these explanations, we did an experiment in the New England
power grid. Figure 4.18 shows the performance of the MaDIoT 2.0 attacks with differ-
ent coverage of nodes that consist of high-wattage bots. As expected, although the attack
performance declines following the decrease in the number of nodes having high-wattage
bots, the performances of the proposed MaDIoT 2.0 attacks are still much higher than that
of the previous methods [5, 6].
The maximum amount of time the attacker will have to wait so that a feasible attack
scenario occurs depends on the operating point of the grid and its general stability margin.
Modern grids are often operated near to their stability limits to use the maximum capacity of
the grid components and to postpone expensive grid expansion plannings. For this reason, a
typical power grid such as the New England test system forces the attacker to wait roughly 3
hours. While impractical, (due to the high operational cost of non-optimal grid operation),
operating a grid with a higher stability margin would increase the time the attacker would
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Figure 4.16: The system frequency (a) and voltage profile (b) of the New England power
grid during one of the time intervals following the implementation of MaDIoT 2.0 attack
considering the modified adaptive protection scheme. Note: 0©, 1©, and 2© represent the
attack time, protection and control involvement time, and system recovery to the normal
condition, respectively.
have to wait to launch a successful attack.
The other important aspect of the MaDIoT 2.0 attacks is their performance sensitivity
to estimation errors by the attacker. To analyze this in detail, we performed two different
experiments in the New England power grid. In the first experiment, we assumed that the
line parameters of the grid transmission lines which are obtained through offline analysis
have some errors. Figure 4.19 depicts the performance of the MaDIoT 2.0 attacks versus
the mean error in the New England power grid line parameters. According to this figure,
the attack performance decreases as the error becomes bigger. However, this performance
reduction is not that significant and the MaDIoT 2.0 attacks are still relatively effective in






Figure 4.17: The performance of the conventional and modified UFLS schemes against the
technical natural events during one week of the operation of the New England power grid.
 
Figure 4.18: The performance of the MaDIoT 2.0 attacks versus the percent of the nodes
including high-wattage IoT bots.
In a final experiment, we considered the effectiveness of our data-driven countermea-
sure, so we assumed that the data associated with the power generation/consumption in dif-
ferent nodes is publicly released with some errors. Figure 4.20 shows the performance of
the MaDIoT 2.0 attacks versus the mean error in the New England power grid nodes’ power
generation/consumption. As it was expected, the performance of the MaDIoT 2.0 attacks
drastically declines with the increased error in the grid nodes’ power generation/consumption.
This performance reduction is more severe than that of the previous experiment shown in
Figure 4.19. It is worth mentioning that Figure 4.20 implies that the first data-driven coun-
termeasure (limiting the online data sharing) cannot be alone used for eliminating the risk





Figure 4.19: The performance of the MaDIoT 2.0 attacks versus the mean error in the New




Figure 4.20: The performance of the MaDIoT 2.0 attacks versus the mean error in the New
England power grid nodes’ power generation/consumption.
index 2 in the presence of 5% error) the attacker chance of launching a successful attack to
cause blackout in the entire grid.
4.8 Conclusion and Possible Directions
In this chapter, we introduced MaDIoT 2.0: a hierarchical two-stage attack mechanism that
leverages the potential of high-wattage IoT botnets to attack the power grid and cause a
widespread blackout in the entire system. The performance of the developed attack meth-
ods is evaluated using extensive simulations and the results showed the superiority of Ma-
DIoT 2.0 over the previously studied attack mechanisms. More specifically, the success
rates of the new IoT botnet attack were 91% and 67% for voltage stability Index 1 and
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Index 2, respectively. In addition, MaDIoT 2.0 requires a smaller number of bots involved
in the attacks, since it targets the weakest nodes of the system in the current operating
state. Finally, we discussed and showed the effectiveness of proposed countermeasures to
mitigate or reduce the damaging consequences of the studied attacks.
We hope that this chapter raises awareness of system operators, ISOs, IoT manufactur-
ers, and system security experts to make the electricity grid more secure against IoT botnet
attacks. In the near future, this problem will be even more critical as the number of smart
appliances with Internet connectivity continues to grow. In closing, we recommend the
following next directions:
• System operators should reconsider the current unnecessary online data sharing mech-
anisms and policies. As it was shown in the chapter, access to historical and real-time
system data can be easily leveraged for malicious purposes.
• Further research is required to develop additional MadIoT attacks and effective pro-




MAMIOT: MANIPULATION OF ENERGY MARKET LEVERAGING HIGH
WATTAGE IOT BOTNETS
5.1 Introduction
In recent years, real-world attacks, as well as demonstration projects, have shown the effec-
tiveness of cyberattacks against the power grid [32, 75, 77, 78]. These are direct attacks,
meaning that they directly target the critical components (e.g., generators) or the super-
vision and control system of the power grids. Recent work, however, has shown how to
attack the power grid indirectly, by compromising consumer devices (and not devices in
the grid) [5, 6]. In particular, the adversary creates or rents a botnet of high-wattage IoT
devices (e.g., an Internet-connected EV charger or water heater), and then, collectively and
abruptly changes the electricity demand of thousands of these devices (via simultaneously
turning them on/off), creating an unanticipated sudden power surge which can potentially
result in local or regional blackouts [5, 6].
In this chapter, we analyze a new unexplored threat from high-wattage IoT botnets: at-
tacks to the deregulated wholesale electricity market [159]. According to the U.S. Energy
Information Administration (EIA), the average price of electricity and total energy con-
sumption in the U.S. was 75 USD/MWh and 2.935×109 MWh, respectively [160, 161],
with approximately 220 billion USD transactions. Such markets can be attractive targets
for cybercriminals around the world and selfish traders who are willing to manipulate the
market.
Market manipulation (creating artificial prices) is not a new problem. In the U.S., the
primary purpose of the Securities and Exchange Commission (SEC) is to enforce the law
against stock market manipulation. Recently, security researchers started to study how
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botnets can facilitate stock market manipulation [162]. In this chapter, we attempt to do a
similar study but in the electricity market.
In a role similar to that of the SEC for the stock market, the Federal Energy Regulatory
Commission (FERC) has oversight on electricity markets in the U.S. and can impose penal-
ties on entities that manipulate the prices. While there have been multiple electricity market
manipulation cases over the years, none of the discovered cases so far have been caused
by cyberattacks [63]. The most visible case of manipulation of the electricity market is the
case of Enron [163], but there are several other traders that have been fined for manipulating
the market over the years, including JPMorgan [164, 165], and Barclays [166].
Our empirical observations on historical market data verified the research findings that
there is a meaningful relationship between the power grid real-time demand and energy
price fluctuations in electricity markets [167]. Our proposed attack, which we call Manip-
ulation of Market via IoT (MaMIoT), exploits this relationship and manipulates the market
prices by slightly altering the total power consumption of the grid through a high-wattage
IoT botnet. This botnet can give a huge advantage to the malicious participants in the mar-
ket, as they can predict sudden (but small) changes in the demand for electricity (changes
created by the botnet). A similar analogy would be a stockbroker who could predict small
fluctuations of the stock prices in advance.
The market manipulation through MaMIoT can be implemented in two general ways
based on the ultimate goal and motivation of the attacker: i) to provide additional financial
profits for one of the market players (i.e., the attacker is one of the market players such
as the previously discovered market manipulation cases by FERC), ii) to cause economic
damage to the entire market (i.e., attacker is a nation-state actor who is doing this as a part
of a trade/cold war). For each of the cases, we develop an optimization model to maximize
the profit (or damage) of a specific market player (or to the entire market) while keeping the
attack as stealthy as possible. The input data for the optimization models are obtained by
crawling and processing publicly available datasets from official electricity market websites
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(they can be similarly obtained through a trading tool called Bloomberg terminal or similar
trading software).
The main contributions of this chapter are summarized as follows:
• This is the first research in the literature that identifies and analyzes the emerging
threat from the high-wattage IoT botnets to the wholesale electricity markets.
• In order to develop successful attacks, we develop optimization algorithms to decide
when and how to attack, subject to the constraints of the market, and the power
constraints of the system.
• We evaluate and test the effectiveness of the attacks with real-world traces.
• We propose a set of practical countermeasures to considerably limit the damaging
consequences and severity of the studied attacks.
The rest of this chapter is organized as follows. In section 5.2 we explain the basic
structure of electricity markets and their various players. We then present the threat model
and attack feasibility in section 5.3. The stealth strategies and the evidence for the presence
of high wattage IoT botnets are presented in section 5.4 and ??. We develop a formulation
of the attack model for different attackers in section 5.5. In section 5.6 we evaluate the
performance of the proposed approach with real-world case studies. We then propose a set
of practical countermeasures in section 5.7. Finally, we conclude and discuss open research
questions in section 5.8.
5.2 Background
5.2.1 Structure of the Electricity Market
There are two main markets for electricity. The wholesale market operates in bulk, while
the retail market is where individual consumers (e.g., homeowners) interact with electric
utilities. In this chapter, we focus on the wholesale market.
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Before deregulation in the 1980s and 90s, the electricity industry operated as a monopoly,
which meant that generators, transmission lines, substations, and distribution lines were
owned and operated by monopolistic (sometimes government-owned) utilities. For several
decades, the amount of energy consumed by their customers doubled about every eight
years, and because of the lack of an efficient market, producers had significant costs for the
expansion, planning, and real-time operations. Eventually, these costs were transferred to
individual consumers.
With deregulation, electric utilities had to sell most of their generation plants and be-
came wholesale consumers, bidding for electricity from power producers or other traders
of electricity. Deregulated markets also allowed new participants to join the electricity
markets such as energy firms, investment banks, and smaller traders, in fact, regulators of
the electricity market encourage traders to join these markets in the hopes of making them
more efficient. Deregulated electricity markets allowed the participation and competition
of multiple energy producers and utilities in the market providing customers with efficient,
cheap, and more reliable energy [168]. There are in general four major players in the
market: producers (generators), consumers (retailers), a market operator, and a regulator.
Producers
Generation companies such as nuclear or coal power plants, hydropower plants, and wind
farms mainly fall into this category where their basic goal is to produce and sell electric
energy. They may also sell services such as frequency regulation, voltage control, and re-
serves to help the system operators maintain the reliability of the power grid. A generation
company can own a single generator or a portfolio of generators with different technologies
[159, 169]. In some cases, financial companies such as JPMorgan rent a power plant with
multiple generators to participate in the market and make profits from their trading strate-
gies [165, 166]. Other traders can also buy electricity from producers and then sell them




Retailers buy electrical energy from the wholesale energy markets and resell it to con-
sumers (e.g., homeowners). Electric utilities and electric vehicle (EV) aggregators1 are
two examples of such retailers [169, 170], but again, other traders can join the market and
purchase electricity [163]. Consumer prices are highly affected by weather and economic
activity.
Market Operator (MO) or Independent System Operator (ISO)
Market operators (MO), also known as independent system operators (ISO), run a computer
program to match the bids and offers submitted by producers and retailers [169]. The
second main responsibility of the ISO is to clear the market in such a way that it preserves
the reliability of the power grid. For example, if all producers of electricity are in one
geographical area and all consumers in another, the ISO has to make sure that the power
transmission lines have the capacity to transfer the amount of energy. Therefore, specific
bids and offers that violate the limitations of the power grid, will be removed from the
market to maintain grid stability [169].
Regulator
A regulator is a government organization responsible for ensuring the fair and efficient op-
eration of market players. This organization monitors the market, studies its environment,
and determines a set of rules to prevent abuse, manipulation, and fraud by the market play-
ers. The regulator also sets the prices for the products and services that are provided by
monopolies or single parties to preserve fairness in the market [169]. FERC is the main
regulator in the U.S.
1An EV aggregator is a market player who participates in the wholesale market on behalf of a certain
number of EVs and charges the batteries of these EVs based on a signed contract.
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5.2.2 Day-Ahead and Real-Time Markets
The wholesale market is different than various other markets in that the products cannot
be stored, so the production of electricity has to match the demand for electricity at every
point in time, which in turn can lead to high volatility of electricity prices. To hedge this
price volatility, the market is divided into two: a day-ahead market (which helps stabilize
the prices of electricity) and a real-time market [159].
In the day-ahead market, all players in the market make forecasts of how much electric-
ity will be needed for the next day, and then at 12 pm, they make offers for the amount of
electricity they will produce (or buy) for every hour of the 24 hours of the next day. About
four hours later the market is cleared by the ISO, and it releases the specific commitments
for each player. For example, if player 1 submitted a bid for consuming 2 MWh for a
price of $15 from 3 pm to 4 pm, player 1 has to do that, otherwise, she will be penalized
financially.
Since predicting the exact energy demand a day in advance is impossible, the market
needs to have a real-time component to correct prediction errors from the day-ahead market.
If the day-ahead market committed to less generation than what is currently in demand,
players make new bids and offers for electricity. If the day-ahead market is committed to
more generation than what is currently in demand, the prices of electricity in the real-time
market can plummet and in some cases can become negative (asking industries to consume
electricity and being rewarded for that).
Both markets work the same way. A bid/offer submitted to the ISO (for the day-ahead
or real-time market) at a specific time slot is shown in Figure 5.1. As illustrated in the
figure, each player of the market submits a quantity-price pair to the ISO for each time
interval. The ISO sorts the bids/offers based on the suggested prices and solves the opti-
mization problem expressed in Equation 5.1–Equation 5.4 to maximize the social welfare
of the market players and determine the optimal price of the market at each time slot while
satisfying the power system physical constraints.
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0 ≤ PDd ≤ P
D,max
d ,∀d ∈ ΩD (5.2)
0 ≤ P Ss ≤ P S,maxs ,∀s ∈ ΩS (5.3)
system reliability constraints (5.4)
The intuition behind Equation 5.1 is to maximize the area between the red and the
green curve in Figure 5.1. PDd is the power demand (in MWh) by player d and λ
D
d is the
price player d is willing to pay to buy that amount of power. In the figure, PDd is one of
the steps in the x-axis of the red curve and λDd is one of the steps in the y-axis of the red
curve. Similarly, P Ss is the amount of power supplier s is willing to provide at price λ
S
s .
At the market-clearing price all players are happy because consumers are buying for less
than (or equal) to their bid, and suppliers are receiving more (or equal) for the generation
they promised. Equation 5.2 and Equation 5.3 denote that one of the bids or offers is not
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going to be accepted in its totality (e.g., that is why in Figure 5.1 the red line intersects
the green line, meaning that one of the supply offers is cut shorter than what the supplier
was offering). Finally, Equation 5.4 is beyond the scope of this chapter, but it basically
deals with the physical topology of the grid and makes sure that the scheduled supply and
demand do not violate any capacity constraints of the transmission lines in the power grid.
5.3 Threat Model
We assume our attacker has a high-wattage botnet, as proposed in recent work [5, 6, 84].
The difference with previous work on high-wattage botnets is that we are not using the
botnet in an attempt to cause electricity blackouts, instead, we study how an attacker can
profit from the botnet by manipulating the electricity market.
Market manipulation in the wholesale electricity market is not new. Perhaps the most
popular case of wholesale electricity market manipulation is the case of Enron, a company
that claimed revenues of over 100 billion during 2000 according to Fortune magazine,
and who Fortune magazine named America’s Most Innovative Company for six consecu-
tive years. In the deregulated wholesale electricity market, traders–often pure middlemen
who did not own power plants–began to ply their trade. One of their functions, which
Wall Street calls arbitrage, was to try to buy power at a low price in one place and sell it
at a higher price somewhere else. The biggest and savviest of traders was Enron [171].
Throughout the years Enron used a variety of tools to manipulate the electricity market in
California, including urging operators to remove power generation plants to perform un-
necessary maintenance, in order to cut the supply and share the profits of higher prices for
generators [172]. Enron was finally caught due to unrelated accounting scandals [163], and
it was only after the fallout of Enron that investigators found out about their energy market
manipulation strategies. If Enron had not engaged in accounting fraud, their energy market
manipulation tactics might not have been discovered for several years.
There are dozens of investigations for market manipulation every year. One high-profile
104
case happened when FERC found evidence of manipulative bidding by JPMorgan in the
California electricity market back in 2013 [164]. After a long fight in court, JPMorgan
agreed to pay $410 million USD to settle allegations [165]. The company had rented two
power plants and used manipulative bidding strategies in the market by creating artifi-
cial conditions (e.g., temporary power shortage in the grid) to sell the generated power at
expensive premium rates [165]. More recently in 2017, FERC approved a $105 million
settlement with the British bank Barclays for market manipulation [166].
In this chapter, we focus on attackers that want to manipulate the market. We assume
two types of attackers with access to a high-wattage botnet:
Attacker Type I: The first attacker is a fraudulent trader, similar to one of the cases iden-
tified in the last two paragraphs. The goal of this trader is to use the high-wattage
botnet to her advantage, manipulating the electricity market and profiting financially
from the attack.
Attacker Type II: The second attacker does not participate in the market, but instead uses
the high-wattage botnet to make the market as inefficient as possible, and thus cause
widespread economic damage to operators of the power grid.
The overall structure of the threat model for these attackers is shown in Figure 5.2.
Attackers first crawl the historical and real-time market data from available online sources
to obtain the optimization parameters that are necessary for designing the attack scenarios
( 0©). An Attacker Type I (fraudulent insider) then submits bids or purchase orders, and
then also submits commands to the botnet ( 1©). An Attacker Type II does not participate in
the market, and simply sends commands to the botnet to cause market inefficiencies ( 2©).
5.3.1 Basics of MaMIoT
The intuition behind the MaMIoT attack is the following: with a high-wattage IoT botnet,
























Figure 5.2: The overall view of the threat model and attack scenarios. 0© Crawler: Crawl-
ing the historical and real-time market data to be used for designing the attack scenario,
1© Attacker Type I: Submitting the malicious bids/offers to the day-ahead and real-time
markets and modifying the grid demand with the available botnet, 2© Attacker Type II:
Modifying the grid demand with the available botnet.
the high-wattage IoT botnet can allow the attacker to increase or decrease the electricity
load slightly at will.
While not entirely an accurate analogy, using an example from the airplane industry can
provide insights into how the electricity market can be manipulated: suppose you book an
airline ticket for a flight you don’t intend to board: it is a waste of time and money unless
you are sure the flight will be overbooked and the airline will have to dish out rewards to
passengers who agree to stay home [171]. Similarly, if you commit to producing electric
power in the day-ahead market but the load does not materialize in the real-time market
(e.g., by turning off several high-wattage IoT bots), you will get rewarded for not producing
the power you did not have in the first place. On the other hand, an attacker can increase
the load on a given day by turning on several high-wattage IoT bots. If the attacker is
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prepared (e.g., putting two generators in service for the day, instead of only one), it can
deliver electricity in the real-time market at lower prices than other generators who did not
anticipate this extra demand (and who did not turn on reserves).
More concretely, an adversary can manipulate the real-time market prices by slightly
changing the total demand of the power grid through a high-wattage IoT botnet. This





k ,∀k ∈ ΩK (5.5)
where λRTk is the manipulated real-time market price, λ
RT0
k is the original market price,
∆DSystemk is the power grid demand manipulation, and αk is a constant number that can be
obtained by analyzing market historical data. Additionally, k and ΩK are the indexes and
set of time intervals (e.g., 15 min.) in the market. According to this equation, an attacker
can manipulate the real-time market price in his own favor by slightly changing the total
demand of the power grid through high-wattage IoT botnets (∆DSystemk ). Based on our
analysis, αk changes considerably at every hour in a given market. Therefore the attacker
needs to be strategic and find the optimal time to attack, as changing the load at different
times will give different benefits.
By analyzing the historical data of two large electricity markets (New York and Cali-
fornia) [117, 118, 173, 174] during one month period, we can estimate the value of αk at
each time interval; this is illustrated in Figure 5.3. According to this figure, the real-time
market price in the New York market is more sensitive to demand manipulation compared
to the California market. As we can see, price manipulation at certain hours (19-21) can be
done with a fewer number of high-wattage IoT bots because of the higher price-load sen-
sitivity factor (αk). For example, a high wattage IoT botnet with 100,000 bots can change
the system demand by 1% and this could result in +15 USD (∼30% increase) in New York
and +5 USD (∼20% increase) in California.
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Figure 5.3: The coefficient representing the price-load sensitivity in the real-time market
obtained from analyzing the market historical data for one month. a) New York ISO, b)
California ISO.
Launching successful market manipulation attacks requires sophisticated strategies for
maximizing the objective function while maintaining the committed resources cleared in
the market, and a low profile to avoid being detected by the market regulator. Before we
discuss sophisticated optimization strategies, we first describe a naive baseline attack.
5.3.2 Baseline Attack
A naive attack strategy for a consumer to get lower electricity prices would be to turn off
all high-wattage devices in the botnet. With lower demand, the price of electricity will
fall and the consumer will pay less for electricity. The equivalent naive attack strategy
for a generator is to turn on all high-wattage devices in the botnet, increasing the demand,
and thus increasing electricity prices. The algorithm for the baseline attack is outlined in
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Algorithm 1.
Algorithm 1 Baseline Attacker
1: function BASELINE(URLISO)
2: History = Crawl(URLISO) . Read market historical data
3: for k = 1 to K do
4: αk = Statistics(History) . Estimate price-load sensitivity at each time slot
5: botnetk = Maximize(αk) . Maximize the price at each time slot and find the
relevant botnet attack
6: return botnetk
Although the baseline attack may seem reasonable and effective at first glance, our
analysis shows that it has two major weaknesses. First, if the adversary tries to benefit a
single market player, this price manipulation must be accompanied by the consideration
of the player’s physical constraints; otherwise, this strategy will lead to lower attack gains
because of the inevitable market penalties (making promises to produce or consume elec-
tricity, and then not being able to fulfill these promises). Figure 5.4 illustrates the profit
breakdown of a typical market player in a single day with different bidding strategies. As
we can see, the overall profit of the player increases in the baseline attack scenario com-
pared to when there is not attack. However, there are some penalties in the baseline attack
scenario because of the violation of the market limitations and the exclusion of the player’s
physical constraints (breaking the promises, as explained above). To prevent these penalties
we need a more sophisticated attacker, which we introduce in the next section. In the more
sophisticated attack, the adversary gains less profit in the day-ahead market; however, he
obtains a large profit in the real-time market with no market penalty. The small day-ahead
profit reduction can be regarded as the preparation cost for gaining the maximum profit in
the real-time market with no penalties.
The second weakness of the baseline attack model is that the adversary might be de-
tected by FERC fairly easily. Stealth is a key point for the success of MaMIoT attacks
as this will allow the attacks to be repeatable (otherwise short-term gains will be small).
Figure 5.5 shows the system load profile associated with different bidding strategies men-
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Figure 5.4: The profit breakdown of the simulated market player in a single day with
different bidding strategies in the New York market. DA: day-ahead profit, RT: real-time
profit, Penalty: market penalties, Profit: overall profit.
 
 
Figure 5.5: This figure shows that the optimized attack is less disruptive to the grid than the
baseline attack. The optimized attack only only activates the botnet at certain times, and
with fewer active bots.
tioned in Figure 5.4. As can be seen, the load profile of the system during the baseline
attack exceeds the upper limit of a typical load forecasting error. Therefore the system
operator can easily differentiate and detect this as an anomaly. Conversely, the load profile
of the optimization-based attack remains within the lower and upper error limit band, and
hence, it will be hard to differentiate these small electricity changes from the general daily
errors in forecasting.
In short, while the naive attack may be better for the adversary than not launching
attacks, the gains will be short-lived. There are too many variables and constraints (physical
constraints of the player, market constraints, and stealth constraints) that the baseline attack
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does not consider. Therefore, we introduce more sophisticated adversaries who leverage
mathematical optimization frameworks to maximize the attack gains.
5.3.3 Attacker Type I
There are two main decision variables for this type of attacker: i) malicious bids/offers
made by the market player (attacker), and ii) system demand alteration at each time interval
through the high-wattage IoT botnet (see 1© in Figure 5.2).
To determine the key parameters (e.g., price-load sensitivity (α) as shown in Figure 5.3)
for the optimization model, the adversary first analyzes publicly available historical market
data from the market’s website [117–119] or on a Bloomberg terminal [175]. Next, the
attacker runs an optimization problem to determine the malicious day-ahead and real-time
bids/offers in the electricity market and the required system demand change of each time
slot (this will be realized through the high-wattage IoT botnet). In addition, we constrain
attacks to be stealthy so that it is hard to accuse a specific market player of abuse. The
algorithm for the first attacker type is outlined as follows:
Algorithm 2 Attacker Type I
1: function ATTACKI(URLISO)
2: History = Crawl(URLISO) . Read market historical data
3: for k = 1 to K do
4: αk = Statistics(History) . Estimate price-load sensitivity at each time slot






k = Optimization(αk, D
stealthy,max
k , physics) .
Maximize the player’s gain subject to player’s physical constraints, stealth constraints,
and market constraints
7: return botnetk, BidDAt , BidRTk
5.3.4 Attacker Type II
In this case, the attacker is a nation-state actor whose goal is to maximize the economic
damage to a group of market players by manipulating real-time market prices through high-
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wattage IoT botnets. Because this attacker is external to the system, the only decision
variable that is needed to be implemented in the market is the power demand changes at
each time interval through the available high-wattage IoT botnet (see 2© in Figure 5.2).
Financial markets have already seen nation-state attacks [62] as part of cold/trade wars
and MaMIoT is the first cyber-based energy market manipulation that could damage the
electric industry generation/demand of a targeted country. A nation-state attacker could
even be a foreign investor in generation/demand companies who wants to alter the total
revenue of the electricity generation/consumption corporations to affect their stock shares
in his favor.
Similar to the previous attacker, the nation-state actor analyzes the historical market
data to price-load sensitivity at each time slot (price-load sensitivity (α) as shown in Fig-
ure 5.3). Then, the attacker solves an optimization problem to determine the optimal attack
vector to be implemented with the botnet of high-wattage IoT devices at each time interval.
As mentioned earlier, we design the attack mechanism to be stealthy. The algorithm for the
second attacker type is outlined as follows:
Algorithm 3 Attacker type II
1: function ATTACKII(URLISO)
2: History = Crawl(URLISO) . Read market historical data
3: for k = 1 to K do
4: αk = Statistics(History) . Estimate price-load sensitivity at each time slot
5: Dstealthy,maxk = Statistics(History) . Estimate stealth parameter at each
time slot
6: botnetk = Optimization(αk, D
stealthy,max
k ) . Maximize the attack’s gain subject
to stealth constraints and market constraints
7: return botnetk
5.3.5 Attack Feasibility
When we consider the feasibility of the MaMIoT attack there are two questions that come
up, i) Will this attack work in practice? and ii) Can one acquire, compromise, and control
a large botnet of high wattage IoT devices located within certain geographic boundaries
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Figure 5.6: The growing trend of homes with smart thermostats in the North America
region [178].
(e.g., within the state of California)?
We argue the answer to both of these questions is yes. To start, the command and
control of IoT botnets is not new [176]. As IoT devices have grown in complexity and
become more widely deployed, their power consumption has increased accordingly. This
is emphasized in [177] where we see the average power consumption of an air purifier is
200W, making the premise of a high wattage IoT botnet fairly reasonable.
Number of Available High Wattage IoT Bots
The number of high-wattage IoT devices that an attacker can use in a MaMIoT attack
is growing. The number of houses with smart thermostats in North America alone has
increased at an unprecedented scale, representing a small fraction of the total high-wattage
IoT devices in the automation field (see Figure 5.6) [178]. EV chargers are another big
source of high-wattage devices. Concerning the matter of location, attackers can trivially
determine whether a compromised device is within a certain geographical area through the
device’s IP address.
A MaMIoT attack does not need a significant number of compromised high-wattage
IoT devices to be effective, but as the size of the botnet increases so does the economic
impact of the attack (discussed at length in section 5.6). Even with a small botnet of high
wattage devices, the attack can be extremely devastating as illustrated in subsection 5.6.3
and subsection 5.6.4. All things considered if we take into account that IoT botnets, such
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as Mirai, are capable of containing over six hundred thousand compromised devices [12],
a future implementation of MaMIoT with a high wattage botnet of 100,000 bots would be
a common scenario. Now, we discuss how this botnet could be obtained.
IoT Botnet Acquisition
The Mirai worm was first revealed in 2016 when it was used to DDoS KrebsOnSecurity,
a computer security and cyber crime blog ran by former Washington Post Journalist Brian
Krebs. Since the release of its source code in 2016, variants of Mirai have run rampant
[179] and have been credited with several attacks including assaults against OVH (French
cloud computing company), Dyn (DNS service provider), and the Liberian Internet infras-
tructure. These and other IoT malware such as, Bashlite, Reaper, Satori, and Linux.Aidra,
have been able to infect IoT devices through primarily known and patchable vulnerabili-
ties [176] resulting in a low barrier to entry for the supply and demand of botnet for hire
services.
Botnet rental services level the playing field for entities that are unable to create/deploy
malware for building their own army of bots. On the dark web, buyers can obtain access to
DDoS services for periods ranging from days to several months [128]. Within their service
period, clients can launch a limited or unlimited (for a premium) number of attacks per
day with a guaranteed minimum duration ranging from minutes to hours. Table 5.1 gives
a breakdown of some advertised and estimated costs for utilizing DDoS for hire and IoT
botnet rental services. This table shows how the commoditization of cybercrime has made
it feasible to launch attacks for less than the cost of most cyber certifications. It is worth
mentioning that although the botnets presented in Table 5.1 are not necessarily built from
high wattage IoT devices, the given numbers in the table can still be used for estimating the
cost of building/renting a typical high wattage IoT botnet.
Based on the presented results in section 5.6, even if the cost of building/renting a high
wattage IoT botnet is ten times bigger than what is mentioned in a realistic botnet rental
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Table 5.1: IoT botnet rental and DDoS for hire cost breakdown.
Name Botnet Size Rental Cost Duration Bandwidth Type of Bots
JenX [129] - $20/target - 295Gbps small/office routers
Mirai variant [128] 50k $3-4000/2 weeks 1 hour - cameras, routers, DVRs, etc.
Bushido [130] 20k $20-150/month - 500Gbps cameras, routers, DVRs, etc.
Reaper [180] 30k - - - cameras, routers, DVRs, etc.
Satori [131] 100k - - - small/office routers
Estimate for
IoT Botnet Services [132] - ∼$15/week - 300Gbps -
Estimate for
DDoS Services [133] - $20-45/month 1 hour 220Gbps -
service, this cost is still negligible compared with the attack gain.
Effect of the Attack on the End User’s Billing Statement
The financial effect of the proposed attacks on each end-user depends on their monthly
total power consumption as well as the duration of the attack. According to the EIA, the
average electricity consumption of Americans is 914 kWh per month. Tennessee has the
highest electricity consumption at 1,282 kWh per residential customer, and Hawaii has
the lowest at 517.75 kWh per residential customer [135]. Assuming that each of the high
wattage IoT bots consumes 3 kW electricity and considering the stealth strategies explained
in section 5.6 (the attack is carried out 100 days per year (8 days/month) and each bot is
turned on for 3 hours on average during the daily attack), each compromised home would
consume 72 kWh more electricity in each month. This means a 7.8% increase in the billing
statement in the attacked residents, which will likely be unnoticeable. For example, a
typical customer who pays $120 monthly for his electricity bill in the U.S., will pay $129
if he is attacked. Note that the considered numbers are associated with the most severe IoT
botnet attack on the electricity market (see NY3 and CA3 in Figure 5.8, Figure 5.14, and
Figure 5.15). For example, replacing 3 kW with 1 kW will lead to a trivial 2.6% increase
in the monthly electricity bill.
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5.4 Stealth Strategies
In order to make the MaMIoT attack repeatable and add to the motivation of the attackers,
the adversary can employ several strategies, alone or in combination. Some of the practical
strategies are outlined as follows:
From the End-User’s Perspective
It goes without saying that the attacker should try to hide his activity from the compromised
homes. To achieve this goal, one effective strategy would be the use of compromised high
wattage IoT devices when the awareness of the home owner is very low. According to
the typical time of use for some popular categories of high wattage home IoT devices
summarized in Table 5.2, it can be surmised that there are many opportunities for botnet
attacks outside of the normal time of use which would be undetected by an end user. While
some HVAC devices such as AC and heaters tend to run on/off all day, others such as an
EV charger may only consume power during “after work” hours when end users are home.
Table 5.2 shows the typical time of use for some popular categories of high wattage
home IoT devices. From the table it can be surmised that there are many opportunities for
botnet attacks outside of the normal time of use which would be undetected by an end user.
While some HVAC devices such as AC and heaters tend to run on/off all day, others such
as an EV charger may only consume power during “after work” hours when end users are
home.
In order to conceal additional device usage for limited period of time (i.e., 1-3 hours on
average), the attacker can classify the compromised IoT devices and leverage their potential
based on their availability time. For example devices such as ovens are used during hours
when presumably no one is in the kitchen (1-4AM) while devices such as EV chargers
can be used during the night when the EV is connected to the grid (see Table 5.2). Some
of these devices such the EV charger have been proven to have a great potential in these
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Table 5.2: High wattage consumer IoT device availability [182]. Wattage represents maxi-
mum per device.
Smart IoT Device Energy Consumption (W) Peak Use Time Avg Use Length Time to Attack
Water Heater [183] 5000 Morning 3h/day Early Morning
AC [184] 1000 All-day 9h/day Anytime
Garage Opener [185] 1100 All-day 3min/day Midday
Fridge [186] 900 All-day 24h/day Midday
Heater [187] 1500 Evening 3h/day Anytime
EV charger [188] 12000 Evening 8h/day Early Morning
Oven and Stove [189] 4000 Evening 1h/day Early Morning
Washer [190] 1200 Sporadic 2h/wk Early Morning
Dryer [190] 1800 Sporadic 2h/wk Early Morning
Dishwasher [191] 852 Sporadic 120min/day Early Morning
Treadmill [192] 735 Sporadic 90min/wk Early Morning
attacks [181].
From the Market Operator’s Perspective
Additionally, the attacker needs to hide his activity from the market operator. The following
items list some of the practical strategies in this category.
I) Smooth Load Profile Changes: The main way the system operator (SO) can detect the
MaMIoT attack, is to analyze the daily load profile of the system. A naive attacker changes
the system demand without considering any limitations, which might lead to a noticeable
difference between the attacked load profile and a typical benign one. In this chapter,
we formulate the model such that the attacked load profile of the system becomes very
similar to a typical daily load profile, making it very challenging for the SO to detect any
abnormalities in the system (see section 5.6 for numerical results).
II) The Frequency of Attack: As the frequency of the attack increases, the possibility of it
being caught by SO increases as well. A smart attacker will launch the MaMIoT attack
only for a certain number of days (e.g., 100) in each year. By doing this the attack days can
be determined randomly, making it hard for the SO to determine which days are normal
and which days the market is attacked.
117
III) Choosing a Suboptimal Attack Scenario: In this strategy, the attacker does not imple-
ment the optimal attack scenario on the market. Instead, he sacrifices a portion of his profit
to make his attack stealthier. To achieve this, the attacker runs the proposed optimization
model and chooses a suboptimal point (e.g., 80% of the optimal point).
IV) Targeting Other Players: In this strategy, the attacker occasionally maximizes the profit
of the other players in the market to defer the suspicion of the SO onto them. These players
can be the competitors of the attacker or the entities whose loss result in economic benefit
for the attacker.
5.5 Formulation of the Attack Model
In this section, we explain the optimization models that adversaries can employ to deter-
mine the attack scenarios as explained in section 5.3.
5.5.1 Attacker Type I
As mentioned in section 5.3, this type of attacker is one of the market players whose goal
is to maximize his own profit by manipulating the real-time system demand through the
strategic use of high wattage IoT botnets. To show the effectiveness of the MaMIoT attack,
we present one sample optimization model for a common market player: a generation
company. Note that without loss of generality, the proposed optimization framework with
slight changes can be leveraged to model the other types of market players.
We assume that a conventional power plant, which includes multiple steam turbines and
generators, can control a botnet of high wattage IoT devices to make profit from the energy
market. The following optimization problem is developed to determine the optimal offers
in the day-ahead and real-time markets along with the attack vector to be sent to the bots in
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where profitG is the total profit of the generation company. Similarly, profitDA,Ggt and
profitRT,Ggk denote the profit of unit g at hourly (sub-hourly) time interval t (k) in the day-
ahead and real-time markets, respectively. Also, CostBotnetk represent the cost of build-








































k ,∀k ∈ ΩK . (5.9)
The day-ahead profit for each unit, profitDA,Ggt , includes the revenue from the day-
ahead market participation (λDAt P
DA,G
gt ) minus the costs associated with the unit start-up,
shut-down (λSUg ugt + λ
SD





profit for each unit, profitRT,Ggk , includes the revenue from the real-time market participa-
tion (λRTk P
RT,G




gk ) along with the cost associated
with the penalty for deviating from the day-ahead bid in real-time operation. According to
our analysis, the real-time market price (i.e., λRTk ) in Equation 5.8 can be notably affected
by the real-time power mismatch between the system generation and demand. This prop-
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erty can be effectively used by the adversary to change the profit which can be obtained
from the real-time market. The attacker can change the real-time system demand through
the high wattage IoT botnets and affect the real-time market price in his favor. By analyz-
ing the historical data of the market (which is publicly available on the official websites
of ISOs and Bloomberg terminal [117–119, 173–175]), we can extract the relationship be-
tween the system real-time power mismatch and the real-time market price. In this chapter,





k ,∀k ∈ ΩK (5.10)
where λRTk is the real-time market price after the attack, λ
RT0
k is the expected real-time
market price before the attack, ∆DSystemk is the total change in the system demand which
can be done through a high wattage IoT botnet, and αk is a constant number which can be
obtained by analyzing market historical data. According to Equation 5.10, the attacker can
significantly alter the real-time market price in his favor if he has access to a large number
of compromised IoT devices. However, if the attacker changes the system demand signifi-
cantly, it can be easily detected by the ISO in the market as an anomaly. Therefore, in order
to keep the attack stealthy and undetectable, we need to limit the system demand change to
stay within the normal load forecasting error (as determined from historical market data).





k −Dactualk ≤ ∆D
stealthy,max
k ,∀k ∈ ΩK (5.11)
in which ∆Dstealthy,maxk is the average of the load forecasting error at time slot k which is
determined by analyzing the market historical data from the ISO’s public website. Another
point that should be considered here is that the system demand alteration should be capped
120





k −Dactualk ≤ ∆D
botnet,max
k ,∀k ∈ ΩK (5.12)
where ∆Dbotnet,maxk is the maximum capability of the IoT botnet at time slot k. This pa-
rameter represents the maximum capability of the attacker in changing the total demand of
the power grid. It should be noted that additional strategies, such as limiting the number
of hours for the demand alteration, can be embedded in Equation 5.11 to maintain attack


























g , ∀g ∈ ΩG, k ∈ ΩK (5.15)
xGg(t−1) − xGgt + uGgt ≥ 0,∀g ∈ ΩG, t ∈ ΩT (5.16)
xGgt − xGg(t−1) + vGgt ≥ 0, ∀g ∈ ΩG, t ∈ ΩT (5.17)
xGgt − xGg(t−1) ≥ xGgτ ,∀g ∈ ΩG, t ∈ ΩT , t 6= t1, τ ∈
[




xGg(t−1) − xGgt ≥ 1− xGgτ ,∀g ∈ ΩG, t ∈ ΩT , t 6= t1, τ ∈
[




The group of Equation 5.13–Equation 5.19 is related to the physical constraints of ev-
ery power plant including various types of units. More specifically, the real-time output
power of each generating unit at each time slot can be calculated through Equation 5.13.
Equation 5.14 describes the constraint in which the output power of a generator must be
between its minimum and maximum amount when it is running (i.e., xgt = 1). Also, Equa-
tion 5.15 defines the ramp limit on the increase/decrease of the output power of each gen-
erator. Generator start-up and shut-down constraints are modeled through Equation 5.16–
Equation 5.17. Finally, depending on the type of the unit, it has minimum up and down
time limitations which are mathematically represented via Equation 5.18–Equation 5.19.
Ultimately, most electricity markets do not allow the players to deviate too much from
their submitted bids in the day-ahead market [117–119]. The mathematical model of this
constraint is given as:
0 ≤ PDA,Dev+,Ggt ≤ κP
DA,G
gt ,∀g ∈ ΩG, t ∈ ΩT (5.20)
0 ≤ PDA,Dev−,Ggt ≤ κP
DA,G
gt ,∀g ∈ ΩG, t ∈ ΩT (5.21)
where κ (e.g., 20%) is the percentage that allows the players to deviate from their day-
ahead bids subject to a specified penalty. Different markets may have various regulations
which can be mathematically incorporated in the optimization model without the loss of
generality. It should be noted that the proposed optimization formulation considers the
integrated behavior of all market players including the malicious one. The effect of the
attack on the other market players is discussed in section 5.6.
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5.5.2 Attacker Type II
As pointed out in section 5.3, this type of attacker is a nation state actor whose goal is to
maximize the economic damage to the market players by manipulating the system real-time
demand through high wattage IoT devices. This attack can target either the generation side
or the demand side depending on the ultimate goal of the attacker. The optimization model
for attacking the demand side companies (i.e., retailers) is as:
















According to this model, the attacker seeks to maximize the economic damage to the
retailers through affecting the real-time market prices while keeping his attack stealthy.
Similar to this case, the model for attacking the generation side can be defined as:
















Note that in both of the aforementioned models we assumed that the attacker can at-
tack either the generation side or the demand side in one day. We can easily modify this
assumption by changing the limits of the sums in the objective functions.
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5.6 Numerical Analysis and Discussion
5.6.1 Description of the Studied Test Cases
To evaluate the attack scenarios with real-world datasets, we collected market data asso-
ciated with New York and California ISOs during a one-year (May 2018 – May 2019)
period [117, 118, 173, 174]. The historical data is presently available on the ISOs websites
and on Bloomberg terminal, and are updated every 5 minutes. Publicly available historical
datasets are also typically available in the other electricity markets around the world which
makes these markets vulnerable to attacks such as MaMIoT. The California ISO is one of
the largest ISOs in the world, which is responsible for delivering roughly 0.300×109 MWh
of electricity each year to its customers [193]. Similarly, the New York ISO is another large
electricity market in the U.S. with 0.156 × 109 MWh of total annual energy consumption
[194]. In the following subsections, we will present our analysis of the aforementioned
markets. Since the direct implementation of this attack in electricity markets can have huge
financial consequences (e.g., 2 million USD per day with a relatively small botnet), we
have used the real-world market data to simulate the attack with reasonable and detailed
models. This helped us avoid any law-related repercussions while investigating the attack
consequences with real-world data.
5.6.2 Determining the Input Parameters of the Optimization Models
As explained in subsection 5.5.1, a slight deviation of the system’s real-time loads from
their forecasted value has a linear effect on the real-time market price (see Equation 5.10).
In order to launch a successful MaMIoT attack, the adversary must first obtain this rela-
tionship from the market historical data. In fact, the goal is to determine αk for the market
under investigation. Since the trends in load profiles and market prices change every month,
the αk parameter must also be updated every month. Figure 5.3 shows the value of this pa-
rameter for the California and New York markets for each time interval from the market
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data on June 2019. This figure was acquired through analyzing the historical data of these
markets.
Another important parameter that plays a key role in keeping the attack stealthy is
∆Dstealthy,maxk . According to our analysis, the average prediction error of the system real-
time demand at different time slots is 580 MW and 2265 MW in the New York and Cal-
ifornia ISOs. Figure 5.7 shows a typical day-ahead forecast and the real-time demand
associated with each of the analyzed markets. The dashed lines in the figure indicate the
upper and lower prediction errors for each market. The figure illustrates that the load fore-
casting error band for the California market is higher than that of the New York market.
Some reasons for this are i) the California market is a bigger market and has more maxi-
mum power capacity, and ii) the share of flexible loads in the California market is larger
than that of the New York market. By limiting the system demand change to the specified
error range (typical prediction error), the attacker can make the attack look similar to nor-
mal real-time system demand, thereby keeping the attack stealthy and repeatable. Note that
in the simulated cases, we considered three different average power consumption for each
bot within the botnet (see Figure 5.8, Figure 5.14, and Figure 5.15). The subscripts 1, 2,
and 3 of each bar plot in the figures represent 1 kW, 2 kW, and 3 kW for the two markets
(NY and CA), respectively.
5.6.3 Market Player Attacker Results
In this section, we assume that the attacker owns a power plant and can participate in the
day-ahead and real-time electricity markets. The simulated power plant consists of ten
different units (generators) with the technical characteristics given in Table 5.3 [195]. In
this table, the units of the given parameters in the first row from left to right are USD/MWh,
USD, USD, USD, MW/hr, MW/hr, hr, hr, MW, MW, hr, nothing, and hr. Also, U0g denotes
time periods unit g has been on at the beginning of the planning horizon (end of hour 0).
Similarly, S0g represents the time periods that unit g has been shut-down at the beginning of
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   (a) 
 
   (b) 
 Figure 5.7: Typical load forecasting error band: a) New York ISO (580 MW), b) California
ISO (2265 MW).
the planning horizon.


























g1 12.1 82 42.6 42.6 80 80 3 2 80 200 1 0 1
g2 12.6 49 50.6 50.6 120 120 4 2 120 320 2 0 0
g3 13.2 100 57.1 57.1 50 50 3 2 50 150 3 0 3
g4 13.9 105 47.1 47.9 250 250 5 3 250 520 1 1 0
g5 13.5 72 56.6 56.9 80 80 4 2 80 280 1 1 0
g6 15.4 29 141.5 141.5 50 50 3 2 50 150 0 0 0
g7 14 32 113.5 113.5 30 30 3 2 30 120 0 1 0
g8 13.5 40 42.6 42.6 30 30 3 2 30 110 0 0 0
g9 15 25 50.6 50.6 20 20 0 0 20 80 0 0 0
g10 14.3 15 57.1 57.1 20 20 0 0 20 60 0 0 0
The maximum power generation of the power plant is 1990 MW. We simulated the
participation of this power plant in the New York and California markets and assumed
that the player had control over a high wattage IoT botnet. Figure 5.8 illustrates the total
additional daily profit the power plant owner stands to gain versus the varying numbers of
compromised high wattage IoT devices in the botnet. According to this figure, as the size
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of the botnet increases, the total additional profit increases in both of the studied markets.
Our analysis revealed that the power plant owner can gain up to 326,000 USD daily profit
(in NYISO) without the implementation of MaMIoT attack (∆Dbotnet,maxk = 0), but with
only 200,000 compromised IoT devices (with an average power consumption of 3 kW per
device), they could gain an additional 150,000 USD in profit. This is 30% more than the
base case without any attacks. By implementing the MaMIoT attack for only 100 days in a
year, the studied market player would be able to gain an additional 15 million USD in profit
from the electricity market. Interestingly, MaMIoT does not require any specific number
of compromised IoT devices to launch a successful attack. This means that the success rate
for the attack is 100% with any given botnet size. However, working with a smaller-sized
botnet simply results in less additional profit.
Figure 5.8 shows that with a larger number of compromised IoT devices, the attacker
can gain more economic profit from the bigger electricity markets. Another interesting
observation from Figure 5.8 is that the daily additional profit of the power plant owner in the
New York market saturates once the botnet size exceeds 200,000 bots. The reason being the
attacker can only control 600 MW of system demand with 200,000 bots (with an average
power consumption of 3 kW per device). However, according to Figure 5.7, a stealth attack
on the New York ISO can alter a maximum 580 MW of the system’s total demand in real-
time. So, although the attacker controls over 580 MW with more than 200,000 bots, he
is limited to the allowable range (below 580 MW) to keep the attack stealthy. With the
maximum demand alteration for botnets greater than 200,000 bots capped at 580 MW, the
attack’s effect will be the same in all the cases where the botnet size is greater than 200,000
bots.
Figure 5.9 shows the load profile of the system at each time interval associated with
different botnet sizes. In this figure, attackers 10 k, 50 k, 100 k, 150 k, 200 k, and 250 k are
associated with botnets with 10,000, 50,000, 100,000, 150,000, 200,000, and 250,000 com-






Figure 5.8: Total additional daily profit of the power plant owner versus the number of
compromised high wattage IoT devices.
the specified load forecasting error range and therefore maintain stealth in the proposed
attack model. The manipulated system load profile is very similar to typical real-time sys-
tem demand. This makes it very hard for the market regulator or ISO to detect one player
is abusing the market mechanism in his own favor. Such stealth strategies enable the ad-
versary to repeat his attack and multiple times per month and make significant additional
profits from the electricity markets.
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       (a) 
 
(b) 
Figure 5.9: Load profile of the power grid at each time interval associated with attacks
launched by the power plant owner with different botnet sizes: a) New York ISO, b) Cali-
fornia ISO. Notice how the attack increases and decreases the consumption of energy.
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Figure 5.10 illustrates the profit breakdown of the adversary in the New York and Cal-
ifornia markets with different attack scenarios. As can be seen, the overall profit of the
attacker in both New York and California markets is maximum when the adversary uses the
optimization-based attack. The baseline attack excludes the key constraints in the attack
scenario, and hence, causes monetary penalties from the market. The optimization-based
attack on the other hand has zero penalties in both markets, which leads to the maximum




Figure 5.10: The profit breakdown of the simulated market player in a single day with
different bidding strategies in the New York and California markets. DA: day-ahead profit,
RT: real-time profit, Penalty: market penalties, Profit: overall profit.
To illustrate the interaction between multiple market players in the New York market,
we considered 21 generation players and 20 consumer players. For the first case, let’s
assume one of the generation players is malicious and can control a botnet of high-wattage
devices. Figure 5.11 shows the overall daily profit of the market players during the no
attack and optimization-based attack scenarios. As it can be seen, the manipulations of
the malicious market player increase the gain of the other generation players in the market
as well. However, since the adversary knows about the manipulated real-time prices in
advance, he prepares for the manipulated situation and obtains the maximum profit out of
that. The consumer market players lose small profits because of this market manipulation.
In the other simulated case, we assumed that the adversary is one of the consumer
players in the New York market. Accordingly, one of the 20 players on the consumer side
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is malicious and can control a high-wattage IoT botnet. Figure 5.12 shows the overall daily
profit of the market players during the no attack and optimization-based attack scenarios.
As it can be seen, the malicious market player gains the maximum profit from the attack
while the other consumer players gain marginal profit from the manipulations. Conversely,
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Figure 5.11: The daily profit of the market players in the New York ISO (only 21st gener-
ation player is malicious). a) Generation players, and b) Consumer players.
Finally, as it was discussed in subsection 5.5.1, the day-ahead price forecasts are used
to determine the optimal attack scenario by the malicious market player. Here, we aim to
analyze the effect of prediction error in this parameter on the attack’s gain. Figure 5.13
shows the daily profit of the attacker in both markets versus the estimation error in the
day-ahead market prices. According to this figure, the adversary’s gain does not change
significantly with the increase in the estimation error. This observation illustrates that we
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Malicious Player 
Figure 5.12: The daily profit of the market players in the New York ISO (only 20th con-
sumer player is malicious). a) Generation players, and b) Consumer players.
made a reasonable assumption in our formulation to consider this parameter in the opti-
mization model.
5.6.4 Nation-State Attacker Results
As explained in subsection 5.5.2, this type of attacker is a nation-state actor who can target
the generation or demand-side players in a specific electricity market. To attack the demand
side, we executed the first optimization model with the objective function given in Equa-
tion 5.22. Figure 5.14 shows the total daily economic damage that the attacker can impose
on the demand side players of the studied markets versus the number of compromised high
wattage IoT devices. According to this figure, with only 200,000 compromised IoT de-





Figure 5.13: Total additional daily profit of the malicious market player versus the estima-
tion error in the day-ahead market price. This plot shows that the effect of the prediction
error in the attack is not significant.
to the California and New York markets, respectively. If we simulate the attacker perform-
ing the attack 100 days per year, the annual economic damage would be 350 million USD
and 500 million USD for the California and New York markets. From the figure, we see
the economic damage to the California market is higher than that of the New York market
when the size of the botnet is big enough (more than 270,000 compromised devices). Note
that the attacker can impose this huge economic damage on the studied markets while his
attack is still stealthy.
The nation-state attacker can also target the players in the generation side of the market.
To evaluate this attack on the studied markets, we executed the proposed optimization
model with the objective function given in Equation 5.23. Figure 5.15 shows the total daily
economic damage to the generation companies in each of the studied markets versus the
number of compromised IoT devices that the attacker controls. According to this figure,
with only 200,000 compromised IoT devices, the attacker can impose 2.8 million USD
and 2.9 million USD economic damage to the generation companies in the California and
New York ISOs, respectively. Similar to the demand side attack and with the assumption
that the attacker will launch MaMIoT attack on the studied markets 100 days per year,
the total annual economic damage will be 280 million USD and 290 million USD in the
California and New York markets, respectively. The attacker can cause greater damage
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in the California market than the New York market once the botnet size exceeds 220,000
compromised devices. Even with a small number of compromised IoT bots, the attacker
can still cause notable damage to the studied markets. For example, if the botnet includes
10,000 bots (with 3 kW average power consumption for each bot), the annual economic
damage to the generation companies will be 1.75 million USD and 2.5 million USD in
the California and New York markets, respectively. To achieve this, we assume that the
attacker will launch MaMIoT attack 100 days per year. It is worth mentioning that the SO
is not able to detect the attack in any of the simulated scenarios as the system load profile
is very similar to typical real-time system demand.
 
Figure 5.14: Total daily economic damage that the nation state attacker can impose on the
demand side of the studied markets versus the number of compromised high wattage IoT
devices.
Figure 5.16 depicts the load profile of the studied electricity markets under different
levels of MaMIoT attacks on the demand side companies and further illustrates how all of
the attack scenarios stay within a normal load forecasting error range. As can be seen in
the figure, since the system demand change in the California ISO is much less sensible than
the New York ISO, the attack detection in the California market will be a harder process.
The load profile of the California and New York ISOs under different levels of MaMIoT
attacks on the generation side companies is represented in Figure 5.17. Similar to the de-





Figure 5.15: Total daily economic damage that the nation state attacker can impose on the
generation side of the studied markets versus the number of compromised high wattage IoT
devices.
error range. As a general rule, which is true in most of the time intervals, the nation state
attacker can harm the demand side companies by increasing the real-time market system
demand. On the other hand, decreasing the system real-time demand will lead to economic
damage to the generation side companies in the electricity markets.
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          (b) 
 Figure 5.16: Load profile of the power grid at each time interval associated with attacks
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          (b) 
 Figure 5.17: Load profile of the power grid at each time interval associated with attacks on
the generation side companies with different botnet sizes: a) New York ISO, b) California
ISO.
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Table 5.4: Computation time for solving the developed models with different solvers.
Model Type
Computation Time of Solvers (sec.)
BARON BONMIN QOUENNE DICOPT
subsection 5.5.1 MINLP 30.1 103.7 Infeasible 0.3
Model Type BARON CONOPT QOUENNE IPOPT
subsection 5.5.2-Equation 5.22 NLP 0.2 0.1 0.5 0.1
subsection 5.5.2-Equation 5.23 NLP 0.2 0.1 0.5 0.1
NLP: nonlinear programming model
MINLP: mixed-integer nonlinear programming model
5.6.5 Computational Aspect of the Proposed Method
The computation time required to solve the developed optimization models is an important
factor for launching successful attacks in real-world cases. To show the applicability of the
proposed mathematical formulations and choose the best approach for solving them, we
solved these models with assorted available solvers. The summary of the results is given in
Table 5.4. The table shows the best solver for the attacker I models (see subsection 5.5.1) is
DICOPT [196] as it has the minimum computation time compared with the other solvers.
This small execution time indicates that the proposed model can be solved even with sig-
nificantly larger models with more detailed modeling approaches. For the attacker II (see
subsection 5.5.2), CONOPT [197] and IPOPT [198] solved the proposed models with the
same execution time. This shows the practical merit of the developed formulation in real-
world cases. All the computations in this chapter were performed on a lap top with Intel
CoreTM i7-7700HQ @2.80 GHz and 32 GB RAM.
5.7 Countermeasures
While currently there is no single effective countermeasure to prevent the MaMIoT attack,
a combination of the following strategies could be employed to reduce its damaging con-
sequences.
Our detailed analysis in section 5.6 illustrates the economic consequence from attacker
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Figure 5.18: Total daily economic damage of the nation state adversary in the simulated
markets versus the estimation error in the stealth parameter (Dstealthy,max).
II is much more detrimental than attacker I. Attackers in class II are more likely to occur
in real-world scenarios because of the reduced concern for negative legal repercussions,
such as prosecution. Therefore reducing the effect and possibility of nation-state attackers
is the first priority in determining countermeasures. Publicly available historical market
data is one of the biggest contributing factors for making the MaMIoT attack possible. To
eliminate the risk of nation state attackers, the ISOs should only release detailed market
data to market players. This new data privacy plan would add the first barrier for nation
state attackers to get access to recent historical market data for estimating price sensitivity
and other crucial parameters required to launch a successful stealth attack. Without this
information (αk and ∆D
stealthy,max
k ), the economic consequence of an undetectable attack
is limited. An intelligent attacker would be forced to launch an overly conservative attack
to maintain stealth, causing minimal demand changes.
Figure 5.18 and Figure 5.19 show the daily economic damage of the attacker type II on
both simulated markets versus the estimation error in the stealth and price-load sensitivity
parameters, respectively. As can be seen, the influence of the attack severely declines fol-
lowing the increase in the estimation error of the key parameters (∼50% influence decline
when there is 25% estimation error). These results verify the partial effectiveness of the







Figure 5.19: Total daily economic damage of the nation state adversary in the simulated
markets versus the estimation error in the price-load sensitivity parameter (α).
While tightening access to historical market data will thwart many attackers, it may
also prevent researchers and market analysts from performing analyses on these markets.
To avoid this, a more practical solution would be releasing redacted or altered versions
of the market data or even delaying the release of the full datasets, such that it cannot be
used in real-time. This would significantly reduce the effectiveness of the MaMIoT attack
by a nation-state actor. This strategy would make it very hard for the attacker to estimate
the crucial parameters of the optimization models reliably. As an illustrative example,
our analysis shows that releasing the down-sampled (i.e., every 2 hours instead of every 5
minutes) version of the market data with a month delay can decrease the attack economic
damage up to 87%.
The most effective and practical countermeasure against MaMIoT attacks is to develop
and install non-intrusive load monitoring (NILM) or non-intrusive appliance load monitor-
ing (NIALM) algorithms on the electricity meters of homes in the power grid. NILM and
NIALM can be defined as the process of analyzing voltage and current going into a house
(through the electricity meters) and deducing what appliances are used at which times in
the house as well as their individual energy consumption [199]. These algorithms have
been traditionally developed to help the home owners and/or utility companies optimize
the energy usage of the home and minimize their monthly electricity bill. It goes without
140
Figure 5.20: A sample data of a residential customer which can be used in the NILM attack
detection [200].
saying that NILM is considered a low-cost alternative to attaching individual monitors on
each appliance and the concept of high-wattage IoT database explained above. With the
recent advancements in the field of machine learning, especially with the introduction of
deep learning, reliable NILM algorithms can be developed to quickly detect the MaMIoT
attacks and inform the suspicious activities to the home owner and utility companies. For
example, the NILM can easily reveal the suspicious use of electric oven in the morning
when the home owner is at work and detect it as an anomaly in the meter’s data. Of course,
further detailed analysis is needed to design and tune reliable and state-of-the-art NILM
algorithms to be used in practice. A sample data of a residential customer which can be
used in the NILM attack detection is shown in Figure 5.20 [200]. To address the privacy
concerns of the customers, the developed machine learning can learn about the energy us-
age pattern without a specific reference to the used devices in the house. In such cases, the
issued alert by the trained model will let the home owner to know there is an authorized
use of the devices in the house without point to a specific device.
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5.8 Conclusions
In this chapter, we introduced MaMIoT, the first energy market manipulation cyberattack in
which an adversary can slightly alter the power system real-time demand through a botnet
of high wattage IoT devices to help market players gain additional profit from the electricity
market or cause major economic damage to a set of market players. We evaluated the
performance of the developed attack models on real datasets from the two biggest electricity
markets in the U.S., the California and New York markets. The simulation results revealed
that with only 200,000 bots in a botnet, the attacker can cause 2.8 (2.1) million USD and
3.8 (2.2) million USD worth of economic damage to the demand (generation) side players
of the California and New York markets, respectively. We also showed that the MaMIoT
attack can help a typical power plant owner gain an additional 30% in profit from the energy
market, all while maintaining attack stealth for increased repeatability.
We hope that this thesis raises awareness of the significance of MaMIoT attacks to
the market operators, ISOs, IoT manufacturers, and system security experts to make the
electricity markets more secure against cyberattacks. In the near future, this problem will
be even more critical as the number of smart appliances with Internet connectivity continues
to grow. In closing, we recommend the following next directions:
• Market operators should reconsider the current online data sharing mechanisms and
policies. Access to historical market data can be easily leveraged for malicious pur-
poses.
• Further research is required to develop effective countermeasures for reducing the
damaging consequences of MaMIoT attacks on electricity markets. For example, the




CONCLUSIONS AND FUTURE WORK
In this thesis, we deeply analyzed the effect of three classes of emerging cyberattacks on
smart grids and a set of possible defense mechanisms to prevent them or at least reduce
their damaging consequences in the grid.
In the first part, we proposed an air-gapped physical signal-based distributed intrusion
detection system (i.e., RFDIDS) to protect power substations (as the most critical part of
power networks) against advanced types of cyberattacks. Although in the proposed IDS, the
SCADA system and even the side channel measurements are considered untrusted entities,
it still can provide high level of security to protect substations against advanced types of
attacks. In fact, the RF signal is encoded with the quasi-random sequence of lightning
strokes around the globe, which acts as a watermark/nonce and this is an effective feature
to authenticate the signal. Once the RF signal’s integrity is verified, we can estimate the
substation measurement and control actions from the magnetic field measurements with
high accuracy. This allows us to check the integrity of the SCADA system traffic. The
simulation and real-world experimental results revealed the effectiveness of RFDIDS in
authenticating the magnetic field signal and estimating the SCADA system measurements
and commands with an acceptable level of resiliency and robustness.
Despite the progress made in this part, there are still a set of challenges in the proposed
scheme. Our future studies will focus on the following existing issues:
• In the lightning authentication scheme, we used the location and occurrence time
of lightning strokes as diagnostic tools. Future studies can include the shape and
intensity of sferics in the authentication scheme with machine learning methods in
order to increase the security of this approach.
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• The proposed effort in this chapter analyzed the utilization of RF receivers placed
inside the substation fences. We noticed that some of the circuit current attributes
can be detected from the receivers located at distant locations. One possible future
study is to investigate and formulate the use of remote LF antennas to monitor the
substation activities.
• In this chapter, we assumed that there is one antenna for securing each of the substa-
tion circuits. Future studies can focus on finding the optimal number and location of
LF receivers to reduce the implementation cost.
• Another existing challenge is the lack of secure wide-area monitoring system for the
power grid. Owing to the fact that the current SCADA system is highly unreliable
and vulnerable, one can study the use of proposed substation monitoring system to
quickly detect and defend against system level attacks (on multiple substations at the
same time).
In the second part, we introduced MaDIoT 2.0: a hierarchical two-stage attack mecha-
nism that leverages the potential of high-wattage IoT botnets to attack the power grid and
cause a widespread blackout in the entire system. The performance of the developed attack
methods is evaluated using extensive simulations and the results showed the superiority of
MaDIoT 2.0 over the previously studied attack mechanisms. More specifically, the success
rates of the new IoT botnet attack were 91% and 67% for voltage stability Index 1 and
Index 2, respectively. In addition, MaDIoT 2.0 requires a smaller number of bots involved
in the attacks, since it targets the weakest nodes of the system in the current operating
state. Finally, we discussed and showed the effectiveness of proposed countermeasures to
mitigate or reduce the damaging consequences of the studied attacks.
We hope that this chapter raises awareness of system operators, ISOs, IoT manufactur-
ers, and system security experts to make the electricity grid more secure against IoT botnet
attacks. In the near future, this problem will be even more critical as the number of smart
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appliances with Internet connectivity continues to grow. In closing, we recommend the
following next directions:
• System operators should reconsider the current unnecessary online data sharing mech-
anisms and policies. As it was shown in the chapter, access to historical and real-time
system data can be easily leveraged for malicious purposes.
• Further research is required to develop additional MadIoT attacks and effective pro-
tection schemes to help the power grid withstand emerging high-wattage botnet at-
tacks.
In the third part, we introduced MaMIoT, the first energy market manipulation cyber-
attack in which an adversary can slightly alter the power system real-time demand through
a botnet of high wattage IoT devices to help market players gain additional profit from
the electricity market or cause major economic damage to a set of market players. We
evaluated the performance of the developed attack models on real datasets from the two
biggest electricity markets in the U.S., the California and New York markets. The simu-
lation results revealed that with only 200,000 bots in a botnet, the attacker can cause 2.8
(2.1) million USD and 3.8 (2.2) million USD worth of economic damage to the demand
(generation) side players of the California and New York markets, respectively. We also
showed that the MaMIoT attack can help a typical power plant owner gain an additional
30% in profit from the energy market, all while maintaining attack stealth for increased
repeatability.
We hope that this thesis raises awareness of the significance of MaMIoT attacks to
the market operators, ISOs, IoT manufacturers, and system security experts to make the
electricity markets more secure against cyberattacks. In the near future, this problem will
be even more critical as the number of smart appliances with Internet connectivity continues
to grow. In closing, we recommend the following next directions:
• Market operators should reconsider the current online data sharing mechanisms and
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policies. Access to historical market data can be easily leveraged for malicious pur-
poses.
• Further research is required to develop effective countermeasures for reducing the
damaging consequences of MaMIoT attacks on electricity markets. For example, the
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