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Abstract. Silicon imagers with integrated motion-detection circuitry have been developed and tested for the past
15 years. Many previous circuits estimate motion by identifying and tracking spatial or temporal features. These
approaches are prone to failure at low SNR conditions, where feature detection becomes unreliable. An alternate
approach to motion detection is an intensity-based spatiotemporal correlation algorithm, such as the one proposed
by Hassenstein and Reichardt in 1956 to explain aspects of insect vision. We implemented a Reichardt motion
sensor with integrated photodetectors in a standard CMOS process. Our circuit operates at sub-microwatt power
levels, the lowest reported for any motion sensor. We measure the effects of device mismatch on these parallel,
analog circuits to show they are suitable for constructing 2-D VLSI arrays. Traditional correlation-based sensors
suffer from strong contrast dependence. We introduce a circuit architecture that lessens this dependence. We also
demonstrate robust performance of our sensor to complex stimuli in the presence of spatial and temporal noise.
Key Words: Reichardt motion detector, analog VLSI, insect vision, motion sensor, robust sensing, biological
model
I. Introduction
Sensors are devices that interface the internal world
of abstract computation with the external, physical
world. At mesoscopic scales, the real world is not
discrete so sensors are inherently analog. Sensors
often perform local computations in order to extract
relevant information from noisy signals. These
computations are often performed in analog to save
power and to reduce the computational burden on the
main processor. The physical devices used to
fabricate these ‘‘intelligent’’ analog sensors are
subject to built-in inaccuracies, as no two devices
will be identical. To be useful outside the laboratory,
integrated silicon sensors must thus exhibit two types
of robustness: internal robustness, that is robustness
in the face of substrate and component variability
both within and between integrated circuits; and
external robustness, where sensors respond correctly
to the type of complex and noisy scenes extant in the
real world.
Much can be learned about real-time sensory
processing by investigating biological systems. While
some animals possess larger brains and more
sophisticated capabilities than others, all animals
show complex behaviors and very robust perfor-
mance in the real world of the type neither
understood by scientists nor yet replicated by
engineers [1]. The seminal work of Mead and
colleagues [2] demonstrates that principles of bio-
logical information processing can be implemented in
analog VLSI circuits. We continue this line of
research to develop a robust visual motion sensor
based on the insect visual system.
In this paper, we present a novel implementation
of a correlation-based motion sensor found in flying
insects. Our design incorporates recent ideas from
biological models to reduce the contrast and spatial
frequency dependence usually associated with sen-
sors of this type. We systematically test our sensor for
robustness by measuring its performance with noisy,
naturalistic stimuli.
In Section II, we review motion detection algo-
rithms and corresponding hardware implementations
from the past two decades. In Section III, we analyze
the biologically-inspired Reichardt motion detection
algorithm. Section IV describes the circuit realization
of our sensor, and Section V presents the results of
experiments that evaluate the sensor’s performance.
II. Relation to Previous Work
During the past 15 years, many analog or hybrid
VLSI motion sensors have been developed and
tested. Most of these designs incorporate photodetec-
tion and motion computation on the same chip. These
focal-plane processors typically cannot achieve the
high pixel density of dedicated CMOS imagers or
CCDs, but rather trade off density for functionality.
By extracting motion information at the level of light
detection instead of using an external microprocessor,
large savings in size, power, and system complexity
are achieved.
Nearly every motion detection algorithm devised
has been implemented in VLSI in some form. Motion
detection algorithms can be divided into two broad
classes: feature-tracking or token-based algorithms,
and intensity-based algorithms. We will review
previous hardware motion sensors of both types.
A. Feature-Tracking or Token-Based Algorithms
Algorithms of this type use feature detectors to
identify salient points in the raw image. Binary
tokens indicating the absence or presence of a feature
are then passed on to a velocity-estimation stage.
Two types of feature detectors have been used in
silicon motion sensors: spatial feature detectors and
temporal feature detectors.
Spatial feature detectors typically look for inten-
sity edges—places where the image changes rapidly
over a short distance. These edges are identified in
successive discrete-time frames. By matching a
feature from time t to the same feature at time
tDt, velocity can be measured. Of course, if the
feature density is high, the correspondence problem
(deciding which edge at time t corresponds to which
edge at time tDt) may be difficult, and if the
feature density is low then the optic flow field will be
sparse. This technique is commonly used in software
motion detection schemes due to its compatibility
with discrete-time computation, but it has also been
used in hardware motion detectors as a front-end
before additional continuous-time processing [3,4].
Temporal feature detectors typically look for rapid
changes in the image brightness at each pixel—
temporal edges. Due to the local nature of this
computation, it has been quite popular in analog
hardware approaches and has been implemented
efficiently in continuous-time circuits [5–8]. These
chips measure time-of-travel: the time it takes for an
edge to pass from one pixel to an adjacent pixel. They
offer the advantange of measuring true image speed
over many orders of magnitude, and can operate at
contrasts as low as 0.15 as long as the image contains
sharp edges [7].
Feature-tracking algorithms—especially those
employing relatively simple feature detectors, as
VLSI implementations must—may yield spurious
responses to weak signals. In hardware motion
detectors, features are typically encoded as binary
entities which are either present or absent. Weak
signals produce features near the threshold of
detectability. Physically instantiated feature detectors
have thesholds which are not perfectly matched
across an array, so a weak signal may trigger one
detector but not its neighbor. This makes the
correspondence problem difficult and may yield
inaccurate results [9].
B. Intensity-Based Algorithms
Intensity-based algorithms use some linearly-filtered
version of the image brightness, such as the
photocurrent, for motion processing without prior
binarization or classification. These algorithms can be
subdivided into two types: gradient and correlation
algorithms. Gradient algorithms use spatial and
temporal derivatives of an image to measure velocity
under the assumption that the overall intensity of the
image remains constant. As long as this assumption
holds, the gradient algorithm measures speed directly
and independent of contrast. The use of derivatives
makes this algorithm vulnerable to high-frequency
noise. However, gradient-based hardware motion
sensors have been developed [10,11].
The other class of intensity-based motion detectors
measure spatiotemporal correlations caused by
moving objects or self-motion. These algorithms
include the spatiotemporal motion energy model of
Adelson and Bergen [12] and the Reichardt motion
detector, first proposed by Hassenstein and Reichardt
in 1956 as a model of motion detection in insects
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[13]. Over the past four decades, the Reichardt model
has been used to explain motion detection in many
animals from houseflies to humans [14]. A related
algorithm was proposed by Barlow and Levick to
explain direction-selective cells in the rabbit’s retina
[15]. This algorithm has been implemented in
hardware using temporal feature detectors [16] and
in a purely intensity-based architecture [17].
Template matching schemes can also be considered
correlation-based algorithms, but these methods are
not generally amenable to analog VLSI implementa-
tion.
Delbru¨ck built a continuous-time, continuous-
value correlation-based hardware motion detector
[18] that used delay lines and quadratic nonlinearities
to compute a measure of spatiotemporal motion
energy. There was no feature detection; rather, the
raw output from the photoreceptors were used to
compute motion. Due to the nature of the delay lines,
an object moving across the chip’s field of view
caused a directional response to gradually build over
space and time. The circuit exhibited a velocity-tuned
response. Like many correlation-based algorithms,
the response of this chip was highly contrast-
dependent.
Early attempts to implement the intensity-based
Reichardt architecture in silicon used translinear,
current-mode circuits [19,20]. As we will show in
Section III, the response of these traditional Reichardt
motion sensors is affected strongly by contrast.
Attempting to build contrast-independent Reichardt
motion sensors, some have designed circuits that
perform an initial binarization of the image based on
temporal edges and then delay and correlate these
digital signals [21,22]. These circuits would not be
expected to perform well in noisy, low-contrast
environments without additional image preprocess-
ing. Reichardt-inspired sensors have also been built
in discrete hardware and used on mobile robots,
although the particular implementation more closely
resembled a feature-tracking, time-of-travel scheme
[23,24].
C. Testing Methodology
Most of the sensors above were tested with noiseless,
highly artificial stimuli—sharp intensity edges and
gratings. Some were tested with low-contrast stimuli,
but noise was never intentionally introduced into the
image. There is shot noise in photoreceptor signals,
but this is usually small compared to the signal, and is
rarely quantified. (A theoretical noise analysis is
shown in [6], but noise is introduced into experiments
only by lowering the overall light intensity.)
Also, few of these circuits were explicitly tested
for interpixel matching characteristics. Different
circuit architectures and layouts can be more or less
sensitive to stochastic device variation inherent in
VLSI processes. Only two studies quantified circuit
variation [3,4], while a few others graphically
depicted the output of motion detector arrays
[8,11,17,18,21].
III. Theoretical Analysis
We now describe the Reichardt motion detection
algorithm which underlies our hardware implementa-
tion. The Reichardt motion detector uses a
correlation-based algorithm, whose output is equiva-
lent to the output of the spatiotemporal motion energy
model proposed by Adelson and Bergen [12] and
others [25,26].
The basic idea of the Reichardt motion detector is
to correlate the signal from one photoreceptor with
the delayed signal from an adjacent photoreceptor.
This delay-and-correlate algorithm produces a velo-
city-tuned response that is weakly directionally
selective. By subtracting the responses of two
opponent half-detectors from each other, only the
directional motion signal remains (see Fig. 1(a)) [27].
It is instructive to consider the case where the
stimulus is a sinusoidal grating moving at velocity v.
Image intensity ix; t can be expressed as
ix; t  I  DI sin 2pfsx vt  1
where I is the mean intensity, and fs is the spatial
frequency. The contrast of the grating is DI/I. At any
single photoreceptor, this moving grating produces a
temporal sinusoidal signal with a frequency ft  vfs.
This allows us to rewrite (1) as
ix; t  I  DI sinott osx 2
where ot  2pft and os  2pfs. If two photoreceptors
have an angular separation of f, then the signals
measured by the photoreceptors can be expressed as
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p1t  jHotjDI sin ottÿ os
f
2
 
3
p2t  jHotjDI sin ott os
f
2
 
4
We introduce Hot as the temporal frequency
response of the photoreceptors. For simplicity we
ignore the phase contribution of Hot as it will be
identical in p1t and p2t, and thus have no effect on
perceived motion. We also assume that the photo-
receptors have a highpass behavior which eliminates
the DC component of illumination I. We model the
photoreceptor response as
Hot  KjottHPF
jottHPF  1jottphoto  1
5
where tHPF is the time constant of the DC-blocking
highpass filter, tphoto is the time constant defining the
photoreceptor bandwidth, and K is a constant of
proportionality.
Since we are building continuous-time circuits, a
delay is most easily approximated using the phase lag
inherent in a first-order lowpass filter. Lowpass
filtering each photoreceptor signal yields
l1t 
jHotjDI
t2o2t  1
p sin ottÿ os f2 ÿ tanÿ1 tot
 
6
l2t 
jHotjDI
t2o2t  1
p sin ott os f2 ÿ tanÿ1 tot
 
7
Correlation is accomplished by multiplying the
phase lagged signals with adjacent, non-delayed
signals. The results are two ‘‘half-detector’’
responses:
m1t  G cososf P ÿ cos2ottÿ P  8
m2t  G cososfÿ P ÿ cos2ottÿ P  9
where
G  jHotjDI
2
2

t2ot2  1
p 10
P  tanÿ1 tot 11
Once these signals are subtracted in opponency,
the final output becomes
ot  DI2jHotj2
tot
t2o2t  1
sinfos 12
This describes the sensitivity of a Reichardt
motion detector to a sinusoidal grating with a
particular contrast, temporal frequency, and spatial
frequency. Notice that the response is a separable
function of these three parameters. We can rewrite
this equation to make the dependency on the grating
velocity v explicit:
ot  DI2jHosvj2
tosv
t2o2s v2  1
sinfos 13
Although this response is direction selective (i.e., the
sign of ot is equal to the sign of v), it does not
encode velocity independent of spatial frequency and
contrast.
There are no time-dependent terms in this
equation. This indicates a DC response to moving
patterns. However, if the mean intensity of the image
Fig. 1. Reichardt motion detector architecture. (a) The signal
from one photoreceptor is correlated with the delayed signal from
an adjacent photoreceptor. Direction selectivity is increased by
subtracting the responses of two half-detectors in opponency. (b)
A 1-D array of Reichardt motion detectors, illustrating the
repeated computational element. Subtraction currently performed
off-chip for flexibility, but would be easy to implement given the
current-mode outputs of the multipliers. A 2-D arrangement is
possible with two additional multipliers in each cell.
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is not completely removed by prefiltering, or if the
opponent subtraction is not perfectly balanced,
oscillations at harmonics of the stimulus temporal
frequency will be superimposed on the DC response.
(For a complete analysis of the Reichardt motion
detector in these nonideal cases, see Egelhaaf [28].)
These oscillations may be reduced by using an array
of Reichardt motion detectors (see Fig. 1(b)) and
summing their responses. This has the effect of
integrating over different phases of the stimulus and
canceling pattern-dependent oscillations [29,30].
IV. Circuit Realization
We chose to implement a fully analog, continuous-
time, intensity-based version of the Reichardt motion
detector with reduced contrast dependence. To the
best of our knowledge, this is the closest approxima-
tion to this biological motion sensor that has been
built. We are testing the hypothesis that by emulating
an evolved neurobiological system, we can develop a
robust analog VLSI sensor capable of being used in
noisy environments.
A. Circuit Architecture
Before computing any information about motion, we
must first measure light intensity at each pixel. We
use an adaptive photoreceptor circuit developed by
Delbru¨ck and Mead [31]. This is a four-transistor
circuit that uses a substrate photodiode and source
follower M1 to convert incident light into a
logarithmically encoded voltage (see Fig. 2(a)). A
high gain amplifier M2 and M3 and feedback
network C1 and C2 amplify the voltage signal by
a factor of 18. The adaptive element M4 acts as a
nonlinear feedback element that conducts only if the
voltage across it exceeds several hundred millivolts.
This allows the photoreceptor to adapt to large
changes in illumination. Thus we maintain a large
dynamic range over a wide operating range. At low
bias current levels, the bandwidth of the photo-
receptor is limited by the parasitic output capacitance
Cp. For a detailed discussion of this circuit, see
Delbru¨ck and Mead [31].
The adaptive photoreceptor signal is sent to a gmC
highpass filter (see Fig. 2(a)). We use a source
follower to provide a low-impedance driver, but in
future designs we will leave this out and compensate
for the increased output capacitance by increasing the
photoreceptor bias current Ipr. We use a highpass
filter for two reasons. First, the ac coupling eliminates
any systematic offsets caused by device variation in
the adaptive photoreceptor. Second, by fixing the DC
component of the signal to Va, we can eliminate any
common-mode effects later in the circuit.
The delay is accomplished with a first-order gmC
lowpass filter (see Fig. 2(b)). The bias transistor in
the circuit was made several times minimum size to
improve time constant matching across the chip. By
Fig. 2. Circuit schematic. Shaded labels indicate corresponding signals from Fig. 1(a). (a) Adaptive photoreceptor M1–M4; C1–C2 with
source follower M5–M6 and temporal highpass gmC filter M7–M11; C3 to remove the DC component of Vphoto. (b) Temporal lowpass
gmC filter. This circuit’s phase lag acts as a delay. (c) Gilbert multiplier. This circuit multiplies delayed and nondelayed photoreceptor
signals.
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operating this circuit at low current levels, we can
achieve time constants useful for motion detection
(10–100 ms) with reasonably sized capacitors (on the
order of 1 pF).
Correlation is approximated by a Gilbert multi-
plier (see Fig. 2(c)). The input V2 comes from the
lowpass filter, and V1 comes from the highpass
filtered photoreceptor from an adjacent pixel (see Fig.
2(c)). The voltage Va is the reference voltage used by
the highpass filter, and Vb is another DC bias voltage
set a few tens of millivolts below Va. We operate
these field-effect transistors (FETs) in subthreshold,
where their drain current Id, ignoring channel-length
modulation effects, is given by
Id  I0ekV g=VT
ÿ
eÿVS=VT ÿ eÿVd=VT
 14
where I0 is a process-dependent constant, Vg, Vs and
Vd are the gate, source, and drain voltages referenced
to the bulk potential, k is the gate efficiency factor
(typically around 0.7), and VT is the thermal voltage
kT/q [2]. Sub-threshold FETs exhibit exponential
behavior, much like the BJTs with which the Gilbert
multiplier was originally built. We take a single-
ended current-mode output from the circuit, which
gives us
Iout 
Ib
2
 Ib
2
tanh
kV1 ÿ Va
2VT
 
tanh
kV2 ÿ Vb
2VT
 
15
where Ib is the bias current. For small-signal inputs,
this can be approximated as
Iout 
Ib
2
 k
2Ib
8V2T
V1 ÿ VaV2 ÿ Vb 16
An older version of this circuit used a pFET mirror
to eliminate the DC component Ib=2 and double the
signal amplitude. Device mismatch in the mirror
introduced additional offsets, so it was not used in
this design. We could in principle use both single-
ended outputs, but that would require more wires
routed through each pixel, which would consume
more area.
For the multiplier to work properly, the common-
mode voltage of the lower inputs (V2 and Vb) must be
lower than the common-mode voltage of the upper
inputs (V1 and Va). Simulation results show that
acceptable behavior is obtained with a difference of
only 50 mV. In order to lower the DC level of the
lowpass filter output, we lowered the source voltage
of the output FET in the current mirror of the gmC
filter (see Fig. 2(b)). By placing the Vtilt bias a few
tens of millivolts below Vdd, we lower the DC output
level by Vdd ÿ Vtilt=k. This difference in source
voltages increases the time constant of the lowpass
filter, but we can compensate by raising It. The
difference in source voltages also creates an asym-
metry in the up-going and down-going slew rates of
the filter, but in practice this does not seem to have a
significant effect on the overall circuit performance.
It can be shown from (15) that the circuit output
saturates for differential inputs greater than about
4VT&100 mV. Rather than restrict our signals to this
small linear region, we exploit the nonlinear behavior
of the circuit to improve our motion detection
algorithm. It has been shown that by adding
saturating nonlinearities before the correlation stage,
the contrast dependence of a Reichardt detector can
be reduced [32]. To understand this effect, consider
(15) in the extreme case where both differential
inputs are much greater than VT :
Iout&
Ib
2
 k
2Ib
8V2T
sgnV1 ÿ VasgnV2 ÿ Vb
&
Ib
2
 k
2Ib
8V2T
sgnV1 ÿ VaV2 ÿ Vb 17
where the sign function sgnx is defined as
sgnx  1; x  0ÿ1; x50

18
Incorporating this ‘‘saturated multiplier’’ model
into our analysis from Section III, we can rewrite (8)
and (9) as
m1t  sgncososf P ÿ cos2ottÿ P 19
m2t  sgncososfÿ P ÿ cos2ottÿ P 20
where P is given by (11). We normalize for the
constant prefactor in (17) and neglect the constant
DC component since the opponency subtraction will
cancel this current.
We can continue the analysis of an EMD array
with nonlinear multipliers by using the time averages
of m1t and m2t, which are given by
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hm1ti  1ÿ
2
p
osf tanÿ1 tot 21
hm2ti  1ÿ
2
p
osfÿ tanÿ1 tot 22
When these signals are subtracted in opponency, the
time average of the output is given by
hoti  4
p
tanÿ1 tot
 4
p
tanÿ1 tvos
Spatial integration across a small array of motion
detectors will have the effect of integrating over
different phases of the stimulus. This will remove the
time-dependent components of the motion detector
output.
We see in (23) that in the limit of full multiplier
saturation the output is sensitive to pattern velocity
and spatial frequency but is independent of pattern
contrast. We use the inherent saturation in the Gilbert
multiplier to achieve this behavior without adding
additional hardware. We shall demonstrate this
reduced contrast dependence in Section V.
Fig. 3 shows the layout for one 1-D motion sensor,
corresponding to the circuit element outlined in Fig.
1(b). All experimental results shown below were
measured from arrays of this circuit, which was
fabricated in a 1.2 mm double-poly, double-metal n-
well CMOS process, yielding a pixel size of
61 mm6199 mm with 32 transistors and a four
capacitors totaling 3.0 pF. In order to build a 2-D
motion sensor, we need add only two more multiplier
circuits and additional interpixel and output wiring.
Only two wires in each direction are required for
nearest-neighbor communication, making 2-D layout
practical. An additional interpixel wire may be
required if opponent subtraction is performed locally.
A 2-D version of this circuit is currently being
fabricated in the same process, and the pixel size is
138 mm6138 mm—a 57% increase in area.
B. Supply Voltage Requirements
By computing motion in parallel, we do not need
time constants less than a millisecond at any pixel.
The fastest known visual systems (those of house-
flies) have bandwidths of less than 200 Hz, and
humans can barely perceive the flicker of a 60 Hz
monitor. This low bandwidth requirement allowed us
to operate the entire circuit in subthreshold (drain
currents typically less than 1 mA). Subthreshold
operation allowed us to operate at Vdd  2:5 V
despite the Gilbert multiplier circuit, where three
transistors are in series between the power supply and
ground.
In order to operate an above-threshold transistor in
the saturation region (where the drain voltage has no
Fig. 3. Motion detector layout. Cell measures 61mm6199mm in
a standard 1.2 mm process with 32 transistors and 4 capacitors
totaling 3.0 pF. In order to build a 2-D motion sensor, we need
only add two more multiplier circuits, and some additional
interpixel wiring.
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effect on the drain current, neglecting channel-length
modulation), the drain-to-source voltage Vds must
exceed Vgs ÿ Vt, where Vt is the threshold voltage. In
subthreshold operation, the condition for saturation is
Vds  4 VT , where VT is the thermal voltage, and 4VT
is about 100 mV at room temperature. This low
voltage overhead requirement allows us to operate
with a power supply voltage of 2.5 V even though the
circuit was fabricated in a 5 V process. The source
follower buffer for the photoreceptor is the subcircuit
limiting our voltage ceiling. Once this is removed
from later designs, operation with a supply voltage of
less than 2 V should be possible.
C. Interpixel Variation
Device mismatch is inherent in any physical circuit,
and is an important consideration when designing
analog circuits that will be repeated many times
across a chip. We want every motion sensor on a die
to exhibit similar performance. The large number of
sensors on a single chip precludes off-chip trimming
of each circuit to achieve matching. Some floating-
gate circuits are capable of storing correction factors
locally, but these would add to the size and
complexity of each circuit [33].
We use two types of devices in our EMD:
transistors and capacitors. Parallel plate capacitors
in CMOS, even very small ones, match very well
[34]. In order to study transistor matching, we
fabricated arrays of several hundred nMOS and
pMOS transistors, and measured their matching
characteristics.
Transistor mismatch is most simply modeled as a
voltage source in series with the gate. This gate
voltage variation is particularly important in sub-
threshold operation due to the increased relative
transconductance in this region. We modeled this
source as a Gaussian distribution of mean zero and
standard deviation s. We estimated s for nFETs and
pFETs of various sizes by measuring I–V character-
istics across the transistor arrays.
As expected, s decreased with the square root of
transistor area (data not shown). This behavior has
been observed in other studies of subthreshold FETs
[35]. We also found that the value of s for pFETs was
2.7 times as large as the value for nFETs of equal
gate area, on average.
Using this knowledge, we can apportion our
limited layout area in a way that maximizes interpixel
matching. We analyzed subcircuits in our motion
sensor to determine what effect variation in an
individual device would have on the entire subcircuit.
For example, analysis of the five-transistor lowpass
filter (see Fig. 2(b)) reveals that mismatch in each of
four transistors—the two nFETs in the differential
pair (M2 and M3) and the two pFETs in the current
mirror (M4 and M5)—contribute equally to the
intercircuit variance of the output voltage:
s2out  s2M2  s2M3  s2M4  s2M5 24
Given a limited area for circuit layout, it follows
that to minimize mismatch, we must apportion the
chip area as follows:
AP
AN


NP
NN
s
sp
sn
25
where AP and AN are the layout areas devoted to
pFETs and nFETs, NP and NN are the number of
pFETs and nFETs that contribute equally to the total
circuit variance, and sp  2:7sn in our technology.
We used this consideration—allocating more area for
pFETs due to their worse matching properties—when
designing the layout. We also tried to reduce the total
number of pFETs in the circuit (e.g. removing the
pFET current mirror from the Gilbert multipliers).
V. Experimental Results
All of our experiments were carried out on a 1622
array of motion sensors fabricated on a
2.2 mm62.2 mm die in a standard 1.2 mm CMOS
process. A 2.6 mm focal length lens was mounted
directly over the chip, giving a 35 field of view
across the entire array. The angle f between adjacent
photoreceptors was 1.5, comparable to the eyes of
many flying insects [36]. The chip was biased to an
appropriate operating range, and the bias settings
were unchanged during all experiments, except where
explicitly stated.
For experiments involving spatial integration over
many sensors, the individual output currents were
summed on two wires, one for the rightward-facing
half-receptors (i.e. the m1 signal in Fig. 1(a)), and one
for the leftward-facing half-receptors (i.e. the m2
signal in Fig. 1(a)). The currents were measured with
off-chip sense amplifiers. The two opponent signals
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were subtracted to yield a direction selective
response.
We presented computer-generated visual stimuli
on a standard monitor (Sony Multiscan 17se II) with
a refresh rate of 70 Hz. Our software was able to
update the screen at approximately the same rate. The
bandwidth of the adaptive photoreceptors was set
sufficiently low to attenuate screen refresh artifacts
by 20 dB. This also prevented the photoreceptors
from responding to the 120 Hz signal in ac incandes-
cent lighting.
We generated visual stimuli with spatial resolution
far exceeding the motion sensor array resolution. We
used a 64-value gray scale to generate sinusoidal
gratings and other complex stimuli of varying
contrasts.
A. Direction Selectivity
Fig. 4 shows the output of a single Reichardt motion
sensor and the summed output of the 22-element
sensor array in response to a sinusoidal grating
drifting along the sensor axis. The sensor array is
highly direction selective, giving responses of
opposite sign to motion in opposite directions. The
individual sensor shows a high degree of pattern
dependence superimposed on a DC direction selec-
tive response. Much of this pattern dependence is
caused by device mismatch in the Gilbert multiplier.
If the differential pairs are not perfectly matched, the
output contains components of the raw input signals.
Pattern dependence is greatly reduced by spatially
integrating over a small group of motion sensors that
see different phases of the stimulus. Pattern depen-
dence has also been observed in motion-sensitive
cells in flying insects, where it is also reduced by
spatial integration [29,30]. In principle, pattern
dependence could also be removed through temporal
integration (averaging over time), but this would
limit the response time of the sensor. We chose
spatial integration, which sacrifices resolution, but
maintains temporal bandwidth. The transients
observed at the onset of motion are also observed
in biological motion-sensitive cells and have been
shown to be a consequence of summing many EMDs
which see different phases of a periodic stimulus
[32].
Although the sensors are configured in a 1-D
arrangement, they respond to motion in other
directions. Fig. 5 shows the mean response of the
sensors to a sinusoidal grating moving in other
directions. Dashed lines indicate negative responses.
The sensor exhibits a cosine tuning curve, similar to
many motion-sensitive cells observed in animals
[37]. This is a consequence of the spatial-frequency
dependence in (12). For spatial wavelengths much
greater than the photoreceptor spacing f, the sinfos
term can be approximated as fos. The temporal
frequency of the stimulus moving at an angle y stays
the same as it rotates, but the spatial frequency as
seen by two adjacent photoreceptors is proportional
to cos y.
This type of directional tuning is desirable because
it responds strongly to slightly off-axis motion, but
tends to ignore perpendicular motion. As discussed in
Section IV, by adding two additional multipliers to
each pixel, we can create an additional motion sensor
that is oriented perpendicular to the original sensor.
Together, these sensors would return signals propor-
tional to the sine and cosine of image motion, so the
direction of motion could be determined. Of course,
this sensor only measures the normal component of
local motion, and does not solve the aperture problem
[38].
Our sensor preferentially ignores stimuli in the
Fig. 4. Direction selectivity. A sinusoidal grating  ft  3:0 Hz,
fs  0:14 cpd, contrast  1 moved along the motion detector
axis in alternating directions. Spatial integration over an array of
22 Reichardt detectors eliminates much of the pattern dependence
seen in the single sensor trace.
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orthogonal direction, so if one is interested in motion
only along one axis where off-axis motion is rare
(such as estimating the translation or rotation of a
ground vehicle), a simple 1-D sensor array might
suffice, since vertical motions would be largely
ignored.
B. Spatiotemporal Frequency Tuning
Next, we varied the temporal and spatial frequencies
of the sinusoidal gratings. Fig. 6 shows the mean
response of the sensor array, as well as the standard
deviation of the signal over ten temporal cycles of the
stimulus. The error bars give an indication of the
magnitude of residual pattern dependence. Noise
levels were far below the deterministic pattern-
dependent fluctuations observed. Theoretical fits to
are plotted as dashed lines. These fits use (12),
including parameters from (5): the first-order tem-
poral lowpass behavior of the adaptive photoreceptor
tphoto  30 ms and the first-order temporal highpass
filter that follows tHPF  200 ms.
The same parameters were used for all fits in
Fig. 6: t 80 ms, f 1.5, and a fixed constant of
proportionality. The circuit behaves as a Reichardt
motion detector over a wide range of spatial and
temporal frequencies. Spatial aliasing should produce
response reversals at N/2f, where N 1,2,3, . . . .
Indeed, the first reversal can be seen near
fs  1=2f& 0:33 cpd. This reversal is also observed
in flies, and has been used to measure their
interommatidial angle f [39]. The effect of aliasing
at higher spatial frequencies is reduced by the finite
photoreceptor size as well as by slightly defocused
Fig. 5. Directional tuning of the Reichardt detector array.
A sinusoidal grating  ft  3:0 Hz, fs  0:05 cpd, contrast  1
moved at various directions y relative to the motion detector axis.
Magnitude of normalized mean response is shown. Line shows
cos y; dashed section indicates negative response.
(a)
(b)
Fig. 6. Spatiotemporal frequency sensitivity of the Reichardt
detector array. (a) Temporal frequency sensitivity. (b) Spatial
frequency sensitivity. In this figure and in those following, error
bars show one standard deviation of the time response computed
over 10 stimulus periods, and represent residual deterministic
pattern dependence such as that seen in Fig. 4. Noise levels were
small by comparison. Dashed lines show fits to (12). Spatial
aliasing is reduced by the finite photoreceptor size as well as by
slightly defocused optics.
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optics. Both effects attenuate at high spatial
frequencies.
The spatial frequency dependence of the motion
sensor is determined by the angular spacing of the
photoreceptors. This can be changed only by altering
the layout or by changing the focal length of the lens.
This would have the effect of shifting the response
curve to higher or lower frequencies. Spatial
prefiltering of the image could also be introduced to
alter the spatial frequency response.
The location of the peak in temporal frequency
response is determined by the time constant of the
lowpass filter. By changing the bias Vt, we can shift
the area of maximum sensitivity (see Fig. 7). This
might allow us, in future versions of the EMD, to
introduce temporal adaptation to sustained motion
stimuli that shifts the response curve toward domi-
nant stimulus frequencies, a phenomenon observed in
biological motion sensors [40]. We could also build
multiple EMDs tuned to a wide range of temporal
frequencies.
The above experiments were repeated with square
wave gratings, and the results were similar (data not
shown).
C. Contrast Dependence
One of the biggest disadvantages of the Reichardt
motion detector is its strong (quadratic) dependence
on contrast. This not only confounds contrast with
spatiotemporal frequencies in the response, it also
greatly amplifies the effect of high-contrast features,
while attenuating low-contrast features. Studies of
natural scenes have shown that low contrasts are
much more common [41], so we do not want them to
be underrepresented by a motion sensor. Motion
sensors that respond only to high-contrast edges may
work well in the laboratory, but will have sub-
optimal performance in the real world.
As suggested in Section IV, by exploiting the
nonlinear, saturating nature of the Gilbert multiplier
we can greatly reduce this contrast dependence. Fig.
8 shows the motion sensor array’s response to drifting
sinusoidal gratings of varying contrast. While the
contrast dependence is quadratic for low contrasts
(dashed line), it saturates at moderate contrast levels
as the Gilbert multipliers begin to saturate. Other
stimulus information is preserved, as is shown by the
saturation to different levels for stimuli with different
temporal frequencies. Thus for moderate to high
contrasts, our sensor’s dependence on contrast is
greatly reduced. By increasing the photoreceptor
gain, we should be able to further decrease contrast
dependence in future designs. The response to low
contrasts is weak, but direction information is still
encoded. Similar results were obtained for square
wave gratings (data not shown).
Fig. 7. Tuning the temporal frequency response. By varying the
lowpass filter bias voltage Vt, we shift the sensitivity of the
motion detectors  fs  0:12 cpd; contrast  1.
Fig. 8. Contrast sensitivity. By operating the Gilbert multipliers
outside of their linear range, we achieve reduced contrast
dependence for moderate to high contrasts for two different
velocities  fs  0:12 cpd. Dashed line shows quadratic
dependence, as predicted by the simple Reichardt model in (12).
Despite saturating behavior, temporal frequency information is
still encoded.
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D. Interpixel Variation
As discussed in Section IV, good interpixel matching
is essential before large arrays of local motion
sensors will be feasible. We measured the matching
characteristics of our motion sensors across the 22-
sensor 1-D array that spanned 1.3 mm. We used a
sinusoidal grating of fixed spatial frequency, and
measured the mean response of each sensor in the
array as we varied its velocity from ÿ 200/s
to 200/s. Fig. 9 shows the mean and standard
deviations of the 22 responses measured across the
chip. The ratio of standard deviation to maximum
mean response varied between 0.10 and 0.25,
depending on the temporal frequency. The individual
sensors perform similarly, indicating good matching
of gains, DC levels, and time constants.
E. Robustness to External Noise
Stimulus contrast is difficult to characterize in
complex natural scenes that contain many spatial
frequencies. To demonstrate and quantify robustness,
we devised stimuli more complex than drifting sine
or square waves. Analysis of natural scenes has
revealed that spatial frequency power spectra of
natural scenes exhibit a 1=f N behavior, where N&2
[42]. Temporal frequency power spectra also follow
this behavior, resulting in amplitude spectra with 1/f
shapes. To better approximate natural scenes, we
generated 1-D patterns with a 1/f spatial frequency
amplitude spectrum. By randomizing the phase
spectrum, any number of distinct patterns with
‘‘natural’’ second-order statistics can be synthesized.
Our sensor array responds well to these 1/f patterns.
To test the robustness of our sensor, we added
either spatial or temporal 1/f noise to a moving
stimulus. We chose not to use white noise because it
contains relatively little power in the low frequencies
that the motion sensor array can resolve. Fig. 10(a)
shows an 1-D 1/f stimulus moving rightward at a
constant speed as a function of position and time. The
slope of the pattern corresponds to its velocity in this
spatio-temporal diagram. We introduced spatial noise
by adding a fixed 1/f pattern (with different random
phase spectrum) to the scene. The signal-to-noise
ratio (SNR) of this stimulus is  25 dB, where SNR
is defined as
SNRdB  10 log10
s2signal
s2noise
26
In Fig. 10(b), we have reduced the SNR to ÿ 8 dB.
After adding noise to a stimulus, we rescaled the
image to cover the entire dynamic range our monitor
was able to display, from white to black. This
allowed us to cover a greater range of SNRs, but
reduced the signal contrast as more noise was added.
Fig. 10(b) also shows three ‘‘snapshots’’ of the
stimulus at different times. Our sensor array can
easily discriminate its direction of motion in this
case. It is clear from looking at the snapshots that
there are no obvious ‘‘features’’ that one could track
from one frame to the next. Although human
observers have no problem seeing the direction of
motion at this SNR level, features seem to wax and
wane in a seemingly random manner as the stimulus
moves across the retina.
We also added 1/f temporal noise. Fig. 11(a)
shows the position vs. time graph of the stimulus with
SNR  25 dB. The perception is of motion in one
direction, with full-field flicker or illumination
modulation added. Fig. 11(b) shows the case where
SNR ÿ 8 dB, along with three time traces at fixed
locations, such as three photoreceptors might see.
There are no obvious temporal features that move
from one trace to the next.
We tested the direction selectivity of the sensor
array as a function of SNR for spatial noise (see Fig.
Fig. 9. Interpixel variation. Here, error bars show standard
deviation of mean single-element response across the 22-element
array for leftward and rightward motion at different temporal
frequencies or, equivalently, speeds fs  0:12 cpd; contrast  1.
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12) and temporal noise (see Fig. 13). Both figures
show the mean and standard deviation of time
courses from the sensor array. The increase in mean
response can be accounted for by the increasing
signal contrast as SNR is raised while dynamic range
is kept constant. Even at very low SNR levels, the
sensor is still able to discriminate between leftward
and rightward motion with high accuracy. Our
analog, correlation-based motion algorithm is robust
against noisy inputs that would foil other feature-
based motion-detection schemes. Our sensor behaves
quite robustly in the face of temporal noise, thanks to
the opponent subtraction that eliminates common-
mode signals. Note that the gradient algorithm would
fail here by reporting motion in the direction of the
spatial intensity gradient, since the assumption that
the image intensity is constant does not hold [43].
F. Power
One entire Reichardt motion sensor consumes 50 nW
of power at Vdd  2:5 V under normal indoor
illumination of 10 cd=m2. Photocurrent contributes
significantly to overall power consumption. Under
increased illumination of 2500 cd=m2, the power
consumption increased to 110 nW. The circuit
consumes approximately the same amount of power
Fig. 10. Adding spatial noise. Diagrams show an one-dimensional 1/f stimulus moving rightward at a constant velocity. In both cases, 1/f
spatial noise has been added with an effective (a) SNR of  25 dB (b) or of ÿ 8 dB. Also shown are three ‘‘snapshots’’ of each image.
Notice that under low SNR conditions, few obvious spatial features are apparent that could be reliably tracked to estimate image motion.
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with or without motion present. This is the lowest
power requirement of any motion sensor we are
aware of. A 1006100 array of 2-D Reichardt motion
sensors would consume less than 1 mW.
VI. Discussion
We have described a low-power silicon implementa-
tion of the Reichardt motion detector, originally used
to explain motion detection in insects and evaluated
the robustness of our EMD to internal, fixed-pattern
noise (interpixel device variation) and external spatial
and temporal noise. We reduced contrast dependence
by exploiting circuit nonlinearities. While our sensor
does not measure image velocity with high precision
like feature-based motion detectors, it could be used
in noisy environments to return qualitative motion
information when high precision is not essential.
Possible applications include autonomous navigation
on small vehicles. This circuit was recently used to
estimate and cancel vehicle rotation in real-world
robotic experiments [44].
This EMD is now being implemented in a 0.35 mm
CMOS process. An individual motion sensor in this
technology consumes 3000 mm2 of silicon real-estate.
Fig. 11. Adding temporal noise. Diagrams show a 1-D 1/f stimulus moving rightward at a constant velocity. In both cases, 1/f temporal
noise has been added. (a) SNR  25 dB. (b) SNR ÿ 8 dB. Also shown are three ‘‘photoreceptor signals’’ from each image. Notice that
when the SNR is low, no obvious temporal features exist that could be used to estimate image motion.
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At this scale a 2-D Reichardt detector array with the
same resolution as a housefly eye (approximately
80680) could be fabricated on a 7 mm67 mm chip,
with less than 700 mW power dissipation. As men-
tioned in Section II, the addition of focal-plane
processing limits resolution. However, flying insects
offer an existence proof that very rapid, vision-based
navigation through unstructured 3-D environments
does not require high-resolution imaging. It will be
interesting to investigate algorithms that use low-
resolution optic flow maps for real-time navigation.
We hope this circuit can be used as a building block
for increasingly sophisticated hardware sensory
systems.
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