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We study the large time asymptotics of a simpliﬁed two species
model for particles (typically molecules or cells). The particles
can be in two states: A “free” state where they simply move
with a given velocity or an aggregated state where they do not
move anymore. We show that depending only on the strength
of the interaction between particles, either all of them eventually
coagulate or some may escape.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to propose a suitably modiﬁed coagulation kinetic model, taking distinct
states for the particles or cells (for applications to biology) into account.
The models representing coagulation phenomena can be classiﬁed according to the chosen scale
of description. Microscopic descriptions try to represent the evolution of a ﬁnite set of individual par-
ticles, the Smoluchowski-type models are typical examples in this context, see [15] and references
therein. Mean-ﬁeld (mesoscopic) models are concerned with the evolution of the number of particles
of each possible size, and not that of the individual particles; these descriptions are valid when the
number of particles is suﬃciently high. Mesoscopic models may or may not include the spatial distri-
bution of the particles [2,21]. On the other hand, macroscopic models describe the evolution of some
macroscopic quantities, which represent some kind of average of the microscopic properties of the
system (such as the mean cluster size) [22,24].
We study in this article a mesoscopic kinetic model. Those approaches to the phenomenon of co-
agulation and fragmentation take into account the effects of the movement and trajectories of the
particles; see for example [3,4,13,19,20] for other studies of kinetic models for coagulation or frag-
mentation.
* Corresponding author.
E-mail addresses: juancalvo@ugr.es (J. Calvo), Pierre-Emmanuel.JABIN@unice.fr (P.-E. Jabin).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.01.021
2808 J. Calvo, P.-E. Jabin / J. Differential Equations 250 (2011) 2807–28371.1. The motivation for the model
The purpose of this article is not to do modeling. However the equations that we are studying are
new and hence we brieﬂy indicate here why we think they represent an important phenomenon.
Many physical phenomena consist of a great number of small particles that can stick together in
some way to form aggregates or new particles of larger size. At the same time big particles could split
into smaller ones. This occurs in multiphase ﬂuids, in many examples of phase change, in the behavior
of aerosols with liquid or solid particles suspended in a gas and in crystallization in colloids, among
other examples in this context, for example [1,11,16,26,28,31]. Given their importance, coagulation
and aggregation phenomena have been the object of many studies in the recent years, both in physics
and mathematics [11,23].
A given model incorporates the description of individual coagulation events. That means that in
order to derive the model, one has to describe the state of a larger particle as a function of the states
of the two (or more) smaller particles that coagulated. For mesoscopic or kinetic models, the state of
one particle includes its mass and its momentum. For some problems, more internal variables could
be included of course.
In applications for physics, one typically assumes that the coagulation of two particles preserves
the total mass and the total momentum, making it easy to compute the mass and momentum of the
ﬁnal particle (it is the sum of the ones of the two smaller ones). Almost all models that have been
studied mathematically operate under this framework.
Nevertheless the sticking together, coagulation, aggregation or adhesion into a cluster, of particles,
whether they are cells, bacteria (or maybe even proteins etc.), is also of fundamental importance in
biological and biotechnological processes.
While conservation of mass is still reasonable, the conservation of momentum is in general highly
debatable in many such situations. One has to recall that in biology, “particles” are often already
very complex objects or living organisms. Their movement is the result of some internal process and
usually occurs in a medium (air, water, blood etc.). Such “particles” already exchange momentum
with their environment and there is no reason why the total momentum of the particles should be
preserved.
Let us give a few examples. In animals, small cells called platelets cluster at the site of an injury
to the skin or blood vessels. The same is true for endothelial cells [14,30]. As long as they are alone,
they move freely and actually completely stop moving when they coagulate. Preservation of momen-
tum is obviously violated here. Other examples of this process can be found in cell aggregation by
Chemotaxis or in ﬂocculation of sticky phytoplankton cells into rapidly sinking aggregates (because
they cannot ﬂoat anymore), which has been invoked as a mechanism explaining mass sedimentation
of phytoplankton blooms in the ocean (see [17,18] for instance).
In such biological contexts, coagulation surface ligands that mediate cell-to-cell adhesion or other
molecules are involved in cellular adhesive phenomena. Hence cell-to-cell adhesion usually consid-
erably hinders the movement of the corresponding cells. In fact one would often have to say that
coagulated cells are in a different “state” than free cells.
In our opinion, in addition to the usual physical models, there is also a real need for models that
do not impose or use conservation of momentum. We propose in this paper such a model, focusing on
the speciﬁc properties of the coagulation phenomenon. Thus we do not include other aspects which
would be equally important to correctly represent a given biological question but which would also
depend a lot on the particular situation considered.
1.2. The model
In the line of the previous general comments, we assume that the “particles” can be in two differ-
ent states.
The ﬁrst state corresponds to free particles that can still move. Each such particle may hence have
a distinct velocity v but they are otherwise assumed to be identical. Their density will hence depend
on time, position and velocity.
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and identical. Thus, they only have a density in the physical space.
We introduce the two corresponding densities
f : [0, T ] ×Rdx ×Rdv →R representing free particles,
ρ : [0, T ] ×Rdx →R representing coagulated or stuck particles.
It of course remains to explain how those quantities evolve in time. We consider the following system
of equations:
∂ f
∂t
+ v · ∇x f = − f (t, x, v)
∫
R
d
v′
α
(
v, v ′
)
f
(
t, x, v ′
)
dv ′ − β(v)ρ(t, x) f (t, x, v), (1)
∂ρ
∂t
=
∫
R
d
v′
∫
R
d
v
α
(
v, v ′
)
f
(
t, x, v ′
)
f (t, x, v)dv ′ dv + ρ(t, x)
∫
R
d
v
β(v) f (t, x, v)dv (2)
supplied with initial data 0 f 0(x, v) ∈ L1(R2d) and 0 ρ0(x) ∈ L1(Rdx).
Let us brieﬂy explain the assumptions behind this model. One could write (1)–(2) as
∂t f + v · ∇x f = −Q ( f , f )− Q˜ ( f ,ρ),
∂tρ =
∫ (
Q ( f , f )+ Q˜ ( f ,ρ))dv.
The kernels Q and Q˜ model the coagulation of the particles.
For free particles, the equations mean that if a particle does not coagulate then it just keeps
moving with the same constant velocity. It should be noted that this is not true for most of problems
mentioned in the previous subsection.
Consider the example of endothelial cells, which have already been much studied (though al-
most always neglecting their adhesion). First of all we neglect death and reproduction events; this is
not necessarily unreasonable as they typically occur over much larger time scales than their move-
ment. But in the classical kinetic models for endothelial cells (see for example [7] and the references
therein), a cell has random jumps in velocity with constant velocity only in the time intervals be-
tween two such jumps. The frequency, size etc. of the jumps may depend on the concentration of
some chemo-attractants; the model also requires an equation for those attractants, that may even be
produced by the cells themselves.
In such a case, our model would be realistic only if the frequency of the jumps is much lower than
the probability of coagulation. However our purpose here is not to investigate a particular problem.
The speciﬁc terms that one would have to add to Eqs. (1)–(2) would depend on the particular situa-
tion. What we wish to do is instead to study the common aggregation structure to all those models.
This explains why only coagulation kernels are present in (1)–(2).
Turning to the speciﬁc modeling of those kernels, one immediately notices that the right hand side
of (2) is the opposite of the integral in velocity of the right hand side of (1). This is due to the local
conservation of mass and is hence quite justiﬁed.
For two particles to coagulate, they must ﬁrst touch each other, i.e. collide. Of course the probabil-
ity of two particles colliding is proportional to the product of the densities at the corresponding point
in space, hence the presence in Q and Q˜ of the products f (t, x, v) f (t, x, v ′) and f (t, x, v)ρ(t, x).
The densities appear only in those products since we moreover assume that once two particles
touch, their probability of actually aggregating is independent of the densities. This is a traditional
assumption in physics and it seems to be reasonable also in a biological context. Verifying this
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therefore remain careful about its validity.
The probability of two particles coagulating once they touch hence depends only on their respec-
tive velocities and this information is found in the functions α(v, v ′) and β(v). For a given problem,
it is usually quite diﬃcult to give an explicit expression of the kernels; even physical applications like
droplets aggregation are too complicated for that. Here for a theoretical study, the exact expression of
the kernels is not needed. What is needed is the way they behave and especially where they vanish
or are unbounded.
Of course by deﬁnition, the collision kernels α(v, v ′), β(v) are nonnegative. In most physical situa-
tions Galilean invariance dictates that α depends only on the relative velocity of two particles v − v ′ .
This is not that true for the biological applications we have in mind as for instance cells or bacteria
are typically moving through a medium (with 0 velocity here).
Nevertheless it seems reasonable to assume that the points where α vanishes or is unbounded
depend only on v − v ′ . How α would vanish or blow-up at those points is essentially unclear so we
will allow for any polynomial behavior. Finally as β models the interaction between a free particle
and a stuck particle (hence with velocity 0), we assume that it behaves like α(v,0). Hence
c1
∣∣v − v ′∣∣a  α(v, v ′) C1∣∣v − v ′∣∣a, c2|v|a  β(v) C2|v|a, for some a ∈R.
These assumptions could even be extended (different behaviors for α, β , different behaviors for
|v − v ′| ∼ 0 and |v − v ′| ∼ ∞ etc.). In addition many results presented here would require only an
inequality (which one depending on the result).
As we wish to simplify as much as possible the exposition of the results and the proofs, we do not
take the most general assumptions and in fact for simplicity we will often assume that
α
(
v, v ′
)= C ∣∣v − v ′∣∣a, β(v) = C |v|a, for some a ∈R. (3)
Finally let us mention an interesting open problem. In some biological situations, coagulation be-
tween two cells touching each other would occur with probability one. This would correspond to
a = +∞ and would lead to a sort of sticky particles dynamics. Even in dimension 1, the analysis of
such models is quite diﬃcult (see for instance [6]) and especially so for the modiﬁed models that one
would obtain in this case.
1.3. The results
The main result in the paper is the characterization of the asymptotic behavior depending on a.
It is obvious from the equations that the mass of free particles may only decrease and the mass of
coagulated particles only increase. Hence the main issue as t → +∞ is whether all free particles
ﬁnally coagulate or if some of them remain free. The particles with higher speeds (which are the
candidates for “escaping” to the interactions and remaining free for longer times) are very likely,
on the long time scale, to be involved only in collisions with low relative velocities — that is, with
other escaping particles. Therefore, the issue of the long time behavior of the mass carried by the
free species is governed mostly by these collisions at low relative velocity. If the interaction kernel α
promotes these (which is the case when we have negative powers), the total transfer of mass from
the free species to the stuck species is more likely to happen. This is put in more precise terms
below, where we show that this depends only on the strength of the interactions (i.e. the value
of a): for suﬃciently negative powers of the relative velocity in the α kernel this total transfer of
mass is actually achieved. Then, collisions occurring at low relative velocities dominate in a sense the
asymptotic behavior of the system. The analysis of these phenomena is based on precise dispersion
estimates for kinetic equations.
This kind of dispersion properties constitutes one of the fundamental features in hyperbolic or
transport equations which, in some sense, could be considered as the counterpart to the diffusion
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bility or even basic properties of existence in various situations, of which Strichartz-type estimates
could be an example, see [7].
As a very representative example of hyperbolic transport equations we have the Vlasov–Poisson
system, whose behavior depends in a crucial way on the character of the potential. In the plasma
physical case all solutions exhibit a (strong or Lq-norm) dispersive character, see [27]. In the gravita-
tional case the dynamics is more complex and rich: Its is possible to ﬁnd stable (orbital stability) or
unstable stationary spatial conﬁgurations, time-periodic solutions (breathers) and (fully or partially)
dispersive solutions. The different notions of dispersion in this context have been studied in [10,8] in
terms of the macroscopic parameters associated to the initial conditions.
With respect to classical kinetic coagulation models, the existence and uniqueness theory is quite
simple as a priori estimates are obtained in a standard way. It is nevertheless included for the sake
of completeness.
We may summarize the results of the paper with the following:
Theorem 1.1. Assume that the integral kernels are nonnegative, satisfy (3) and a + d > 0. For any 0  f 0 ∈
L1(Rdx ×Rdv), 0 ρ0 ∈ L1 ∩ L∞(Rdx) and such that for some η > 0
f 0(x, v) C
1+ |v|max(a,0)+d+η , for a.e. (x, v) ∈R
d
x ×Rdv ,
there exists a unique weak solution of the system (1)–(2) with initial data f (0, x, v) = f 0 and ρ(0, x) = ρ0 .
Moreover, there exists a function g∞(x, v) such that∥∥ f (t, tx, x+ v/t)− g∞(x, v)∥∥→ 0 as t → ∞
in the norm of W−1,1(Rdx, L1(Rdv)). Furthermore,
• if a > 1 − d (or a > 1 if d = 1) and f 0 and ρ0 are compactly supported in x, the amount of mass∫
R2d
f (t, x, v)dxdv is bounded from below by a positive constant independently of time;
• if −d < a  1− d, the amount of mass ∫
R2d
f (t, x, v)dxdv is strictly positive for all times but converges
to zero as t goes to inﬁnity.
Existence and uniqueness are dealt with in the second section, where we also explain what we
mean by weak solution. Section 3 investigates the issue of vanishing free particles. The traveling wave
form of the solution is proved in the last Section 4.
The nonnegativity of the kernels and the condition (3) will be assumed (setting C = 1) for the rest
of the paper, with no further mention.
2. Existence and uniqueness
In this section we state our concept of solution and prove existence and uniqueness under certain
decay assumptions for the initial data and for the integral kernels.
Deﬁnition 2.1. A weak solution of the system (1)–(2) in the time interval [0, T ] is a pair of nonnega-
tive functions f ∈ L∞([0, T ], L1∩ L∞(Rdx ×Rdv)), ρ ∈ L∞([0, T ], L1(Rdx)) with initial data 0 f 0(x, v) ∈
L1(Rdx ×Rdv) and 0 ρ0(x) ∈ L1(Rdx) and which satisﬁes the following weak formulation:
−
T∫
0
∫
R
d
∫
R
d
∂ϕ
∂t
f dt dxdv −
∫
R
d
∫
R
d
ϕ(0, x, v) f 0(x, v)dxdv −
T∫
0
∫
R
d
∫
R
d
v · ∇xϕ f dt dxdv
x v x v x v
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T∫
0
∫
R
d
x
∫
R
d
v
ϕ f
[ ∫
Rv′
α
(
v, v ′
)
f
(
t, x, v ′
)
dv ′ + β(v)ρ(t, x)
]
dt dxdv
and
−
T∫
0
∫
R
d
x
∂ψ
∂t
ρ dxdt −
∫
R
d
x
ψ(0, x)ρ(0, x)dx
=
T∫
0
∫
R
d
x
ψ(t, x)ρ(t, x)
∫
R
d
v
β(v) f (t, x, v)dv dt dx
+
T∫
0
∫
R
d
x
ψ(t, x)
∫
R
d
v
∫
Rv′
α
(
v, v ′
)
f (t, x, v) f
(
t, x, v ′
)
dv ′ dv dxdt,
for every ϕ ∈ D([0, T [ ×Rdx ×Rdv) and every ψ ∈ D([0, T [ ×Rdx).
A priori estimates will show that for initial data in an appropriate class the property ∂t f ∈
L∞([0, T ],W−1,1(Rdx, L1(Rdv))) holds, so that the statement f (0, x, v) = f 0(x, v) makes sense. To give
a meaning for ρ(0, x) = ρ0(x) is easier, because this holds in L1(Rdx).
We need to introduce some extra notation:
Deﬁnition 2.2. The density function associated with the population f is given by
ρ f (t, x) =
∫
R
d
v
f (t, x, v)dv.
Deﬁnition 2.3. The total mass of the system is represented by the quantity
M =
∫
R
d
x
∫
R
d
v
f (t, x, v)dxdv +
∫
R
d
x
ρ(t, x)dx.
We explain here some conventions that will be used in the paper. Hereafter C will stand for a
generic positive constant, whose value may change from line to line. The notation C(a,b, . . .) indicates
that the constant C depends explicitly on the speciﬁed quantities. We will use B(r) to refer to a ball
centered at the origin with radius r. The space on which this ball is considered will either be clear
from the context or indicated by a proper subscript. B(r)c denotes the complement of such a ball in
its corresponding space. We use |A| to represent the Lebesgue measure of a set A.
The following stability result essentially implies the existence result in Theorem 1.1 (as the ap-
proximation of our system does not pose any problem).
Theorem 2.2. Consider a > −d. Assume that f 0 ∈ L1(Rdx ×Rdv), ρ0 ∈ L1 ∩ L∞(Rdx) and that for some 	 > 0
the following bound is veriﬁed:
f 0(x, v) C
max{a,0}+d+	 a.e. (x, v) ∈Rdx ×Rdv . (4)1+ |v|
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Lp([0, T ] ×Rdx ×Rdv), 1 p ∞, to a weak solution ( f ,ρ) of (1)–(2).
Remark 2.1. The assumptions are quite reasonable from the point of view of applications to physics or
biology. They imply that (1+|v|	) f 0 ∈ L∞(Rdx ×Rdv)∩ L1(Rdv , L∞(Rdx)). The way in which the existence
result is stated is not completely sharp. This can be seen tracking carefully the proof. Besides this we
can use a more technical proof and sharpen the result even more, lowering the integral regularity
which is required for the initial data. Generally speaking the less we ask for f 0, the more we have to
demand from ρ0, and vice versa. However the corresponding assumptions are not easy to state; and
we prefer to restrict to this non-optimal form of the result.
Remark 2.2. The following scheme could be used to approximate our problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ fn+1
∂t
+ v · ∇x fn+1 = − fn+1(t, x, v)
∫
R
d
v′
α
(
v, v ′
)
fn
(
t, x, v ′
)
dv ′
− β(v)ρn(t, x) fn+1(t, x, v); fn+1(0, x, v) = f0(x, v),
∂ρn+1
∂t
= +
∫
R
d
v
∫
R
d
v′
α
(
v, v ′
)
fn
(
t, x, v ′
)
fn+1(t, x, v)dv ′ dv
+ ρn(t, x)
∫
R
d
v
β(v) fn+1(t, x, v)dv; ρn+1(0, x) = ρ0(x).
The solutions to that relations have a fairly easy representation, namely
fn+1(t, x, v) = f0(x− vt, v)
× exp
{
−
t∫
0
∫
R
d
v′
α
(
v, v ′
)
fn
(
τ , x+ (τ − t)v, v ′)+ β(v)ρn(τ , x+ (τ − t)v)dv ′ dτ
}
and
ρn+1 = ρ0(x)+
t∫
0
∫
R
d
v
∫
R
d
v′
α
(
v, v ′
)
fn+1(τ , x, v) fn
(
τ , x, v ′
)
dv dv ′ dτ
+
t∫
0
ρn(τ , x)
∫
R
d
v
β(v) fn+1(τ , x, v)dv dτ .
Then a priori estimates are obtained in a straightforward way, as we sketch below. These prove the
weak compactness of the approximating sequence — whose limit in that sense we name f — and the
strong compactness of the related velocity averages.
Proof of Theorem 2.2. First we outline the proof for the case a 0, then we explain the modiﬁcations
that are needed for the case a < 0.
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representation of f (t, x, v) as
f (t, x, v) = f 0(x− vt, v)m(t, x, v),
with m ∈ [0,1] a damping factor. This shows that f (t) is nonnegative if f 0 is, and we also get some
a priori estimates as a consequence. These are gathered here.
Lemma 2.1. For any 0< t < T and any solution of (1)–(2), the following estimates hold:
1. f (t, x, v) f 0(x− vt, v).
2. ‖ f (t)‖Lp(Rdx×Rdv )  ‖ f 0‖Lp(Rdx×Rdv ) , 1 p ∞.
3. ‖ρ f (t)‖Lp(Rdx)  ‖ f 0‖L1(Rdv ,Lp(Rdx)) , 1 p ∞.
4.
∫
R
d
v′
∫
R
d
v
α(v, v ′) f (t, x, v ′) f (t, x, v)dv ′ dv ∈ L∞([0, T ] ×Rdx).
5.
∫
R
d
v
β(v) f (t, x, v)dv ∈ L∞([0, T ] ×Rdx).
Proof. Estimate 2 follows from 1; estimate 3 follows from 1 and Minkowsky’s inequality. To prove 4,
we recall that for a given a > 0 there exists a constant C = 2max{0,a−1} > 0 such that |v − v ′|a 
C(|v|a + |v ′|a). Using this fact,
∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dv dv ′
 2C
∫
R
d
v
∫
R
d
v′
|v|a f (t, x, v) f (t, x, v ′)dv dv ′
 C‖ρ f ‖∞
∫
R
d
v
|v|a f 0(x− vt, v)dv,
where we used 3 to ensure the ﬁniteness of ‖ρ f ‖∞ . Using then (4) we conclude the proof of 4. The
one for 5 is similar. 
Next, we integrate Eq. (2) and knowing that f (t) is nonnegative we infer that ρ(t) has also this
property if it does initially. At this stage it is then meaningful to introduce the total mass of the
system M , which is conserved during the evolution for classical solutions and therefore trivially non-
increasing in the general case.
The conservation of mass shows that ρ(t) ∈ L1(Rdx) uniformly in time. If we prove that ρ(t) is
bounded in some Lp(Rdx) space we can show in the usual way the convergence of all the linear terms
involved in the weak formulation. Indeed, we can get an estimate for ρ in L∞([0, T ] ×Rdx), as (2) is
readily integrated and then estimates 4 and 5 of Lemma 2.1 allow to deduce it.
The last point to prove the stability result is to show the convergence of the product terms. For
the sake of completeness we recall here a useful result which can be found in [9]. Here T denotes
the transport operator, the left hand side of (1).
Lemma 2.2. Suppose that {gn} ⊂ L1(]0, T [, L1loc(Rdx × Rdv)) is weakly relatively compact, and that {T gn}
is weakly relatively compact in L1loc(]0, T [ × Rdx × Rdv). Then, if {ψn} is a bounded sequence in
L∞(]0, T [, L∞loc(Rdx ×Rdv)) that converges a.e., then
∫
gnψn dv is strongly compact in L1(]0, T [, L1loc(Rdx)).
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limit f such that the above lemma applies. We can estimate the corresponding difference
∣∣∣∣∣
T∫
0
∫
R
d
x
ψ(t, x)
∫
R
d
v×Rdv′
α
(
v, v ′
)(
f (t, x, v) f
(
t, x, v ′
)− fn(t, x, v) fn(t, x, v ′))
∣∣∣∣∣
using terms like
∣∣∣∣∣
T∫
0
∫
R
d
x
ψ(t, x)
∫
(Bv (R)×Bv′ (R))c
α
(
v, v ′
)
fn(v) fn
(
v ′
)
dv dv ′ dxdt
∣∣∣∣∣
and
T∫
0
∫
R
d
x
∣∣ψ(t, x)∣∣ sup
v∈Bv (R)
∣∣ fn(v)∣∣
×
∫
Bv (R)
∣∣∣∣
∫
Bv′ (R)
α
(
v, v ′
)
fn
(
v ′
)
dv ′ −
∫
Bv′ (R)
α
(
v, v ′
)
f (v ′)dv ′
∣∣∣∣dv dxdt,
where for the sake of simplicity we have omitted the dependence on x as this does not cause confu-
sion. The aim is to make these quantities less than any given 	 > 0. To control terms as the ﬁrst one,
we use a parameter R > 0 and estimate as follows:
∫
(Bv (R)×Bv′ (R))c
α
(
v, v ′
)
fn(v) fn
(
v ′
)
dv dv ′
=
∫
(Bv (R)×Bv′ (R))c
α
(
v, v ′
) (|v|2 + |v ′|2)r/2
(|v|2 + |v ′|2)r/2 fn(v) fn
(
v ′
)
dv dv ′
 1
Rr
∫
R
d
v
∫
R
d
v′
α
(
v, v ′
)[√|v|2 + |v ′|2 ]r fn(v) fn(v ′)dv dv ′  C
Rr
.
This works thanks to (4), for r > 0 suitably small. Then, we choose Rr = 2	 C‖ψ‖1 and we can force
this type of terms to be smaller than 	/2.
It remains to show that the terms involving velocity averages over a compact set can also be
made as small as wanted. To use the averaging results it suﬃces to show that T fn is uniformly in
L1+	loc (]0, T [ × Rdx × Rdv ) for some 	 > 0 and in this way we avoid concentration phenomena. To do
so, notice that we already know that fn,ρn ∈ L1 ∩ L∞ . We also have that β(v) fn(t, x, v) belongs to
L∞([0, T ] ×Rdx, Lp(Rdv )) for any p > 1, as thanks to (4) we get
(
β(v) fn(t, x, v)
)p  ( C |v|a
1+ |v|a+d+	
)p

(
C
1+ |v|d+	
)p
.
The term fn(t, x, v)
∫
R
d α(v, v ′)n f (t, x, v ′)dv ′ is treated in a similar way.
v′
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above.
The case a < 0: To proceed we introduce for the remaining of the section the notation
q := d/|a|,
which comes from the fact that | · |−|a| ∈ Lqw(Rd). Basic facts about weak Lebesgue spaces can be found
in [25] or [5]. The main differences with the previous case are the following:
• The estimates 4–5 of Lemma 2.1 are proved in a different way. For 4 we use the Hardy–
Littlewood–Sobolev inequality [29],
∫
R
d
v′
∫
R
d
v
f (t, x, v ′) f (t, x, v)
|v − v ′||a| dv
′ dv  C
∥∥ f (t, x, ·)∥∥2
L
2d
2d+a (Rdv )
,
combined with suitable spatial regularity. This would require, on the aid of Minkowsky’s inequality—
note that 2q2q−1 = 2d2d+a—, that
f 0 ∈ L 2q2q−1 (Rdv , L∞(Rdx)), (5)
which by interpolation is always true as thanks to (4) our initial datum f 0 belongs to L∞(Rdx ×Rdv)∩
L1(Rdv , L
∞(Rdx)).
The estimate 5 is dealt away combining Hölder’s inequality with a layer-cake-type argument. More
precisely, we have:
Lemma 2.3. Let g ∈ L1(Rd)∩ Lp(Rd), with p > q′ (here p′,q′ denote conjugate exponents). Deﬁne
e(p,q) = (p
′)2
q − p′(1− p′) .
Then, for any λ ∈Rd, we have
∫
Rd
|g(x)|
|x− λ||a| dx C(p,q)‖g‖
1−e(p,q)
1 ‖g‖e(p,q)p .
As q′ = dd+a , we pick some δ > 0 and then we get the estimate
∫
R
d
v
f (t, x, v)
|v||a| dv 
∥∥ f (t, x, v)∥∥1−e(q′+δ,q)
L1(Rdv )
∥∥ f (t, x, v)∥∥e(q′+δ,q)
L
d
d+a +δ(Rdv )
.
To obtain the estimate 5 we require then that f 0 ∈ (L1 ∩ L dd+a +δ)(Rdv , L∞(Rdx)) for some δ > 0 suitably
close to zero. This is again implied by (4) and f 0 ∈ L∞(Rdx × Rdv ). Note that the hypothesis (5) is
contained in this one and these in turn are implied by the assumptions in Theorem 2.2.
• To have the convergence of the product terms the procedure is different. First of all, we use
Lemma 2.2 or a similar result (the ones in [12] for instance) to prove the convergence for a regularized
kernel (for instance αn = α if |v − v ′| > 1/n and na otherwise could do). Secondly we show that the
integral against the difference between the regularized kernel and the non-regularized one tends to 0
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uniform bounds on fn .
The control of velocity averages outside compact sets is achieved using the ﬁniteness of some
moment of these quantities. In this case, we consider r > 0 suitable small and notice that
∫
R
d
v×Rdv′
(√|v|2 + ∣∣v ′∣∣2 )r/2α(v, v ′) f (t, x, v) f (t, x, v ′)dv dv ′
 C
∫
R
d
v×Rdv′
[(1+ |v|r) f (t, x, v)][(1+ |v ′|r) f (t, x, v ′)]
|v − v ′||a| dv dv
′
 C
∥∥(1+ |v|r) f (t, x, v)∥∥2
L
2q
2q−1 (Rdv )
,
thanks to the Hardy–Littlewood–Sobolev inequality. Then we would ask for (1 + |v|	/2) f 0(x, v) ∈
L
2q
2q−1 (Rdv , L
∞(Rdx)) to gain the desired control. This is indeed the case, as it is easily seen that
(
1+ |v|	/2) f 0(x, v) ∈ (L1 ∩ L∞)(Rdv , L∞(Rdx))
thanks to (4).
The required control for the averages involving the β-kernel is easier, since, given r > 0 suitable
small,
∫
R
d
v
|v|rβ(v) f (t, x, v)dv 
∫
R
d
v
f (t, x, v)
|v||a|−r dv
and this integral is bounded thanks to Lemma 2.3 if we assume f 0 ∈ (L1 ∩ L dd+a )(Rdv , L∞(Rdx)). 
2.1. Uniqueness
We have uniqueness in the class of weak solutions that can be approximated by classical solutions
in L∞(0, T , L1(Rdx ×Rdv)× L1(Rdx)), thanks to the following result.
Proposition 2.1. Anyweak solution of (1)–(2)which is limit of classical solutions and satisﬁes the assumptions
of Theorem 2.2 is unique.
Proof. We consider two solutions ( f1,ρ1), ( f2,ρ2). Since those are the limits of classical solutions,
justifying the computations performed below is easy: Consider them as classical solutions and simply
pass to the limit at the end. Note however that given the simple form of the system, it is likely that
this could be done for any weak solution. As this is only an accessory point in the paper, we do not
investigate it fully.
Let us introduce the functions g = f1 − f2 and h = ρ1 − ρ2. We will conclude uniqueness with
a Grönwall argument applied to the integral of |g| + |h|. First we compute an equation for g . For
simplicity we will omit the integration domains as this will cause no confusion
∂t g + v · ∇xg = −g(t, x, v)
∫
α
(
v, v ′
)
f1
(
t, x, v ′
)
dv ′ − f2(t, x, v)
∫
α
(
v, v ′
)
g
(
t, x, v ′
)
dv ′
− h(t, x)β(v) f2(t, x, v) − β(v)g(t, x, v)ρ1(t, x).
2818 J. Calvo, P.-E. Jabin / J. Differential Equations 250 (2011) 2807–2837We use this to obtain an equation for
∫ |g|dxdv . To do so, an equation for ddt ∫ φn(g)dxdv is com-
puted ﬁrst, being φn a suitable smooth approximation of the sign function—a.e. convergent and
matching ±1 outside a compact set containing the origin—, and then we pass to the limit on that
equation. Thus, we get
d
dt
∫ ∣∣g(t, x, v)∣∣dxdv = −∫ ∫ ∫ ∣∣g(t, x, v)∣∣α(v, v ′) f1(t, x, v ′)dv ′ dv dx
−
∫ ∫ ∫
f2(t, x, v)α
(
v, v ′
)
g
(
t, x, v ′
)
sign
[
g(t, x, v)
]
dv ′ dv dx
−
∫ ∫
β(v)ρ1(t, x)
∣∣g(t, x, v)∣∣dxdv
−
∫ ∫
h(t, x)β(v) f2(t, x, v) sign
[
g(t, x, v)
]
dxdv.
Then we compute an equation for h,
∂th =
∫ ∫
α
(
v, v ′
)
f1
(
t, x, v ′
)
g(t, x, v)dv dv ′ +
∫ ∫
α
(
v, v ′
)
f2(t, x, v)g
(
t, x, v ′
)
dv dv ′
+
(∫
β(v) f2(t, x, v)dv
)
h(t, x)+ ρ1(t, x)
(∫
β(v)g(t, x, v)dv
)
,
so that, doing as before, we ﬁnd
d
dt
∫ ∣∣h(t, x)∣∣dx = ∫ ∫ ∫ α(v, v ′) f1(t, x, v ′)g(t, x, v) sign[h(t, x)]dxdv dv ′
+
∫ ∫ ∫
α
(
v, v ′
)
f2(t, x, v)g
(
t, x, v ′
)
sign
[
h(t, x)
]
dxdv dv ′
+
∫ ∫ ∣∣h(t, x)∣∣β(v) f2(t, x, v)dxdv
+
∫ ∫
β(v)g(t, x, v)ρ1(t, x) sign
[
h(t, x)
]
dxdv.
Adding both we get to
d
dt
[∫ ∫ ∣∣g(t, x, v)∣∣dxdv + ∫ ∣∣h(t, x)∣∣dx] 2∫ ∫ ∫ f2(t, x, v)α(v, v ′)∣∣g(t, x, v ′)∣∣dxdv dv ′
+ 2
∫ ∫ ∣∣h(t, x)∣∣β(v) f2(t, x, v)dxdv.
In case that a < 0 we use Lemma 2.3 to show that∫ ∫ ∣∣h(t, x)∣∣β(v) f2(t, x, v)dxdv  C
∫ ∣∣h(t, x)∣∣dx
and likewise ∫ ∫ ∫
f2(t, x, v)α
(
v, v ′
)∣∣g(t, x, v ′)∣∣dxdv dv ′  C ∫ ∫ ∣∣g(t, x, v ′)∣∣dxdv ′.
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can be done for the α-integral if the velocity supports of the solutions under consideration are com-
pact, so that α(v, v ′) can be majorized independently of v ′ , which is the case. 
3. Large time behavior
The aim of this section is to investigate the behavior of the solution for large times. From the very
form of the equations of the model we can see that f will lose mass progressively, which in principle
will be transferred to the population ρ . The issue that we address here is the following: Does the
species f eventually vanish completely, thus transferring all its mass to ρ , or some of this mass is
going to be lost to inﬁnity? Under some decay assumptions on the initial data we will show that this
is not so for the range a ∈ ]1 − d,+∞], while the total transfer of mass is achieved in inﬁnite time
for powers a ∈ ]−d,1− d].
We use the notation
M(t) =
∫
R
d
x
∫
R
d
v
f (t, x, v)dxdv
for the mass carried by the species f . We will typically need some compactness assumptions on the
initial data. Compactness may be assumed in space or in velocity and we introduce the following set
of notations and possible assumptions:
suppρ0f ⊂ B(R) for some R < ∞, (6)
V := ess sup{|v|/ f 0(x, v) > 0}< ∞, (7)
suppρ0 ⊂ B(R˜) for some R˜ < ∞. (8)
3.1. The non-vanishing case: bounded velocity supports
We start by the simplest case with bounded compact support in space and velocity. This will be
extended in the next subsection but for the sake of a better understanding we present the main
arguments (some dispersive inequalities) in this simpliﬁed setting.
This section is devoted to the proof of the following statement:
Proposition 3.2. For a + d > 1, assume that ρ0 ∈ L1 ∩ L∞(Rdx), f 0 ∈ (L1 ∩ L∞)(Rdx ×Rdv) and veriﬁes the
hypotheses (6)–(8). Then, for each weak solution of (1)–(2) associated to this class of initial data and such
that it can be approximated by smooth solutions in L∞(R+t , L1(Rdx ×Rdv) × L1(Rdx)), there exists a constant
C = C( f 0,ρ0) > 0 such that the total mass associated to f satisﬁes
M(t) C ∀t  0.
The upshot is that a certain amount of particles starting with velocities high enough do not get
trapped. The proof of the above statement is done through a series of lemmas. As a common frame-
work to proceed, we will take for granted that ρ0 ∈ (L1 ∩ L∞)(Rdx), f 0 ∈ (L1 ∩ L∞)(Rdx × Rdv) and
a + d > 1 in all that follows.
The following result yields some basic useful information:
Lemma 3.4. Assume that | suppρ0f | < +∞. Then, the measure of the set {v ∈Rd, f (t, x, v) > 0} decreases in
time like t−d, pointwise in x. This implies
ρ f (t, x)
| suppρ0f |‖ f 0‖∞
d
. (9)t
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2R
t .
Proof. Indeed, a particle starting from a position x0 with a velocity v reaches the position x at time t
if and only if x = x0 + tv . Thus, we have that
v = x− x0
t
∈ x− suppρ
0
f
t
,
the latter being a set of measure | suppρ0f |t−d . 
The estimate (9) shows that all the local mass associated to f will eventually vanish; the question
is how much of this is going to be transferred to ρ and how much is going to be lost to inﬁnity.
To proceed we introduce particular fractions of mass M	 , which account for the contribution of
particles with non-vanishing velocities. These masses are going to be non-vanishing for large times if
this is true for short times. We do not take care of the remaining part of the initial mass. Given 0< 	 ,
deﬁne accordingly
M	(t) =
∫
R
d
x
∫
|v|>	
f (t, x, v)dxdv.
It can be readily shown that this function satisﬁes the following equation:
dM	
dt
= −
∫
R
d
x
∫
|v|>	
∫
R
d
v′
α
(
v, v ′
)
f (t, x, v) f
(
t, x, v ′
)
dxdv dv ′
−
∫
R
d
x
∫
|v|>	
β(v)ρ(t, x) f (t, x, v)dxdv = −I − II. (10)
Consider a ﬁxed value of 	 in what follows, such that M	(0) > 0 (any V > 	 > 0 would do the job).
The basic estimate for M	 is the following.
Lemma 3.5. The following statements hold true:
1. Assume the condition (7) if a 0. In case that a < 0, assume either (4) or (7). Then, the function M	 does
not vanish in ﬁnite time.
2. Assume further a + d > 0 and the condition (6). Then this function satisﬁes
dM	(t)
dt
− C
ta+d
M	(t)− C‖ρ‖L∞(Ω)M	(t),
with Ω = {x ∈Rd/∃|v| > 	, s.t. f (t, x, v) > 0}.
Proof. The former claim follows from the rough estimates
dM	 −(2V )a∥∥ρ f (t)∥∥∞M	(t)− V a∥∥ρ(t)∥∥∞M	(t)dt
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dM	
dt
−C( f 0)M	(t)− 	−|a|∥∥ρ(t)∥∥∞M	(t)
if a < 0, where Lemma 2.3 and the fact that β(v) 	−|a| on our integration set have been used. The
quantities ‖ρ f (t)‖∞ and ‖ρ(t)‖∞ remain ﬁnite for ﬁnite time thanks to the a priori estimates already
discussed in Lemma 2.1.
Now we prove the second statement by a more careful analysis. To deal with the integral I in (10),
note that we only have to estimate it in the following set of velocities: {v, v ′ ∈Rd such that v − v ′ ∈
2
t suppρ
0
f }. We can use that a + d > 0 to write
∫
{v ′/v−v ′∈ 2t suppρ0f }
∣∣v − v ′∣∣a dv ′  ∣∣Sd−1∣∣
2R
t∫
0
ra+d−1 dr = |S
d−1|
a + d
(2R)a+d
ta+d
and then we get the estimate
I 
∫
R
d
x
∫
|v|>	
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dxdv dv ′
 ‖ f0‖∞
∫
R
d
x
∫
|v|>	
( ∫
{v ′/v−v ′∈ 2t suppρ0f }
∣∣v − v ′∣∣a dv ′
)
f (t, x, v)dv dx
 ‖ f
0‖∞
a + d
∣∣Sd−1∣∣ (2R)a+d
ta+d
M	(t).
To treat the integral II we notice that the integral with respect to x is actually computed over the
set Ω . Then, if a 0
II V a
∥∥ρ(t)∥∥L∞(Ω)M	(t)
and if a < 0,
II 	−|a|
∥∥ρ(t)∥∥L∞(Ω)M	(t),
which in both cases concludes the proof of the differential inequality. 
In order to control the factor ‖ρ‖L∞(Ω) , we also need to estimate the terms appearing in the right
hand side of (2).
Lemma 3.6. Assume that a + d > 0 and the condition (6). Assume further the condition (7) if a 0. Then the
function ρ(t, x) satisﬁes the following inequality:
∂ρ
∂t
(t, x) C
ta+2d
+ C
ta∗
ρ(t, x),
with a∗ =min{d,a + d}.
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∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dv ′ dv

∥∥ f 0∥∥∞∣∣Sd−1∣∣
2R
t∫
0
ra+d−1 dr
∫
R
d
v
f (t, x, v)dv
 |S
d−1|
a + d
(2R)a+d
ta+d
∥∥ f 0∥∥∞ | suppρ
0
f |‖ f0‖∞
td
= ∥∥ f 0∥∥2∞ | suppρ
0
f |(2R)a+d
a + d
|Sd−1|
ta+2d
,
so that
∫
R
d
v
∫
R
d
v′
α
(
v, v ′
)
f (t, x, v) f
(
t, x, v ′
)
dv ′ dv  C
ta+2d
. (11)
Next, if a 0 we ﬁnd
∫
R
d
v
β(v) f (t, x, v)dv  V a
∫
R
d
v
f (t, x, v)dv  C
td
,
whereas if a < 0 we have
∫
R
d
v
|v|a f (t, x, v)dv =
∫
|v|1/t
|v|a f (t, x, v)dv +
∫
|v|>1/t
|v|a f (t, x, v)dv

∣∣Sd−1∣∣∥∥ f 0∥∥∞
1/t∫
0
ra+d−1 dr + t−a
∫
R
d
v
f (t, x, v)dv
 |S
d−1|‖ f 0‖∞
(a + d)ta+d +
C
ta+d
,
where in both cases we have used (9). Summing up,
∫
R
d
v
β(v) f (t, x, v)dv  C
ta∗
.  (12)
Now we go to the core of our method of proof.
Lemma 3.7. Assume conditions (6) and (7). Given t0 > 2R/V , if V > 	  2Rt0 the sets {(x, v)/|x| R + V t0}
and supp f (2V t0/	, ·,·) ∩ {(x, v)/|v| > 	} are disjoint. That is, at time 2V t0/	 particles with speed larger
than 	 cannot remain inside the ball of radius R + V t0 .
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R + V t0, and then |v| Rt0 + 	2 . 
In the next result we obtain some control over the size of the support of ρ(t). This result is the
principal technical difference between the case that we are considering here and the non-compactly
supported one.
Lemma 3.8. Assume conditions (6)–(8). Whenever t > τ := max{ R˜−RV ,0}, we have that suppρ(t) ⊂
B(R + V t).
Proof. Integrating (2) we deduce that
suppρ(t) ⊂ suppρ0 ∪
(⋃
τt
suppρ f (τ )
)
. 
With all the previous results in hand we can give a proof for Proposition 3.2. Integration of the
inequality for ρ , given by Lemma 3.6, yields the estimate
ρ(t, x) ρ(t0, x)exp
{ t∫
t0
C
τ a
∗ dτ
}
+
t∫
t0
C
τ a+2d
exp
{ t∫
τ
C ds
sa∗
}
dτ .
Thanks to Lemma 3.8, if we consider that estimate in the range t0 > τ and |x| > R + V t0 we get rid
of the ﬁrst term. Let t > 0 be ﬁxed and let Λ > 0 be a free parameter—its concrete value will be
determined soon; from now on we set
t0 := t/2>Λ.
The range of t is to be restricted accordingly, this will ensure that Lemmas 3.7 and 3.8 can be applied
for t  t0. For that we need V > 	 > 2Rt0 and for sure t0 > τ and t0 >
2R
V . Thus we choose for instance
Λ := max
{
2R
	
+ 1, τ
}
.
The parameter Λ serves then to separate the temporal region for which the argument that we are
going to present here below applies (hereafter the “long time scale”, which is of course sensitive to
the chosen velocity cutoff V > 	 > 0 and thus on the typical velocities that we are tracking) and the
one in which we know that mass has not yet vanished thanks to Lemma 3.5, 1. Thus, in that range
for x and t ,
ρ(t, x)
t∫
t/2
C
τ a+2d
exp
{ t∫
τ
C ds
sa∗
}
dτ ,
so that
ρ(t, x) C(2
a+2d−1 − 1)
a + 2d − 1
1
ta+2d−1
exp
{
C(2a
∗−1 − 1)
a∗ − 1
1
ta∗−1
}
.
2824 J. Calvo, P.-E. Jabin / J. Differential Equations 250 (2011) 2807–2837We shall substitute this estimate into the inequality granted by Lemma 3.5, with Lemma 3.7 assuring
that Ω does not include the region |x| R + V t0. We are left with
dM	
dt
(t)− C
ta+d
M	(t)− C
ta+2d−1
exp
{
C
ta∗−1
}
M	(t). (13)
After integration in time,
M	(t) M	(t0)exp
{
−
t∫
t0
C
τ a+d
+ Ce
τ 1−a∗
τ a+2d−1
dτ
}
.
Now we want to perform the limit t → ∞ in the previous relation; for that we have to remove
the dependence on t0. This may be done bootstrapping the previous procedure until we reach a
convenient point to overlap short and long timescales—that is, a time of the order of Λ—, or either by
noticing that the coeﬃcients of (13) do not depend on t0 and thus we may solve it backwards until
we can join both timescales. Finally, if we show that the above integral is convergent we can perform
the limit t → ∞ to obtain that M	 does not vanish. Simply note that for τ big enough
C
τ a+d
+ Ce
τ 1−a∗
τ a+2d−1
 C
τ a+d
.
So that, as a + d − 1> 0,
exp
{
−
t∫
Λ
C
τ a+d
+ Ce
τ 1−a∗
τ a+2d−1
dτ
}
 exp
{
C
(
1
ta+d−1
− 1
Λa+d−1
)}
.
Meaning that
M	(∞) M	(Λ)exp
{
− C
Λa+d−1
}
,
or that the total mass, which is larger than M	 , may not vanish.
3.2. Non-vanishing case: unbounded velocity supports
Here we extend the result of the previous section in order to allow unbounded velocities. As a
consequence compactness in velocity will be replaced by a more precise decay assumption, like the
one considered in (4).
Only the case d > 1 will be considered for the moment; we defer the special case d = 1 to the
next subsection.
Proposition 3.3. Assume a + d > 1 and that for some η > 0 we have
f 0(x, v) C
1+ |v|max(a,0)+d+η a.e. (x, v) ∈R
d
x ×Rdv . (14)
We also assume that the compact support conditions (6) and (8) hold. Then, for any weak solution of (1)–(2)
given by Theorem 2.2, there exists a constant C = C( f 0,ρ0) > 0 such that
M(t) C ∀t  0.
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The rest of the section is devoted to prove this statement. As in the previous case, we ﬁx 	 > 0
and we will work with the function M	 . To begin with, it is still easy to check that no mass may
vanish in ﬁnite time.
Lemma 3.9. The functions M	 do not vanish in ﬁnite time.
Proof. Set for any k > 1
M	,k	(t) :=
∫
R
d
x
∫
k	>|v|>	
f (t, x, v)dxdv.
Choose a number k > 1 such that M	,k	(0) > 0. Then the same proof as in Lemma 3.5, 1 with V = k	
ensures that the function M	,k	(t) does not vanish in ﬁnite time. Thus, being M	(t)  M	,k	(t) the
statement follows. 
Let us turn to the crucial estimates in large times. It ﬁrst goes along the same lines as for the case
with full compact support.
Lemma 3.10. Assume that a + d > 0 and the condition (6). Then the function M	 satisﬁes
dM	
dt
− C
ta+d
M	 − CM	(t) sup
|x|t	/2
(
1+ |x|
t
)max(a,0)
ρ(t, x)
for t > 2R/	 .
Proof. Let us start with the integral II in (10). Consider ﬁrst the case a  0. As f 0 is compactly
supported in x, whenever f > 0 then v ∈ B(x/t, R/t) and the following chain of estimates
∫
R
d
x×{|v|>	}
β(v)ρ(t, x) f (t, x, v)dxdv 
∫
R
d
x×{|v|>	}
|v|aρ(t, x) f (t, x, v)dxdv
 C
ta
∫
R
d
x×{|v|>	}
(
R + |x|)aρ(t, x) f (t, x, v)dxdv
holds. Since |v| 	 any particle with such speed issuing from a point x0 occupies at time t a posi-
tion x that veriﬁes |x− x0| 	t . If t > 2R/	 , then |x| 	t2 . Thus, we have
∫
R
d
x×{|v|>	}
β(v)ρ(t, x) f (t, x, v)dxdv  CM	(t) sup
|x|t	/2
(
1+ |x|
t
)a
ρ(t, x).
In the case a < 0, one simply has
∫
R
d×{|v|>	}
β(v)ρ(t, x) f (t, x, v)dxdv =
∫
R
d×{|v|>	}
|v|aρ(t, x) f (t, x, v)dxdv
x x
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∫
R
d
x×{|v|>	}
ρ(t, x) f (t, x, v)dxdv
 	aM	(t) sup
|x|t	/2
ρ(t, x).
Combining both, one gets in every case
∫
R
d
x×{|v|>	}
β(v)ρ(t, x) f (t, x, v)dxdv  CM	(t) sup
|x|>t	/2
(
1+ |x|
t
)max(a,0)
ρ(t, x).
The control of I follows the line of the case with compact support in velocity. Again if f (t, x, v) > 0
and f (t, x, v ′) > 0 then |x− vt| R and |x− v ′t| R so that |v − v ′| 2R/t and
I  C
∫
R
d
x
∫
|v|>	
f (t, x, v)
∫
v ′∈B(v,2R/t)
∣∣v − v ′∣∣a dv ′ dv dx C
td+a
M	 . 
So now we have to exhibit some decay for the x moment of ρ that appears in the lemma. We
start with a technical result that will prove useful in the sequel.
Lemma 3.11. Assume the condition (6) and the decay condition (14). Then the estimate
∫
R
d
v
(
1+ |v|a) f (t, x, v)dv  C
td
is veriﬁed for a.e. |x| 	t/2 and for t > 4R/	 .
Proof. The fact that
∫
R
d
v
f (t, x, v)dv  C
td
follows from Lemma 3.4. Note that since f 0 is compactly
supported in x, in case that f (t, x, v) > 0 then |x− vt| R . So that v ∈ B(x/t, R/t) holds under these
circumstances. In particular, if |x| 	t/2 then |v| > 	/4 for t large enough (t > 4R/	 indeed).
That means that in the case a < 0 we will have |v| > 	/2 + |v|/2 and so |v|a < (	/2 + |v|/2)a .
Consequently,
∫
R
d
v
|v|a f (t, x, v)dv 
∫
B(x/t,R/t)
|v|a f 0(x− vt, v)dv
 C sup
v∈Rd
(
	 + |v|)a f 0(x− vt, v) ∫
B(x/t,R/t)
dv  C
td
.
This holds also when a > 0, as |v|a  (	 + |v|)a in this case, being the supremum ﬁnite thanks
to (14). 
Next we bound ρ in terms of the quadratic terms of the equation.
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ρ(t, x) C
t∫
0
∫
R
d
v′×Rdv
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′ (15)
holds for any |x| > 	t/2 and t > 4R	 .
Proof. If |x| > 	t/2 then we know that x is not in the initial support of ρ0 for t > 2R	 and the
integration of (2) gives
ρ(t, x) =
t∫
0
∫
R
d
v′
∫
R
d
v
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′
× exp
{ t∫
τ
∫
R
d
v
β(v) f (s, x, v)dv ds
}
dτ .
A direct application of Lemma 3.11 yields the estimate
∫
R
d
v
β(v) f (s, x, v)dv 
∫
R
d
v
|v|a f (s, x, v)dv  C
sd
.
So ﬁnally we have
t∫
1
∫
R
d
v
β(v) f (s, x, v)dv ds  C
and for τ  1 in the above representation formula we are done. If this is not the case, to control
the integration between τ and 1 one simply uses that the integral
∫
R
d
v
|v|a f (s)dv is bounded for any
value of s. This is due to (14) and the fact that a > −d. Therefore the lemma is proved. 
Lemma 3.13. Assume the conditions (6) and (14). Then, given any k 0 the estimate
∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dv dv ′  C|x|kta+2d−k
× ∥∥(1+ |v|)k/2 f (t, x, v)∥∥L∞(Rdx×Rdv )
is veriﬁed for a.e. |x| 	t/2 and for t > 4R/	 .
Proof. Use the bound f  f 0(x− vt, v) and the compact spatial support of f 0 to get |x| |x− vt| +
|v|t  R + |v|t for any x such that f (t, x, v) > 0 and hence
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∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dv dv ′
 C
∫
|v−v ′|C/t
∣∣v − v ′∣∣a(R + |v|t)k/2 f (t, x, v)(R + ∣∣v ′∣∣t)k/2 f (t, x, v ′)dv dv ′.
This is in turn dominated by
Ctk
∫
|v−v ′|C/t
∣∣v − v ′∣∣a(1+ |v|k/2) f (t, x, v)(1+ |v ′|k/2) f (t, x, v ′)dv dv ′
 Ctk
∥∥(1+ |v|k/2) f (t)∥∥L∞(Rdx×Rdv )
∫
R
d
v
dv
(
1+ |v|k/2) f (t, x, v)
×
∫
|v−v ′| Ct
∣∣v − v ′∣∣a dv ′.
Using Lemma 3.11 we ﬁnally arrive to
|x|k
∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣a f (t, x, v) f (t, x, v ′)dv dv ′
 Ct
k
ta+d
∥∥(1+ |v|k/2) f (t)∥∥L∞(Rdx×Rdv )
∫
R
d
v
(
1+ |v|k/2) f (t, x, v)dv
 C
ta+2d−k
∥∥(1+ |v|k/2) f (t)∥∥L∞(Rdx×Rdv ). 
Now we are going to conclude with the proof of Proposition 3.3. Combining Lemmas 3.12 and 3.13,
we ﬁnd that
ρ(t, x) C
1∫
0
∫
R
d
v′×Rdv
∣∣v − v ′∣∣a f (τ , x, v) f (τ , x, v ′)dv dv ′ dτ +
t∫
1
C dτ
|x|kτ a+2d−k
holds for |x| > 	t/2 and t large enough — the parameter k in the second integral is yet to be ﬁxed.
Inserting into the inequality granted by Lemma 3.10 we get
dM	
dt
− C
ta+d
M	 − CM	(t) sup
|x|t	/2
{(
1+ |x|
t
)max(a,0)
× C
1∫
0
∫
R
d ′×Rdv
∣∣v − v ′∣∣a f (τ , x, v) f (τ , x, v ′)dv dv ′ dτ +
t∫
1
C dτ
|x|kτ a+2d−k
}
.v
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Lemma 3.13, with the choice k = 2d + a. By means of (14), there holds
1∫
0
∫
R
d
v′×Rdv
∣∣v − v ′∣∣a f (τ , x, v) f (τ , x, v ′)dv dv ′ dτ  C|x|2d+a
∥∥(1+ |v|)d+a/2 f ∥∥L∞(Rdx×Rdv ).
When computing the supremum over |x| > 	t/2 we will have the inequality
(
1+ |x|
t
)max(a,0)
ρ(t, x) C|x|k−max(a,0)tmax(a,0) +
C
|x|2d+a−max(a,0)tmax(a,0) 
C
|t|k +
C
|t|2d+a
as long as a + 2d − k > 1 (to have the integral between 1 and t convergent) and k > max(a,0) (oth-
erwise the supremum in x could be inﬁnite right from the start). Set then k = max(a,1) + δ with
0< δ < a + d − 1 and 2d − δ > 1 (which can be achieved choosing δ close enough to zero); in such a
way both requirements are fulﬁlled. Then we have
dM	
dt
− C
ta+d
M	 − C
(
1
t2d+a
+ 1
tk
)
M	, (16)
which, as before, shows that M	 does not vanish for large times (coeﬃcients are always integrable in
time). This is enough to conclude, as Lemma 3.9 assures that M	 does not vanish in ﬁnite time.
3.2.1. The case d = 1
The proof in the previous section can cover also the case d = 1 when some minor changes are
introduced, which we indicate here brieﬂy. We can prove the following result:
Proposition 3.4. Assume that a > 1 and (14) for d = 1, together with the compact support hypothe-
ses (6) and (8). Then, for any weak solution of (1)–(2) constructed in Theorem 2.2, there exists a constant
C = C( f 0,ρ0) > 0 such that
M(t) C ∀t  0.
We describe below a brief sketch of the modiﬁcations required for the proof given in the previous
section to work in the present context.
The proof of Lemma 3.10 can be modiﬁed to give, in this case d = 1, the following result.
Lemma 3.14. The function M	 satisﬁes
dM	
dt
− C
ta+1
M	 − CM	(t)t−a sup
|x|	/2t
(
R + |x|)aρ(t, x),
for t > 2R/	 .
We come back to the representation in Lemma 3.12, which we write as
ρ(t, x) Ct
1∫
0
∫
R ′×Rv
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′ dτv
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t∫
1
∫
Rv′×Rv
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′ dτ
for |x| > 	t/2. When inserted into the inequality of Lemma 3.14, we ﬁnd that we have to compute
the supremum of the following quantity:
Ct
( |x|
t
)a 1∫
0
∫
Rv′×Rv
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′ dτ
+ Ct
( |x|
t
)a t∫
1
∫
Rv′×Rv
α
(
v, v ′
)
f (τ , x, v) f
(
τ , x, v ′
)
dv dv ′ dτ .
That is, we are dealing with
C
( |x|
t
)a
t|x|−k0
1∫
0
dτ
τ a+2−k0
+ C
( |x|
t
)a
t|x|−k∞
t∫
1
dτ
τ a+2−k∞
where Lemma 3.13 was applied twice with parameters k0, k∞ . To conclude, we need k∞ < a + 1 and
k0 > a + 1 to assure integrability while k∞,k0 > max(a,2) for compensating the factors in front and
getting an overall decay better than t−1. These conditions are compatible only if a > 1. The choices
k∞ = max(a,2)+ δ, k0 = a + 1+ δ for δ > 0 suitably close to zero conclude with the proof.
3.3. The vanishing case
In this section we study what happens in the complementary regime −a ∈ [d − 1,d[. The main
result is
Proposition 3.5. Assume −a ∈ [d − 1,d[ and that there exists some k > 0 such that
∫
R
d
x
∫
R
d
v
(
1+ |x|k + |v|k) f 0(x, v)dxdv < +∞.
Then, for each weak solution of (1)–(2) which is a limit of smooth solutions ( for instance those given by
Theorem 2.2), we have that
lim
t→∞M(t) = 0.
Remark 3.3. This result shows that there occurs a total transfer of mass from f to ρ . Precise rates of
convergence for M(t) are given in the proof for the case of smooth solutions. But note that to assure
that M(t) does not vanish in ﬁnite time we also need that, for instance, f 0 ∈ L1(Rdv , L∞(Rdx)) — use
the proof of Lemma 3.9. We also point out that, if we assume that we already have a solution, no
condition on β is required (this is clearly seen in the proof).
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of ρ f (t) lies within B(R + V t). Using Jensen’s inequality we get
∫
R
d
x
ρ f (t, x)
2 dx
(
∫
R
d
x
ρ f (t, x)dx)2
|Sd−1|(R + V t)d .
Recalling the differential inequality (10) we get
dM(t)
dt
−
∫
R
d
x
∫
R
d
v
∫
R
d
v′
∣∣v − v ′∣∣−|a| f (t, x, v) f (t, x, v ′)dxdv dv ′
− t
|a|
(diamsuppρ0f )
|a|
∫
R
d
x
∫
R
d
v
∫
R
d
v′
f
(
t, x, v ′
)
f (t, x, v)dxdv dv ′
= −Ct|a|
∫
R
d
x
ρ f (x)
2 dx,
where we have used Lemma 3.4. Combining with the previous, we obtain the estimate
dM(t)
dt
−C t
|a|M(t)2
(R + V t)d .
This implies logarithmic decay of M(t) in the case d = 1+ |a|, and a power decay at the rate td−1−|a|
if d < 1+ |a| < d + 1. In both cases the mass ﬁnally vanishes.
For the general case, we introduce a parameter V and perform the following decomposition of the
initial datum:
f 0 = g0V + f 0V = g0V + f 0(x, v)χ{|x|V }χ{|v|V }.
The evolution of the solution is decomposed accordingly:
f (t) = gV (t)+ f V (t) = gV (t)+ f (t, x, v)χ{|x|V }χ{|v|V }.
Note that
∫
R
d
x×Rdv
g0V dxdv =
∫
R
d
x×Rdv
|x|k + |v|k
|x|k + |v|k g
0
V dxdv
 1
V k
∫
R
d
x×Rdv
(|x|k + |v|k) f 0 dxdv  C
V k
.
The mass associated to gV (t) does not increase: This follows from the fact that the function gV (t)
satisﬁes the equation
∂t gV + v · ∇xgV = −gV (t, x, v)
∫
R
d ′
α
(
v, v ′
)
f
(
t, x, v ′
)
dv ′ − β(v)ρ(t, x)gV (t, x, v).v
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R
d
x×Rdv
gV (t, x, v)dxdv 
C
V k
.
On the other hand, we can repeat with the function f V (t) what we did before, obtaining
M fV (t) C
(
1
M( f 0V )
+
∫ t
0
τ |a|
(1+τ )d dτ
V |a|+d
)−1
.
To conclude we optimize in V . In case that d < |a| + 1 the mass decays like t to the power of
k(d−|a|−1)
d+|a|+k . In the borderline case d = |a| + 1 the mass decays as log t to the power of −k|a|+d+k . We
recover the rates of the compactly supported case if we can allow inﬁnite moments for the initial
datum. 
4. Self-similar solutions
The aim of this section is to show that in the non-vanishing case the solution f can be approxi-
mated by a non-trivial function of the self-similar variables y = xt , w = t(v − xt ) for large times.
Of course in the case of vanishing mass, the asymptotic behavior is complete; so we work in the
case a+ d > 1. We prove that the large time behavior is dictated only by free transport, meaning that
the interactions are becoming negligible.
More precisely, we introduce the following weak norm, which is a suitable modiﬁcation of the
usual norm of W−1,1(Rdx, L1(Rdv )) adapted to free transport:∥∥ f (x, v)∥∥X := sup
Ω
∫
R
d
x×Rdv
ϕ(v, vt − x) f (t, x, v)dxdv,
the supremum being computed over Ω = {ϕ ∈ D(Rdx × Rdv)/|ϕ|  1, |∇xϕ|  1}. Then we have the
following result:
Proposition 4.6. Assume that a + d > 1, f 0 ∈ (L1 ∩ L∞)(Rdx ×Rdv) and that the compact support hypothe-
sis (6) is veriﬁed. If a > 0 assume also that
f 0(x, v) C
1+ |v|a a.e. (x, v) ∈R
d
x ×Rdv . (17)
Then, for each weak solution of (1)–(2), given by Theorem 2.2, there exists a function g∞(x, v) such that∥∥ f (t, x, v)− g∞(x/t, t(v − x/t))∥∥X → 0, as t → ∞.
The rest of the section outlines a proof for this statement. To begin with, let us introduce the
function g deﬁned by f (t, x, v) = g(t, xt , t(v − xt )), or, in an equivalent way, g(t, y,w) = f (t, ty, y +
w
t ). We have to prove that g has a limit as t → +∞. The function g satisﬁes the following equation:
∂ g
∂t
+ w
t2
∇y g = −g(t, y,w)
∫
R
d
w′
α
(
w
t
,
w ′
t
)
g(t, y,w ′)
td
dw ′
− 1
t2
ρ¯(t, y)g(t, y,w)β
(
y + w
t
)
, (18)
with ρ(t, x) = 1
t2
ρ¯(t, xt ).
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self-similar variables, that is, for the norm
∥∥g(t)∥∥Wy,w = sup

∫
R
d
y×Rdw
ϕ(y,w)g(t, y,w)dy dw,
with  = {ϕ ∈ D(Rdy ×Rdw)/|ϕ| 1, |∇yϕ| 1}.
Lemma 4.15. For 0< s < t, the following estimate holds
∥∥g(t)− g(s)∥∥Wy,w  |s − t|
[
1
ts
+ 1
ta+d
+ 1
ta∗
]
C
(
R,d,a, f 0,M
)
,
being a∗ = min{a + d,d}.
Proof. We compute
∫
R
d
y×Rdw
ϕ(y,w)
(
g(t, y,w)− g(s, y,w))dxdv
=
∫
R
d
y×Rdw
ϕ(y,w)
(
g(t, y,w)− g
(
t, y + w
s
− w
t
,w
))
dy dw
+
∫
R
d
y×Rdw
ϕ(y,w)
(
g
(
t, y + w
s
− w
t
,w
)
− g(s, y,w)
)
dy dw = I + II.
The ﬁrst term is handled as follows:
I =
∫
R
d
y×Rdw
g(t, y,w)
(
ϕ(y,w) − ϕ
(
y − w
s
+ w
t
,w
))
dy dw
 ‖∇yϕ‖L∞(Rdy×Rdw )
∫
R
d
y×Rdw
g(t, y,w)|w| |s − t||ts| dy dw
= ‖∇yϕ‖L∞(Rdy×Rdw )
|s − t|
|ts|
∫
R
d
y×Rdw
|w| f
(
t, ty, y + w
t
)
dy dw.
So, thanks to (6) we get
I  ‖∇yϕ‖L∞(Rdy×Rdw )
|s − t|
ts
∫
R
d
y×Rdw
|tw − y| f (t, y,w)dy dw
 ‖∇yϕ‖L∞(Rdy×Rdw )
|s − t|
ts
∫
R
d×Rd
|r| f 0(r,w)dr dw
r w
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ts
.
To deal with the second term, we introduce the function φ(τ ) = g(τ , y + ws − wτ ,w). Notice that
φ(t) = g(t, y + ws − wt ,w) and φ(s) = g(s, y,w). Evaluating (18) at points of the form (t, y + ws −
w
t ,w), multiplying by ϕ(y,w) and integrating we get
∂
∂t
∫
R
d
y×Rdw
ϕ(y,w)φ(t)dy dw
= −
∫
R
d
y×Rdw
ϕ(y,w)φ(t)
∫
R
d
w′
α(w/t,w ′/t)
td
g
(
t, y + w
s
− w
t
,w ′
)
dy dw dw ′
+
∫
R
d
y×Rdw
ϕ(y,w)
1
t2
φ(t)ρ
(
t, y + w
s
− w
t
)
β(y + w/s)dy dw = A + B.
Then we write
II =
∣∣∣∣
∫
R
d
y×Rdw
ϕ(y,w)φ(t)dy dw −
∫
R
d
y×Rdw
ϕ(y,w)φ(s)dy dw
∣∣∣∣
 |t − s| sup
θ∈[s,t]
∣∣∣∣
[
∂
∂t
∫
R
d
y×Rdw
ϕ(y,w)φ(t)dy dw
]
t=θ
∣∣∣∣.
Thus if we bound |A| and |B| we are done. Recalling that g(t, y,w) = f (t, ty, y + wt ), we have
|A| C‖ϕ‖L∞(Rdy×Rdw )
∫
R
d
y×Rdw×R′dw
dy dw dw ′g
(
t, y + w
s
− w
t
,w
)
× g
(
t, y + w
s
− w
t
,w ′
) |w − w ′|a
td+a
= ‖ϕ‖L∞(Rdy×Rdw )
∫
R
d
y×Rdw×R′dw
dy dw dw ′ f
(
t, ty + tw
s
− w, y + w
s
)
× f
(
t, ty + tw
s
− w, y + w
′
s
) |w − w ′|a
td+a
.
To continue we change variables inside the integral by means of r = ty + tws − w , z = y + ws and
z′ = y + w ′s . In particular, |w − w ′| = s|z − z′|. In the case d = 1, the Jacobian matrix of the mapping
(y,w,w ′) → (ty + tws − w, y + ws , y + w
′
s ) is
( t t/s − 1 0
1 1/s 0
)
.1 0 1/s
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equal to the corresponding one-dimensional entry. Then the inverse Jacobian reduces to sd; to see
this, transform the matrix in order to have the second and third blocks of the ﬁrst column equal to
zero. Thanks to (6) we can use Lemma 3.4 and performing along the same lines of (11) we deduce
|A| ‖ϕ‖L∞(Rdy×Rdw )
∫
R
d
r ×Rdz×Rdz′
f (t, r, z) f
(
t, r, z′
) 1
td+a
sd
∣∣s(z − z′)∣∣a dr dzdz′
 ‖ϕ‖L∞(Rdy×Rdw )
∫
R
d
r ×Rdz×Rdz′
f (t, r, z) f
(
t, r, z′
)∣∣z − z′∣∣a dr dzdz′
 C(R,d,a, f
0)
ta+d
∫
R
d
r ×Rdz
f (t, r, z)dr dz C(R,d,a, f
0)M
ta+d
.
On the other hand,
B =
∫
R
d
y×Rdw
ϕ(y,w) f
(
t, ty + tw
s
− w, y + w
s
)
ρ
(
t, ty + tw
s
− w
)
β
(
y + w
s
)
dy dw.
We change to the new variables z = y + ws , r = ty + tws − w inside the integral. The Jacobian of the
mapping (y,w) → (y+ ws , ty+ tws −w) is 1 (transform to have a zero block in the left lower corner).
Then,
|B| C‖ϕ‖L∞(Rdy×Rdw )
∫
R
d
r ×Rdz
f (t, r, z)|z|aρ(t, r)dr dz
 ‖ϕ‖L∞(Rdy×Rdw ) supr
( ∫
R
d
z
f (t, r, z)|z|a dz
)∫
R
d
r
ρ(t, r)dr.
If a < 0 we estimate like in (12) to get
|B| CM
ta∗
.
In the case a 0 we claim that
∫
R
d
z
f (t, r, z)|z|a dz C
td
uniformly in r and then we get exactly the same type of estimate. 
The previous claim relies on the following technical result, which covers a slightly more general
situation than needed: We assume compact support in x and the decay condition (17).
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f 0(x, v) C
1+ |x|d+	 + |v|k a.e. (x, v) ∈R
d
x ×Rdv
is fulﬁlled for some 	 > 0 and some k > 0 the following estimate is veriﬁed:
∫
R
d
v
|v|k f (t, x, v)dv  C
td
.
Proof. Just follow the chain of inequalities:
∫
R
d
v
|v|k f (t, x, v)dv 
∫
R
d
v
|v|k f 0(x− vt, v)dv

∫
R
d
v
sup
ξ∈Rd
|ξ |k f 0(x− vt, ξ)dv  1
td
∫
R
d
x
sup
ξ∈Rd
|ξ |k f 0(x, ξ)dx
 1
td
∫
R
d
x
sup
ξ∈Rd
C |ξ |k
1+ |ξ |k + |x|d+	 dx
1
td
∫
R
d
x
C dx
1+ |x|d+	 . 
Now we proceed to prove Proposition 4.6. As a consequence of the previous result there exists
a function g(∞, y,w) such that g(t) → g(∞) in the norm of W−1,1(Rdy, L1(Rdw)). But note that,
being 1 the Jacobian of the mapping (x, v) → (x/t, t(v − x/t)), we have that
∫
R
d
y×Rdw
ϕ(y,w)
(
g(∞, y,w) − g(t, y,w))dy dw
=
∫
R
d
x×Rdv
ϕ(x/t, vt − x)(g∞(x/t, t(v − x/t))− f (t, x, v))dxdv
=
∫
R
d
x×Rdv
ϕ(v, vt − x)(g∞(x/t, t(v − x/t))− f (t, x, v))dxdv
+
∫
R
d
x×Rdv
∇xϕ(η, vt − x) x− vt
t
(
g∞
(
x/t, t(v − x/t))− f (t, x, v))dxdv
for some η = η(t, x, v) lying in the segment determined by x/t and v . As
∫
R
d
y×Rdw
|w|g(t, y,w)dy dw =
∫
R
d
x×Rdv
|vt − x| f (t, x, v)dxdv 
∫
R
d
r ×Rdv
|r| f0(r, v)dr dv
independently of t , the second term above is of order 1/t thanks to (6) and thus our result is ﬁnally
proved.
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