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A B S T R A C T
We present an Eulerian free-surface ﬂow solver for incompressible pseudoplastic and viscoelastic non-Newtonian
ﬂuids. The free-surface ﬂow solver is based on the streamfunction ﬂow formulation and the volume-of-ﬂuid
method. The streamfunction solver computes the vector potential of a solenoidal velocity ﬁeld, which ensures by
construction the mass conservation of the solution, and removes the pressure unknown. Pseudoplastic liquids are
modelled with a Carreau model. The viscoelastic ﬂuids are governed by diﬀerential constitutive models re-
formulated with the log-conformation approach, in order to preserve the positive-deﬁniteness of the con-
formation tensor, and to circumvent the high Weissenberg number problem. The volume fraction of the ﬂuid is
advected with a geometric conservative unsplit scheme that preserves a sharp interface representation. For the
sake of comparison, we also implemented an algebraic advection scheme for the liquid volume fraction. The
proposed numerical method is tested by simulating the planar extrudate swell with the Carreau, Oldroyd-B and
Giesekus constitutive models. The swell ratio of the extrudates are compared with the data available in the
literature, as well as with numerical simulations performed with the open-source rheoTool toolbox in
OpenFOAM®. While the simulations of the generalized Newtonian ﬂuids achieved mesh independence for all the
methods tested, the ﬂow simulations of the viscoelastic ﬂuids are more sensitive to mesh reﬁnement and the
choice of numerical scheme. Moreover, the simulations of Oldroyd-B ﬂuid ﬂows above a critical Weissenberg
number are prone to artiﬁcial surface instabilities. These numerical artifacts are due to discretization errors
within the Eulerian surface-capturing method. However, the numerical issues arise from the stress singularity at
the die exit corner, and the unphysical predictions of the Oldroyd-B model in the skin layer of the extrudate after
the die exit, where large extensional deformations occur.
1. Introduction
The simulation of non-Newtonian free-surface ﬂows has a scientiﬁc
interest, as well as a practical importance in polymer processing.
Applications in the plastic industry include the simulations of mold
ﬁlling in injection molding, proﬁle deformation in extrusion, and 3D
printing by fused ﬁlament fabrication. The stability of most manu-
facturing processes for polymers depends on their rheological proper-
ties. Non-Newtonian behavior, in general, and viscoelastic eﬀects, in
particular, can lead to various processing instabilities [1–4]. Compu-
tational ﬂuid dynamics (CFD) simulations can help understanding these
instability phenomena and ﬁnding the solutions to eliminate them.
Moreover, the development of reliable numerical simulations leads to
the development of novel computer-aided design strategies in industrial
production, using shape optimization algorithms and sensitivity ana-
lysis [5–7].
Non-Newtonian materials are characterized by variable viscosities
that depend on the ﬂow conditions, i.e. the shear rate or the extensional
rate. For instance, molten polymers often exhibit pseudoplastic beha-
vior (shear-thinning). In general, the presence of polymer chains in a
ﬂuid enables recoverable deformation, thus, polymeric materials are
often viscoelastic. The corollary is that the stress response of the vis-
coelastic materials depends on the deformation history. In contrast to
purely viscous liquids, viscoelastic ﬂuids build up normal stresses in
simple shear ﬂows. These normal stresses are responsible for exotic
viscoelastic phenomena [8], such as extrudate swell, rod climbing,
vortex enhancement, etc. The numerical method presented in this work
addresses the simulation of pseudoplastic and viscoelastic non-New-
tonian ﬂuid ﬂows with free surfaces. The proposed numerical scheme is
tested through simulations of the planar extrudate swell.
The extrudate swell problem was ﬁrst investigated by Crochet and
Keunings [9,10], who developed a Lagrangian ﬁnite-element scheme
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for viscoelastic ﬂows, where the edges of the mesh coincide with the
position of the free surfaces. Crochet and Keunings used a conformal
mapping of the deformed mesh onto a structured Cartesian grid. Similar
approaches were used to solve the extrudate swell of pseudoplastic and
viscoplastic ﬂuids [11–13], as well as viscoelastic materials described
by various diﬀerential and integral constitutive models [14–20]. Au-
tomatic adaptive remeshing techniques were later developed in [21,22]
to give more ﬂexibility to transient Lagrangian simulations of non-
Newtonian free-surface ﬂows when large deformations occur. The ar-
bitrary-Lagrangian–Eulerian method has also been used to simulate the
ﬁlament stretching [23,24] and extrudate swell [25,26] of viscoelastic
liquids. Finally, a few works on the simulation of free-surface viscoe-
lastic ﬂows with the mesh-free smoothed particle hydrodynamics
method have been reported in [27–29]. Each of these Lagrangian
methods has its own advantages and drawbacks.
In the context of the Eulerian ﬂow representation (where the com-
putational domain is mapped onto a static mesh), the free surfaces are
either represented explicitly, with additional geometric objects (e.g.
front-tracking with markers or polygons), or implicitly, through an
additional ﬁeld variable (e.g. a level-set function or a color function).
Front-tracking methods have been implemented in [30,31] to simulate
the deformation of viscoelastic droplets immersed in a Newtonian li-
quid. Tomé et al. [32] developed a variant of the marker-and-cell
method [33] for two- and three-dimensional transient simulations of
non-Newtonian free-surface ﬂows, where only the non-Newtonian
phase is solved (i.e. the ﬂow of the surrounding air is omitted). This
method was used to simulate the extrudate swell and jet buckling
phenomena for the generalized Newtonian ﬂuid model [34,35], and for
various viscoelastic constitutive models [36–41]. In the level-set
method, the position of the interface (or the free surface) is represented
with a level-set function that varies continuously across the interface
[42]. Hence, the evolution of the level-set function can be solved with
implicit advection schemes. The level-set method was used to simulate
the ejection of viscoelastic droplets [43] and jet buckling [44]. In the
volume-of-ﬂuid (VOF) method, the distribution of the phases is re-
presented by a color function. The discrete counterpart of the color
function is the liquid volume fraction inside the control volumes [45].
The VOF method is directly based on the volume conservation, as it
essentially solves a transport equation of the color function, either with
a geometric scheme or an algebraic scheme. A geometric VOF method
was implemented in [46] to simulate various free-surface ﬂows of vis-
coelastic liquids, in two dimensions. Three-dimensional simulations of
viscoelastic jet buckling and ﬁlament stretching were achieved with an
algebraic VOF scheme in [47]. Free-surface viscoelastic ﬂows have also
been simulated using the OpenFOAM® open-source CFD package
[48,49]. In addition, a coupled level-set/VOF method was proposed in
[50], with the purpose of improving the sharp interface representation
and the volume-conservation of free-surface viscoelastic ﬂow solvers.
One main advantage of the Eulerian methods is that they can avoid the
expensive computations of remeshing, or moving meshes, in contrast
with the Lagrangian methods [51].
To the best of our knowledge, all the Eulerian schemes for non-
Newtonian free-surface ﬂow simulations are based on velocity-pressure
decoupling techniques, like the SIMPLE, PISO, or the fractional-step
methods. Most of the Lagrangian schemes are also based on the velo-
city-pressure formulation, with the notable exception of the work pre-
sented in [15,20], which uses the stream-tube method [52,53], where
the ﬂow is described in terms of streamfunction and pressure variables.
However, the stream-tube method remains diﬃcult to use in ﬂows that
contain recirculations [53]. In previous works [54,55], we have shown
that a pressure-free pure streamfunction formulation [56–60] can also be
used to simulate two-dimensional internal viscoelastic ﬂows. The ab-
sence of the pressure variable removes the decoupling errors and the
time-step size restrictions due to the pressure correction in the classical
velocity-pressure algorithms. The numerical scheme presented in
[54,55] used the log-conformation representation of the viscoelastic
constitutive models, proposed by Fattal and Kupferman [61,62], to
tackle the numerical instabilities occurring when the magnitude of the
elastic stresses exceeds a critical value. Moreover, a preliminary cou-
pling of the streamfunction formulation with the VOF method was
presented in [63], but only for the case of Newtonian two-phase ﬂows.
In the present paper, we propose an Eulerian free-surface ﬂow
solver for incompressible generalized Newtonian ﬂuids and viscoelastic
ﬂuids, based on the coupling of the pressure-free streamfunction ﬂow
formulation, the log-conformation representation, and the VOF method.
Two diﬀerent versions of the VOF method have been implemented: the
Cellwise Conservative Unsplit (CCU) geometric scheme [64], and the High
Resolution Interface Capturing (HRIC) algebraic scheme [65]. The per-
formance of the two VOF methods is assessed in the planar extrudate
swell problem, where Carreau, Oldroyd-B and Giesekus ﬂuids are
tested. The obtained results are also compared with the numerical so-
lutions computed with the open-source rheoTool toolbox [66,67], im-
plemented in the ﬁnite-volume framework of OpenFOAM® [68], which
also uses a VOF surface-capturing algorithm.
The remaining of the paper is organized as follows: the governing
equations of the non-Newtonian ﬂuid ﬂows are presented in Section 2,
together with a short description of the streamfunction and log-con-
formation formulations. The discretization of the governing equations
and the two versions of the VOF method are detailed in Section 3. The
numerical results of the planar extrudate swell problem of the Carreau,
Oldroyd-B and Giesekus ﬂuids are reported in Section 4. The capability
of the proposed method to predict the extrudate swell is discussed in
Section 5. Finally, the main results are summarized in the conclusions
section.
2. Governing equations
2.1. Streamfunction ﬂow formulation
The dynamics of the incompressible ﬂow is governed by the con-
servation of mass and momentum, which can be expressed by the fol-
lowing equations:




∂ + ∇ ⎞⎠ = −∇ + ∇ τρ t p
u u u· · ,
(2)
where u is the velocity ﬁeld, t is the time, ρ is the density, p is the
pressure, and τ is the stress tensor governed by the constitutive models
of the material, described in Section 2.2. The two conservation Eqs. (1)
and (2) can be reformulated into a single pressure-free governing
equation in terms of a vector potential of the velocity ﬁeld, that is the
stream function. This reformulation is obtained as follows:
a. The curl operator ∇× is applied to the momentum Eq. (2). The
curl operation eliminates the pressure gradient from the equations,





∂ + ∇ − ∇ ⎞⎠ = ∇ × ∇
ω ω ω τρ
t
u u· · ( · ),
(3)
where
= ∇ ×ω u (4)
is the vorticity vector.
b. The velocity and vorticity unknowns are expressed in terms of the
streamfunction ∈Φ 3, deﬁned as a vector potential of the velocity
ﬁeld:
= ∇ × Φu . (5)
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The existence of the streamfunction is guaranteed by the Helmholtz
decomposition theorem, provided that u is twice continuously diﬀer-
entiable. Moreover, the velocity ﬁeld is solenoidal due to the in-
compressibility of the material, expressed in Eq. (1). Further vector
calculus manipulations give:
= −∇ω Φ.2 (6)
By replacing all the velocity and vorticity variables inside the vor-
ticity Eq. (3) by their expressions in terms of the streamfunction, using
Eqs. (5) and (6), we obtain the following governing equation:
⎜ ⎟⎛⎝
∂∇
∂ − ∇ × ∇ × ∇ × ⎞⎠ = ∇ × ∇
Φ Φ Φ τρ
t




that encompasses simultaneously the conservation of mass and mo-
mentum.
This reformulation reduces the number of unknowns (as it is pres-
sure-free) and guarantees by construction the mass conservation of the
numerical solution, as ∇ ∇ × = ∀ ∈Φ Φ·( ) 0, 3. It also alleviates time-
step restrictions and numerical errors due to the pressure-velocity de-
coupling. Moreover, it avoids possible competing eﬀects between the
pressure and the trace of the stress tensor τ in the momentum balance,
that are believed to degrade the iterative convergence of segregated
solvers [54].
The streamfunction formulation is particularly advantageous to
describe two-dimensional ﬂows, because planar ﬂows are solely deﬁned
by the out-of-plane component of the streamfunction vector; the two
other components have trivial solutions. Hence, the two-dimensional
streamfunction formulation essentially reduces to a scalar equation. Let
for instance a two-dimensional ﬂow be in the xy-plane; then the velo-
city ﬁeld is = ∂ ∂ −∂ ∂ϕ y ϕ xu ( / , / , 0), where ϕ is the third component of
the streamfunction vector =Φ ϕ(0, 0, ). The projection of Eq. (7) on the






















e[ ( · )]· ,z
2 2 2
(8)
which describes planar ﬂows.
2.2. Constitutive models
2.2.1. Generalized Newtonian ﬂuid model
The generalized Newtonian ﬂuid model is used as the constitutive
law of inelastic materials, where the stress tensor components only
depend on the instantaneous local rate of deformation. The generalized
Newtonian ﬂuid model provides an algebraic relationship between the
constitutive stress tensor τ and the rate-of-deformation tensor
= ∇ + ∇D u u( )/2T :
=τ η γ D2 ( ˙ ) , (9)
where η γ( ˙ ) is the eﬀective viscosity, which depends on the second in-










known as the magnitude of the rate-of-deformation tensor. A constant
viscosity η corresponds to the constitutive law of Newtonian ﬂuids. The
generalized Newtonian model is very ﬂexible and can describe both
pseudoplastic (shear-thinning) and viscoplastic (yield stress) ﬂuids.
In this work, we consider the case of a shear-thinning ﬂuid ap-
proaching a power-law constitutive relation. In one-dimensional simple
shear ﬂow, the power-law ﬂuids are described by the Ostwald-de Waele
law =τ K γ( ˙ )xy xy n, where τxy and γ˙xy are respectively the planar shear
stress and shear rate, and K (the ﬂuid consistency) and n (the power-law
index) are two material constants. However, a generalization of the
Ostwald-de Waele law for arbitrary ﬂows requires special care, as it
yields an inﬁnite viscosity = = −η τ γ K γ/ ˙ ( ˙ )xy xy xy n 1 in the quiescent state
or in a rigid body motion (when =γ˙ 0xy ), if n<1. This problem can be
avoided with the Carreau ﬂuid model:
= − + +∞ ∞−η γ η η kγ η( ˙ ) ( )(1 ( ˙ ) )0 2 n 12 (11)
where η0, η∞, k and n are material parameters. Using =∞η 0, at large
deformation rates (when ≫kγ˙ 1), the Carreau ﬂuid behaves like a
power-law ﬂuid with a ﬂuid consistency ≃≫ −K η kγ k n˙ 1/ 0 1 and a power-
law index n. However, at low deformation rates (when ≪kγ˙ 1), the
Carreau ﬂuid has a plateau viscosity ≃→η γ η( ˙ ) γ˙ 0 0. Parameter k controls
the transition between these two constitutive behaviors; its reciprocal
1/k corresponds to the critical shear rate where the Carreau ﬂuid shifts
between the plateau viscosity and the power-law regions.
The numerical simulations of power-law ﬂuids presented in this
paper use Carreau ﬂuid models with very large plateau viscosity η0 and
parameter k. The plateau viscosity serves as the cut-oﬀ value of the
viscosity, when the power-law ﬂuid is close to the quiescent state. In
addition, the k parameter is chosen according to the power-law index,
such that all the Carreau models, with diﬀerent values of n, give the
same apparent viscosity η γ( ˙ )c at the characteristic shear rate of the ﬂow.
For instance, the choice =η η γ10 ( ˙ )c0 5 and = −k η γ ηγ( ( ˙ ) / )˙c nc 0
1
1 guarantees
that the critical shear rate 1/k of the Carreau model (below which the
power-law viscosity transitions to the plateau value) remains lower
than − γ10 c˙5 , for any power-law index 0< n<1. Hence, the Carreau
model can provide very good approximations of power-law ﬂuids.
2.2.2. Oldroyd-B model
The Oldroyd-B model [69] describes the linear behavior of a vis-
coelastic ﬂuid under small deformation rates. The original Oldroyd-B
model reads:
⎜ ⎟+ = ⎛⎝
+ ⎞
⎠
∇ ∇τ τλ η λD D2 ,r
(12)
where η is the viscosity of the ﬂuid, λ is the relaxation time, λr< λ is
the retardation time, and ⋅∇ denotes the upper-convected time-deriva-
tive, deﬁned in Eq. (17). For numerical simulations, it is convenient to
split the stress tensor into the solvent and the polymer contributions
[70]:
= +τ τ τ ,S P (13)
where
=τ βηD2S (14)
is the instantaneous (purely viscous) solvent stress response, and τP is
the memory-dependent (viscoelastic) polymeric extra-stress contribu-
tion. The polymeric component of the stress tensor is related to a
conformation tensor c representing the internal elastic strain of the li-
quid:
= − −τ β η
λ
c I(1 ) ( ),P (15)
where = −G β η λ(1 ) / is the elastic modulus and I the identity tensor.
The material parameter =β λ λ/r is the retardation parameter (also
called the solvent viscosity ratio) that controls the fraction of the
viscosity contributing to the instantaneous (solvent) and the memory-
dependent (polymeric) stress responses. The physical-admissibility of
the extra-stress tensor requires the conformation tensor to be symmetric
positive deﬁnite. For the Oldroyd-B model, the conformation tensor is
governed by the following diﬀerential equation:
= − −∇
λ
c c I1 ( ), (16)
where the upper-convected time-derivative
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≡ ∂∂ + ∇ − ∇ + ∇
∇
t
c c u c c u u c· ( · · )T (17)
accounts for the material transport and the frame-invariance of the
conformation tensor. In Einstein notation, the velocity gradient used
throughout this work refers to ∇ = ∂ ∂u xu( ) /ij i j. The right-hand side
term in Eq. (16) is responsible for the growth and the relaxation of the
internal elastic strain of the linear viscoelastic ﬂuid. The relative
magnitude of the elastic stresses as compared to the viscous stresses is
quantiﬁed by the dimensionless Weissenberg number:
=Wi λγ˙ .c (18)
The Oldroyd-B model can also be derived from the kinetic theory of
Kramers [71], assuming that polymer molecules behave like a suspen-
sion of linear elastic dumbbells diluted in a Newtonian solvent and
subjected to the Brownian motion. Thus, the Oldroyd-B model is a ﬁrst
approximation of the viscoelastic behavior of dilute polymer solutions
ﬂowing under low shear rates. It predicts basic viscoelasticity features
such as stress relaxation, creep deformations and a quadratic ﬁrst
normal stress diﬀerence in viscometric ﬂows. However, it does not
describe shear-thinning, and it gives an unrealistic representation of the
extensional viscosity, because of the absence of a mechanism to limit
the elongation of the linear spring connecting the dumbbells. Indeed,
the Oldroyd-B model can give rise to an inﬁnite stress growth in ex-
tensional ﬂows when ≥ λɛ˙ 0.5/ . Despite these drawbacks, the Oldroyd-B
model remains useful to test the stability of numerical methods and to
reproduce, at least qualitatively, several viscoelastic phenomena.
2.2.3. Single-mode Giesekus model
Giesekus proposed the concept of conﬁguration-dependent tensorial
molecular mobility [72] to take into account the intermolecular
polymer-polymer interactions, which are ignored in the Oldroyd-B
model. The molecular mobility tensor emerges from the dumbbells ki-
netic model with an anisotropic hydrodynamic drag and anisotropic
Brownian motions [73]. Giesekus postulated a linear dependency of the
mobility tensor on the conformation tensor, and derived the following
constitutive equation [74]:
= − + − −∇
λ
αc I c I c I1 ( ( ))( ), (19)
where 0≤ α≤ 0.5 is the dimensionless mobility parameter quantifying
the degree of anisotropy. In the special case =α 0.5, the Giesekus model
describes the reptation motion of entangled long polymer chains, while
for =α 0, the model is isotropic and reduces to the Oldroyd-B model.
The Giesekus model (for α>0) predicts shear-thinning and a bounded
stress growth in extensional ﬂows. Moreover, it ﬁts qualitatively well
the rheometric measurements of unbranched polymer melts, both in
shear and uniaxial extensional experiments [75], although it has a
single adjustable non-linear parameter (α). The steady-state material
functions of the Giesekus ﬂuid model are represented in Fig. 1 (the
shear viscosity and the ﬁrst normal stress coeﬃcient are provided in
[8], p. 368; the planar extensional viscosity was calculated numeri-
cally). The limiting case =α 0 corresponds to the Oldroyd-B model. As
it can be seen in Fig. 1(a) and (b), the Giesekus ﬂuid model (for α≠ 0)
presents shear-thinning both for the steady shear viscosity
≡η τ γ γ( ˙ )/ ˙xy xy xy, and the steady ﬁrst normal stress diﬀerence coeﬃcient≡ − =τ τ γ N γ γψ ( )/ ˙ ( ˙ )/ ˙xx yy xy xy xy1 2 1 2, for a simple shear ﬂow in the xy-
plane. Moreover, the Giesekus ﬂuid model has a ﬁnite planar exten-
sional viscosity, except in the case =α 0 corresponding to the Oldroyd-
B ﬂuid model where the steady planar extensional viscosity becomes
inﬁnite when ≥ λɛ˙ 0.5/ ; see Fig. 1(c).
2.3. Log-conformation representation
Diﬀerential viscoelastic models like the Oldroyd-B and the Giesekus
constitutive equations are generally prone to numerical instabilities
Fig. 1. Normalized steady-state material functions of the Giesekus model, for =β 1/9: (a)
steady shear viscosity, (b) ﬁrst normal stress diﬀerence coeﬃcient, and (c) steady planar
extensional viscosity. The limiting case =α 0 corresponds to the Oldroyd-B model.
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when the Weissenberg number exceeds a critical value, depending on
the ﬂow, the numerical scheme, and the mesh. For the Oldroyd-B
model, the critical Weissenberg number is typically of the order one.
This phenomenon of numerical instability is referred to in the literature
as the high Weissenberg number problem. This numerical issue comes both
from the deﬁciency of many of the constitutive models (and the
Oldroyd-B model in particular) to predict realistic stresses at large ex-
tensional strain rates, and the inability of the numerical methods to
represent stress gradients accurately. Indeed, the Oldroyd-B model can
predict unbounded stress growth under ﬁnite extensional rates. Thus,
the solution may contain stress singularities with exponential or non-
smooth stress proﬁles near salient corners of the geometry and stag-
nation points [67,76,77]. Moreover, the numerical approximation of
exponential stress proﬁles with ﬁnite diﬀerences or ﬁnite elements is
prone to numerical errors. Hulsen et al. [78] explained that the under-
estimation of the stress gradient in Eq. (17) is numerically compensated
by an over-estimation of the stress growth-rate in Eq. (16), which favors
an accumulation of numerical errors. The numerical scheme eventually
breaks down when the conformation tensor loses its positive-deﬁnite-
ness property (due to accumulated numerical errors), leading to un-
physical stress states, and ultimately to the simulation blowup.
The high Weissenberg number problem was tackled by the log-
conformation representation of the diﬀerential constitutive models,
which enforces by construction the positive-deﬁniteness of the con-
formation tensor. The constitutive model, Eq. (16), is reformulated with
a change of variable in terms of the matrix-logarithm of the con-
formation tensor:
=Ψ clog( ). (20)
The matrix-logarithm of c requires its eigen-decomposition fol-
lowing the methodology described in [61,62]. In addition, the velocity
gradient is decomposed as follows:
∇ = + + −Ωu E Nc ,1 (21)
where E is symmetric and traceless, Ω is anti-symmetric, and N is an
anti-symmetric matrix that commutes with c [61]. Finally, the log-
conformation representation of the diﬀerential viscoelastic models
yields the following evolution equation for the matrix-logarithm of the
conformation tensor [61]:
∂
∂ + ∇ − − − =
Ψ Ψ Ω Ψ f Ψ
t λ

















exp( ) Oldroyd-B model




is the relaxation function of the constitutive model in terms of Ψ.
Contrary to the original formulation, the exponential stress proﬁles are
linearized by the log-conformation change of variable, Eq. (20). Once
the evolution Eq. (22) is solved, the conformation tensor is recovered
via the inverse operation
= Ψc exp( ), (24)
which guarantees by construction the positive-deﬁniteness of c, irre-
spectively of numerical errors in the solution of Ψ. Finally, the con-
formation tensor is used to compute the curl of the divergence of the
extra-stress tensor ∇ × ∇ − −β η λc I( ·[(1 ) ( )/ ]), which appears as a
source term in the streamfunction ﬂow formulation, Eq. (7).
3. Numerical method
3.1. Overview of the algorithm
The free-surface ﬂows of non-Newtonian ﬂuids are modelled as
immiscible two-phase ﬂows, within the Eulerian framework, where the
secondary ﬂuid phase represents the surrounding air. The Eulerian
description of the ﬂow ﬁeld provides a robust and ﬂexible framework to
handle potential changes in the topology of the free surfaces, as for
instance the merging of ﬂow fronts or the breakup of thin ﬁlms or ﬁ-
laments of ﬂuids occurring in polymer processing. The surrounding air
is assumed to ﬂow as an incompressible Newtonian ﬂuid, while the
primary phase of the non-Newtonian liquid obeys one of the con-
stitutive models described in Section 2.2. In addition, unless otherwise
stated, the convective terms in the momentum (and the streamfunction)
equations are neglected in both ﬂuid phases; hence, the Reynolds
number is =Re 0, representative of creeping ﬂow.
The calculation domain is meshed with a non-uniform Cartesian
grid. The grid forms the control volumes that are used to discretize the
governing equations of the discrete unknowns with the ﬁnite-volume
method. The discrete components of the extra-stress and the log-con-
formation tensors (for viscoelastic ﬂuids) are cell-centered with respect
to the Cartesian grid, while the discrete velocity variables are face-
centered, forming staggered control volumes. Finally, pointwise
streamfunction unknowns are located at the intersections of the grid
lines; see Fig. 2. The streamfunction equations, and the log-conforma-
tion equations (for the viscoelastic ﬂuids), are discretized with the
implicit numerical schemes described in Section 3.2; see also [54,55]
for more details. The streamfunction and the log-conformation tensors
are computed sequentially with successive substitution iterations, until
iterative convergence is reached. The absence of pressure unknowns
(due to the streamfunction formulation) facilitates the convergence of
the iterative algorithm.
The free-surfaces are advected explicitly with the VOF method, at
the end of each time-step, once the iterative streamfunction/log-con-
formation solver has reached convergence. The VOF method directly
solves the volume conservation of the ﬂuid phases. The distribution of
the non-Newtonian liquid inside the two-phase ﬂow is represented
through the color function χ(x, t), deﬁned as:
= ⎧⎨⎩
χ tx( , ) 1 in the non-Newtonian liquid,0 in the surrounding air. (25)
The discrete counterpart of the color function is the liquid volume
fraction θ (of the non-Newtonian phase), calculated as the volume-
average of χ(x, t), inside each cell of the mesh:
Fig. 2. Staggered arrangement of the discrete variables on the Cartesian grid.
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∫=θ V χ t dVx1 ( , ) ,Ω Ω (26)
where ∫=V dVΩ Ω is the total volume of the grid cell Ω. As the color
function is advected with the ﬂow, the liquid volume fraction is gov-
erned by a transport equation. Two approaches have been tested in this
work to solve the transport equation of the liquid volume fraction: the
geometric VOF method with sharp interface representation, and the
algebraic advection method which smears the interface location; see
more details in Section 3.3.
The material properties inside the control volume containing a
mixture of the two phases (where 0< θ<1) are averaged using the
arithmetic rule of mixture:
= + −
= + −
η θη θ η





where indices 1 and 2 refer to the pure material properties of phase 1
(the non-Newtonian ﬂuid) and phase 2 (surrounding air), respectively.
If the non-Newtonian ﬂuid is viscoelastic, the elastic modulus of the
mixture is averaged as
=G θG .1 (28)
The relaxation time and the viscosity ratio in the constitutive
equations of the interfacial cells are unchanged. The diagram in Fig. 3
gives an overview of the in-house CFD code that we developed, based
on the streamfunction/log-conformation formulations and the VOF
methods.
3.2. Discretization of the governing equations
This subsection discusses the discretization of the streamfunction
and log-conformation partial-diﬀerential equations governing the dy-
namics of the ﬂow, with the ﬁnite-volume method. We have essentially
used the same discretization scheme as the one proposed in [54], for
single-phase viscoelastic ﬂuid ﬂows. In order to discretize the stream-
function equations, we ﬁrst discretize the momentum equations (3) and
the curl operators in Eqs. (4) and (5). Let the linear system of the dis-
cretized momentum equations be:
=A u b[ ]{ } { }, (29)
where [A] is the Jacobi matrix of the system of equations, {u} is the
vector of the discrete velocity unknowns, and {b} is the right-hand side
of the system of equations, containing the terms that are discretized
explicitly. Now, let [R] be the discrete curl operator that links {u} to
the vector of the discrete vorticities {ω}, and [C] be the discrete curl
operator that links the vector of the discrete streamfunctions {Φ} to
{u}:
=ω R u{ } [ ]{ }, (30)
= Φu C{ } [ ]{ }. (31)
The discretization of the curl operators [R] and [C] with ﬁnite
diﬀerences is described in [79]. The streamfunction reformulation
presented in Section 2.1 is applied at the discrete level. Thus, the linear
system of the discretized streamfunction equation is obtained by sub-
stituting the matrix relation (31) inside the equation system (29) and
multiplying the result by [R] on the left, yielding the following matrix
relation:
=ΦR A C R b[ ][ ][ ]{ } [ ]{ }. (32)
Hence, the matrix product [R][A][C] is the Jacobi matrix of the
discretized system of streamfunction equations, and the matrix-vector
product [R]{b} is the right-hand side.
The diﬀusive ﬂuxes in the discrete momentum equations (arising
from the purely viscous stresses, η γ D2 ( ˙ ) for the generalized Newtonian
ﬂuid, and 2βηD for the viscoelastic ﬂuid) are discretized by ﬁnite dif-
ferences, taking advantage of the staggered arrangement of the discrete
velocities; see details in [54]. With the streamfunction formulation, and
the solvent-polymeric stress splitting formulation, Eq. (13), the curl of
the purely viscous stress yields a bi-harmonic term of the streamfunc-
tion ∇ × ∇ = ∇τ Φβη( · )S 4 , which enhances the ellipticity of the ﬂow
formulation, and improves the numerical stability.
The convective ﬂuxes in the log-conformation equations are eval-
uated component-wise with the CUBISTA high-resolution advection
scheme [80], which was specially designed for the simulations of vis-
coelastic ﬂuids. Moreover, the upwind deferred-correction approach
[81] is adopted to enhance numerical stability: the upwind component
of the scheme is discretized implicitly, while the remaining higher-
order terms are discretized explicitly. The numerical procedure to
perform the change of variable between the conformation tensor and its
matrix-logarithm, as well as the decomposition of the velocity gradient
tensor, in the two-dimensional case, is detailed in the original pub-
lication of Fattal and Kupferman [61].
The shear components of the extra-stress tensor are linearly inter-
polated from cell centers to the vertices of the grid intersections, for the
discretization of the divergence of the extra-stress tensor, in the mo-
mentum equations. Finally, the time-derivatives are discretized with
the two-level backward diﬀerentiation formula [54].
3.3. Free-surface tracking with the VOF method
As mentioned earlier, the family of the VOF method used in this
work can be divided into two branches, depending on whether the li-
quid volume fraction is advected with a geometric method or an
Fig. 3. Overview of the in-house CFD code. (*) The surface reconstruction (step 3.1) is
only applicable for the geometric VOF algorithm, e.g. with the CCU scheme.
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algebraic method.
3.3.1. Geometric advection scheme
The VOF method originally proposed by Hirt and Nichols [82] was a
geometric scheme, using a simple line interface calculation and the
donor-acceptor advection scheme. Geometric VOF methods require two
procedures: ﬁrst, a reconstruction of the interface, based on the dis-
tribution of the liquid volume fractions; secondly, an advection scheme
consisting in the evaluation of either the donating-regions of the ﬂuxes
(edgewise approach) or the pre-images of the cells (cellwise approach),
by a semi-Lagrangian backward tracing of the ﬂow pathlines during the
time-step. Both advection approaches are theoretically equivalent [83].
However, in practice, the cellwise approach handles with more sim-
plicity the cases where the liquid volume travels through several grid
cells within a single time-step. These types of methods are described as
geometric because the update of the liquid volume fractions involves
calculations of polygonal intersections between the donating-regions/
pre-images and the reconstructed interfaces.
The interface is reconstructed with the PLIC (Piecewise Linear
Interface Calculation) representation, which is standard for the geo-
metric VOF methods [45]. In the PLIC representation, the interface is
represented inside each grid cell by the line equation:
 + =dn x· 0, (33)
where n is the normal vector of the interface (pointing outward to the
liquid), d is the signed distance of the line to the cell's origin, and x is
the position of the points that belong to the line. In this work, the
normal vector of the interface was computed with the least-squares
ELVIRA algorithm [84].
Concerning the advection schemes, the geometric VOF methods
divide into directional-split and unsplit (multi-dimensional) schemes.
The unsplit advection schemes are generally more accurate (less nu-
merical diﬀusion) than the directional-split advection schemes.
Moreover, unsplit advection schemes can be designed to be bounded
and conservative. Nevertheless, these schemes are more complex to
implement in three dimensions, and for arbitrary meshes. Indeed,
general three-dimensional unsplit geometric advection schemes pos-
sessing the boundedness and conservativeness properties have only
been derived recently [85–87]. In this work, we use the CCU advection
scheme [64], which is also bounded and conservative, but limited to
two-dimensional problems. The CCU scheme traces backward in time
the pre-image of the grid cells, with a fourth-order Runge-Kutta method
and bi-cubic spatial interpolations of the intermediate velocities. By
deﬁnition, the liquid volume inside a cell's pre-image will be entirely
contained in this cell, at the next time-step. With the CCU scheme, the
pre-images of the Cartesian grid cells are represented by 8-vertex
polygons. Fig. 4 represents the 8-vertex pre-image polygon ABCDEFGH
of a grid cell ijkl. The liquid volume of this grid cell is updated by the
liquid volume of its pre-image, which corresponds to the area of the
pre-image polygon truncated by the reconstructed interface. The
boundedness and conservativeness of the geometric VOF advection
schemes require certain conditions: (i) that the volume of each pre-
image polygon equals the volume of its original cell, (ii) the pre-images
of the diﬀerent cells do not overlap, and (iii) the pre-images of adjacent
grid cells share common edges that coincide with each other [64].
3.3.2. Algebraic advection scheme
The algebraic VOF schemes directly solve the transport equation of
the color function
∂





which is discretized into the advection equation of the liquid volume
fraction θ, once integrated over the control volumes with the ﬁnite-
volume method. Thus, the algebraic VOF schemes can be easily coupled
with existing ﬁnite-volume solvers. Moreover, their extension from two-
dimensional cases to three-dimensional problems, as well as their im-
plementation on unstructured meshes, do not present the same diﬃ-
culty as for geometric VOF schemes. Nevertheless, the inherent nu-
merical diﬀusion due to the discretization of Eq. (34) smooths the jump
of the color function across the interface. Thus, the position of the in-
terface, which is deﬁned by the iso-value =θ 0.5 of the liquid volume
fraction, loses its compactness and becomes smeared over a few layers
of control volumes. The inevitable discretization errors also aﬀect the
volume-conservation of the advection schemes. Hence, the overall ac-
curacy of the algebraic VOF schemes degrades over the simulation time.
The accuracy and the stability of the algebraic VOF method depend
on the choice of the interpolation scheme that is used to estimate the
ﬂuxes of the liquid volume through the faces of the control volume.
Moreover, it is the volume ﬂux calculation that distinguishes the dif-
ferent algebraic VOF schemes, see for instance [65,88–90]. There is no
single ideal interpolation scheme for the volume ﬂuxes, as the high-
order accuracy often comes at the expense of the physical-boundedness
of the liquid volume, which requires that 0≤ θ≤ 1.
In this work, we use the HRIC algebraic scheme [65], which is based
on a blending of the upwind diﬀerencing scheme (UDS) and the
downwind diﬀerencing scheme (DDS). On the one hand, the UDS
scheme is unconditionally stable, but it produces large numerical dif-
fusion, which degrades the precision of the free-surface capturing. On
the other hand, the DDS scheme introduces a “negative numerical dif-
fusion” which maintains the compactness of the interface, but also re-
sults in an artiﬁcial compressibility of the liquid volume (impacting the
volume-conservation). Moreover, both the UDS and the DDS schemes
have the advantage of being physically bounded (0≤ θ≤ 1). The HRIC
advection scheme strives to combine both advantages of the UDS and
the DDS schemes. The HRIC scheme interpolates the ﬂux of the liquid
volume θf through face f between two control volumes, as a function of
the liquid volume in the upwind and downwind cells, θU and θD, re-
spectively. In terms of the Normalized Variable Diagram (NVD) [91],




































Fig. 4. Backward tracing of the liquid volume with the CCU scheme. The polygon
ABCDEFGH is the pre-image of the grid cell ijkl. The dotted lines are the streaklines of
ﬂow passing through the vertices of the grid cell, during the time-step. The PLIC re-
construction is represented by the red segments. The liquid volume of the grid cell is
updated by the intersection of the pre-image polygon with the PLIC (i.e. the dark colored
area). (For interpretation of the references to colour in this ﬁgure legend, the reader is
referred to the web version of this article.)
















are the normalized values of the liquid volume at the face f and inside
the upwind cell, respectively. The value θUU in Eq. (36) refers to the
liquid volume fraction in the second upwind cell relative to face f.
The original HRIC scheme further blends the interpolated values
given by the scheme (35), with the UDS scheme, when the interface is
not parallel to the cell's face, and when the local Courant number ex-
ceeds the threshold value 0.3. These corrections to the interpolated ﬂux
of the liquid volume aim at avoiding an artiﬁcial alignment of the in-
terface with the numerical grid, as well as convergence issues. How-
ever, we did not notice such problems in our advection tests. Thus, we
retained the interpolated values of liquid volume provided in Eq. (35).
Moreover, we imposed a maximum Courant number below the
threshold value 0.3 in all our simulations of planar extrusion.
3.4. Numerical settings in rheoTool
In order to have a basis of comparison to assess the accuracy and
robustness of the method developed, additional simulations were also
conducted in the open-source rheoTool toolbox [66], available for the
OpenFOAM® library. For this purpose, we used the rheoInterFoam
solver, which couples the solver originally developed for single-phase
ﬂows [66] with the algebraic VOF method of OpenFOAM® [92], thus
enabling the simulation of two-phase ﬂows of complex ﬂuids. The code
is generic for 2D/3D geometries and it allows the use of polyhedral
meshes. A number of constitutive models can be assigned individually
to each phase, and it is also possible to take into account surface tension
eﬀects [66]. The pressure-velocity coupling is assured by the SIMPLEC
algorithm [93], and the stresses are evaluated using the log-con-
formation representation. The details of the stress-velocity coupling
were presented in [67]. In the algebraic VOF method available in
OpenFOAM®, the color function is advected explicitly through the
Multidimensional Universal Limiter with Explicit Solution (MULES)
method, which introduces a compressive ﬂux in the interface between
the phases in order to minimize diﬀusion eﬀects [92]. Importantly, the
extra-stresses are computed in a diﬀerent way comparing to the in-
house code here described. A constitutive equation is solved separately
for each phase, using its corresponding material properties (e.g. the
relaxation time and the retardation parameter). Then, the cell-averaged
extra-stresses are evaluated by weighting arithmetically the extra-stress
tensor of each phase, using the liquid volume fractions as weighting
coeﬃcients [66]. When one of the phases is inelastic, its contribution to
the polymeric extra-stresses is null, and no constitutive equation is
solved. In addition to this, other diﬀerences exist between the rheoIn-
terFoam solver and the in-house code, some of which are the variables
arrangement on the grid (staggered in the in-house code versus collo-
cated in rheoInterFoam), the pressure-velocity coupling (streamfunction
formulation in the in-house code versus the SIMPLEC method in
rheoInterFoam) and the VOF method (CCU or HRIC in the in-house code
versus MULES in rheoInterFoam).
The convective terms were discretized using the CUBISTA high-re-
solution scheme, and time-derivatives were evaluated with the ﬁrst-
order Euler method. The compressive ﬂux in the MULES method was
computed using the parameter =C 1α , to restrict interface smearing
(see details in [92]). The simulations with rheoTool were run for a
constant Reynolds number, =Re 0.01, which is also representative of
creeping ﬂow conditions.
4. Planar extrusion simulation
The numerical schemes described in Sections 3.1–3.3 were im-
plemented in an in-house CFD code [54] and tested in the simulation of
the planar extrusion of the Carreau, Oldroyd-B and Giesekus ﬂuids. The
code is based on the streamfunction/log-conformation formulation. In
addition, two versions of the VOF method were implemented: one with
the CCU geometric scheme (I), and the other with HRIC algebraic
scheme (II). The planar extrusion was also simulated with the rheoTool
toolbox (III). The three diﬀerent numerical methodologies are sum-
marized in Table 1.
The geometry of the planar extrusion simulations consists in a
narrow rectangular channel (representing an extrusion die) that opens
on a wider rectangular expansion region; see Fig. 5. A symmetry
boundary condition is applied on plane =y 0 to reduce the computa-
tional cost. The half-width h of the narrow channel is used as the
characteristic length scale. Both the narrow channel and the wider
Table 1
Summary of the three numerical methodologies tested.
Numerical schemes: I II III
Code: In-house CFD code In-house CFD code RheoTool in OpenFOAM®
Incompressible ﬂow solver: Pure streamfunction formulation Pure streamfunction formulation SIMPLEC velocity-pressure coupling algorithm
Viscoelastic stress solver: Log-conformation representation Log-conformation representation Log-conformation representation
VOF solver: Geometric CCU scheme, PLIC reconstruction Algebraic HRIC scheme Algebraic MULES
Fig. 5. Geometry of planar extrudate swell
problem.
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expansion region have the same length, 10h. The expansion region has
a width 3h, which is large enough to not inﬂuence the ﬂow dynamics.
The no-slip boundary condition is applied at the walls. A fully-de-
veloped velocity proﬁle is applied as boundary condition at the entry of
the narrow channel, while the outer periphery of the expansion region
is assigned an outlet Neumann boundary condition. At the initial time,
the narrow channel is already ﬁlled with the non-Newtonian liquid,
such that the initial position of the interface coincides with the ex-
pansion plane; see Fig. 5. The transient extrusion is simulated during a
total time =T γ90/ ˙w, where =γ U h˙ 3 /w is the wall shear rate of the
planar Poiseuille ﬂow of a Newtonian ﬂuid (used as characteristic shear
rate), and U is the average velocity at the inlet. The second phase re-
presenting the air is modeled as a Newtonian ﬂuid with very low
density and viscosity, such that = −ρ ρ10air 2 , = −η η10air 11 0 for the Car-
reau ﬂuids, and = −η βη10air 6 for the viscoelastic ﬂuids (note that the
properties used do not match those of air, but are representative of a
low viscosity and low density ﬂuid).
The simulations were performed on three non-uniform Cartesian
grids, M1 (coarse), M2 (intermediate) and M3 (ﬁne), where the grids
M2 and M3 were generated by successive mesh reﬁnements of M1. The
grid spacing (δx) of the vertical lines is symmetric with respect to the
expansion plane ( =x 0). Far away from the expansion plane, for
|x|> 4.96h, the grids have uniform δx. The grid spacing shrinks with a
uniform contraction ratio = =+ξ δx δx/ 0.96x i i1 , as we move closer to the
expansion plane. The grid spacing (δy) of the horizontal lines is uni-
form, for y<0.675h and y>2.4h. The contraction ratio of the grid
spacing between adjacent horizontal lines, when moving closer to the
plane of the channel wall ( =y h), is =−ξ 0.93y for 0.675< y/h<1, and
=+ξ 0.95y for 1< y/h<2.4. The normalized minimum and maximum
values of the grid spacing are reported in Table 2 for the three diﬀerent
meshes.
The time-step increment δt is dynamically adjusted in the in-house
CFD code, with the adaptive time-stepping procedure described in [54].
In addition, δt was limited such that the maximum local Courant
number does not exceed =C 0.25max . The residual tolerance for the
non-linear successive substitution iterations (due to non-Newtonian
constitutive models) was set to −10 6. In practice, only a few number of
iterations per time-step were needed. In rheoTool, the time-step incre-
ment was set according to the maximum Courant number =C 0.05max ,
and the vertical expansion wall was replaced by an outﬂow boundary
condition, which is not expected to aﬀect the ﬂow ﬁeld.
4.1. Numerical results for the Carreau ﬂuid
This subsection reports the results of the extrudate swell predicted
by the numerical simulations for the Carreau ﬂuid. The extrudate swell




where Dextr is the half-width of the extrudate, after it has reached a
uniform velocity proﬁle, far from the die exit; see Fig. 5. We should note
that the maximum half-width of the extrudate is frequently used in the
literature to deﬁne Sr. However, our deﬁnition is more adequate to the
non-monotonic swell proﬁles that we obtained in some of the simula-
tions, as will be shown later.
The extruded material experiences a modiﬁcation of its velocity
proﬁle when exiting the extrusion die. The velocity proﬁle varies from a
fully-developed laminar ﬂow, inside the channel, to a uniform rigid-
body translation, far away from the channel exit. The rearrangement of
the velocity proﬁle and the relaxation of the normal stresses cause the
extrudate swell [94]. The fully-developed laminar creeping ﬂow of the
Carreau ﬂuids used approaches the power-law model, for which the
velocity proﬁle inside the channel depends on the power-law index n of
the ﬂuid as follows:
= − ≤ ≤+( )U y U y h y h( ) 1 ( / ) , 0 ,0 nn 1 (38)
where U0 is the maximum velocity at the channel centerline, which









The shear-thinning eﬀect is controlled by the power-law index. If
=n 1, the Newtonian ﬂuid is recovered and the fully-developed ﬂow
has a parabolic velocity proﬁle. As n decreases, the shear-thinning is
enhanced, and the fully-developed velocity proﬁle given in Eq. (38)
becomes closer to a uniform plug ﬂow. The limiting case where =n 0
corresponds to a solid-like plug ﬂow with cohesive slip at the channel's
wall, where only an inﬁnitesimal boundary layer with an inﬁnite shear
rate would stick to the wall. Thus, shear-thinning reduces the extrudate
swell, as it results in fully-developed channel ﬂows closer to the uni-
form velocity proﬁle, which require less velocity rearrangement at the
die exit.
The numerical simulations of the generalized Newtonian ﬂuid
model did not present numerical diﬃculties. The simulations were
stable and mesh-independent results were obtained for all the values of
n tested. The numerical predictions of the extrudate swell with the three
diﬀerent schemes, are reported in Table 3, for the three meshes. The
swell ratio as a function of the power-law index is also plotted in Fig. 6.
As expected, the extrudate swell decreases as the power-law index is
reduced. When n<0.3, we obtain a swell ratio below one, meaning
that the extrudate shrinks slightly. The inﬂuence of n in the swell ratio
seems to be qualitatively similar to the inertia eﬀects observed for
Newtonian ﬂuids elsewhere [95,96]. Furthermore, the extrudates dis-
play non-monotonic free-surface proﬁles for 0< n<0.5, similarly to
the regime of delayed extrudate swell observed for 6≤ Re≤ 10 [96]. In
this range of n, the extrudate shrinks after the die exit, and then it swells
until a constant Sr is attained.
The extrudate swell predictions from the schemes (I) and (II), based
on the streamfunction/log-conformation formulation, converge toward
the same values, on the ﬁnest mesh (M3). Nevertheless, the geometric
CCU scheme (I) provided more accurate extrudate swell results than the
algebraic HRIC scheme (II), on the coarse and intermediate meshes. The
swell ratios predicted with the rheoTool solver (III) diﬀer slightly from
the two other schemes, especially when the power-law index is close to
1; however, the relative diﬀerences are below 1%, and decrease with
mesh reﬁnement. We also notice that on the coarser mesh resolution,
the schemes (I) and (II) of the in-house solver over-estimate the swell
ratio, while it is under-estimated in the scheme (III) implemented in
rheoTool.
4.2. Numerical results for the Oldroyd-B ﬂuid
The planar extrusion of the Oldroyd-B ﬂuid was simulated for
varying Weissenberg numbers, =Wi {0.5, 1, 1.5, 2, 2.5}, where the wall
shear rate is used as the characteristic shear rate of the ﬂow:
= =Wi λγ λU h˙ 3 / .w (40)
A constant viscosity ratio =β 1/9 was used, similarly as in other
Table 2
Characteristics of the three grids used.
Mesh identiﬁer: M1 M2 M3
=δx h δy h/ / for =x 0 and =y h (at the corner of
the die exit)
0.0304 0.0152 0.0076
δy/h for y<0.675h (near the symmetry line) 0.075 0.0375 0.01875
δy/h for y>2.4h (far away from the symmetry line) 0.1 0.05 0.025
δx/h for |x|> 4.96h (far away from the expansion) 0.24 0.12 0.06
Number of control volumes 4340 17,360 69,440
Number of vertices 4527 17,733 70,185
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works, such that our numerical results could be compared with data1
available in the literature [10,18,36,49]. In contrast with the Carreau
ﬂuid, the Oldroyd-B ﬂuid has a constant shear viscosity. The fully-de-
veloped velocity proﬁle of the Poiseuille creeping ﬂow of the Oldroyd-B
ﬂuid is the same as for the Newtonian ﬂuid, irrespectively of Wi and β.
However, the viscoelastic Poiseuille ﬂow does not only develop a shear
stress τxy (like in purely viscous ﬂuid ﬂows), but also a viscoelastic
normal stress component τP,xx in the direction of the ﬂow. The viscoe-
lastic normal stress component τP,yy in the transverse direction is zero
for the fully-developed steady Poiseuille ﬂow. However, there is a non-
zero viscoelastic normal stress τP,yy in the die exit region, due to the
ﬂow rearrangement. According to Tanner's theory of extrudate swell
[97], viscoelasticity contributes to an additional swell because of the
relaxation of the elastic extra-stresses τP,xy and τP,xx into the extruded
part. Indeed, the viscoelastic extra-stresses relax downstream of the die
exit, as the extrudate is free from any external deformation constraint
(i.e. the free surface of the extrudate is an open boundary condition).
Tanner derived approximate solutions [97,98] of the additional swell
due to viscoelasticity from the analytical stress proﬁle inside the
channel, which gives the following swell ratio for the planar extrusion
of the Oldroyd-B model [94,98]:








where Sw≡ |N1/2τxy|w is the “recoverable shear” at the die's wall and
= −N τ τxx yy1 P, P, is the ﬁrst normal stress diﬀerence. Using the analytical
expressions of the fully-developed stress proﬁles of the Oldroyd-B
model inside the channel and the deﬁnition of the Weissenberg number
given in Eq. (40) yields:
= − = −S β λγ β Wi(1 ) ˙ (1 ) .w w (42)
The term 0.19 in Eq. (41) is added to ﬁt the value of the swell ratio
of the Newtonian ﬂuid (in planar extrusion), Sr≈ 1.19 when =S 0w .
According to the theory, increasing both Wi and − β(1 ) enhance the
extrudate swell. However, Tanner's theory ignores the eﬀect of the
stress singularity at the die exit. Consequently, the solution of Tanner is
only a valid approximation in the cases where the viscoelasticity of the
extruded material has a low eﬀect, i.e. whenWi is low or when β is close
to 1.
Our numerical results of the swell ratio, simulated with the three
diﬀerent numerical schemes, on the three meshes with various degrees
of reﬁnement are presented in Table 4 and plotted in Fig. 7. Our results
from the most reﬁned mesh are compared in Fig. 7(a) with the other
numerical data available in the literature, as well as the approximate
solution given by Eq. (41). First, we can notice that there is a certain
discrepancy between the diﬀerent data available in the literature.
Moreover, some of the data previously published was calculated on
relatively coarse meshes, according to today's standard. For instance,
the computational mesh of Crochet and Keunings [10] contained only 6
triangular ﬁnite elements (with biquadratic shape functions) in the half-
width of the channel. Tomé et al. [36] used a uniform mesh with the
grid spacing = =δx h δy h/ / 0.1, which is approximately one order of
magnitude higher than in our ﬁnest mesh. More recently, Habla et al.
[49] simulated the planar extrudate swell for =Re 0.5, on a non-uni-
form grid with mesh reﬁnement at the corner of the slit die, using the
OpenFOAM® toolbox. The grid spacing was not provided in their pub-
lication, but the total number of control-volumes was only 4165, which
is comparable to our coarsest mesh M1. Indeed, our results from mesh
M1 are actually closer to the data previously published in [10,36,49]
than our results from the ﬁnest mesh M3. The numerical results of
Russo et al. [18] are not represented in Fig. 7(a) as they correspond to a
diﬀerent range of the Weissenberg number. They have only one data
point that can actually be compared to our simulations: the swell ratio
=S 1.31r for =Wi 1.5, which agrees relatively well with our results.
Moreover, Russo et al. also provided a convergence analysis that shows
the convergence of their results with the reﬁnement of the spatial and
temporal resolutions. Finally, we can see that Tanner's solution sub-
stantially deviates from the numerical calculations when Wi>1.5. We
also notice a small diﬀerence between Tanner's theory and the nu-
merical simulations at =Wi 0.5, where the numerical simulations pre-
dict a decrease in the extrudate swell as compared to the Newtonian
ﬂuid, while Tanner's theory predicts a monotonic increase of the ex-
trudate swell as Wi increases.
All our results calculated on the diﬀerent meshes, with the three
numerical schemes, are plotted in Fig. 7(b). We observe some
Table 3
Extrudate swell ratio of the Carreau ﬂuid as function of the power-law index n.
Numerical methodology
(I) Streamfunction/log-conformation +CCU (II) Streamfunction/log-conformation+HRIC (III) Rheotool
n M1 M2 M3 M1 M2 M3 M1 M2 M3
1 1.205 1.197 1.192 1.210 1.201 1.194 1.169 1.177 1.181
0.9 1.170 1.164 1.160 1.173 1.167 1.162 1.140 1.147 1.150
0.8 1.137 1.132 1.129 1.141 1.135 1.131 1.113 1.118 1.122
0.7 1.105 1.102 1.100 1.108 1.104 1.101 1.090 1.093 1.095
0.6 1.075 1.073 1.072 1.077 1.076 1.072 1.064 1.066 1.069
0.5 1.049 1.047 1.046 1.053 1.048 1.047 1.040 1.043 1.043
0.4 1.027 1.025 1.023 1.028 1.027 1.024 1.016 1.018 1.021
0.3 1.009 1.007 1.005 1.009 1.008 1.006 0.998 1.003 1.005
0.2 0.996 0.993 0.993 0.997 0.995 0.993 0.986 0.989 0.993
0.1 0.992 0.990 0.988 0.994 0.990 0.988 0.980 0.988 0.989
Fig. 6. Planar extrudate swell ratio of the Carreau ﬂuid versus the power-law index n.
1 The data from Ref. [18,36,49] have been adapted to the deﬁnition of the Weissenberg
number adopted in our work.
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discrepancy between the results obtained with the diﬀerent numerical
schemes for equal mesh, although the diﬀerent schemes seem to be
approaching a similar solution with mesh reﬁnement. Our numerical
solutions are not yet mesh independent, which means that some regions
of the ﬂow are still under-resolved and would require further mesh
reﬁnements (this is certainly the case in the die exit corner, where there
is a singularity). Moreover, for Wi>1.5, the calculations are prone to
numerical instabilities in the position of the free surface, especially on
the ﬁnest mesh. In some of the simulations, small ripples and self-sus-
tained surface oscillations appeared at the free surface of the extrudate.
These are believed to be numerical artifacts, and they will be discussed
in Section 5.
4.3. Numerical results for the Giesekus ﬂuid
The planar extrudate swell of the Giesekus ﬂuid was simulated for
two values of the mobility parameter, =α {0.2, 0.5}, with the same
viscosity ratio =β 1/9 as for the Oldroyd-B model, and for increasing
Weissenberg numbers, =Wi {1, 2, 3, 4, 5, 6}. For all the numerical
schemes, the extrusion simulations of the Giesekus ﬂuid model were
found more stable than those with the Oldroyd-B model. The free sur-
face of the extrudate reached a steady position in all the simulations,
except in one case where it developed persistent surface oscillations,
when =Wi 5 and =α 0.2, on mesh M3 with the CCU scheme.
The swell ratios are reported in Table 5 and plotted in Fig. 8, and are
obtained from the ﬁnal half-width of the extrudate far from the die exit,
where the velocity has reached a uniform proﬁle. We can see that the
mobility parameter, which enhances the shear-thinning behavior, re-
duces the extrudate swell, presumably due to the same factors as in the
Carreau ﬂuid. As for the Oldroyd-B ﬂuid, the minimum swell ratio is
obtained for a certain Weissenberg number above zero, meaning that a
small level of elasticity can reduce the extrudate swell as compared to
the purely viscous case. The discrepancy between the simulations on
the diﬀerent meshes and with the diﬀerent numerical schemes tends to
increase with the Weissenberg number. Moreover, some of the simu-
lations with the HRIC algebraic scheme displayed small ripples on the
free surface at the die exit, whose amplitudes are about the grid size.
However, these ripples are damped and eventually become negligible as
the material moves further downstream from the die exit. In contrast,
the simulations with the CCU geometric scheme produces a smooth free
surface of the extrudate, for most of theWi numbers tested. Fig. 9 shows
an example of the calculated free surfaces with the diﬀerent schemes
(PLIC reconstruction for the CCU scheme; 0.5-isoline of the liquid vo-
lume fraction for the HRIC and rheoToolMULES schemes), on mesh M3,
for =Wi 5 and =α 0.5.
In addition, the extrudates of the Giesekus ﬂuid present a bulge at
the die exit (non-monotonic free-surface proﬁle), forWi≥ 2. This bulge
is due to a slight secondary shrinkage of the extrudate (i.e. the con-
vergence of the streamlines) after its initial swell. We deﬁne the extra-
swell ES as the relative diﬀerence between the half-width of bulge Dmax ,
and the half-width of the extrudate far from the die exit Dextr:




The extra-swell quantiﬁes the shrinkage of the extrudate after the
initial swell. The values of the extra-swell forWi≥ 2 are reported as bar
charts in Fig. 10. Within the range 2≤Wi≤ 6, the extra-swell seems to
increase linearly with the Weissenberg number. Moreover, we did not
observe signiﬁcant diﬀerences in the extra-swell between the cases
=α 0.2 and =α 0.5. The simulations with the CCU scheme and the
rheoTool library present less discrepancy between the extra-swell cal-
culated with the coarse and ﬁne meshes than those with the HRIC
scheme.
The small secondary shrinkage of the extrudate is attributed to re-
laxation of the negative tensile stress component τP,yy. In contrast with
the Oldroyd-B ﬂuid, the Poiseuille ﬂow for the Giesekus ﬂuid develops a
second normal stress diﬀerence inside the channel [99],
= = −N τ G c( 1)yy2 P, 22 in 2D. The extra-stress ﬁelds at the die exit are
Table 4
Extrudate swell ratio of the Oldroyd-B ﬂuid. The values marked with (*) presented small persistent surface oscillations.
Numerical methodology
(I) Streamfunction/log-conformation+CCU (II) Streamfunction/log-conformation+HRIC (III) RheoTool
Wi M1 M2 M3 M1 M2 M3 M1 M2 M3
0 1.206 1.198 1.193 1.209 1.201 1.194 1.169 1.177 1.181
0.5 1.214 1.193 1.184 1.226 1.193 1.197 1.160 1.167 1.174
1 1.255 1.241 1.237 1.257 1.243 1.241 1.201 1.223 1.241
1.5 1.318 1.330 1.335 1.321 1.324 1.339 1.278 1.319 1.352
2 1.417 1.425 1.45 (*) 1.418 1.425 1.46 (*) 1.375 1.440 1.490
2.5 1.511 1.56 (*) 1.59 (*) 1.500 1.555 1.63 (*) 1.494 1.576 1.639
Fig. 7. Planar extrudate swell ratio of the Oldroyd-
B ﬂuid with =β 1/9: (a) Comparison of our results
in the ﬁnest mesh (M3) with the data available in
the literature; (b) Comparison of all our results
obtained with diﬀerent numerical schemes and
mesh reﬁnements.
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represented in Fig. 11, for the Oldroyd-B ﬂuid ( =Wi 2) and the Gie-
sekus ﬂuid ( =Wi 6, =α 0.5). First, we can see in Fig. 11 that the
magnitude of the extra-stresses near the die corner are larger for the
Oldroyd-B ﬂuid than for the Giesekus ﬂuid, although the former has a
lower Weissenberg number. Indeed, the limitation of the steady planar
extensional viscosity of the Giesekus ﬂuid model (see Fig. 1) reduces the
intensity of the stress singularity at the die exit corner. Secondly, we
notice a diﬀerence in the τP,yy ﬁelds between the Oldroyd-B and the
Giesekus ﬂuid ﬂows. The extrudate of the Giesekus ﬂuid contains a
surface layer with negative values of τP,yy. The relaxation of the nega-
tive τP,yy component in this surface layer produces the secondary
shrinkage of the extrudate after its initial swell. Finally, the extra-stress
component = −τ G c( 1)xxP, 11 is one order of magnitude larger than the
τP,yy component. Thus, in spite of the secondary shrinkage, the ex-
trudate proﬁle far from the die exit keeps a swell ratio above one, as
shown in all the simulated test cases.
5. Discussion
The previous section has shown that the Eulerian simulations of
purely viscous non-Newtonian ﬂuids with the VOF method are robust,
without numerical instabilities on the extrudate surface for all the
tested advection schemes. The use of shear rate-dependent viscosity
models, as for instance the Carreau ﬂuid model, and a simple rule of
mixture by the weighted arithmetic mean of the viscosity in the inter-
facial control volumes reveals itself eﬃcient. The integration of the
viscous stresses over a control-volume Ω gives:
∫ = + − ∼τ τ τV dV θ θ1 (1 ) ,͠Ω Ω 1 2 (44)
where τ͠1 and τ͠2 are the average stresses of the ﬂuid phases 1 and 2 inside
Ω, respectively. With a generalized Newtonian ﬂuid model, the viscous
stress in each phase is given by = ∼∼τ η γ D2 ( ˙ )͠i i i i, where η γ( ˙ )͠i i is the eﬀec-
tive viscosity,
∼
Di is the average rate-of-deformation tensor inside the
liquid phase i and = ∼ ∼γ D D˙ 2{ : }i͠ i i , with =i 1, 2. Furthermore, the use of
ﬁnite diﬀerences to compute the stress integral yields the approxima-
tion
+ − ≈ + −∼ ∼θη γ θ η γ θη γ θ η γD D D2 ( ˙ ) 2(1 ) ( ˙ ) 2[ ( ˙ ) (1 ) ( ˙ )] ,͠ ͠1 1 1 2 2 2 1 mix 2 mix mix
(45)
where Dmix is an estimate of the average rate-of-deformation tensor of
the ﬂuids’ mixture and =γ D D˙ 2{ : }mix mix mix is the average shear rate
inside the control volume. This approximation results in additional
discretization errors in the velocities at the interfacial cells; however,
Table 5
Extrudate swell ratio of the Giesekus ﬂuid. The value marked with (*) presented small persistent surface oscillations, on the third decimal of the swell ratio.
Numerical methodology
(I) Streamfunction/log-conformation+CCU (II) Streamfunction/log-conformation+HRIC (III) RheoTool
Wi M1 M2 M3 M1 M2 M3 M1 M2 M3
=α 0.2
1 1.175 1.158 1.152 1.182 1.144 1.145 1.138 1.143 1.147
2 1.175 1.166 1.165 1.192 1.177 1.174 1.156 1.168 1.175
3 1.180 1.181 1.187 1.204 1.198 1.199 1.185 1.198 1.207
4 1.192 1.197 1.210 1.218 1.217 1.224 1.214 1.228 1.238
5 1.202 1.216 1.23 (*) 1.236 1.238 1.252 1.240 1.256 1.265
6 1.208 1.232 1.256 1.259 1.259 1.274 1.265 1.281 1.291
=α 0.5
1 1.120 1.113 1.110 1.121 1.115 1.112 1.108 1.110 1.112
2 1.125 1.102 1.103 1.103 1.105 1.103 1.102 1.106 1.109
3 1.123 1.115 1.111 1.134 1.123 1.114 1.111 1.117 1.120
4 1.125 1.123 1.126 1.143 1.134 1.130 1.126 1.132 1.136
5 1.132 1.133 1.138 1.151 1.145 1.144 1.143 1.149 1.153
6 1.137 1.144 1.151 1.163 1.156 1.163 1.160 1.166 1.170
Fig. 8. Planar extrudate swell ratio of the Giesekus ﬂuid model with a viscosity ratio =β 1/9, for Weissenberg numbers within the range Wi∈ [0, 6], and for the mobility factors =α 0.2
and =α 0.5. Predictions of the diﬀerent numerical schemes, for various mesh reﬁnements. (The lines are only a guide to the eye.).
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the error is bounded, as ≤ ≤γ γ γ γ γmin( ˙ , ˙ ) ˙ max( ˙ , ˙ )͠ ͠ ͠ ͠1 2 mix 1 2 . Thus, the nu-
merical errors due to the ﬁnite-diﬀerence approximations within the
Eulerian framework of the purely viscous stresses of the mixture in the
interfacial cells converge to zero when the mesh is reﬁned.
The situation is diﬀerent for the numerical integration of the vis-
coelastic extra-stresses, as there are no upper bounds for the dis-
cretization errors of τP. In contrast to purely viscous stresses, the vis-
coelastic extra-stresses are not expressed in terms of the rate-of-
deformation tensor with an algebraic relation, but using a partial dif-
ferential equation. Our numerical experiments show that it is diﬃcult
to obtain stable and mesh-independent solutions of the extrusion of
viscoelastic ﬂuids, when the Weissenberg number is above one. The
presence of a stress singularity at the wall exit corner does not
guarantee that the numerical results will converge to a mesh-in-
dependent solution with additional mesh reﬁnements. Indeed, as the
mesh is reﬁned, discrete solutions are computed closer to the location of
the stress singularity, involving larger extra-stress gradients in the
calculations. In practice, we see that the mesh reﬁnements promote
free-surface instabilities of the Oldroyd-B ﬂuid. Moreover, the results
are also aﬀected by the choice of the VOF method (i.e. geometric versus
algebraic advection schemes).
We observed two types of instabilities lying on the extrudate sur-
face. First, for the HRIC scheme (and the rheoTool MULES scheme to a
less extent), the free surface was prone to the ripple numerical artifact,
illustrated in Fig. 9, which appears at the location where the extrudate
swells or shrinks. The ripples are eventually damped out downstream
and do not aﬀect the steady swell ratio of the extrudate. The ripple
numerical artifacts come from the approximation of the free-surface
position with the 0.5-isoline of the liquid volume fraction, within the
algebraic VOF methods. Furthermore, the location of the free surface
loses precision during the simulation, as the algebraic VOF methods
tend to smear the transition of the liquid volume fractions between the
fully-ﬁlled and empty cells over a few control volumes. In contrast, the
geometric VOF methods preserve sharp interfaces, thanks to the PLIC
reconstruction. In addition, the second-order accurate ELVIRA interface
reconstruction method smoothens the second derivative of the interface
[84]. Thus, the CCU scheme has a better resolution than for instance the
HRIC scheme, and it is not subjected to the ripples numerical artifacts.
The second type of surface instabilities consists in self-sustained
surface oscillations that occur when the Weissenberg number exceeds a
critical value. This type of instabilities has only been observed in the
simulations with the in-house CFD code, i.e. the schemes (I) and (II).
Examples of self-sustained surface oscillations are represented in
Fig. 12. The surface oscillation is initiated at the contact point between
the free surface and the expansion wall, in the vicinity of the stress
singularity. Then, the surface oscillation is advected along the extrudate
by the surface-tracking algorithm. In contrast to the ripple numerical
artifacts, these surface oscillations are not attributed to ﬂaws in the
surface-tracking methods, as they equally occur with the CCU geo-
metric scheme and the HRIC algebraic scheme. Moreover, the ampli-
tude of these surface oscillations are larger than the grid resolution, and
Fig. 9. Free-surface location of the extrudate for the Giesekus ﬂuid model ( =Wi 5 and
=α 0.5), calculated on mesh M3 with the CCU scheme (PLIC reconstruction), the HRIC
scheme and the rheoTool library (0.5-isoline of the liquid volume fraction).
Fig. 10. Percentage of the extra-swell ES for the
extrusion of the Giesekus ﬂuid with =α 0.2
(top) and =α 0.5 (bottom). Comparison of the
three numerical schemes (CCU; HRIC; rheoTool)
on the three meshes M1, M2 and M3, over the
range Wi∈ [2, 6].
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the mesh reﬁnement promotes the onset of the surface oscillations. It is
interesting to note that these self-sustained instabilities present spatial
and temporal regularity. Similar surface instabilities have been re-
ported in the recent extrusion simulations of Kwon [100], who also
employed the Eulerian ﬂow description. His simulations used the level-
set method and a variant of the Leonov constitutive model [101], re-
formulated with the log-conformation representation [102]. The sur-
face oscillations in the numerical simulations of Kwon [100] were at-
tributed to the sharkskin and the gross melt fracture extrusion defects.
The self-sustained surface oscillations present in some of our si-
mulations (see Fig. 12) visually resemble the sharkskin extrusion defect.
Cogswell [103] proposed a sharkskin mechanism where the surface
defects arise from the tearing and cracking of the material at the surface
of the extrudate, just downstream of the die exit, when the skin layer is
subjected to large tensile stresses due to the change of boundary con-
dition. The experimental investigations conducted in [104,105] vali-
date this hypothesis. However, beyond the fact that both in the ex-
periments and in the numerical simulations the surface oscillations
occur with the presence of large tensile stresses at the die exit, we do
not have any evidence that the surface oscillations of our simulations
represent a physical phenomenon. Thus, we prefer to interpret them as
a numerical artifact due to the approximations of the two-phase ﬂow
with the Eulerian surface-capturing approach. The fact that we pre-
dominantly observed this numerical artifact with the Oldroyd-B model
(and in only one simulation with the Giesekus model) when the Weis-
senberg number is above one suggests that it might be related to the
stress singularity at the die corner. We hypothesize that the numerical
calculation of the extra-stresses in the vicinity of the channel exit is
prone to large numerical errors because of the stress singularity, which
also aﬀect the velocity ﬁeld and the position of the free surface. In
return, the erratic displacement of the free surface aﬀects the amount of
extra-stresses inside the interfacial control volume, as the liquid volume
fraction enters the formula (28) of the apparent elastic modulus of the
mixture.
Looking into more detail at the Eulerian surface-capturing re-
presentation of the ﬂow, we see that the ﬁnite-diﬀerence scheme pro-
duces inaccurate estimations of the velocity gradient and the diver-
gence of the extra-stress tensor inside the interfacial control volumes.
The ﬁnite-diﬀerence scheme evaluates the average velocity gradient of
the mixture of the two ﬂuid phases inside the cell, which is then used in
the upper-convected time derivative of the diﬀerential viscoelastic
constitutive model and in its transformation with the log-conformation
representation. However, as the air phase has a much lower apparent
viscosity than the viscoelastic ﬂuid ( ≈ −η η/ 10air 5), the average velocity
gradient of the mixture is generally much larger than the velocity
gradient inside the viscoelastic phase. Thus, the constitutive solver
calculates the extra-stress based on a wrong evaluation of the velocity
gradient inside the viscoelastic ﬂuids. The resulting numerical errors in
the extra-stresses have an impact on the source terms of the momentum
equation. Furthermore, the calculation of the divergence of the extra-
stress tensor in the interfacial control volumes also introduces numer-
ical approximations. The ﬁnite-diﬀerence scheme of the divergence
operator must avoid two pitfalls, in particular. First, the empty cells
neighboring an interfacial cell must not “feel” the extra-stress of the
viscoelastic ﬂuid inside the nearby cells. Indeed, any extra-stress source
term in an empty cell may produce an enormous vorticity in this cell (as
the air has a very low viscosity and density) that would wrongly deform
the interface. Secondly, it is important that the momentum equations
relative to the faces of interfacial cells receive a correct amount of
extra-stress in their source terms. Otherwise, an incorrect value of the
extra-stress at the free surface of the extrudate would produce a stress
imbalance, resulting in erroneous extrudate swell. For instance, in one
of our preliminary tests, the extrusion simulations with a numerical
scheme that ignored the extra-stress gradient at the faces of the inter-
facial cells produced unlimited swell. We took a special care to imple-
ment an acceptable numerical scheme that avoids these two issues in
our in-house code. In the present ﬁnite-diﬀerence scheme, the calcu-
lation of the extra-stress divergence uses a linear interpolation of the
cell-averaged values of the shear component of the extra-stress tensor
from the center of the cells to their vertices. This linear interpolation
produces a smoothing of the shear extra-stress at the cell's vertices,
which, we believe, can induce unphysical accelerations or decelerations
in the neighboring cells to the interface, as there is a discontinuity in
the extra-stress. Despite our eﬀorts, we did not succeed to eliminate
completely the self-sustained surface instability due to the feedback
eﬀects of the numerical errors between the extra-stresses, the velocity
and the position of the free surface.
In contrast, the simulations in rheoTool were more stable and do not
suﬀered from self-sustained instabilities. Several reasons could explain
this diﬀerent behavior, but it is likely that the several stabilization
mechanisms included in rheoTool contributed to a big extent. Among
them, we can highlight the pressure smoothing by the Rhie-Chow in-
terpolation of ﬂuxes and the stress-velocity coupling algorithm [67].
The discrepancy between the results of the diﬀerent numerical
schemes, as well as the occurrence of numerical artifacts, highlight the
diﬃculties to simulate free-surface viscoelastic ﬂows with an Eulerian
surface-capturing method, when there is a stress singularity near the
interface. The numerical simulations of the Oldroyd-B model are im-
portant from a computational point of view, as it is the basis for most
non-linear diﬀerential viscoelastic models. However, many of the nu-
merical issues that are encountered above a critical Weissenberg
number are ampliﬁed by the inability of the Oldroyd-B model to cor-
rectly describe strong extensional ﬂows compared with other models
that predict shear-thinning, such as the Giesekus model (see Fig. 1).
Indeed, we obtained stable extrusion simulations of the Giesekus ﬂuid
for larger Wi than for the Oldroyd-B model. Nevertheless, the Giesekus
model is derived from a relatively simple idealized molecular model, as
compared to the complexity of real polymeric liquids. More recent
constitutive models based on molecular theories that take into account
the reptation motion of the macromolecules, the chain retraction and
the convective constraint release [106–110] provide a more accurate
description of rheometric ﬂows of monodisperse linear polymers and
branched polymers. Moreover, the polymeric ﬂow inside the die can be
subjected to partial wall slip, involving chain detachment (adhesive
failure), chain disentanglement (cohesive failure), an hysteretic tran-
sition between the slip regimes, and potential stick-slip instabilities
[111], which should also be taken into account in the models to predict
accurately the extrusion ﬂow at large deformation rates.
Fig. 12. Examples of the self-sustained surface oscillation numerical artifact, for the
Oldroyd-B and the Giesekus ﬂuid models, calculated on mesh M3, with the CCU and the
HRIC schemes.
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6. Conclusions
We have presented an original numerical algorithm to solve in-
compressible non-Newtonian free-surface ﬂows, based on the coupling
of the streamfunction ﬂow formulation with a geometric VOF surface-
capturing method. The ﬂow solver was further coupled with a viscoe-
lastic constitutive stress solver. The log-conformation representation
was applied to the diﬀerential viscoelastic models, to reformulate the
constitutive equations in terms of the matrix-logarithm of the con-
formation tensor. The proposed method has the following advantages:
• The continuity characteristic of incompressible ﬂows is auto-
matically satisﬁed with the streamfunction ﬂow solver, which cal-
culates the vector potentials of the solenoidal velocity ﬁeld.
• The positive-deﬁniteness of the conformation tensor is guaranteed
by the log-conformation representation, which prevents the occur-
rence of the high Weissenberg number instability.
• The liquid volume is conserved and kept physically-bounded by the
geometric CCU advection scheme, which provides a sharp re-
presentation of the free surface.
• The removal of the pressure variable with the streamfunction ﬂow
formulation reduces the number of unknowns and facilitates the
convergence of segregated multi-physics solvers. Moreover, the
pressure-free immiscible two-phase ﬂow solver is able to undergo
large ratios of densities and viscosities, in the absence of surface-
tension eﬀects.
The proposed method was applied to the simulation of the extrudate
swell problem, for pseudoplastic ﬂuids (Carreau model), quasi-linear
viscoelastic ﬂuids (Oldroyd-B model) and non-linear viscoelastic ﬂuids
(Giesekus model). The extrusion test cases were also solved with an
algebraic VOF method (HRIC scheme), as an alternative to the geo-
metric VOF method. Finally, the calculations were veriﬁed with the
rheoTool library, which uses a semi-implicit velocity-pressure coupling
method and an algebraic VOF scheme for interface advection.
The numerical simulations of the pseudoplastic ﬂuids with the
Carreau model provided stable and mesh-independent results, also re-
vealing a good matching between the diﬀerent numerical schemes. The
numerical results conﬁrm that shear-thinning reduces the extrudate
swell, as the ﬂow requires less rearrangement at the die exit.
The results of the extrudate swell for the Oldroyd-B model are in
qualitative agreement with the data available in the literature.
However, the calculations are very sensitive to mesh reﬁnement and to
the choices of the numerical schemes. We also observed some dis-
crepancies between the results available in the literature, although this
problem has received signiﬁcant attention. Above a critical
Weissenberg number, the simulations of the Oldroyd-B ﬂuid were prone
to surface instabilities, including small ripples due to the algebraic VOF
schemes, and self-sustained surface oscillations which are attributed to
the two-phase Eulerian formulation that erroneously averages the ve-
locity gradient and the extra-stress divergence around the interface.
These numerical artifacts illustrate the diﬃculty to simulate free-sur-
face viscoelastic ﬂows under an Eulerian description. Moreover, the
numerical issues are likely related to the presence of a stress singularity
at the corner of the die exit, and to the deﬁciencies of the Oldroyd-B
ﬂuid in strong extensional ﬂows.
In contrast, the simulations with the Giesekus model are less prone
to surface instabilities. Stable extrusion simulations with the Giesekus
ﬂuid were achieved at larger Weissenberg numbers than with the
Oldroyd-B ﬂuid. The quadratic term in the Giesekus constitutive model
(when α≠ 0) limits the steady extensional viscosity of the ﬂuid, which
lowers the magnitude of the normal stresses on the walls and at the die
exit. The shear-thinning behavior of the Giesekus ﬂuid also reduces the
extrudate swell as compared to the Oldroyd-B ﬂuid. In addition, we
found out that after the initial swell, the extrudate slightly shrinks be-
fore it reaches its uniform steady ﬂow proﬁle. The relative diﬀerence
between the maximum swell ratio and the steady-state swell ratio,
which we refer to as the extra-swell, increases quasi-linearly with the
Weissenberg number, within the range 2≤Wi≤ 6. The proposed
method has only been tested in two-dimensional test cases, and a future
work will address the extension of this methodology to three-dimen-
sional calculations.
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