In this paper, we give, for constant k, a linear time algorithm, that given a graph G = (V, E), determines whether the treewidth of G is at most k, and if so, finds a treedecomposition of G with treewidth at most k. A consequence is that every minor-closed class of graphs that does not contain all planar graphs has a linear time recognition algorithm.
Introduction

Background
The notions of 'tree-decomposition ' and 'treewidth' have received much attention recently, not in the least due to the important role they play in the deep results on graph minors by Robertson and Seymour (see e.g. [22, 23, 25, 26, 241,  and many other papers in this series). (See also [17] .) Also, many graph problems, including a very large number of well known NP-hard problems, have been shown to be linear time solvable on graphs that are given together with a treedecomposition of treewidth at most k, for constant k. (See, amongst others [2, 5, 6, 7, 9, 11, 12, 13, 28, 301.) The first step of algorithms that exploit small treewidth of input graphs is to find a tree-decomposition with treewidth bounded by a constant, although possible not optimal. So far, this step dominated the running time of most algorithms, as the second step (some kind of 'dynamic programming' algorithm using the tree-decomposition) usually costs only linear time. The best algorithm known so far for thk 'first step' was an algorithm by Reed [21] , which costs O(n log n). In this paper, we improve on this result, and give a linear time algorithm.
The problem 'Given a graph G = (V, E) and an integer k, is the treewidth of G at most k' is . Much work has been done on this problem for constant k. For k = 1,2,3,linear time algorithms (based on graph rewriting) exist [20] . Very recently, Sanders found a linear time algorithm for treewidth <4 [27] of a similar type. Arrtborg et al. [3] showed that the problem is solvable in O(n~+z) time for constant k. Then, Robertson and Seymour gave a non-constructive proof of the existence of O(n 2, decision algorithms [24] . Actually, this algorithm is of a 'two steps' form, as described above. The first step is to apply an 0(n2 ) algorithm, that either outputs that the treewidth of G is larger than k, or outputs a tree-decomposition with treewidth at most 4k. (Actually, the result is stated in [24] in terms of 'branchwidth', but this is an unimportant technical difference.) The second step checks in linear time a finite characterization of the graphs with treewidth at most k in terms of forbidden minors. In [8] (using results from [16] ) it was shown that the non constructive elements can be avoided using self-reduction without increasing the running time by more than a (huge) constant factor.
Both Lagergren [18] and Reed [21] improve on the 'first step'.
Lagergren gives a sequential algorithm that uses O(rr logz) time, and a parallel algorithm that uses O(n) processors and 0(log3rz) time.
Reed gives a sequential O(rr log n) algorithm, which can be seen to have a parallel implementation with O(n/ log n) processors and 0(log2 n) time.
A related probabilistic result (with running time O(IZ log2 n-+ n I log PI), p the error of probability) was found by MatousEk and Thomas [20] . Each of these algorithms either determines that the input graph G has treewidth more than k, or finds a tree-decomposition of G with treewidth bounded by some constant (linear in k). They all are based upon finding 'balanced separators' in some clever ways.
Our algorithm uses a different approach:
we reduce the problem in linear time to a problem on a smaller graph by edge contraction or removing ' simplicial vertices'.
Independently, Lagergren and Amborg [ 19] and Bodlaender and Kloks [9] showed that the 'second step' can be done without use of graph minors, and give explicit algorithms to test in linear time whether G has treewidth at most k, once a tree-decomposition of G with bounded treewidth is available.
Moreover, Lagergren and Amborg show how to compute the obstruction set of the class of graphs with treewidth < k, and Bodlaender and Kloks show how if existing, a tree-decomposition with treewidth at most k can be computed in the same time bounds. Results of a similar flavor were obtained indepmdently by Abrahamson and Fellows [1] .
Recognition algorithms for graphs with treewidth < k (k constant) have been designed by Amborg et al. [4] , These algorithms use linear time, but polynomial, not linear memory (it is allowed that the algorithm consults the contents of memory that is never written to). A disadvantage of this approach is that it is not known how to construct treedecompositions with small treewidth by the method,
Main idea of algorithm
The main result in this paper is the following. to one or more other vertices of low degree. In this case, it can be shown that any maximal matching in G contains sufficiently many (Q(n)) edges. We compute the graph G' obtained by contracting all edges in a maximal matching. Recursively, we compute a treedecomposition of treewidth at most k of G', or conclude that the treewidth of G', and hence the treewidth of G is larger than k. From this tree-decomposition, one easily can build a tree-decomposition of G with treewidth at most 2k+ 1. This latter tree-decompmition is used to solve the problem, using the algorithm of Bodlaender and Kloks [9] , mentioned above.
2. 'Only few' vertices of low degree are adjacent to one or more other vertices of low degree. It is shown that a certain collection of edges can be added to G without increasing the trtxwidth from a number at most k to a number larger than k. The 'improved graph of G' (G with this collection of edges added) is shown to have sufficiently many (Cl(n)) vertices which are I-simpliciak their neighbors form a clique in the improved graph (and they fulfill some other, less important conditions). Recursively, a tree-decomposition with treewidth at most k is computed of G', obtained by removing all I-simplicial vertices from the improved graph of G, or one concludes that the treewidth of G', and hence of G is larger than k. Given such a tree-decomposition of G', one easily computes a treedecomposition of G with treewidth at most k.
In each case, the amount of work of the non-recursive steps is linear, and each G' has size at most a constant fraction of the size of G. It follows that the algorithm uses linear time.
Definitions and preliminary results
The notion of treewidth was introduced by Robertson and Seymour [22] .
Definition.
A tree-decomposition of a graph G = (V, E) isapair ({~", I i E 1}, T= (I, F)) with{X~I i cl'} a family of subsets of V, one for each node of T, and T a tree such that q for all edges (v, w) c E, there exists an i c 1 with uEXiandw CX%.
q for all i,j, k E 1: if j is on the path from i to k in T, then X, fl xk~Xj.
The treewidth of a tree-decomposition ({X,
The treewidth of a graph G is the minimum treewidth over all possible tree-decompositions of G.
We use (X, T) as a shorthand notation for ({Xi I i c 1}, T = (1, F)). There are several equivalent notions, e.g. a graph is a partial k-tree, if and only if its treewidth is at most k [29] . We give some well known or easily derivable results. Lemma 2.2 (S@ e.g. [10] .) Suppose ({Xi I i~1}, T = (I, F)) is a tree-decomposition of G = (V, E). Consider a smooth tree-decomposition (X, T) of a graph G = (V, E) with treewidth k, with III = r. Let i be a leaf of T. There is a unique vertex v that belongs to Xi, but not to any set Xj,~E I -{i}. Proofi Consider a maximal matching M. Any green vertex must be endpoint of an edge in M, or adjacent to a green vertex that is endpoint of an edge in M. To each edge e of M, we can associate the at most 2d green vertices that are endpoint of e or adjacent to a green (and hence low degree) end~int of e, If a green vertex has not been associated to at least one edge in M, then M is not maximal. Hence Ilfl z n~/(2d). Lemma 3.1 If the treewidth of G is at most k, then the treewidth of the improved graph of G is at most k. Moreover, any tree-decomposition of G with treewidth at most k is also a tree-decomposition of the improved graph with treewidth at most k, and vice versa.
Proofi
This follows directly from lemma 2.4. u
We say a vertex v is simplicial in G, if its neighbors form a clique in G. We say w is I-simplicial, if it is simplicial in the improved graph of G, it is of low degree in G, and it is not a green vertex in G. (These latter two requirements are needed for obtaining a linear running time of the algorithm.)
We now derive, by a series of lemmas a result that states that if we have 'few' high degree vertices and 'few' green vertices, then if the treewidth of G is at most k, then we have 'many' I-simplicial vertices.
A vertex v G V is said to be red with respect to some treedecomposition (X, T), if it is of low degree, not green, and there exists a node i c 1, such that all neighbors of v belong to x,. 
t. (X, T). u
A leaf-path collection of a tree T is a collection of leaves in T, plus a collection of paths of length k 2 + 3k + 4 in T, where all nodes on a path which are not an endpoint of a path have degree 2 in T and do not belong to any other path in the collection. The size of the collection is the total number of leaves plus the total number of paths in the collection. Lemma 3.3 Each tree with r nodes contains a leaf-path collection of size at least r/(2k 2 + 6k + 8).
Proof! Let Vb be the number of nodes of degree at least 3, rl the number of leaves, and rz the number of nodes of degree 2. Clearly, r~< r~. All nodes of degree 2 belong to < rr -1-?'b connected components of the fOreSt, 'very small graphs' (i.e. with at most some constant number of vertices) any other finite algorithm is used to solve the problem.
Otherwise, the following algorithm is used: Correctness of the algorithm follows from results given in sections 2 and 3, and the following observation. When there are less than lV1/(4k2 + 12k + 16) green vertices, then by corollary 3.7 and lemma 2.6, there are at least IV l/(4kz -t 12k + 16) -~kz(k + l)c1[VI = C21VI I-simplicial vertices in the improved graph of G, provided that the treewidth of G is at most k.
The running time of the algorithm can be estimated as follows. Either we recursively apply the algorithm on a graph with (1 -l/(2d(4k2 + 12k + 16) )) IVI vertices (lemma 2.7) or on a graph with (1 -CZ)IV I vertices. Write Adding I-simplicial vertices back in the tree-decomposition Suppose we have a tree-decomposition (X, T) of G[V -SL] and we want to add all I-simplicial vertices in SL. For all 1 < k, we take a queue QI, in which we place all pairs (( 'Ui,, . ..) fl~~). i) ((w,,. . . . w,), i) for some i E 1. This node i is precisely the node where the new node j. with Xjv = {v} U NG (v) can be made adjacent to.
Final remarks
A consequence of the result of this paper is that all results that state that certain problems are solvable in linear time for graphs that are given together with a tree-decomposition of constant bounded treewidth, are turned into results that state that these problems can be solved in linear time on graphs with constant bounded treewidth. One of the most notable of such results is the following. 
Prook
See e.g. [24] . Use the algorithm, described in this paper, to find a tree-decomposition with constant bounded treewidth of the input graph, and use this treedecomposition to test for minor inclusion for all graphs in the obstruction set of the class. u
In [14, 15] several such classes of graphs can be found. For several of these notions, we expect that constructive linear time algorithms can be designed, using the result in this paper and techniques from e.g. [9] . For instance, we expect that linear time algorithms can be constructed that solve Topological Bandwidth, Search Number, or Minimum Cut Linear Arrangement, for constant k, and output for 'yes'-instances the required linear arrangement.
Note that the result shown in this paper is equivalent to stating that (for fixed k) partial k-trees can be recognized and embedded in a k-trtw (or a chordal graph with maximum clique size k +1) in linear time. Also, a direct consequence is that there exists a linear time algorithm that recognizes graphs with pathwidth at most k (k fixed) and gives a pathdecomposition with pathwidth at most k for these graphs.
The constant factor of the algorithm in this paper is very large, probably even for k = 4 it is too large for pmctical puqoses. Still, it is 'only' exponential in a polynomial in k. Still, ideas and techniques in this paper may help to develop really practical algorithms for the 'treewidth < k' problem. As a small increase in the treewidth often gives a large increase in the constant factors, an advantage of our algorithm over others is that we never have to work with tree-decompositions with treewidth more than 2k + 1.
Also, finding I-simplicial vertices is done quite fast, and may be a good heuristic. Variants of our algorithm, perhaps with a better estimate of the constant cz needed for the test ISLI~Cz. IV I may yield important savings in the constant factor of the running time.
It is also possible to modify the algorithm, such that it uses the algorithm in [9] only on tree-decompositions with treewidth at most k+ 1, at the cost of increasing the running time to O(n log n). Provided that the algorithm in [9] can be implemented quick enough, this modification may well be quite practical for small values of k (like k = 4 or k = 5), The idea is as follows: instead of using the construction of lemma 2.8, first find a set M' of at least IiWI/(k + 1)
edges in M such that no two vertices which are the result of contracting an edge in M' belong to a common set Xz. Interesting open problems are to find linear time algorithm that run on a pointer machine, or parallel algorithms with a linear (or close to linear) time-processor product for the 'treewidth k' problem.
