In this note, we provide convergence results for the proximal point algorithm and a splitting variant thereof in the setting of CAT(κ) spaces with κ > 0 using a recent definition for the resolvent of a convex, lower semi-continuous function due to Kimura and Kohsaka (J. Fixed Point Theory Appl. 18 (2016), 93-115).
Introduction
In Hilbert spaces, the proximal point algorithm originates from Martinet [16] and Rockafellar [19] and is a well-known method used for minimizing convex, lower-semicontinuous functions. More recently, this algorithm and generalizations thereof have been introduced in nonlinear settings too such as Riemannian manifolds of nonpositive sectional curvature [8, 13] , of sectional curvature bounded above by κ > 0 [14] or even in geodesic spaces of nonpositive curvature in the sense of Alexandrov (also known as CAT(0) spaces) [2] .
Let X be a complete CAT(0) space and f : X → (−∞, ∞] be a proper, convex and lower semi-continuous function. The proximal point algorithm generates a sequence (x n ) starting from a point x 0 ∈ X by the following rule: x n+1 = J f λn (x n ), where (λ n ) is a sequence of positive real numbers and for λ > 0,
The mapping J f λ : X → X, called the resolvent of f , is well-defined in this context and was studied by Jost [9, 10] and Mayer [17] in connection to the theory of generalized harmonic maps. If there is no ambiguity concerning the function f , we usually just write J λ . One of the remarkable properties of the resolvent is the fact that it is firmly nonexpansive in the sense of [1] . Moreover, the set of fixed points of J λ is precisely the set of minimum points of f . Considering a suitable notion of weak convergence that goes back to Lim [15] and is also referred to as ∆-convergence, Ariza-Ruiz, Leuştean and López-Acedo [1] showed that for any λ > 0 and x ∈ X, the sequence of Picard iterates (J n λ (x)) ∆-converges to a minimum point of f (provided such a point exists). Bačák [2] proved that if f attains its minimum, then the sequence (x n ) generated by the proximal point algorithm ∆-converges to a minimum point of f . Motivated by results of Bertsekas [5] in the Euclidean setting, Bačák [3] additionally studied in the context of CAT(0) spaces a splitting proximal point algorithm for finding a minimum point of a function that can be written as a finite sum of convex, lower semi-continuous functions and applied his findings to the computation of the geometric median and the Fréchet mean of a finite set of points.
Very recently, Kimura and Kohsaka [11] introduced in CAT(κ) spaces with κ > 0 the resolvent of a convex, lower-semicontinuous function f as an instance of so-called firmly spherically nonspreading mappings. They showed that, under appropriate boundedness conditions, the Picard iterates of the resolvent of f ∆-converge to a minimum point of f . In this paper we use this definition to study in the setting of CAT(κ) spaces with κ > 0 the convergence of the corresponding versions of the proximal point and the splitting proximal point algorithms discussed in [2, 3] in CAT(0) spaces.
Finally, we would like to point out that after the submission of this paper, it was brought to our attention that Kimura and Kohsaka have also independently submitted a recent joint work (which was accepted in the meantime, see [12] ) on the proximal point algorithm in CAT(κ) spaces.
Preliminaries
Let (X, d) be a metric space. A geodesic path joining x, y ∈ X is a mapping c :
of c is called a geodesic segment from x to y. A point z ∈ X belongs to such a geodesic segment if there exists t ∈ [0, 1] such that d(z, x) = td(x, y) and d(z, y) = (1 − t)d(x, y), and in this case we write z = (1 − t)x + ty. We say that (X, d) is a geodesic space if every two points in X can be joined by a geodesic path. A subset C of X is convex if given two points of C, any geodesic segment joining them is contained in C. A rigorous introduction to geodesic spaces is provided in [6] .
Let (X, d) be a geodesic space. Having C ⊆ X convex and f : C → (−∞, ∞], the domain of f is defined by domf = {x ∈ C | f (x) < ∞}. The function f is called proper if domf = ∅. We say that f is convex if for every x, y ∈ C and t ∈ [0, 1], f ((1 − t)x + ty) ≤ (1 − t)f (x) + tf (y). The function f is uniformly convex on domf if there exists a nondecreasing function δ : [0, ∞) → [0, ∞] vanishing only at 0 such that for every x, y ∈ domf and t ∈ [0, 1],
One can prove that this is in fact equivalent to the following condition (see also [20] where uniformly convex functions are studied in Banach spaces): for every ε > 0 there exists δ > 0 such that if x, y ∈ domf with d(x, y) ≥ ε, then
Fix κ ∈ R and denote by M 2 κ the complete, simply connected model surface of constant sectional curvature κ. A comparison triangle for a geodesic triangle ∆(
. A geodesic triangle ∆ is said to satisfy the CAT(κ) inequality if for every comparison triangle ∆ of ∆ and every x, y ∈ ∆ we have that
, where x, y ∈ ∆ are the comparison points of x and y, i.e., if x = (1 − t)x i + tx j then x = (1 − t)x i + tx j . A metric space is called a CAT(κ) space if every two points (at distance less than π/ √ κ for κ > 0) can be joined by a geodesic path and every geodesic triangle (having perimeter less than 2π/ √ κ for κ > 0) satisfies the CAT(κ) inequality.
Suppose in the sequel that (X, d) is a complete CAT(κ) space with κ > 0 such that for every v, w ∈ X, d(v, w) < π/(2 √ κ). For x, y, z ∈ X with y = z and t ∈ [0, 1], the following inequality
is an immediate consequence of the spherical law of cosines.
The asymptotic radius of (x n ) is given by r((x n )) = inf{r(x, x n ) | x ∈ X} and the asymptotic center of (x n ) is the
The sequence (x n ) is said to ∆-converge to
x ∈ X if x is the unique point in the asymptotic center of every subsequence of (x n ). In this case x is called the ∆-limit of (x n ). Assume next that r((
and (x n ) has a ∆-convergent subsequence (see [7, Corollary 4.4] ). Moreover, if (x n ) ∆-converges to some x ∈ X and f :
Any proper, convex and lower semi-continuous function f :
and we call z a minimum point of f . Indeed, denote r = inf y∈X f (y) and consider the sets C p = {y ∈ X | f (y) ≤ r + 1/p}. For any p ≥ 1, the sequence (x n ) will eventually be contained in C p . In addition, one can easily see that (C p ) is a decreasing sequence of nonempty, closed and convex sets, so, by [7, Corollary 3.6 ], p≥1 C p = ∅. Any point in this intersection is a minimum point of f . In particular, if diam(X) < π/(2 √ κ), then f always has a minimum point. Note also that, if nonempty, the set of minimum points of f has a unique closest point to any given point in X because it is closed and convex. A detailed discussion on convex analysis in CAT(0) spaces can be found in [4] . In [11] , Kimura and Kohsaka define and study properties of the resolvent for a proper, convex and lower semi-continuous function f : X → (−∞, ∞]. Consider first, for a fixed x ∈ X, the following convex functions (see [11, Lemma 4 
and
Then, for λ > 0, the resolvent of f is defined by
This mapping is well-defined (see [11, Theorem 4.2] ) and, when k ց 0, one actually recovers the definition (1) of the resolvent in CAT(0) spaces. Moreover, if C ⊆ X is nonempty, closed and convex, then the indicator function δ C :
is proper, convex and lower semi-continuous and for any λ > 0, J δ C λ is the metric projection onto C, as is the case for the resolvent of δ C in any CAT(0) space (see also [11, Remark 4.4] ).
In [11, Theorem 4.6] it is shown that the resolvent J λ is firmly spherically nonspreading, that is, for any x, z ∈ X, the following inequality holds
Furthermore, if Fix(J λ ) = ∅, then, by [11, Theorem 4.6.(i)], it follows that for every x ∈ X and z ∈ Fix(J λ ), cos
a condition which is satisfied by the projection mapping onto closed and convex subsets (see [7, Proposition 3.5] ).
The following result will be used in the next section. Lemma 3.1. If λ > 0 and J λ is defined by (6) , then for x, z ∈ X we have that
Proof. If z = J λ x, the inequality holds with equality. Otherwise, let a = √ κd(x, z), b = √ κd(x, J λ x), c = √ κd(z, J λ x) and e = √ κd((1 − t)z + tJ λ x, x), where t ∈ (0, 1). Since
− cos e and, by (2) , cos e ≥ sin((1 − t)c) sin c cos a + sin(tc) sin c cos b
we obtain that
Dividing by (1 − t) and letting t ր 1,
(cos c cos b − cos a) .
Using the fact that for any α ∈ [0, π/2), sin α ≥ α/2, we obtain the desired inequality.
Consider the following variant of the proximal point algorithm where one uses the resolvent defined by (6): given (λ n ) a sequence of positive real numbers and x 0 ∈ X, define the sequence (x n ) in X by
The next result shows that the sequence (x n ) defined above ∆-converges to a minimum point of f (provided such a point exists) and constitutes a counterpart of [2, Theorem 1.4] from the context of CAT(0) spaces. Proof. Let z be a minimum point of f . By Lemma 3.1, we have that for every n ∈ N,
This yields d(z, x n+1 ) ≤ d(z, x n ), so (x n ) is Fejér monotone with respect to the set of minimum points of f . Moreover, lim
and lim n→∞ d(x n , x n+1 ) = 0, hence there exists n 0 ∈ N such that for each n ≥ n 0 , 1/ cos 2 ( √ κd(x n , x n+1 )) < 2. Note also that
which shows that (f (x n )) is nonincreasing. In addition, again by Lemma 3.1, we get that for all n ≥ n 0 ,
Let (x n i ) be a subsequence of (x n ) which ∆-converges to some
, so x is a minimum point of f . Since (x n ) is Fejér monotone with respect to the set of minimum points of f and the ∆-limit of every ∆-convergent subsequence of (x n ) is a minimum point of f , one can easily see that (x n ) ∆-converges to x (see, for instance, [4, Proposition 3.2.6]).
Remark 3.3. If we assume in the previous result that diam(X) < π/(2 √ κ), then f always attains its minimum. Furthermore, if X is compact, then (x n ) converges to a minimum point of f .
A related method for approximating a minimum point of a convex lower semi-continuous function f was given in geodesic spaces by Jost [10, Chapter 3] by considering a regularization of f with a nonnegative, lower semi-continuous function satisfying a quantitative strict convexity condition, which is fulfilled by any uniformly convex function. We show next that the function Ψ x defined by (5) is indeed uniformly convex. Proof. For ε > 0, take δ = ε 2 /32. Let y, z ∈ X with d(y, z) ≥ ε, t ∈ [0, 1] and denote a = √ κd(x, y),
At the same time, Ψ 1 x (y) + Ψ 1 x (z) ≥ 2/κ. Therefore,
Thus, Ψ x is uniformly convex as the sum of a convex and a uniformly convex function and we obtain the following immediate consequence of [10, Theorem 3.1.1]. . In a similar way, Theorem 3.5 could prove to be useful for the study of energy functionals in an appropriate CAT(κ) space of functions.
We focus next on the following splitting proximal point algorithm employed in the study of minimum points for a function f : X → (−∞, ∞] which can be written as
where for each i ∈ {1, . . . , N }, f i : X → (−∞, ∞] is proper, convex and lower semi-continuous. To this end we will use instead of the resolvent of f , the resolvents of the functions f i ,
and given (λ j ) a sequence of positive real numbers and x 0 ∈ X, the sequence (x n ) is defined by
This method was recently studied in CAT(0) spaces in [3, Theorem 3.4] and we adapt the proof strategy to our setting. 
then (x n ) converges to a minimum point of f .
Proof. Let z be a minimum point of f . For j ∈ N and i ∈ {1, . . . , N }, apply Lemma 3.1 to the function f i , the resolvent J i λ j and the points x jN +i−1 and z to get that
by (12), we have that
Take j 0 ∈ N such that λ j ≤ 1 for j ≥ j 0 and denote α = 1 + 1/ cos 2 (4L/ √ κ). Then if j ≥ j 0 , 1 + 1/ cos 2 ( √ κd(x jN +i−1 , x jN +i )) ≤ α and so
Hence, for all j ≥ j 0 ,
Using (13) we obtain that
which, by (11) , yields that for j ≥ j 0 ,
Since z is a minimum point of f , we have that for j ≥ j 0 ,
which, by Lemma 2.1, shows that the sequence (cos ( √ κd(z, x jN ))) j is convergent and so the sequence (d (z, x jN ) ) j converges too. Moreover, using (14), we get that
This implies that there exists a subsequence (x j l N ) l of (x jN ) such that lim l→∞ f (x j l N ) = f (z). We may assume that (x j l N ) l converges to some p ∈ X (otherwise take a convergent subsequence of it).
Since f is lower semi-continuous, f (p) ≤ lim l→∞ f (x j l N ) = f (z), so p is a minimum point of f , which means that (d(p, x jN )) j is convergent and must converge to 0 since (x j l N ) l converges to p. Now one only needs to use (13) to obtain that (x jN +m ) j converges to p for all m ∈ {1, . . . , N } which finally yields that (x n ) converges to p. Note that when κ ր 0, we obtain the squared distance function as for CAT (0) 
