Reaction-diffusion equations appear in biology and chemistry, and combine linear diffusion with different kind of reaction terms. Some of them, are remarkable from the mathematical point of view, since they possess families of travelling waves that describe the asymptotic behaviour of a larger class of solutions 0 ≤ u(x, t) ≤ 1 of the problem posed in the real line. We investigate here the existence of waves with constant propagation speed, when the linear diffusion is replaced by the "slow" doubly nonlinear diffusion. In the present setting we consider bistable and monostable reaction terms, which present interesting deviances from the Fisher-KPP framework recently studied in [6] . For both type of reactions, we find different families of travelling waves that are employed to describe the wave propagation of more general solutions and to study the stability/instability of the steady states, even when we extend the study to several space dimensions. A similar study is performed in the critical case that we call "pseudo-linear", i.e., when the operator is still nonlinear but has homogeneity one. With respect to the classical model and the "pseudo-linear" case, the travelling waves of the "slow" diffusion setting exhibit free boundaries.
Introduction
In this paper we study the reaction initial-value problem with doubly nonlinear diffusion posed in the whole Euclidean space 1) where N ≥ 1, m > 0 and p > 1. We first discuss the problem of the existence of travelling wave solutions and, later, we use that information to establish the asymptotic behaviour for large times of the solution u = u(x, t) with general initial data and for different ranges of the parameters m > 0 and p > 1. This work is the natural follow-up of [6] , where a similar study has been carried out for Fisher-KPP reactions type. As we will see in a moment, the nature of the reaction f = f (·) strongly influences the asymptotic behaviour of the solutions to (1.1). The goal of this paper is to study problem (1.1) when the reaction term is not of Fisher-KPP type, but comes from different biological phenomena. We anticipate that significant differences from the Fisher-KPP setting can be seen both in the ODEs analysis (see Theorem 1.1) and in the asymptotic behaviour of the solutions (see Theorem 1.2 and 1.3), where "threshold effects" and non-saturation phenomena appear.
In order to fix the notations and avoid cumbersome expressions in the rest of the paper, we introduce the constant γ := m(p − 1) − 1, which will play an important role in our study. The importance of the constant γ is related to the properties of the fundamental solutions of the "pure diffusive" doubly nonlinear parabolic equation and we refer the reader to [50] . From the beginning, we consider parameters m > 0 and p > 1 such that
This is an essential restriction. We refer to the assumption γ > 0 (i.e. m(p − 1) > 1) as the "slow diffusion" assumption, while "pseudo-linear" assumption when we consider γ = 0 (i.e. m(p − 1) = 1). Note that γ > 0 means m > 1 if p = 2 (Porous Medium case "slow diffusion"), while p > 2 if m = 1 (p-Laplacian setting "slow-diffusion"), i.e., the study of the doubly nonlinear setting covers at the same time, two important models with nonlinear diffusion. Moreover, in the range γ = 0, we extend the results known in the linear case (m = 1 and p = 2). In Figure 1 the corresponding ranges in the (m, p − 1)-plane are reported.
The function f (·) will of two different types. The first one is modeled on the function f (u) = u(1 − u)(u − a), where 0 < a < 1 is a fixed parameter and 0 ≤ u ≤ 1. More precisely, we assume The "slow diffusion" area and the "pseudo-linear" line in (m, p − 1)-plane. The yellow and orange area are called "fast diffusion" and "very fast diffusion" range, respectively, and they will not be studied in this paper.
Note that the concavity of f (·) in [a, 1] implies both f (a) > 0 and f (1) < 0. In the study of the second one, we assume where now f (·) is of the Fisher-KPP type (or type A), i.e.
Then the re-scaled u a = u a (y, s) of u = u(x, t) defined by u(x, t) = a −1 u a (y, t), with y = a γ/p x, satisfies the equation
where f a (u a ) := af (a −1 u a ) is of type C' in [0, a], i.e., it satisfies (1.4) with f a (a) = f (1). This property will be very helpful both in the ODes and PDEs analysis, where we will highlight the connections and the significant differences between the type C' setting and the Fisher-KPP one.
Finally, typical assumptions on the initial datum are u 0 : R N → R is continuous with compact support: u 0 ∈ C c (R N ) u 0 ≡ 0 and 0 ≤ u 0 ≤ 1.
(1.5)
We point out that, thanks to the Comparison Principle, the assumption 0 ≤ u 0 ≤ 1 implies that the solution u = u(x, t) of problem (1.1) with reaction (1.2) or (1.3) and initial datum (1.5) satisfies 0 ≤ u ≤ 1 in R N × (0, ∞). This property has remarkable consequences. First of all it introduces the main goal of this paper, which is studying the stability/instabilty of the steady state u = 0, u = a, and u = 1 of the equation in (1.1), and the rates of convergence of general solutions u = u(x, t) to these constant solutions. Secondly, the restriction 0 ≤ u ≤ 1 makes sense from physical viewpoint, since u = u(x, t) stands for the density of a substance evolving in time through the space, according to the nature of the reaction, see once more [4] .
Travelling Waves
They are special solutions with remarkable applications, and there is a huge mathematical literature devoted to them. Let us review the main concepts and definitions.
Fix m > 0 and p > 1 such that γ ≥ 0, and assume that we are in space dimension 1 (note that when N = 1, the DNL operator has the simpler expression ∆ p u m = ∂ x |∂ x u m | p−2 ∂ x u m . A TW solution of the equation
is a solution of the form u(x, t) = ϕ(ξ), where ξ = x − ct, c > 0 and the profile ϕ(·) is a real function. In our reaction-diffusion setting, we will need the profile to satisfy 0 ≤ ϕ ≤ a, ϕ(−∞) = a, ϕ(∞) = 0 and ϕ ≤ 0, (1.7)
for some 0 < a ≤ 1. In the case in which a = 1 we say that u(x, t) = ϕ(ξ) is an admissible TW solution, whilst if 0 < a < 1, we will talk about a-admissible TW solution. Similarly, one can consider TWs of the form u(x, t) = ϕ(ξ) with ξ = x + ct, ϕ nondecreasing and such that ϕ(−∞) = 0 and ϕ(∞) = a. It is easy to see that these two options are equivalent, since the profile of the second one can be obtained by reflection of the first one, and it moves in the opposite direction of propagation. In the rest of the paper, we will prevalently use the first kind of admissible/a-admissible, (1.7). Finally, an admissible/a-admissible TW is said finite if ϕ(ξ) = 0 for ξ ≥ ξ 0 and/or ϕ(ξ) = 1 for ξ ≤ ξ 1 , or positive if ϕ(ξ) > 0, for all ξ ∈ R. The line x = ξ 0 + ct that separates the regions of positivity and vanishing of u(x, t) is then called the free boundary. Same name would be given to the line x = ξ 1 + ct and ϕ(ξ) = 1 for ξ ≥ ξ 1 with x 1 finite, but this last situation will not happen.
Main results
The paper is divided in sections as follows:
Section 2 is dedicated to the ODEs analysis, which presents significant and interesting deviances w.r.t. the Fisher-KPP setting. We take N = 1, m > 0, and p > 1 such that γ ≥ 0 and we study the existence/non-existence of admissible/a-admissible TW solutions for the equation (1.6):
with reaction term f (·) satisfying (1.2) and/or (1.3). The following theorem precisely states for which speed/speeds of propagation and reactions terms, equation (1.6) possesses admissible/a-admissible TWs, and gives meaningful information on the qualitative shape of these special solutions. (i) If γ > 0 and the reaction f (·) is of type C, i.e., it satisfies (1.2), then there exists a unique c * = c * (m, p) > 0 such that equation (1.6) possesses a unique admissible TW for c = c * and does not have admissible TWs for 0 ≤ c = c * . Moreover, the TW corresponding to the value c = c * is finite (it vanishes in an infinite half-line).
If γ = 0, the same conclusions hold except for the fact that the TW corresponding to c * is positive everywhere.
(ii) If γ > 0 and the reaction f (·) is of type C', i.e., it satisfies (1.3), then there exists a unique c * = c * (m, p) > 0 such that equation (1.6) possesses a unique a-admissible TW for all c ≥ c * and does not have a-admissible TWs for 0 < c < c * . The TWs corresponding to values c > c * are positive everywhere while, the TW corresponding to the value c = c * is finite.
Again, if γ = 0, the same conclusions hold except for the fact that the TW corresponding to c * is positive everywhere.
In both part (i) and (ii), the uniqueness of the TW is understood up to reflection and horizontal displacement. Moreover, the critical speed c * = c * (m, p) of part (i) is generally different from the critical speed of part (ii) (the same symbol is used not to exceed in notations).
The existence/non-existence of travelling wave solutions for reaction-diffusion equations has been widely studied and still nowadays it is an important field of research. Due to this fact, a bibliographical survey is now in order. In the linear setting (m = 1 and p = 2), a version of Theorem 1.1 was proved by Aronson and Weinberger in [4, 5] , and by Fife and McLeod in [26] . Before these works, wave fronts had been studied by McKean in [41] . We have generalized it to the all range γ = 0 and extended it to the range γ > 0, where it is proved the existence of finite TWs and free boundaries, which are the fundamental novelties respect to the classical case.
Passing to the nonlinear diffusion setting, the existence of free boundaries was already observed in Porous Medium setting p = 2 in [19] for Fisher-KPP reactions and only more recently in [36] and, later, in [32] for reactions of type C with time delay. Part (i) of Theorem 1.1 extends the results of [36, 32] to the doubly nonlinear setting with reaction satisfying (1.2) (here we do not consider reactions with time delay). For reactions of the Fisher-KPP type and nonlinear diffusion we quote [19] for the Porous Medium setting, [24] and the more recent [28] for the p-Laplacian framework and possible generalization and, finally, [6] for the "slow" diffusion range, while [7] for the "fast" diffusion one.
As mentioned above, TW solutions appear in other kind of reaction-diffusion equations. We mention the fundamental works of [8, 9, 10] for reactions equations in non homogeneous media, [2, 12, 29] for equations with linear diffusion and "non-local reactions", whilst [1, 14, 30, 42] for reaction equations with "non-local" diffusion of Fractional Laplacian type and [49] with "non-local and nonlinear" diffusion.
In Section 3 the PDEs part begins. We study the so called "threshold properties" and the asymptotic behaviour of radial solutions to problem (1.1)-(1.2), depending on the initial datum (1.5). We prove the following result. Let u = u(x, t) a radial solution to problem (1.1) with reaction of type C (satisfying (1.2)). Then: (i) There are initial data satisfying (1.5) such that
(ii) There are initial data satisfying (1.5) such that
(iii) Asymptotic behaviour:
• For all radially decreasing initial data satisfying (1.5) and for all c > c * (m, p) it holds u(x, t) → 0 uniformly in {|x| ≥ ct}, as t → +∞.
Moreover, if γ > 0 and c > c * (m, p), then u(x, t) = 0 in {|x| ≥ ct} as t → +∞ and if N = 1 the initial data are not needed to be radially decreasing.
• For the same class of initial data of part (ii) and for all 0 < c < c * (m, p), it holds u(x, t) → 1 uniformly in {|x| ≤ ct}, as t → +∞.
Here c * = c * (m, p) is the critical speed found in Theorem 1.1, part (i).
The previous statement is very significant in terms of stability/instability of the steady states u = 0, u = a, and u = 1, since it explains that the both u = 0 and u = 1 are "attractors" (part (i) and (ii)) for the space of nontrivial initial data u 0 ∈ C c (R N ), 0 ≤ u 0 ≤ 1. This is an important difference respect to the Fisher-KPP setting, where the steady state u = 1 is globally stable, whilst u = 0 is unstable (cfr. with Theorem 2.6 of [6] ). We ask the reader to note the part (ii) not only asserts that u = 1 is an "attractor" for a suitable class of initial data, but also gives the rate of convergence c * = c * (m, p) of the solutions to this steady state, for large times. The precise classes of initial data in part (i) and (ii) will be given later (cfr. with Definition 3.1 and Definition 3.2). Even threshold properties of reaction diffusion equations have been largely investigated since the first results proved in [5] . We quote the quite recent works [23, 43, 45] for the proof of sharp threshold theorems in the case of linear diffusion. As the reader can see, Theorem 1.2 is not sharp, but we will see how some special kind of TW solutions found in the fine ODEs analysis carried out in Section 2 can be employed as barriers to show the existence of a threshold effect, which is known in the linear setting but not a priori in the nonlinear one. We stress that, at least to our knowledge, in the case of nonlinear or non-local diffusion sharp threshold results are not known.
In Section 4 we prove the second PDEs result, stated in the following theorem. Let u = u(x, t) a radial solution to problem (1.1) with radially decreasing initial datum (1.5) and reaction of type C' (satisfying (1.3)). Then:
For all c > c * (m, p), u(x, t) → 0 uniformly in {|x| ≥ ct}, as t → +∞.
where c * = c * (m, p) is the critical speed found in Theorem 1.1, Part (ii). Again, if γ > 0 and c > c * (m, p), then u(x, t) = 0 in {|x| ≥ ct} as t → +∞ and if N = 1 the initial data are not needed to be radially decreasing.
Even in this setting, the previous theorem gives relevant information on the stability/instability of the steady states u = 0, u = a and u = 1. Possibly, the most important one is that the state u = a is globally stable w.r.t. the class of initial data u 0 ∈ C c (R N ), 0 ≤ u 0 ≤ 1, whilst both u = 0 and u = 1 are unstable. This is a strong departure from the previous case of reaction of Type C and of the Fisher-KPP type. Furthermore, as in Theorem 1.1 (Part (ii) and (iii)), it is shown that the rate of (uniform) convergence to the stable steady state is approximately constant for large times and it coincides with the critical speed of propagation c * = c * (m, p) found in the ODEs analysis. Theorem 1.3 was known for Fisher-KPP reactions and a = 1 (see [6] and the references therein) and was proved for the linear case in [5] , together with a the so called "hair-trigger effect" results that we do not study in this paper. Finally, we point out that Theorem 1.3 can be seen as a generalization of Theorem 2.6 of [6] to every stable steady state 0 < a < 1 and to a quite larger class of monostable reactions.
Important remark. In order to simplify the reading, we have decided to state Theorem 1.2 and 1.3 for radial solutions to problem 1.1 (generated by radially decreasing initial data). A simple comparison with "sub" and "super" initial data shows the the three theorems hold true for initial data satisfying (1.5). Indeed, if u 0 = u 0 (x) satisfies (1.5), there are u 0 = u 0 (|x|) and u 0 = u 0 (|x|) radially decreasing satisfying (1.5) such that u 0 ≤ u 0 ≤ u 0 in R N . Consequently, if u = u(x, t) and u = u(x, t) are radial solutions to problem (1.1) with initial data u 0 and u 0 , respectively, it follows u(x, t) ≤ u(x, t) ≤ u(x, t) for all x ∈ R N and t > 0, thanks to the comparison principle. So, since Theorem 1.2 and 1.3 hold for u = u(x, t) and u = u(x, t), they will hold for u = u(x, t), too.
Preliminaries on doubly nonlinear diffusion
In this brief subsection we recall some important features about doubly nonlinear diffusion, needed in the PDEs part. In particular, we focus on the so called Barenblatt solutions.
Barenblatt solutions. Fix m > 0 and p > 1 such that γ ≥ 0 and consider the "pure diffusive" doubly nonlinear problem:
where M δ 0 (·) is the Dirac's function with mass M > 0 in the origin of R N and the convergence has to be intended in the sense of measures.
Case γ > 0. It has been proved (see [50] ) that problem (1.8) admits continuous weak solutions in self-similar form B M (x, t) = t −α F M (xt −α/N ), called Barenblatt solutions, where the profile F M (·) is defined by the formula:
and C M > 0 is determined in terms of the mass choosing M = R N B M (x, t)dx (see [50] for a complete treatise). We remind the reader that the solution has a free boundary which separates the set in which the solution is positive from the set in which it is identically zero ("slow" diffusion case).
Case γ = 0. Again we have Barenblatt solutions in self-similar form. The new profile can be obtained passing to the limit as γ → 0:
where C M > 0 is a free parameter and it is determined fixing the mass, while now k = (p − 1)p −p/(p−1) . Note that, in this case the constant α = N/p and for the values m = 1 and p = 2, we have α = N/2 and F M (·) is the Gaussian profile. The main difference with the case γ > 0 is that now the Barenblatt solutions have no free boundary but are always positive. This fact has repercussions on the shape of the TW solutions. Indeed, we will find finite TWs in the case γ > 0 whilst positive TWs in the case γ = 0.
Existence-Non existence of TWs
We consider equation (1.6) (the we rename for the reader's convenience) with reaction satisfying (1.2):
and we look for admissible TW solutions u(x, t) = ϕ(ξ), where ξ = x − ct, c > 0, and ϕ(·) satisfying 0 ≤ ϕ ≤ 1, ϕ(−∞) = 1, ϕ(∞) = 0 and ϕ ≤ 0. Note that there is a second option in which ϕ ≥ 0 and the wave moves in the opposite direction, but we can skip reference to this case that is obtained from the previous one by reflection.
Proof of Theorem 1.1: Part (i), range γ > 0. Fix m > 0 and p > 1 such that γ > 0. Substituting u(x, t) = ϕ(x − ct) in (2.1), the equation of the profile reads
where ϕ stands for the derivative of ϕ w.r.t. ξ = x − ct. Proceeding as in [19] and [6] , we consider the variables
They correspond to the density and the derivative of the pressure profile (see [25] and [51] , Chapter 2). Assuming X ≥ 0, we obtain the first-order ODE system
3)
that we re-write as the non-singular system 
According to the statement of the theorem, we prove the existence of a special speed c * = c * (m, p) with corresponding trajectory linking S(1, 0) and R c * (0, c 1/(p−1) * ) and lying in the strip [0, 1] × [0, +∞) of the (X, Z)-plane. We will show that this connection is the finite TW we are looking for. To do this, we have to understand the qualitative behaviour of the trajectories of system (2.4) (or, equivalently, the solutions of equation (2.5)) in dependence of the parameter c > 0. This will be done in some steps as follows: in the first one, we consider the simpler case c = 0, which is fundamental to exclude the existence of admissible TWs for small speeds of propagation. The assumption Step0: Case c = 0. As we have explained in the previous paragraph, we begin by taking c = 0 an we show that for the null speed, there are not admissible TW profiles. With this choice, system (2.4) and equation (2.5) become
and
respectively (hereẊ means dX/dτ ). The critical points are O(0, 0), A(a, 0), and S(1, 0) (note that the point R c "collapses" to O(0, 0)).
Respect to the linear case, our system does not conserve the energy along the solutions (see [4] ). Consequently, excluding the existence of a trajectory, contained in the strip (0, 1) × (0, ∞) in the (X, Z)-plane and linking O(0, 0) and S(1, 0), is done by studying more qualitative properties of the trajectories in the (X, Z)-plane.
So, we begin by analyzing the null isoclines Z = Z(X) of our system, i.e. the solutions of the equation:
They are composed by two branches linking the points O(0, 0) and A(a, 0), lying in the strip [0, a] × (0, ∞) and [0, a] × (−∞, 0), respectively, and they satisfy
Now, there are two symmetric trajectories (one positive, and one negative in a right-neighbourhood of O(0, 0)) "leaving" O(0, 0) (this follows from study of the null isoclines and the sign of the derivative dZ/dX in the (X, Z)-plane). Moreover, since H(X, −Z; 0) = −H(X, Z; 0), the two trajectories coincide and we obtain a unique trajectory linking O(0, 0) with itself. Now, let us focus on the part lying in [0, 1) × [0, ∞), T + = T + (X) and let T 0 = T 0 (X) be the trajectory "coming into" S(1, 0) (see Step1 below). If T + = T + (X) and T 0 = T 0 (X) touch at a point, they coincide in [0, 1] and the resulting trajectory has the shape of an admissible profile. In the next paragraphs, we show that T + and T 0 must be two distinct trajectories and the just described case cannot happen.
As first observation, since the solution T + = T + (X) stays below the positive branch Z = Z(X) for X ∼ 0, a simple approximation argument shows that
Hence, substituting it in the first equation of system (2.3), we obtain (up to a multiplicative constant):
which contradicts then Darcy law of the free boundary (see [51] , Chapter 4 for the Porous Medium case). Consequently, if T + = T + (X) and T 0 = T 0 (X) coincide, we immediately conclude that the resulting trajectory linking O(0, 0) and S(1, 0) cannot be an admissible finite TW and we conclude the non-existence admissible TWs for c = 0. The qualitative behaviour of the trajectories in the (X, Z)-plane is shown in Figure 4 .
However, in what follows, we will need to exclude the case in which the trajectory T 0 = T 0 (X) "coming into" S(1, 0) has either a closed curve or S(1, 0) as negative limit set, or crosses at some point the negative half-line X = 1 (cfr. with the right picture of Figure 4 ). To achieve this, we will show that T 0 = T 0 (X) ∼ +∞ as X ∼ 0, using our initial assumption on the reaction term (see (1.3)) that we rename for convenience:
For 0 < X < 1 and Z > 0, the equation of the trajectories can be re-written as
and the previous equation, we deduce that S(X) := X 2− γ p−1 Z p satisfies the equation
where we have used the definition of γ := m(p − 1) − 1. Now, assume for a moment m = 1. It is simple to integrate the previous equation obtaining
where k is a free parameter. Now, coming back to the function Z = Z(X), we get
and, thanks to our assumption (2.6), we can take
Furthermore, choosing k = h in (2.7), we deduce Z(1) = 0. Hence, if T 0 = T 0 (X) is the trajectory "coming into" S(1, 0), we have by uniqueness of this solution
proving our claim (cfr. with the left diagram shown in Figure 4 ). The case m = 1 is very similar and formula (2.7) holds with m = 1.
We end this paragraph pointing out that, thanks to the continuous dependence of the solutions w.r.t. to the parameter c ≥ 0, we deduce that there are not admissible TWs for values of c > 0 small enough. 
The second case is excluded by the assumption
Step1: Local analysis of S(1, 0). From now on, we consider c > 0. The local analysis near the point S(1, 0) has been carried out in [6] (see Theorem 2.1 Step2 ) where the authors proved that there exists a unique trajectory T c = T c (X) "coming into" S(1, 0) and is asymptotic behaviour near X = 1 turned out to be Step2: Study of the null isoclines. To obtain a clear picture of the trajectories of the system, we study the null isoclines of system (2.4), i.e., the curve Z = Z(X) satisfying
First of all, even though it is not of class C 1 , function f m,p (X) := mX 
Then it is not difficult to see that for 0 < c < c 0 , the null isocline is composed of two disjoint branches: Step3: Monotonicity of T c (·) w.r.t. c > 0. In this crucial step we prove that for all 0 < c 1 < c 2 then T c 2 (X) < T c 1 (X), for all a < X < 1 where, of course, T c is the trajectory "coming into" S(1, 0). Note that for 0 ≤ X ≤ a, T c (·) is not in general a function of X, so that we have to restrict our "comparison interval" to (a, 1). However, our statement holds true on the interval of definition of T c = T c (X). Now, fix 0 < c 1 < c 2 . First of all, we note that
which implies H(X, Z; c 1 ) < H(X, Z; c 2 ). Now, assume by contradiction T c 1 and T c 2 touch in a point (X 0 , T c 1 (X 0 ) = T c 2 (X 0 )), with a < X 0 < 1.
Since dT c 1 (X 0 )/dX < dT c 2 (X 0 )/dX by (2.9), we have that T c 2 stays above T c 1 in a small rightneighbourhood I 0 of X 0 and so, by the continuity of the trajectories, there exists at least another "contact point" X 0 < X Step4: Existence and uniqueness of a critical speed c = c * . In Step0, we have shown that for c = 0 there are not admissible TWs, and, in particular, the trajectory T 0 = T 0 (X) "coming into" S(1, 0) stays above the trajectories "leaving" the origin O(0, 0). Consequently, thanks to the continuity of the trajectories w.r.t. the parameter c we can conclude the same, for small values of c > 0, i.e., naming In particular, the study of the null isoclines carried out in Step2 shows that T + c (X = a) > c 1/(p−1) for all c > 0, and so, using the monotonicity of T c w.r.t. c > 0 proved in Step3, we conclude that for c > 0 large enough it must be T c (X = a) < T + c (X = a), which means that for large c > 0, T c (X) stays below T + c (X), in [0, 1] by uniqueness of the trajectories. This means that there exists a critical speed c * = c * (m, p) such that T c * (X) = T + c * (X) for all X ∈ [0, 1], and the uniqueness of c * follows the strict inequality in (2.9). In other words, the trajectories T + c and T c approach as c < c * grows until they touch (i.e. they coincide) for c = c * , while for c > c * they are ordered in the opposite way w.r.t. the range c < c * , i.e. T + c (X) > T c (X) in [0, 1] for all c > c * . We conclude this step showing that the trajectory T c * linking O(0, 0) and R c * (0, c * ), corresponds to an admissible TW profileX(ξ) = ϕ(ξ) of a finite TW u(x, t) = ϕ(x − ct), i.e., ϕ(−∞) = 1 and ϕ(ξ) = 0, for all ξ ≥ ξ 0 , for some −∞ < ξ 0 < +∞. The fact that X(−∞) = ϕ(−∞) = 1, follows by integrating the first ODE in (2.3):
by separation of variables and recalling the asymptotic behaviour of T c near X = 1, given in formula (2.8). Indeed, fixing 0 < X 0 < X 1 < 1 and taking Z(X) = T c * (X), the local analysis around the saddle point S(1, 0) carried out in Step1 allows us to estimate the time ξ 1 in which the profile reaches the level u = 1
and, since the second integral diverges for X 1 ∼ 1, we can conclude that
On the other hand, since T c * (X) ∼ c 1/(p−1) * for X ∼ 0, proceeding as before we deduce that
which means that the time ξ 0 , in which the profile gets to the level u = 0, is finite and, moreover, taking X 0 ∼ 0 and relabeling X 1 = X = ϕ, it holds (up to a multiplicative constant)
which gives the behaviour of the finite TW near the free boundary point −∞ < ξ 0 < +∞, according to the Darcy law, see [51] .
Step5: Non existence of TWs for c > c * . We are left to prove that there are not admissible TW solutions when c > c * . This follows from the fact that if the trajectory T c joins O(0, 0) and S(1, 0), then the resulting connection is not admissible since the derivative of the corresponding profile changes sign. Indeed, using the continuity of the trajectory w.r.t. the speed of propagation, we know that for all c > 0, there exists a unique trajectory T − c = T − c (X) "leaving" O(0, 0) (see Step0 ) and simple computations shows that
Hence, if T c links O(0, 0) and S(1, 0), it must coincide with T − c and so, the derivative of its profile must change sign, i.e., it is not an admissible profile.
Proof of Theorem 1.1: Part (i), range γ = 0. Fix m > 0 and p > 1 such that γ = 0. Proceeding as before, we consider the variables (2.2), which in the case γ = 0 read as
and we get the system
where F (X) = mX −1 f (X), and, after re-parametrization dξ = |Z| p−2 dτ ,
Since F (0) = mf (0) < 0, F (a) = F (1) = 0, with F (X) < 0 and F (X) > 0 in (0, a), the critical points are now S(1, 0), A(a, 0), R λ 1 (0, λ 1 ), and R λ 2 (0, λ 2 ), where
The "new" equation of the trajectories is
In the next paragraph we repeat the scheme followed before looking for trajectories in the strip
for a specific speed of propagation c = c * (m, p). 
The null isoclines are composed by two branches, the upper one linking R λ 2 (0, λ 2 ) and A(a, 0), and the lower one joining R λ 1 (0, λ 1 ) and A(a, 0), where in this easier case
Employing the Lyapunov linearization method, it is not difficult to prove that R λ 1 (λ 1 , 0) and R λ 2 (λ 2 , 0) are two saddle points. So, there are exactly two trajectories T − = T − (X) and T + = T + (X) "coming from" R λ 1 (λ 1 , 0) and R λ 2 (λ 2 , 0), respectively, lying in the strip
we deduce that T − ≡ T + . At the same time, exactly as in the case γ > 0 we have a trajectory T 0 = T 0 (X) > 0 "coming into" S(1, 0) (see Step1 of the case γ > 0). Assuming (2.6), i.e., 1 0 u m−1 f (u) du > 0, it follows that T + (X) < T 0 (X) for all 0 ≤ X ≤ 1, with T 0 (X) ∼ +∞ for X ∼ 0. This follows by using the same technique of the case γ > 0. In particular, it is simple to see that the same construction works if we take γ = 0 and formula (2.7) holds. Consequently, there are not admissible TWs for c = 0.
Step1': Local analysis of S(1, 0). This step coincides with Step1 of the case γ > 0, since the nature of the critical point S(1, 0) does not change if we take γ = 0. This can be easily seen noting that
Step2': Study of the null isoclines. We proceed as before by studying the solutions of the equation
As before, we find that there exists c 0 > 0 such that for 0 < c < c 0 the null isoclines are composed by two branches: the left one, linking the points R λ 1 (0, Step3': Monotonicity of T c (·) w.r.t. c > 0. If we denote again with T c = T c (X) the trajectory "coming into" S(1, 0), the proof of monotonicity property of T c w.r.t. to c > 0 coincides with the one done in Step3 of the case γ > 0.
Step4': Existence and uniqueness of a critical speed c = c * . The existence of a unique critical speed c * = c * (m, p) with corresponding trajectory linking S(1, 0) and R λ 2 (λ 2 (c * ), 0) follows exactly as in the case γ > 0. The unique (important) difference is the fact that the the TW is positive everywhere. Indeed, integrating the first equation in (2.11) along the trajectory T c * = T c * (X) ∼ λ 1 (c * ) for X ∼ 0, we obtain
from which we deduce ϕ(+∞) = X(+∞) = 0, i.e., the TW profile X(ξ) = ϕ(ξ) reaches the level u = 0 in infinite time.
Step5: Non existence of TWs for c > c * . Proving the non existence of admissible TW profiles is easier than the case γ > 0, since from the study of the critical points and the null isoclines it follows that there cannot exist nonnegative trajectories linking S(1, 0) and O(0, 0). The qualitative behaviour of the trajectories in the (X, Z)-plane is reported in Figure 8 .
Proof of Theorem 1.1: Part (ii), range γ > 0. Fix m > 0 and p > 1 such that γ > 0, and 0 < a < 1. We study the existence of a-admissible TW solutions for equation (1.6) with reaction satisfying (1.3). Respect to the previous case, our proof strongly relies on some results carried out in 
For this reason, it follows that the qualitative behaviour of the trajectories in the strip [0, a]×(−∞, ∞) of the (X, Z)-plane is the same of the ones studied in Theorem 2.1 [6] in the larger strip [0, 1] × (−∞, ∞), where the Fisher-KPP case has been analyzed. In this way, it is easily seen that the study of the trajectories corresponding to a-admissible TW solutions of equation (1.6) (with reaction of type C') is reduced to the study of admissible TWs for equation (1.6) with a reaction of Fisher-KPP type (or type A). In view of this explaination, some part of the following proof coincide one of Theorem 2.1 of [6] , so that, for the reader's convenience, we will try to report the most important ideas, quoting the specific paragraphs of [6] for each technical detail. Now, following the beginning of the proof of part (i) case γ > 0, we obtain systems (2.3):
and (2.4):
with critical points O(0, 0), S (1, 0), A(a, 0), R c (0, c 1/(p−1) ), and with the equation of the trajectories (2.5):
Even though, they formally coincide, the reaction term is now of type C', i.e., it satisfies (1.3). The main structural difference between the reaction of type C case and the type C' case is that the study of the case c = 0 is not needed for our purposes. This is basically due to the fact that the critical point A(a, 0) is a saddle type critical point, for all 0 < a < 1, as we will see in a moment.
Step1: Local analysis of A(a, 0) and S(1, 0). Let us take c > 0. Proceeding as in the proof of Theorem 1.1 (see Step1 ), and recalling that now f (1) > 0, while f (a) < 0, we deduce that A(a, 0) is a saddle type critical point, and formulas (2.8) hold replacing f (1) with f (a). For what concerns the point S(1, 0), we can conclude it has a focus/node nature from the study of the null isoclines we perform in Step2. Step2: Study of the null isoclines. We study the null isoclines of system (2.4), i.e., the curve Z = Z(X)
exactly as in Step2 of the proof of part (i). We proceed as before and we obtain that there exists c 0 > 0 such that for 0 < c < c 0 , the null isocline is composed of two disjoint branches: the left one, linking the points O(0, 0) and R c (0, c 1/(p−1) ), and the right one, connecting S(1, 0), A(a, 0), (a, c 1/(p−1) ) and (1, c 1/(p−1) ). For c > c 0 , we have again two branches: the upper one linking R c (0, c 1/(p−1) ), (a, c 1/(p−1) ) and (1, c 1/(p−1) ), whilst the lower one joining O(0, 0), A(a, 0) and S(1, 0). As before, the two branches approach as c → c 0 , and they touch at a point when c = c 0 . We point out that for c < c 0 we obtain symmetric null isoclines respect to the previous case (cfr. with Figure 5 ). Again we see that if our c * exists, then it has to be c * < c 0 . The qualitative shape of the null isoclines for reactions of type C' in the cases 0 < c < c 0 and c > c 0 is reported in Figure 9 . We stress that the shape of null isocline in the rectangle [ Step3: Existence and uniqueness of a critical speed c = c * . As we have explained in Step1, we have to prove the existence and the uniqueness of a speed c * = c * (m, p) such that T c * links R c * (0, c 1/(p−1) * ) and A(a, 0) with corresponding TW profile vanishing in a half-line. Consequently, the proof of this fact coincides with what proved in Step3 of Theorem 2.1 of [6] , substituting the point S(1, 0) with A(a, 0).
Step4: The cases 0 < c < c * and c > c * . We have to show that for 0 < c < c * , the are not a-admissible TW, while to each c > c * , it corresponds exactly one a-admissible TW and it is positive. Again it is sufficient to adapt Step4 and Step5 of Theorem 2.1 of [6] and we conclude the proof. A qualitative representation of the trajectories for c < c * , c = c * and c > c * is shown in Figure 10 .
Proof of Theorem 1.1: Part (ii), range γ = 0. Fix m > 0 and p > 1 such that γ = 0, and 0 < a < 1. As in the previous part, we base our proof on what proved in [6] , see Theorem 2.2.
In this setting (cfr. with Part (i), range γ = 0), (2.3) and (2.4) can be written as
where
and the equation of the trajectories is
This time it holds F (0) = mf (0) > 0, F (a) = F (1) = 0, with F (X) > 0 and F (X) < 0 in (0, a), and for all c > 0, S(1, 0), A(a, 0) are critical points. Now, studying the equation
for X = 0, and defining
it follows that if c < c * then there are not other critical points, if c = c * there is one more critical point
while if c > c * there are two more critical points R i (0, λ i ), i = 1, 2 where λ i = λ i (c) and 0 < λ 1 < λ * < λ 2 < c m .
Step1': Local analysis of A(a, 0) and S(1, 0). This step coincides with Step1 of part (ii), case γ > 0.
Step2': Study of the null isoclines. As always, we study the solutions of the equation
finding that for 0 < c < c * , the null isoclines are composed by a unique branch linking the points (1, c m ), (a, c m ), A(a, 0), and S(1, 0), while when c = c * the branch crosses the Z-axis at the point R λ * (0, λ * ). Finally, for c > c * , there are two branches: the upper one, linking R λ 2 (0, λ 2 ), (a, c m ) and (1, c m ), whilst the lower one joining R λ 1 (0, λ 1 ), A(a, 0) and S(1, 0).
Step3': Existence and uniqueness of a critical speed c = c * . In this step, we have to prove the existence of a trajectory T c * linking A(a, 0) with R λ * (0, λ * ), corresponding to an a-admissible positive TW profile. This easily follows remembering the scaling property we explained before and substituting S(1, 0) with A(a, 0) in the proof of Theorem 2.2 of [6] .
We anticipate that in the PDEs part we will need more information about the asymptotic behaviour of the TW profile X(ξ) = ϕ(ξ) corresponding to the critical speed c * . This was studied in [6] (cfr. with Theorem 2.2 and Section 11) where it was proved that the "critical" TW satisfies
where as before λ * := (c * /p) m and a 0 > 0 is a suitable constant.
Step4': The cases 0 < c < c * and c > c * . If 0 < c < c * , there are not a-admissible TW. The proof of this fact easily follows from the study of the null isoclines and from the non existence of critical points on the Z-axis. To the other hand, at each c > c * , it corresponds exactly one a-admissible TW and it is positive. This is proved by showing the existence of a trajectory T c linking A(a, 0) and R λ 1 (0, λ 1 ) corresponding to an a-admissible positive TW profile. Again we refer to the proof of Theorem 2.2 of [6] for all the technical details. See Figure 11 for a qualitative representation of the trajectories in the (X, Z)-plane. 
Reactions of type C, range γ ≥ 0. Analysis of some special trajectories
In the PDEs part (see Theorem 1.2, Part (ii)), we will need to compare general solutions to problem (1.1) with specific barriers which will essentially be constructed using TWs studied in the proof of the previous theorem. In the case of reactions of type C (satisfying (1.2)), we will employ TW profiles ϕ(ξ) = ϕ(x − ct) satisfying
for all 0 ≤ c < c * and suitable δ > 0 depending on c (cfr. with Figure 4 and 6). These TWs have been called "change sign" TWs of type 2 (CS-TWs) and their existence was proved in [6] , Subsection 3.1).
In particular, the fact that ϕ(ξ 0 ) = 0 = ϕ(ξ 1 ) comes from the fact that 14) for any trajectory with Z(X) ∼ ±∞ for X ∼ 0. This can be seen from the equation of the trajectories (2.5):
which gives (2.14) (the accurate analysis is done in Section 3.1 of [6] ). We stress that these profiles exist only for speeds 0 ≤ c < c * and for all δ c ≤ δ < 1 − a, where δ c > 0 is suitably chosedn depending on c. Note that, from the monotonicity of the trajectory T c = T c (X) studied before and the analysis if the nullisoclines, we have that δ c → δ 0 , as c → 0, for some 0 < δ 0 < 1 − a. The fact that δ 0 > 0 is very important in the PDEs analysis.
In study of the so called "threshold" results for problem (1.1)-(1.2))(see Theorem 1.2, Part (i)) will be employed other two important families of TWs, found in the ODEs analysis. The first one is composed by TW profiles ϕ(ξ) = ϕ(x − ct) with the following properties:
for some ξ 0 < 0, ξ 1 > 0, ε > 0 small and c ≥ c * . The property ϕ(ξ 0 ) = 0 is obtained exploiting again the fact that Z(X) ∼ ±X − 1 p−1 , for X ∼ 0, Z ∼ ±∞, in the (X, Z)-plane, while the others come from the analysis of the null isoclines (cfr. with Figure 6 ). We will call them "0-to-a" TW. As always, for any c ≥ c * , we can consider the reflections ψ(ξ) = ψ(x + ct) satisfying
for some ξ 0 < 0, ξ 1 > 0, ε > 0 small, to which will refer as "a-to-0" TW.
Reactions of type C', range γ ≥ 0. Analysis of some special trajectories
For what concern the reactions of type C' (satisfying (1.3) ), we will consider TW profiles ϕ(ξ) = ϕ(x−ct) with the following properties: properties but less significative for our purposes. We will call "increasing a-to-1" TWs the profiles satisfying (2.15). These special solutions and their reflections will be used to prove that solutions to problem (1.1) converge to the steady state u = a as t → +∞.
Finally, we point out that there CS-TWs of type 2 in this setting too, but now they satisfies 
Reactions of Type C: threshold results and asymptotic behaviour
This section is devoted to the proof of Theorem 1.2, which is concerned on the asymptotic behaviour of solutions to problem (1.1) with initial data satisfying (1.5) and reaction terms of type C (satisfying (1.2)) and, as anticipated, on the stability/instability of the steady states u = 0, u = 1, depending on the initial data. Thus, before starting with the proof, we introduce two classes of initial data which generate solutions to problem (1.1) evolving to u = 0 or u = 1, respectively.
Definition 3.1
We divide this definition depending on the dimension N = 1 or N ≥ 2.
1 , and ϕ c 1 = ϕ c 1 (x − ct) is a "0-to-a" TW corresponding to c 1 and ψ c 2 = ψ c 2 (x + ct) is a "a-to-0" TW corresponding to c 2 (see Subsection 2.1, Part (i)).
• Let N ≥ 2. An initial data u 0 = u 0 (x) satisfying (1.5) is called "not-reacting" if
for all x ∈ R N , where u 0 = u 0 (y) (y ∈ R) is a radial "not-reacting" initial datum in N = 1.
Definition 3.2 Again we separate the cases N = 1 or N ≥ 2.
• Let N = 1. An initial data u 0 = u 0 (x) satisfying (1.5) is called "reacting" if there is 0 < c < c * such that for all 0 ≤ c ≤ c, it holds
is a "change-sign" TW (of type 2) corresponding to c and ψ c = ψ c (x + ct) is its reflection (see Subsection 2.1, Part (i)).
• Let N ≥ 2. An initial data u 0 = u 0 (x) satisfying (1.5) is called "reacting" if there is 0 < c < c * such that it holds
R > 0 is lare enough and ϕ c = ϕ c (x − ct) is a "change-sign" TW (of type 2) corresponding to c.
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2: Part (i). We take a "non-reacting" initial datum u 0 = u 0 (x) (see Definition 3.1) and we prove that the solution u = u(x, t) to problem (1.1) satisfy
Let us firstly consider the case N = 1. Since u 0 = u 0 (x) is "not-reacting" there are c 1 , c 2 ≥ c * such that u 0 (x) ≤ min{ϕ, ψ}(x) in R, as in Definition 3.1.
Note that both ϕ(ξ) = ϕ(x − c 1 t) and ψ(ξ) = ψ(x + c 2 t) are solutions to the equation in (1.1), and at time t = 0, we have u 0 (x) ≤ ϕ(x) and u 0 (x) ≤ ψ(x) for all x ∈ R. Consequently, from the Comparison Principle we deduce u(x, t) ≤ ϕ(x − c 1 t) and u(x, t) ≤ ψ(x + c 2 t) for all x ∈ R and t > 0, and, since ϕ(x − c 1 t) = 0 for all x ≤ ξ c 1 0 + c 1 t and ψ(x + c 2 t) = 0 for all x ≥ ξ c 2 1 − c 2 t, we deduce that there is a time t c 1 ,c 2 > 0, such that u(x, t) = 0 for all t ≥ t c 1 ,c 2 . This conclude the proof for the case N = 1.
Before moving forward, we show that if N = 1 and u = u(x, t) is a solution to
with initial data u 0 = u 0 (x) satisfying (1.5), u 0 (x) = u 0 (−x) and u 0 (·) non-increasing for all x ≥ 0, then u(·, t) is non-increasing w.r.t. x ≥ 0, for all t > 0. So, fix h > 0 and let v = v(x, t) be the solution to the problem
Hence, since v 0 (x) ≤ u 0 (x) we deduce v(x, t) ≤ u(x, t) and, by uniqueness of the solutions, it follows v(x, t) = u(x + h, t). Hence, we obtain that u(·, t) is non-increasing for all t ≥ 0 thanks to the arbitrariness of x ≥ 0 and h ≥ 0. Now, assume N ≥ 2 and consider radial solutions to problem (1.1), i.e., solutions u = u(r, t) to the problem
where r = |x|, x ∈ R N , and u 0 (·) is a radially decreasing "not-reacting" initial datum. Moreover, let u = u(r, t) be a solution to the problem
For what explained before, we have ∂ r u(r, t) ≤ 0 in R + × (0, ∞), and so u = u(r, t) is a super-solution to (3.1). But u = u(r, t) is a solution of the one-dimensional equation with "not-reacting" initial data, and so, from the case N = 1, it follows
and by the comparison, we deduce the same for u = u(r, t), concluding the proof of Part (i).
Proof of Theorem 1.2: Part (ii), case N = 1. We fix N = 1 and we proceed in two steps.
Step1: Propagation of minimal super-level sets. Consider a "reacting" initial datum u 0 = u 0 (x) ≥ max{ϕ, ψ}(x), x ∈ R, where ϕ(ξ) = ϕ(x − ct) and ψ(ξ) = ψ(x + ct) are defined in Definition 3.2. From the ODEs analysis of section 2 and from what explained in Subsection 2.1, we can assume that for all 0 ≤ c ≤ c, it holds
, we deduce by comparison u(x, t) ≥ ϕ(x − ct) and u(x, t) ≥ ψ(x + ct) for all x ∈ R N and t > 0. Hence, by the arbitrariness of 0 ≤ c ≤ c, we obtain that u(x, t) ≥ a + δ 0 in {|x| ≤ ct}, for all t > 0.
Step2: Convergence to 1 on compact sets. Now, fix ε > 0 small and > 0 arbitrarily large. Then, we have u(x, t) ≥ a + δ 0 in {|x| ≤ }, for all t ≥ t , c := / c, which implies
Thus, the solution u = u(x, t) to the problem
is a sub-solution to problem (1.1) in {|x| ≤ } × [t , c , ∞), and so by the Comparison Principle, we obtain u(x, t) ≤ u(x, t) in {|x| ≤ } × [t , c , ∞). Then, since > 0 can eventually be taken larger, we can repeat the proof of Lemma 7.1 of [6] , to show that there exist t 1 > 0 depending on ε > 0, such that
where 0 < a ε < 1 is a factor depending only on ε > 0. The proof of this fact is based on the construction of an explicit sub-solution for the solutions to the elliptic version of problem (3.2) (all the details can be found in Lemma 7.1 of [6] ). This conclude the proof in the case N = 1, since > 0 can be chosen arbitrarily large.
Proof of Theorem 1.2: Part (ii), case N ≥ 2. We fix N ≥ 2 and, proceeding as in part (i), we consider the radial problem
where r = |x|, x ∈ R N , and u 0 (·) is a radially decreasing "reacting" initial datum. Now, as in Step1 of the case N = 1, we consider the function
where ϕ R = ϕ R (r) is as in Definition 3.2. Repeating the quite technical construction of the subsolution used in the proof of Theorem 2.6 of [6] (see Section 9), we can prove that for R > 0 large enough u(r, t) = ϕ R (r − ct) is a sub-solution to problem (3.1) and, since u 0 (r) ≥ ϕ R (r) for all r ≥ 0 by assumption, it follows u(r, t) ≥ u(r, t) ≥ a + δ 0 in {r = |x| ≤ ct}, for all t > 0, for some δ 0 > 0 (see also Lemma 5.1 of [5] for the linear setting). Moreover, exactly as in Step2 of the case N = 1, we have
and so we can repeat the construction of Lemma 7.1 of [6] to show that for all ε > 0 (small) and > 0 (large), there exists t 1 > 0 such that
concluding the proof of the case N ≥ 2.
Proof of Theorem 1.2: Part (iii). Let us prove that for all radially decreasing initial data u 0 = u 0 (x) satisfying (1.5) and for all c > c * (m, p) it holds u(x, t) → 0 uniformly in {|x| ≥ ct}, as t → +∞.
This part is the easiest and it actually coincides with Proposition 8.1 (for the case N = 1) and Theorem 2.6 (for N ≥ 2) of [6] . Here we just explain the main ideas and we refer the reader to the just mentioned references for the details. If N = 1, we fix c > c * , ε > 0, and we consider the functions
where ϕ = ϕ(ξ) is the finite admissible TW studied in Theorem 1.1, part (i), with its reflection ψ(ξ) = ψ(x + c * t). Since u 0 = u 0 (x) satisfies (1.5), we can assume u 0 (x) ≤ ϕ(x) and u 0 (x) ≤ ψ(x) for all x ∈ R, and so, thanks to the Comparison Principle, we obtain both u(x, t) ≤ v(x, t) and u(x, t) ≤ w(x, t). Thus, since v(x, t) ≤ ε for x ≥ c * t + ξ 0 and w(x, t) ≤ ε for x ≤ −c * t + ξ 0 and c > c * , we deduce that u(x, t) ≤ ε in {|x| ≥ ct} for t > 0 large enough. We point out that if γ > 0 then v(x, t) = 0 for x ≥ c * t + ξ 0 and w(x, t) = 0 for x ≤ −c * t + ξ 0 which implies that u = u(x, t) has a free boundary, too, whilst this does not happen when γ = 0, since the TW solutions are positive everywhere.
When N ≥ 2, we follow the proof of Part (i), using that solutions of problem (1.1) with N = 1 are super-solution for radial solutions of the same problem and so, by comparison, the thesis follows. Now, we show that for all "reacting" initial data u 0 = u 0 (x) and for all 0 < c < c * (m, p), it holds u(x, t) → 1 uniformly in {|x| ≤ ct}, as t → +∞.
Let us consider the case N = 1. From part (ii) we obtain the for all ε > 0, > 0, and all "reacting" initial data u 0 = u 0 (x), there exist t 1 > 0, such that u(x, t) ≥ 1 − ε in {|x| ≤ } for all t ≥ t 1 .
Hence, for all 0 ≤ c < c * , taking eventually > 0 larger, there is a "change-sign" TW ϕ(ξ) = ϕ(x − ct) and its reflection ψ(ξ) = ψ(x + ct) (we ask the reader not to confuse these TWs with the ones employed in Step1, part (ii)) such that
Consequently, by comparison we have u(x, t 1 + t) ≥ ϕ(x − ct) and u(x, t 1 + t) ≥ ψ(x + ct) for all x ∈ R N and t > 0, and the level 1 − ε propagate with speed c. Hence, using again the arbitrariness of 0 ≤ c < c * , we deduce u(x, t) ≥ 1 − ε in {|x| ≤ ct} for all t ≥ t 2 , for some t 2 = t 2 (ε, c) large enough. This shows our statement, since ε > 0 has been chosen arbitrarily small.
Finally, when N ≥ 2, following the proof of part (ii), case N ≥ 2 and using again the sub-solution constructed in the proof of Theorem 2.6 of [6] with speed c < c * and ϕ(0) = 1 − ε, we conclude as in the case N = 1.
Reactions of Type C': asymptotic behaviour
This section is devoted to the proof of Theorem 1.3 part (ii). We then consider reactions of type C', i.e. satisfying (1.3). As in the ODEs part some our proofs rely on the results obtained in [6] that can be recovered by scaling (see the beginning of the proof of Theorem 1.1, Part (ii), range γ > 0). We recall that, as always, 0 < a < 1 satisfies f (a) = 0.
We proceed by proving Theorem 1.3 part (ii), taking spacial dimension N = 1. The reduction to dimension N = 1 is necessary to compare solutions u = u(x, t) to problem (1.1)-(1.5)-(1.3) with TW solutions studied in Section 2. As we will see in a moment, we construct two super-solutions to prove that u = u(x, t) reaches the level 0 < a < 1 in finite time and a third super-solution combined to a scaling technique, to show that u = u(x, t) converges uniformly to zero in the "outer sets" {|x| ≥ ct} as t → +∞.
Proof of Theorem 1.3: Case N = 1, range γ > 0. Fix m > 0 and p > 1 such that γ > 0. We begin with two preliminary steps, crucial in the rest of the proof.
Step0. We first prove that for all ε > 0, there exists a waiting time t ε > 0 such that
To do this we employ the "increasing a-to-1" TWs and their reflections, found in Theorem 1.1, cfr. with Subsection 2.2. To be more specific, we fix c = 1 and we consider a TW profile ϕ(ξ) = ϕ(x − t) moving toward the right direction, satisfying
and its "reflection" ψ(ξ) = ψ(x + t), moving toward the left direction, satisfying
for some ξ 0 , ξ 1 ∈ R (cfr with formula (2.15)). Defining
and recalling that u 0 ∈ C c (R) with 0 ≤ u 0 ≤ 1 we can assume both u 0 (x) ≤ ϕ(x) and u 0 (x) ≤ ψ(x) for all x ∈ R. Now, we fix ε > 0 small, such that 1 − ε > 0. Defining the function v(x, t) := ϕ(x − (1 − ε)t) and using the definition of ϕ = ϕ(ξ), we get that
where ϕ stands for the derivative of ϕ(·) w.r.t. ξ. Note that when ξ ≥ ξ 0 , v(x, t) = 1, i.e., it is just a stationary state of the equation in (1.1) and the equality holds in the last inequality for ξ ≥ ξ 0 . In particular, it follows that the function v = v(x, t) is a super-solution for the equation in (1.1).
Similarly, one can define w(x, t) = ψ(x − (1 + ε)t) and prove it is a super-solution too. In this case the function w = w(x, t) is wave moving toward the left direction.
Hence, thanks to the comparison principle and remembering that u 0 (x) ≤ ϕ(x) and u 0 (x) ≤ ψ(x), we deduce u(x, t) ≤ v(x, t), and u(x, t) ≤ w(x, t), in R N × [0, ∞).
Moreover, thanks to the properties of ϕ = ϕ(ξ) and ψ = ψ(ξ), we deduce the existence of
Thus, we get u(x, t) ≤ a + ε in R N if
Step1. In this step, we construct a global super-solution to problem (1.1) to show that our solution u = u(x, t) propagates with finite speed of propagation, i.e., u = 0 outside an interval of R with radius expanding in time. Consider the solution to the problem
Observe that u(x, t) ≤ u(x, t) in R × (0, ∞) since f (u) ≤ f (0)u, thanks to the concavity assumption in (1.3) and the comparison principle. Furthermore, the function defined by
satisfies the purely diffusive equation
Consequently, since u = u(x, τ ) has finite speed of propagation (see for instance [50, 51] ), we deduce the same for u = u(x, t), and so for u = u(x, t). We conclude this step pointing out that the same procedure can be adapted (with obvious changes) to the case N ≥ 1.
Step2. In this part of the proof, we show that for all c > c * (m, p), there exists t 1 = t 1 (c) > 0 such that u(x, t) = 0, in {|x| ≥ ct}, for all t ≥ t 1 .
So, fix ε > 0 small and c > c * (m, p). We assume for a moment that 0 ≤ u(x, t ε ) < a for all x ∈ R, where t ε > 0 is the one found in Step0. Moreover, we know that u(x, t ε ) = 0 outside an interval of R of radius large enough (see Step1 ). Hence, we define
where ϕ = ϕ(ξ) is the finite a-admissible TW studied in Theorem 1.1 (part (ii), range γ > 0), satisfying ϕ(−∞) = a, ϕ(ξ) = 0 for all ξ ≥ ξ 0 , and ψ = ψ(ξ) is its "reflection". Consequently, up to a left-right shift, we can assume u(x, t ε ) ≤ ϕ(x) and u(x, t ε ) ≤ ψ(x), and so, by the comparison principle we deduce
Thus, since v(x, t) = 0 for x ≥ c * t + ξ 0 and w(x, t) = 0 for x ≤ −c * t + ξ 0 and c > c * , we deduce that u(x, t) = 0 in {|x| ≥ ct} for large times exactly as in the proof of Theorem 1.2, Part (iii). Now, if u(x, t ε ) ≥ a for some x ∈ R, it must be u(x, t ε ) ≤ a + ε in R, from what proved in Step0. We consider the re-scaling of u = u(x, t) defined by u ε (y, τ ) = a −1 (a + 2ε)u(x, t), where y = a −1 (a + 2ε)
which satisfies the equation
Note that now f ε (u ε ) := f a(a + 2ε) −1 u ε satisfies f ε (a + 2ε) = f (a) = 0. Hence, from Theorem 1.1 (part (ii), range γ > 0), there exists a critical speed c ε * = c * (m, p, ε) > 0 and a corresponding (a + 2ε)-admissible TW with finite profile ϕ ε = ϕ ε (ξ), and ξ = x − c ε * t:
for some ξ ε 0 ∈ R, satisfying equation (4.1). Thus, if u ε = u ε (y, τ ) denotes the solution to equation (4.1) with u ε (y, 0) = u(y, t ε ) ≤ a + ε and u ε (y, τ ) = ϕ ε (y − c ε * τ ), we can repeat the comparison procedure with the assumption u(x, t ε ) ≤ a, since we can now assume u(y, t ε ) ≤ ϕ ε (y) and so, u ε (y, τ ) ≤ u ε (y, τ ). We finally obtain u(x, t) = 0 in {|x| ≥ ct} for large times for the arbitrariness of ε > 0.
Step3. In this final step, we prove that for all for all 0 < ε < a and for all 0 < c < c * (m, p), there exists t 1 = t 1 (ε, c) > 0 such that the solution u = u(x, t) satisfies
This follows by considering the solution u = u(x, t) to the problem
where u 0 ∈ C c (R) is defined by u 0 (x) := min{a, u 0 (x)}. Consequently, we deduce u(x, t) ≤ u(x, t) and 0 ≤ u(x, t) ≤ a in R × (0, ∞) thanks to the comparison principle, and, furthermore:
This last property easily follows by applying Proposition 8.1, Theorem 2.6 of [6] to u = u(x, t) and remembering the scaling property quoted at the beginning of this section (we could even repeat the construction done in [6] using the "change sign" TWs introduced in Subsection 2.2. Note that this procedure applies to higher dimensions N ≥ 1 too, as explained in Theorem 2.6 of [6] .
Proof of Theorem 1.3: Case N = 1, range γ = 0. Fix m > 0 and p > 1 such that γ = 0. The proof in this range is similar to the previous one, with some modifications.
Step0'. This step coincides with Step0 of the range γ > 0.
Step1'. In this step we proceed as in Step1 of the range γ > 0, considering the super-solution given by the problem
and the function u(x, t) = e −f (0)t u(x, t) satisfying
This time u = u(x, t) does not generally propagate with finite speed of propagation, but it is everywhere positive for all t > 0. In the next paragraphs, we provide a bound from above for u = u(x, t) which will be enough for our purposes. The main tool are the Barenblatt solutions presented in the introduction (see Subsection 1.3). Indeed, since u 0 has compact support, there are a mass M > 0 large enough and delay θ > 0 such that u 0 (x) ≤ B M (x, θ) for all x ∈ R. Thus, from the Comparison Principle, we obtain u(x, t) ≤ B M (x, t + θ) for all x ∈ R and t > 0. Coming back to the solution u = u(x, t), this gives
where k = (p − 1)p −p/(p−1) (cfr. with Subsection 1.3, range γ = 0). In particular, we obtain
Again, this bound can be easily extended to the case N ≥ 1, with minor changes in the functions C M,θ (·) and k θ (·).
Step2'. As before, in this step we prove that for all ε > 0 and for all c > c * (m, p), there exists
So, we fix ε > 0, c > c * (m, p), and we consider t ε > 0 given by Step1'-Step1. As before, we can assume u(x, t ε ) < a, since the scaling technique exploited in Step2 of the range γ > 0 works also in the present setting. Again, we consider
where ϕ = ϕ(ξ) is the positive a-admissible TW studied in Theorem 1.1 (part (ii), range γ = 0), satisfying ϕ(−∞) = a, ϕ(+∞) = 0 , and ψ = ψ(ξ) is its "reflection". The main difference respect to the range γ > 0 is neither u = u(x, t) nor v = v(x, t) (resp. w = w(x, t)) have compact support in R, and so we cannot immediately conclude u(x, t ε ) ≤ v(x, 0) (resp. u(x, t ε ) ≤ w(x, 0)) in R (up to a right/left shift) of the profile ϕ = ϕ(x) (resp. ψ = ψ(x)).
However, we known that asymptotic behaviour of the tales of ϕ = ϕ(x) and ψ = ψ(x) (cfr. with formula (2.13)):
where λ * := (c * /p) m , a 0 > 0, and, at the same time,
from the global bound (4.2) of Step1'. Consequently, since p > 1, u(x, t ε ) decays faster than ϕ(x) and ψ(x) when |x| ∼ ∞, and so we can now assume u(x, t ε ) ≤ v(x, 0) and u(x, t ε ) ≤ w(x, 0) for all x ∈ R and applying the Comparison Principle to have u(x, t + t ε ) ≤ v(x, t) and u(x, t + t ε ) ≤ w(x, t) for all x ∈ R and t > 0. Thus, using that v(x, t) ≤ ε for x ≥ c * t + ξ 0 and w(x, t) ≤ ε for x ≤ −c * t + ξ 0 and c > c * , we deduce that u(x, t) ≤ ε in {|x| ≥ ct} for large times (see also the proof of Theorem 1.2, Part (iii)).
Proof of Theorem 1.3: Case N ≥ 2. Fix m > 0 and p > 1 such that γ > 0 (the range γ = 0 is almost identical and we skip it). Again, we focus on radial solutions to problem (1.1), i.e., solutions u = u(r, t) to problem (3.1): where r = |x|, x ∈ R N , and u 0 (·) is a radial decreasing initial datum.
Step1: Convergence to zero in "outer" sets. Proceeding as in the proof of Theorem 1.2 (Part (i)), we can assume ∂ r u m ≤ 0 in R + × (0, ∞). Consequently, the solution u = u(r, t) to the problem and by the comparison, we deduce the same for u = u(r, t). Of course, if γ = 0, the solutions are always positive and it holds u(r, t) ≤ ε uniformly in {r ≥ ct} for large times t > 0.
We ask the reader to note that with the same comparison technique we can prove that for all ε > 0, it holds u(x, t) ≤ a + ε, for all x ∈ R N , t ≥ t ε , (4.3)
for some suitable waiting time t ε > 0 (as we have seen before, this property holds for the case N = 1).
Step2: Convergence to a in "inner" sets. In this second step, we have to prove that for all ε > 0 and 0 < c < c * (m, p), the solutions to problem (3.1) satisfies u(r, t) ≥ a − ε, uniformly in {r ≤ ct}, t → +∞. for any > 0 and t > 0 large enough. We point out that the previous inequality holds true only when ε ≤ u ≤ a, which is an assumption we can make thanks to (4.3) and the scaling technique employed in Step2 of proof of the case N = 1 (see range γ > 0). Thus, exactly as before, we get that for all ε > 0 (small) and > 0 (large) u(r, t) ≥ a − ε in {r = |x| ≤ } for all t ≥ t 1 , where ϕ c = ϕ c (x − (c + ε)t) is a "change-sign" TW (of type 2) corresponding to the speed 0 < c < c * (see Subsection 2.2). Thus, the barrier propagate level a−ε with speed c, and so, using the arbitrariness of 0 < c < c * obtain (4.4) (cfr. with the proof of Theorem 2.6 of [6] for all the details).
Comments and open problems
We end the paper with some comments and open problems.
"Fast" diffusion range. A first possible extension of our work consists in studying problem (1.1) with a different assumption on the parameters m > 0 and p > 1, i.e.
−p/N < γ < 0, see the final sections of [50] for more information on this range, also called "fast" diffusion range. In the Fisher-KPP setting it has been done in [7] where it has been proved the solutions spread exponentially fast for large times, with a notable deviances w.r.t. the "slow" diffusion range.
An interesting limit case. As already pointed out in [6] , keeping m(p − 1) = θ with θ > 0 fixed, we can formally compute the limit of the doubly nonlinear operator: Consequently, a very interesting open problem is the study of the existence of admissible TWs for the equation
for different values of the parameter θ ≥ 0, and f (·) of type C or C'. In the Fisher-KPP setting there are interesting results in the series of papers [3, 15, 17, 18] , where the authors showed the existence of discontinuous TWs which are a very interesting novelty w.r.t. to the doubly nonlinear diffusion. However, the flux-limited operators they consider do not cover this new class introduced above. which emerge from combustion models (see for instance the famous works [11, 47] and the interesting survey [48] ). We have not considered this framework in this paper but we want to point out, thanks to a simple comparison with reaction of type C, that part (ii) of Theorem 1.2 hold even for reaction of type B. Also part (i) holds if we take initial data 0 ≤ u 0 ≤ a (this is true even for reactions of type C thanks to a straightforward comparison technique, but we have not insisted on it since it goes out of our purposes).
Sharp threshold results. As we have pointed out in the presentation of the results of this paper, Theorem 1.2 has not a sharp threshold statement. As already explained, the problem has been studied and solved in dimension N = 1 and very general reaction terms by Du and Matano [23] . In this work, it is essential the existence of nontrivial solutions to −∂ xx u = f (u) in R, which correspond to stationary solutions to the corresponding parabolic problem and eventual limit configurations (see for instance Theorem 1.1 of [23] ). The study of these stationary solutions is clearly more complicated in the doubly nonlinear framework and seems to be a very challenging open problem (see [43, 45] for the case N ≥ 1).
