1, INTRODUCTION
Since the early 1960s many different models of parallel computation have been developed, some being based on finite state machine approaches, others on program schemata models, with many having underlying directed graph representations [ 1, 2, [8] [9] [10] [11] [12] . On the surface, these models often appear quite different from one another. Also, the particular types of parallelism problems studied, and the results obtained, seemed often to bear no relation to one another. Thus, the area of modelling parallel computation has seemed rather fragmented.
In attempts to help unify the area, papers have been written comparing the various models and showing relationships between them [ 2, 10, 13, 15-181. Thus, results obtained in terms of one model can often be translated into results in another model. It is fairly well known by now, for example, that vector addition systems are in some sense equivalent to Petri nets [ 7, 16, 191 , and that some of the other graphical models for parallel computation are somehow less powerful than Petri nets or vector addition systems.
This paper is also a comparative study of models of parallel computation. Here we introduce a rather general notion of a homomorphism between computation systems, and then use this notion to develop a precise relationship of one computation system being simulated by another computation system. In comparison with previous studies, this approach provides a more precise and deeper understanding of how the properties o the various models are interrelated. Many of the previously discovered relationships follow as corollaries of results obtained here. In particular, the concept of an isomorphism between two models turns out to be a particular type of homomorphism which is shown to be both length preserving and bijective.
It is interesting to note that mappings, or homomorphisms, between models of parallel computation have been used elsewhere for somewhat different purposes [5, , and that there are some similarities between these previous works and the formulations used in this paper. In these other papers, the authors develop homomorphisms that they call reductions or contractions of systems which are aimed at producing a simplified version of a system which can be used to study the properties of the more complex system and to analyze correctness of the system. We shall discuss how these other formulations are related to our work as we develop our formulations in Sections 2 and 3.
As is often the case in developing theoretical models of computation, especially in the case of parallel computation, the models become very complex, there are many definitions, and a long list of more or less unrelated results. This paper has this character also. It is somewhat difficult to point out the most important results, however, since if a reader is interested in the relationships between two particular models it is those results and not the others that are most important to that reader. Nevertheless, as general guidance, the long list of properties that are preserved under particular types of homomorphisms that appears in Section 4 should be highlighted since it is in these results that the exact type of mapping required to preserve a property is specified. Our interest in finding these preserving mappings is what leads to the need for the many different types of homomorphisms that we introduce. As one may note from these theorems, spanning homomorphisms play a dominant role.
As for the comparative results between models, the two results that are probably of most interest are that vector replacement systems can be simulated by vector addition systems (Theorem 5.1), and that generalized Petri nets can be emulated by Petri nets (Section 7).
HOMOMORPHISMS
In this section, we introduce the notion of homomorphisms between computation systems. By means of this notion, we give a precise definition of what it means for one system to simulate another.
We start with some preliminary notation. We denote by 2 the set of integers, and by ZV, the set of natural numbers. Let Z be any set. We denote by ,?Y* the set of finite sequences (strings) of elements of Z: including the null sequence 1. The set of infinite sequences of elements Z is denoted by Cm. We denote by C" the set .?Y = .?Y" U C*. For x E C" and y E C*, y is said to be a prefix of x if there exists a z E C* such that x = yz. The length of x is denoted by 1 x(, and if x E C"O then we let (x1 = CO.
We use x = (x, ,..., XJ to denote an n-tuple. If x = (x, ,..., x,) and y = ( y, ,... , y, j are tuples, then x; y denotes the (n + m)-tuple (x, ,..., x,, y ,,..., y,). The ith component of x is denoted by x(i). We sometimes write S = (2, D, x) instead of S = (C, D, x, -).
Here D is intuitively thought of as the set of states of the computation system, where a state includes control information as well as data for synchronization. The element x is then considered to be the initial state of the system. The performance of an operation will create a new state, as defined by the function -, and a sequence of operation performances can be thought of as a computation sequence of the system.
We now provide some further notation on state changes. Let S = (X, D, x) be a computation system. For y E D and a E C*, we write Z(y) = 1 if E(y) is undefined, and G(y) # 1 if E(y) is defined. For a E Z*, y. z E D, the notation y---z means that E(y) = z, and for y, z E D * Y-z means that y +a z for some a E Z*. We denote by C;(y) the set of all computation sequences from y. We denote by C,(y) the set of all fmite computation sequences from y, that is, Note that, for an a E P, (I is in C:(y) if and only if every prefix of o is in C,(y). For each y E D, let R,(y) be the subset of D defined by R,(Y) = (4~) I Q E C*, E(Y) f .L 1.
The set R,(y) is called the reachability set from y. When y =x, we simply write R,, C,, and C,W instead of R,(x), C,(x), and C;(x), respectively.
In [ 121 Kwong defines a transition system as a quadruple (Q, Z, +, Q,) to represent a parallel system. This formulation follows that of Lipton [ 14) and Keller [ 111. Although this transition system is similar to our computation system, it differs in several important ways. We let Z be a finite set of operations, but he does not introduce the concept of operations into his model. Rather, his C is a set (possibly infinite) of transitions and -+ is a relation from states and transitions into states, rather than our use of a partial function U(y) to indicate what action occurs due to a certain operation a. We feel that the use of operations in the model, and the resulting ability to represent behavior in a deterministic rather than nondeterministic fashion is important for the study of parallel systems. In [5] Gourlay, Rounds, and Statman define virtual machines to represent parallel systems, and they include the notion of operations. We shall discuss later how Kwong's use of reductions and Gourlay, Rounds, and Statman's notion of contractions are related to our homomorphisms.
In later sections, we consider a number of classes of computation systems. To help an understanding of the notion of computation systems, however, we give a more concrete but rather informal example. &Cl, k, t) = (12, g,(l, k, t) = (I, k3, t), if k = k2.
is a computation of S. Hence f, f2f, g, g, f, is in C,. The reachability set of S is R, = ((I, k. t) 1 t = 1, k = kl or k = k4) u ((I, k, t) ) t = 2, I = 11 or I = 14).
Note that Tr(11, k, 2) and g,(I, kl, 1) we left undefined even though they could be considered to be defined as equal to (11, k, 2) and (I, kl, 1 ), respectively. It turns out that this leads to no difficulties in the analysis for this example. for any y, z E R,, and /I E Z,*, if p(y) 8, p(z), then there exists an a E Z;1* such that /? = r(a) and y A z. (2.3) for any y E R,, and z' E D,, ifp(y) 2 z', then z' L,(z)
for some z E R,,.
The injection p relates elements of D, to elements of D,, where condition (2.1) states that the starting state of S, maps into the starting state of S,. Also, by condition (2.2), if (I is any computation sequence in S, then there is a related computation sequence r(a) in S,, with appropriate state mappings using p. Condition (2.3) means that any computation from p(y) to p(z) in S, is the image of a computation from y to z in S,. Condition (2.4) means that any computation from p(y) in S, is an initial segment of the image of some computation from y in S, .
A homomorphism is called bijective if it is surjective as well as injective. EXAMPLE 2.2. Consider the computation system S in Example 2.1. Since #D is finite', S can be regarded as a finite state machine (without final state). The state transition diagram, however consists of 32 states and 56 edges. Let S' = (Z', D', d,) be the computation system defined by 15' = {a, 9 a,,..., a*},
and for each i, the partial function tii is defined as in Fig. 2 Let r: (Z')* -+ C* be the homomorphism defined by +,> =.f,fif3~ f(4) = g1 g2 g3 7 7(a3) = f4,
It should be clear that h = (7, p) is a bijective homomorphism from S' to S. Many of the properties of S can thus be studied through S', a much simpler computation system.
As is clear from this example, our homomorphism formulation provides a mapping from the simpler system S' to the more complex system S. The reductions of Kwong [ 121 and the contractions of Gourlay et al. [5] , just by the names themselves, are clearly mappings from the more complex to the simpler system. This is natural for the types of purposes for which [5 and 121 are using the mappings, but for our comparative analysis of models, we find that the direction of the mapping we use provides more flexibility and generality than in [5 or 121. For example, the basic definition of reduction [ 12, Definition 4.11 has conditions which seem to restrict reductions to what we call surjective homomorphisms. Also, the reduction notion does not relate sequences of transitions between S and S', that is, the 7 mapping is not used in reductions. Thus, under reductions one loses all information about what sequence of transitions actually occurred in the system. If we now consider a further definition of reduction [ 12, Definition 5.11, this requires a pair of mappings T and T' going in opposite directions between the systems. In this case T' is very much like our 7, but here it appears that the induction can only handle reducing strictly sequential nonbranching portions of the systems to single actions in the simplified system. In this case, a single transition of the simplified systems would correspond to only one sequence of actions in the original system so there would be no ambiguity created in the reduction as to which transition sequence occurred.
In [ 5 1, Gourlay et al. show how their notion of contractions relates to reductions. As in the case of reductions, the contractions differ from our homomorphisms in the direction of the mapping and in the sense that contractions contain no mapping between sequences of actions between the two systems. Possibly more important than these technical differences between our homomorphisms and the reduction and contraction notions, however, are the differences in the aims of the studies. We are primarily interested in relationships between different models of parallel computation, and in what properties carry over from one model to the next, whereas the emphasis in [ 5, 121 is to aid in the analysis of systems. Of course, for both of these aims one is interested in properties that are preserved under the mappings, and this forms the common bond between the studies. DEFINITION 2.4 . Let S = (Z, D, X) be a computation system, and let a and p be elements of C*. We write a zp if a is a permutation of /I. A homomorphism h: S, + S, is said to be spanning if the following conditions hold: for any y, z E R,, and /I E Zt, if p(y) -% p(z), then there exists an a E C,* such that y 4 z and /I 'v t(a). (2.5) there exists a k E N such that for y E R,, , y' E D,, p E ZF, if p( y) -% y', then there exist a E Zf, z E D, , z' E D,, /3', p" E .ZT such that
Furthermore, if z +y u in S,, then there exist U' E D,, y', y" E ,Zf such that
\/w fy,,
Condition (2.6) means that any computation p from p(y) of S, is a prefix of a permutation of a computation of the form r(a)jP', a E Z:, I/3" 1 < k. Furthermore, if ay is a computation from y of S, , then there must be a computation of the form @'y' such that s(a) z(y) is a prefix of a permutation of pp'y'. Intuitively, p is an initial segment of a simulation of r(u), and if cry is a computation of S,, then ,8 can be followed by a computation to simulate z(y). Clearly h = @, r) is a homomorphism from S" to S. Let P = f,fi.f3 gl id4 g3 g4. Then
is a computation in S. Since there is no a E {a, 6)* such that r(a) = /?, h is not surjective. Now we show that h is a spanning homomorphism. Suppose that p(dJ +4 p(d,), i, j E (0, 1 }. We prove (2.5) by induction on the length of /I. Clearly (2.5) holds for B = 1. Suppose that 1 /?I > 0 and (2.5) holds for any computation of length less than IpI. Suppose that i = 0. Then p must be of the form P =f,f*f3Plf4B*~ p1 E Ig,,g,,g,, g4\*, &EC*.
Then there exists a computation of the form
since for y, z E D, y -+-fd 41 z implies y + 41f4 z. By analogous reasoning, (2.5) holds for i = 1. Also, it should be clear that (2.4) holds. Hence, (2.6) follows from (2.4) and (2.5). Thus h = @, t) is a spanning homomorphism from S" to S. As we shall see later, this allows us to study the behavior of S through analyzing the simpler system S". That h = @, s) is assumed in much of what follows.
The following lemma is an immediate consequence of Definition 2.3. Proof. Let a E C&. If a is finite, then t(a) E r(Csl) c Csz. Suppose that a is infinite. Let ,f?' be any prefix of r(a). Then there exists a prefix a' of a such that /3' is a prefix of z(a'). Since $a') E Cs2, /?' E Csz, That is, every prefix of t(a) is in Cs2. Hence s(a) is in C;?. 1
We now give further results relating R,, with Rs, and C,, and Csz under particular types of homomorphisms.
A homomorphism h: S, + S, is said to be length preserving if / r(a)1 = 1 for all UEC,. LEMMA 2.3. Suppose h is a homomorphism from S, to S, such that for all a E Z,, z(a) # 1. Then r(a) =/3,pz implies there exist a, and a2 such that z(a,) = /3,, r(aJ = p2, and a = ala2 iSand only if h is length preserving.
ProoJ Clearly if h is length preserving, then r satisfies this condition. Conversely, suppose that t satisfies this condition. Let a be any element of Z, and let s(a) = bfi, b E Z,, /3 E Zf. Then there exist a,, a2 such that t(al) = 6, t(az) =p, and a = ala2. Since t(a,) ~1, a, = a and a2 =A. Thus r(a& =A =/3. Hence s(a) = b E Zz. Therefore h is length preserving. 1 LEMMA 2.4. If h: S, --+ S, is a length preserving surjective homomorphism, then P@,,) =Rs2.
ProoJ Let Si = (Zi, Di, xi), i = 1,2. Let y' be an arbitrary element of Rsl. Since P(XI) =x2 --t* y', it follows from (2.4) that there exists z E R,, such that y' -+* p(z). Let p, and p2 be elements of Cf such that Proof: Let /I be an arbitrary element of CS2. Then x2 -t4 y' for some y' E RS2. By Lemma 2.4, y' =p(y) for some y E R,,. Thus, by (2.3), there exists an a E C: such that x, _ta y and r(a) =/3. Therefore /?E t(C,,), so Cs2 E r(C,,). Applying Lemma 2.2, we get r(C,,) = Cs2. I Suppose that p(y) -t4 p(z) for y, z E R,, and p E CF. Since p(y) is in Rsz, there exists y E Cf such that x2 = P(X,) -J--+ P(Y) 4. P(Z)-Then y,LI E CSZ. Hence there exists a E C,, such that r(a) = y/L Since t is length preserving, there exist a, and a, such that r(al) = y, t(aZ) = /?. Since a, a, is in C,,, there exist y' and z' in R,, such that a2 x, al y' -z'.
By (2.2) p(y) = p(y') and p(z) = p(z'). Since p is injective, y = y' and z = 2'. Therefore yAz and r(aJ = P.
Thus (2.3) holds. Since p(R,,) = RSI, (2.4) holds. Therefore h is surjective. I
IS~M~RPHISMS
As we will see in later sections, many of the properties of interest for computation systems are expressed in terms of the R, and C, sets. Thus, the results we have just obtained in relating these sets through homomorphisms will provide the necessary tools for showing the relationships between the properties of the different models. Of particular interest, of course, is the case when two different models can be considered isomorphic. This notion is developed next. LEMMA 3.1. Let h be a bijective homomorphism from S, = (Z,, D,,x,) to S, = (C,, D,, x2). Then, for each y, z E R,, and a E XT,
Proof. Immediately follows from Definition 2.3. 1 Proof: Let h be an isomorphism. Then there exists a homomorphism h': S, --) S, such that rr', r'r, pp', p'p are identities. Since tr' and r'r are identities, t is bijective. By Lemma 3.2, r is length preserving. Hence h is length preserving. By Lemma 2.2, p'(Rs2) > R,, and r'(C,,) c C,*. Then
Thus, p(R,,) = RSI and r(C,,) = C,,. Therefore, by Theorem 2.1, h is surjective.
Since r is injective, h is injecttve. 1 Hereafter we assume that a computation system contains no partial identity operation. ProoJ: Suppose that r(a) = A for some a E Z. Suppose that a(y) = z for some Y E R,, . Then P(Y) -+' p(z). Thus p(y) = p(z). Since p is an injection, y = z. Therefore a must be a partial identity, which is excluded by assumption. I For each computation system S = (Z, D, x), the computation system 3 defined by ,!? = (Z, R,, x) is called the reduced form of S, where for each a E C, the partial function E in 8 is the restriction E ( R, of d in S. 
Since h is surjective, b = 7(a) for some a E Zi . * Thus t: Zf -+ Zf is surjective. Since h is injective r: CT -+ Cf is injective. Therefore r: ZT --) C,* is bijective.
Since h is a bijective homomorphism, conditions (2.1) and (3.1) hold. Therefore, by Corollary 3.1, h is an isomorphism. 1 DEFINITION 3.4. Let C be a finite set. For each w E Z*, let z(w) be the subset of Z defined by A surjective homomorphism h: S, -+ S, is said to be principal if for each a and b in Z,, either r(u) = 7(b) or r(r(a)) n 2(7(b)) = 0, and a f 6 implies z(t(a) f? 2(7(b)) = 0.
Principal homomorphisms play a central role in the comparitive study in this paper. In particular, one should note that every isomorphism is a principal homomorphism. Since b E r(r(a)) f~ z(z(a')), r(a) = ~(a') so that 6 = 6'. Hence G(y) is defined. I 57112s/3-3 COROLLARY 3.2. Let h: S, -+ S, be a principal homomorphism. Then for a E C,* and-v E R,,,
Hence, h satisfies Condition (3.1). DEFINITION 3.6. Let S, and S, be computation systems. Suppose that there is a homomorphism h: S, -+ S,. We say that S, is simulated by S, with respect to h. Alternatively, we say that S, is emulated by S, if there is a homomorphism h:
Let C, and C, be classes of computation systems and let H be a class of homomorphisms. We say that C, is simulated by C, with respect to H if and only if for any S, E C,, we can effectively construct S, E C, and a homomorphism h E H such that h: S, + S,. We say that C, is emulated by C, with respect to H if for any S, E C,, we can effectively construct S, E C, and h E H such that h: S, -+ S, .
Note that for S, simulated by S,, the homomorphism specifies that a computation sequence a of S, is simulated by r(a) of S,. It may be that s(a) is longer than a. In this case, S, would be thought of as requiring extra steps to perform the simulation. In a similar manner, in emulation h: S, + S,, S, may emulate a sequence in S, in fewer steps than S, requires. Then h = (p, 7) is a principal homomorphism. In fact,
Let < be the partial order on D, defined by
where < is the usual order on N. Then h is order preserving. Hence S, is emulated by S, with respect to the order preserving principal homomorphism h. Let S, = (Z,, D,, x3) be the computation system defined by z3 = {a,, azr b, , b,}, Then h' is order preserving. Hence S, is simulated by S, with respect to the order preserving principal homomorphism h'. One of the important problems in parallel processes is the problem called the mutual exclusion problem. The mutual exclusion problem for a set of parallel processes is whether, at any instant of time, at most one process is permitted to be in its critical section. Thus, S, is mutually exclusive if and only if there is no y in R,, such that
In the next section, we shall show that this problem, which is expressed in terms of exceedability, can be reduced to the corresponding problem in S, by means of the order preserving homomorphism h'.
PROBLEMS WHICH ARE PRESERVED BY HOMOMORPHISMS
In this section, we consider a number of problems which arise in parallel computation. We show that all of these problems are preserved by order preserving principal homomorphisms.
Some problems, however, cannot be expressed directly in terms of computation sequences and reachability sets. We shall not consider such problems, which include mutual exclusion and concurrency, in this paper.
We consider the following problems, assuming S = (C, D, x) is given:
(1) Reachability: For y E D, is y E R,?
That is, starting in state x is there a computation sequence of S which ends in state y.
(2) Deadlock: Does there exist an a E C, such that, for every a E Z:, era 66 C,.
That is, is it possible to reach a state from which no operation can be performed, causing the whole system to come to a halt. That is, is it true that, no matter how the system runs, each operation is performed only a finite number of times.
(4) Finiteness: Is R, finite?
That is, is there only a finite number of states that can be reached in the system starting from the initial state x?
(5) Equivalence of sets of computation sequences:
That is, is a a computation sequence starting with state y if and only if a is also a computation sequence starting with state z. 7 Note that it follows from the definitions for computation sequences that C,(y) = C,(z) iff C:(y) = C:(z).
(6) Liveness: For any a E C, and a E Z, does there exist a p E Z* such that apu E C,?
That is, is the system such that, no matter what state is reached for any operation a, it is still possible to continue the computation sequence such that a can be performed again.
(7) Exceedability: With D a partially ordered set and given y E D, does there exist a z E R, such that z > y?
These properties have been previously studied in particular models. Reachability, finiteness, and exceedability have been studied particularly in vector addition systems. The liveness problem has been studied extensively in the Petri net literature, and deadlock is of interest in cooperating sequential process. The property of lockout or starvation has also been of considerable interest. Since lockout seems to involve several concepts which are not required for the other properties, and there seem to be several different forms of lockout, we do not include a discussion of lockout in this paper. This notion of a problem being preserved by H provides a basic mechanism for transferring knowledge of properties from one class of systems to another.
Let C, and C, be classes of computation systems. Suppose that C, is simulated by C, with respect to H. Let P be a problem preserved by H; then the problem P in C, is recursively reducible to the problem P in C, ; that is, if P is decidable in C,, then P is also decidable in C,. Similarly, if P is undecidable in C, , then P is also undecidable in C,. If P in C, is recursively reducible to P in C, and P in C, is recursively reducible to P in C, , then P in C, is recursively equivalent to P in C,, that is, one is decidable iff the other is. Proof: Let h: S, --) S, be a spanning homomorphism. Suppose that S, has a deadlock. Then there exists a p E Cs2 such that /Ib G$ Cs2 for all b E Z,. Let y' be the element such that x, -J' y'. Then 8( y') = 1 for all b E 2,. Let k be an integer which satisfies condition (2.6). Then, by (2.6), there exist a E ZF, z E D,, /3" E ZT such that Ip" ) < k and
Choose z and 8" such that the length of /3" is minimum. Suppose that g(z) # 1 for some a E C,. Then by (2.6), there exist u E D, and y" E Zf such that p" = r(a)y" and
Since 1 y") < I/PI, th is contradicts the minimality of Ip"j. Hence d(z) = 1 for all a E C. Thus, S, has a deadlock. Suppose that S, has a deadlock. Then there exists an a E C,, such that aa 6Z C,, for all a E Z,. Let y be the element such that X, +a y. Suppose that there is a computation of S, such that Proof. Let h: S, --t S, be a spanning homomorphism. Let k be an integer which satisfies (2.6). Suppose that C,, is infinite. Then for any n E N, there is a computation of S, such that Since, #V( y') < n"' for each y' E RS2, #Rs2 < nm. #R,,.
Hence R,, is finite if and only if RS2 is finite. 1
We shall see later that a spanning homomorphism does not preserve finiteness. Therefore a E C,,(z). Hence we have C,,(y) c C,,(z). By symmetry, C,,(z) E C,,(y).
Hence we have C,,(y) = C,,(z). Suppose that C,,(y) = C,,(z). Let /? be an arbitrary element of Cs2@(y)). Then
for some y' E RS2.
Then, by (2.4), there exist p' E Z:, y" E Rs, such that
y L y", r(a) = pp.
Since a E C,,(y) = C,,(z), there exists z" E R,, such that Hence, by (2.2), z * z".
Thus BE CSJP(Z))~ so C&(Y)) c C, @(z>). BY symmetry, Cs2@(z)) c C,JP(Y)).
Hence we have C,*@(y)) = C&(z)). b Suppose that there exists a z' E RS2 such that z' >p(y). Since p(y) E p(D,), it follows from (3.3) that z' E p(D,), that is, there exists a z E D, such that z' = p(z). By Theorem 4.1, z E R,, . Hence by (3.2), z > y. a It should be immediately evident from the definitions of the various properties given at the start of this section that there are relationships between them. For example, termination implies deadlock and deadlock implies nonlinveness. The converses of these implications do not, in general, hold. Later we shall show some examples demonstrating these relationships.
In the following sections, we shall show how certain models of parallel computation can be simulated by other models of parallel computation under the types of homomorphisms we have defined; i.e., by spanning homomorphisms, principal homomorphisms, or isomorphisms. Then, using the results in this section which preserve properties under these homomorphisms, it directly follows that the properties that hold in one model can be determined via the properties of the simulating model.
VECTOR ADDITION SYSTEMS,~ECTOR REPLACEMENT SYSTEMS, AND GENERALIZED PETRI NETS
In this section, we wish to show relationships between vector addition systems, vector replacement systems, and generalized Petri nets. As before, we let Z denote the set of integers and N the set of natural numbers. For each x E Z", and i, 1 < i < n, x(i) denotes the ith component of x. For each x and y in Z", the sum x + y is defined by (x + y>(i) = x(i) + y(i).
l<i<n.
For x, y E Z", we write x > y if x(i) > y(i) for all i, 1 < i < n. Note that > is a partial order on Z". We denote the zero vector (O,..., 0) by 0". DEFINITION 
5.1.
An n-dimensional vector addition system is a pair V = (C, x) in which x is an n-dimensional vector of nonnegative integers, and C is a finite set of n- S, = (Z, D, x) is said to be the computation system realized by R. We denote, by VAS and VRS, the classes of computation systems realized by vector addition systems and vector replacement systems, respectively. THEOREM 5.1. Every VRS is simulated by a VAS with respect to order preserving principal homomorphism.
ProoJ: Let R = (Z,, x,) be a n-dimensional vector replacement system. Let m = #Z,. Now we construct an (n + m + 1)-dimensional vector addition system V= (C2, x2). Let Z, = {a,, a, ,..., a,}. For each ai = (ui, vi), let a,! and uf' be elements of Z"+"+' defined as follows: uf(j) = ui(j)T Hence z = t, p(y) -+ai'I p(z). Therefore, (2.2) holds, so h is a homomorphism. Suppose that p(y) -+b w' in S, for some y E N", w' E N"' mt ', b E C,. Then b = uf for some i. (Since p(y)(j) = 0 for j = n + l,..., n + m, a: cannot be applied to p(y) for any i.) Since w'(n + i) = 1 and w'(n + m + 1) = 0, the only applicable operation to w' is a;. Then
is in S, and ai yz isin S,.
Hence (2.3) and (2.4) hold. Therefore h is surjective. Since ~($a~)) n @ai)) = 0, i # j, h is principal.
Clearly (3.2) holds. Suppose that x2 +* y is in S,. Then there exists an i, 1 < i < n + 1 such that y(n + i) = 1 and y(n + j) = 0 for j # i, l<j,<m+l.
Then y E p(N") if and only if ~(n + m + 1) = 1 and y(j) = 0 for j = n + I,..., n + m. Thus (3.3) holds. Hence h is order preserving. I Remark.
In [9] it was shown that the exceedability and termination problems are decidable in VAS. Thus, using the results of Section 4, these problems are also decidable in VRS. This yields another proof of this result given in [lo]. A transition a is enabled if its input places contain enough tokens. The firing of the transition produces a new marking by removing tokens from the input places and adding tokens to the output places as indicated by the size of the arcs.
A computation sequence for a Petri net is usually called afiring sequence. A transition a is said to befireuble at a marking y if a(v) f 1. Proof. Let P = (II, Z,, A, x) be a generalized Petri net, for which n= {PI, Pz,..., P,} and z, = @,,a,,..., a,}. We now construct an n-dimensional vector replacement system R = (Z:,, N", x') as follows: The class of generalized Petri nets without equivalent transitions and the class VRS can simulate each other with respect to isomorphisms.
Proof: Let P be a generalized Petri net without equivalent transitions. Let R be the vector replacement system and h: S, + S, be the homomorphism constructed as in Theorem 5.2. Then for any distinct operations a, and aj in C,, r(a,) # r(aj). Thus 7: Z,* --t ,Q is bijective. Note that p is bijective and h satisfies (2.1) and (3.1). Hence, by Corollary 3.1, h is an isomorphism.
Suppose that a vector replacement system R = (CZ, N", x) is given. Then, we can construct a generalized Petri net without equivalent transitions, using the same correspondence as in Theorem 5.2. Thus, VRS can be simulated by generalized Petri nets without equivalent transitions with respect to isomorphisms. I COROLLARY 5.2. The class of irreflexive generalized Petri nets without equivalent transitions and the class VAS can simulate each other with respect to isomorphisms.
Proof
Let P be an irreflexive generalized Petri net without equivalent transitions. Let R be the vector replacement system constructed from P as in Theorem 5.2. Now a vector addition system can be regarded as a special type of vector replacement system for which ui(j) = min{O, vi(j)} f or all i and j. The proof of equivalence between the VAS and the VRS satisfying this condition should be evident. The system constructed from P satisfies this condition, so R can be regarded as a vector addition system. Since P contains no equivalent transitions, h is an isomorphism.
Conversely, given a vector addition system R we can construct an isomorphic generalized Petri net P, using the same correspondence as in Theorem 5.2. I Our correspondences between generalized Petri nets, vector addition systems and vector replacement systems are summarized in Fig. 5.2 .
Corollaries 5.1 and 5.2 were stated as Propositions 7 and 8, respectively, in [ 161, but were not formally proved there. Similar relationships have been given previously by Hack, Keller [IO] , and others. In addition to the formal proofs of these results using our homomorphisms definitions which we supply here, Theorem 5.2 gives a more exact correspondence between GPN and VRS than has appeared previously. To conclude this section, we return to the relationships between the various problems mentioned earlier in Section 4. We consider the two Petri nets shown in Fig. 5 .3.
Petri net P, does not terminate but has a deadlock, showing that deadlock does not imply termination. The point is that an infinite firing sequence is possible-if we assume the rightmost transition never fires. On the other hand, if this transition does fire then the system is deadlocked. Example P, has no deadlock but is not live. This can be seen by observing that after the first tiring of the rightmost transition, firings of the top loop can no longer occur. Thus nonliveness does not imply deadlock.
Next, we show that a spanning homomorphism does not preserve some properties. Consider Petri nets P, and P, in Fig. 5 Then h is a spanning homomorphism from P, to P,. Note that the reachability set of P, is finite, but the reachability set of P, is infinite. Hence, in general, a spanning homomorphism does not preserve finiteness. A marked graph is a generalized marked graph P = (ZZ, Z, A, x) in which, for each p E I7 and a E 22, A(P, a) < 1, 4~ P)< 1.
The concept of semaphores was introduced by Dijkstra [4] to provide a means of coordinating cooperating sequential process. A semaphore s is a nonnegative integervalued variable which can be accessed in program processes only by two types of instructions P(s) and V(s), which are defined as follows: P(s) is an indivisible operation on a semaphore s, and P(s) at location L has the same meaning as L:ifs< lgotoLelsescs-1.
Of course, if one performance of P(s) is taken and s < 1 with a return to L, then this next performance of P(s) must competively seek access to s along with all other operations on s.
An indivisible operation V(s) on a semaphore s, has the same meaning as sts+ 1.
DEFINITION 6.2. Let X= (si,s2,..., R s } be a finite set. An element of X is called a semaphore. For each i, 1 < i < n, let P(s,) and V(s,) be abstract symbols. Let P = {P(si) ( 1 < i < n), V= {V(si)I 1 <i<n}. -__ For each i, 1 < i < n, the partial functions P(si) and V(s,) from N" to N" are defined as follows: Let y = (y, ,..., y,) E N". Then V@,)(y) = (z, ,..., z,,) is defined by An element of P*V* -{A} is called a process over semaphores (si,.... s,}. A producer-consumer system is a pair S = (Z, x), where C is a finite set of processes and x is an element of N". Let a be a process and s be a semaphore. Then, a is called a producer of s if a contains a V(s) operation, and s is called a consumer of s if a contains a P(s) operation. A producer+onsumer system S is said to be unshared if each semaphore appearing in S has at most one producer and at most one consumer. Let S = (22, x) be a producer-consumer system. Then for each process a = P(s,,) . * * P(Si,) V(Sj,) * * * V(sj,) in Z, the partial function 6: N" + N" is defined by Note here that our definition prespecifies and fixes the order of the P's and V's for each process a.
We say that S, = (C, N", x) is the computation system realized by S.
THEOREM 6.1. The class of generalized marked graphs can be simulated bv the class of unshared producer-consumer systems with respect to isomorphism.
ProoJ Let P = (Z7, Z, A, x) be a generalized marked graph, where ZZ = (s, ,..., s,} and Z = {a, ,..., a,}. Now we construct a producer-consumer system S over semaphores (sr ,..., s,} as follows. For each i, 1 < i < m. let bi be the process defined by Then, for y and z in D, and a,,
Thus, (t,~) is an isomorphism. 1 EXAMPLE 6.1. Consider the generalized marked graph P depicted in Fig. 6.1 (a) . The unshared producer-consumer system S isomorphic to P is given in Fig. 6.1 b. The region between the P's and V's is the figure could contain other useful computations for the processes. (ii) a finite set E of edges, where any given edge e is directed from a specified node initial(e) to a specified node terminal(e), (iii) four nonnegative integer functions x(e), U(e), W(e), T(e), where 7'(e) > W(e), are associated with each edge e. The function x: E -+ N is called the initial marking; T: E -+ N is called the threshold function; U and W are called the firing functions.
Informally, a computation of a computation graph is defined as follows: In a computation graph, each edge acts as a queue and each node acts as an operation. For each e, x(e) is the number of items initially in a queue, T(e) is the number of items needed in a queue before its terminal node may be activated, U(e) is the number of items added to the queue whenever its initial node completes an activation, and W(e) is the number of items removed from the queue when its terminal node activates.
A function y: E -+ N is called a marking. Let D, be the set of all markings of G. bi. Then U(ej) is the number of V(sj) operations in bi. If sj has no producer, then U(ej) = 0. Suppose that sj has the consumer b,. Then T(ej) = W(ej) is the number of P(sj) operations in bi. If sj has no consumer, then T(ej) = lV(e,/) = 0. The initial marking x' of G is defined by x'(e) = x(sj), 1 < j < m. It should be clear that G is isomorphic to S. 1 EXAMPLE 6.2. The computation graph described in Fig. 6 .2 is isomorphic to the unshared producer-consumer system S in Fig. 6 .lb, where a label (n,, n2, n3, n,) attached to edge e stands for (x(e), V(e), w(e), T(e)). We prove the lemma by induction on o(G). Suppose that there is an edge e of G such that U(e) = 0. Let e be directed from node a to node b. Remove e from G and add an edge e' directed from b to b. Let G' be the resulting computation graph where U', W', T', and the initial marking of G' is defined by U'(e') = 1, W'(e') = T'(e') = W(e) + 1, x'(e') = x(e) + 1, and for each edge s, s # e.
That is, Clearly, G' is isomorphic to G. Suppose that there is an edge e of G such that W(e) = 0. Let e be directed from a to b. Remove e from G and add an edge e' from a to a. Let G' be the resulting computation graph, where U'(e') = U(e) + 1, W'(e') = T'(e') = 1, x'(e') =x(e) + 1, and for s, s # e,
That is Then, it should be clear that G' is isomorphic to G. m Since indeg(e) < 1 and outdeg(e) < 1 for each e in E, P is a generalized marked graph. Clearly, P is isomorphic to G. 1
The results obtained in this section are summarized in Fig. 6 .3, where C, -+ CZ means that the class C, is simulated by the class C, with respect to isomorphism. The computation system S' is called the detailed form of S. 1 THEOREM 6.4. Let S be u producer-consumer system. Let S be the computation system realized by S. Let S' be the detailed form of S. If S is unshared, then there exists a spanning homomorphism h: S + S'.
ProoJ: Let S= ({a,,..., a,,}, x) be a producer-consumer system over semaphores 1s 1 ,..., s,}. For each i (1 < i < n), let ui be of the form a, = P(s,,) * * . P(Siki) V(Siki+ *) *. ' v(siji)* Now we show that h is a spanning homomorphism. Clearly, h satisfies (2.1) and (2.2), and hence h is a homomorphism. First we note that if 1 < i # j < n, 1 < t < ki, kj < u < Ij(i.e., if fi, is a P-operation nrfh and fjU is a V-operation), then y ---+ /;,, fi, y' implies yy'.
Since S is unshared, if 1 < i # j < n, 1 < t < ki, 1 < u < kj, then sil # sit,. Hence It should be noted that Theorem 6.4 does not hold when S is not unshared. For example, consider the three process producer-consumer system:
The computation system S realized by S is isomorphic to the Petri net of Fig. 6 .4. The detailed form S' of S is shown in Figure 6 .5. Here, S' has a deadlock. In fact, f,,f,,J,,fz,f,,f@ C,, for all f E {&I 1 < i. for some vi,..., 0;. for some z E D. Hence (6.5) holds.
PETRI NETS AND GENERALIZED PETRI NETS
In this section, we consider relationships between Petri nets and generalized Petri nets using our notions of homomorphisms, simulation, and emulation. Since Petri nets are a subclass of generalized Petri nets, it is obvious that generalized Petri nets can simulate Petri nets, and that any technique used to solve questions about generalized Petri nets can be directly applied to questions about Petri nets also.
The simulation of emulation of generalized Petri nets by Petri nets is not so obvious. What we do in this section is show that, for any transition a and place p, the d(a, p) function of a generalized Petri net can be iteratively reduced to value 1 as required for Petri nets. Then we show that A(p, a) can also be reduced, and this provides us with the result that a generalized Petri net can be emulated by a Petri net with respect to a principal homomorphism. Although relationships between Petri nets and generalized Petri nets have been investigated by others previously, especially Hack, it seems that our results, at least our constructions, differ significantly from those done previously. Further reference to this work can be found in [ 19) . A(a,p)> 1
The out-index and in-index of P is defined by out-index(P) = c out-index(u), in-index(P) = c in-index(a). c2E.r ClEZ
Note that P is a Petri net if and only if out-index(P) = in-index(P) = 0. LEMMA 7.1. A generalized Petri net P = (l7, C, A, x) of out-index n, n > 0, can be simulated by a generalized Petri net P' of out-index n -1 with respect to a principal homomorphism.
ProoJ Let a E Z be a transition such that out-index(u) > 1. Then there exists pEnsuch thatA(a,p)> 1. Given transition a of P, then P' is essentially constructed as follows: Transition a is replaced by transitions u1 and a2 which are controlled so as to fire in sequence ala2 in P' as a replacement for the firing of a in P. The A(a, p) of P can thus be reduced by 1 by letting A'(a,, p) = 1 and A'(a2, p) = A(a, p) -1, thus causing the number of tokens deposited in p by the firing of a to be identical to the number deposited by the ala2 firing in P'. For control purposes, two new places q, and q2 are used in P', q2 to sequence the ala2 firing and q, to insure that new firing sequences cannot arise in P' due to the splitting of transition a. The details of the construction are as follows: Let P' = (IT', C', A', x') be the generalized Petri net defined by n'=nu {q,,q*}, Z'=(Z-{a))U{a,,a,) We define A' as follows: (see Clearly, h = (r, p) satisfies conditions (2.1) and (2.2), and hence, h is a homomorphism. Suppose that for y E DP and z E DP, P(Y) --% a holds in P'. Then z(q,) = 0 and z(q,) = 1. Since z(q,) = 1, the transition a2 is fireable at z. Since z(q,) = 0, no transition other than a2 is fireable at z. Hence (2.3) and (2.4) hold. Since I(@)) n 1(5(c)) = 0 for b # c, h is a principal homomorphism.
1
By repeated application of Lemma 7.1 we obtain the following corollary. The next logical step would be to find a construction to reduce the in-index of a generalize Petri net with respect to a principal or spanning homomorphism so that one could simulate the generalized Petri net by a Petri net with respect to such a homomorphism. We have not been successful in finding such a construction. On the other hand, we have not shown that this is impossible. Thus we leave this as an open problem worth considering.
Our next lemma, however, shows how to split the edge weight A(p, a) approximately in half. Thus, it enables us to study the properties of generalized Petri nets by Petri nets through emulation using surjective homomorphisms. To prove the lemma, it suffices to construct a generalized Petri net P' of out-index 0 and in-index less than m, and a surjective homomorphism from P' to P. We construct P' as follows: Let P' = (IZ', C', A', x'), where n' = flu (40, q,), C' = {a,, a, ) a E Z).
Since P has in-index m > 0, it must contain some place p with A(p, a) > 1. We pick such a place p and construct P' based on this choice of p. Let u2) of P' for each transition a of P, using in all cases the same control places q. and ql, this creates a complex of arrows entering q. and qr . We shall see later that q. will contain a token if and only if p contains an even number of tokens and q, will contain a token if and only if p contains an odd number of tokens. Thus q,, and q, control whether a, or a, can fire, depending upon the evenness or oddness of tokens in p.
Let 5: (C')* -+ C* be the homomorphism defined by r(u,) = s(q) = a for each a E C. Let p: DP' -+ DP be the function defined by Therefore z' = p(z), so that (7.1) holds. I
Note that the homomorphism constructed in the proof of Lemma 7.2 is not principal, since a, and a, realize different partial functions, but r(u,) = r(u,). In Petri nets, it is not allowed that two distinct transitions have the same name. Let us extend the notion of Petri net to allow that distinct transitions can possess the same name (in this case, each a E Z:, in general, realizes a binary relation on D but not a partial function from D to D). Let P" be the Petri net obtained from P' by replacing the names a, and a, by u for each a E C. Let r' be the identity homomorphism. Then h' = @, r') is a principal homomorphism from P" to P. Note that any problem in generalized Petri nets mentioned in Section 4 can be reduced to the corresponding problem in Petri nets. In fact, by Corollary 7.1, we can reduce it to the problem in generalized Petri nets of out-index 0. Then, by Lemma 7.2, we can reduce it to the problem in Petri nets.
CONCLUSIONS
In our quest for providing a firm mathematical basis for relating different models of parallel computation, we have introduced an underlying model that we call a computation system. We showed how various other models (namely, vector addition systems, vector replacement systems, Petri nets, generalized Petri nets, computation graphs, unshared producer-consumer systems, and generalized marked graphs) could be realized in terms of computation systems; and then we related the various models through this common formulation. In order to provide precise relationships, we introduced the concept of homomorphisms between computation systems. In so doing we found that different types of homomorphisms were advisable to introduce. This was so since the various properties that one was interested in capturing and studying within the models turn out to be preserved only under certain homomorphisms. These details are given in Section 4.
As we developed the computation system model, we became aware of other related work, e.g., that of Kwong [ 121 and Gourlay et al. [5] , that had some similarities with our work; particularly in the sense that they also introduced mappings that preserved properties. We have attempted to provide some insight into how these other works are related to ours by making some brief comments on this in the first few sections of the paper.
This study, although extensive, is incomplete in several ways. First, there are other properties and models of parallel computation, and variations of the models, that we have not touched on here. We believe, however, that the computation system approach we 'have introduced here could be used to study other properties and models as well. Second, there are other papers that provide discussions of relationships between models of parallel computation-often treated in a much different manner, and using different constructions than we have used. One such example is that of Lipton et al. [ 131. We have not attempted to mold these other approaches into our computation system and homomorphism approach. In fact, it is not clear how, or if, this could be done. It is certainly possible that the types of questions asked about the models, and the properties studied, are sufficiently different so as to make any such comparison of little use. Finally, there are some open questions that could be looked at further. One is the capturing of the various notions of lockout, starvation, or unbounded waiting in terms of computation systems, and the determination of what types of homomorphisms preserve these properties. Another is whether a direct construction can be found which reduces the in-index of generalized Petri nets with respect to a homomorphism that preserves the desired properties. Such a result could then provide a way to directly simulate generalized Petri nets by Petri nets. One approach here, would be to look at constructions given by other authors (e.g., Hack) in their works at relating Petri nets and generalized Petri nets to see if, or how, these approaches tit into the computation system and homomorphism approach that we have introduced.
