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THE HOROBOUNDARY AND ISOMETRY GROUP OF
THURSTON’S LIPSCHITZ METRIC
CORMAC WALSH
Abstract. We show that the horofunction boundary of Teichmu¨ller space
with Thurston’s Lipschitz metric is the same as the Thurston boundary. We
use this to determine the isometry group of the Lipschitz metric, apart from in
some exceptional cases. We also show that the Teichmu¨ller spaces of different
surfaces, when endowed with this metric, are not isometric, again with some
possible exceptions of low genus.
1. Introduction
Consider a connected oriented surface S of negative Euler characteristic. A
hyperbolic metric on S is a Riemannian metric of constant curvature −1. The
Teichmu¨ller space T (S) of S is the space of complete finite-area hyperbolic metrics
on S up to isotopy.
In [27], Thurston defined an asymmetric metric on Teichmu¨ller space:
L(x, y) := log inf
φ≈Id
sup
p6=q
dy(φ(p), φ(q))
dx(p, q)
, for x, y ∈ T (S).
In other words, the distance from x to y is the logarithm of the smallest Lipschitz
constant over all homeomorphisms from x to y that are isotopic to the identity.
Thurston showed that this is indeed a metric, although a non-symmetric one. In
the same paper, he showed that this distance can be written
L(x, y) = log sup
α∈S
ℓy(α)
ℓx(α)
,
where S is the set of isotopy classes of non-peripheral simple closed curves on S,
and ℓx(α) denotes the shortest length in the metric x of a curve isotopic to α.
Thurston’s Lipschitz metric has not been as intensively studied as the Teichmu¨ller
metric or the Weil–Petersson metric. The literature includes [16, 23, 18, 24, 19, 25,
5, 26]; most of it is very recent.
In this chapter, we determine the horofunction boundary of the Lipschitz metric.
The horofunction boundary of a metric space was introduced by Gromov in [9],
and has applications in studying isometry groups [14], random walks [12], quantum
metric spaces [21], and is the right setting for Patterson–Sullivan measures [4].
We show that the compactification of Teichmu¨ller space by horofunctions is
isomorphic to the Thurston compactification, and we give an explicit expression for
the horofunctions. Denote by ML the space of measured laminations on S and by
PML its projectivization.
Key words and phrases. horoboundary, Teichmuller space, Lipschitz metric, stretch metric,
isometries.
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Theorem 3.6. A sequence xn in T (S) converges in the Thurston compactification
if and only if it converges in the horofunction compactification. If the limit in the
Thurston compactification is the projective class [µ] ∈ PML, then the limiting
horofunction is
Ψµ(x) = log
(
sup
η∈ML
i(µ, η)
ℓx(η)
/
sup
η∈ML
i(µ, η)
ℓb(η)
)
.
Here, b is a base-point in T (S), and i(·, ·) denotes the geometric intersection
number. Recall that the latter is defined for pairs of curve classes (α, β) ∈ S × S
to be the minimum number of transverse intersection points of curves α′ and β′
with α′ ∈ α and β′ ∈ β. This minimum is realised if α′ and β′ are closed geodesics.
The geometric intersection number extends to a continuous symmetric function on
ML×ML.
It is known that geodesics always converge to a point in the horofunction bound-
ary; see Section 2. Hence, an immediate consequence of the above theorem is the
following.
Corollary 1.1. Every geodesic of Thurston’s Lipschitz metric converges in the
forward direction to a point in the Thurston boundary.
This generalises a result of Papadopoulos [16], which states that every member
of a special class of geodesics, the stretch lines, converges in the forward direction
to a point in the Thurston boundary.
The action of the isometry group of a metric space extends continuously to an
action by homeomorphisms on the horofunction boundary. Thus, the horofunction
boundary is useful for studying groups of isometries of metric spaces. One of the
tools it provides is the detour cost, which is a kind of metric on the boundary. We
calculate this in Section 6.
Denote by ModS the extended mapping class group of S, that is, the group
of isotopy classes of homeomorphisms of S. It is easy to see that ModS acts by
isometries on T (S) with the Lipschitz metric. We use the detour cost to prove the
following.
Theorem 7.8. If S is not a sphere with four or fewer punctures, nor a torus with
two or fewer punctures, then every isometry of T (S) with Thurston’s Lipschitz
metric is an element of the extended mapping class group ModS.
This answers a question in [17, §4].
It is well known that the subgroup of elements of ModS acting trivially on T (S)
is of order two if S is the closed surface of genus two, and is just the identity element
in the other cases considered here.
Theorem 7.8 is an analogue of Royden’s theorem concerning the Teichmu¨ller
metric, which was proved by Royden [22] in the case of compact surfaces and
analytic automorphisms of T (S), and extended to the general case by Earle and
Kra [7]. Our proof is inspired by Ivanov’s proof of Royden’s theorem, which was
global and geometric in nature, as opposed to the original, which was local and
analytic.
The following theorem shows that distinct surfaces give rise to distinct Te-
ichmu¨ller spaces, except possibly in certain cases. Denote by Sg,n a surface of
genus g with n punctures.
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Theorem 7.9. Let Sg,n and Sg′,n′ be surfaces of negative Euler characteristic.
Assume {(g, n), (g′, n′)} is different from each of the three sets
{(1, 1), (0, 4)}, {(1, 2), (0, 5)}, and {(2, 0), (0, 6)}.
If (g, n) and (g′, n′) are distinct, then the Teichmu¨ller spaces T (Sg,n) and T (Sg′,n′)
with their respective Lipschitz metrics are not isometric.
This is an analogue of a theorem of Patterson [20]. In the case of the Teichmu¨ller
metric it is known that one has the following three isometric equivalences: T (S1,1) ∼=
T (S0,4), T (S1,2) ∼= T (S0,5), and T (S2,0) ∼= T (S0,6). It would be interesting to know
if these equivalences still hold when one takes instead the Lipschitz metric.
It would also be interesting to work out the horofunction boundary of the re-
versed Lipschitz metric, that is, the metric L∗(x, y) := L(y, x). Since L is not
symmetric, L∗ differs from L, and one would expect their horofunction boundaries
to also differ.
The contents of this chapter are as follows. In the next section, we recall the
horofunction boundary of a metric space. In section 3, we show that the horofunc-
tion boundary of the Lipschitz metric is the Thurston boundary. In section 4, we
recall the definition of stretch line and prove that all horofunctions of the Lipschitz
metric are Busemann points. In section 5, we recall some results about the detour
cost, which we calculate for the Lipschitz metric in section 6. Section 7 is devoted
to the proofs of Theorems 7.8 and 7.9.
Acknowledgments: We thank Weixu Su for some comments on an early draft and
Mickae¨l Crampon for a detailed reading.
2. The horofunction boundary
Let (X, d) be a possibly non-symmetric metric space, in other words, d has all
the properties of a metric except that it is not necessarily symmetric.
We endow X with the topology induced by the symmetrised metric dsym(x, y) :=
d(x, y) + d(y, x). Note that for Thurston’s Lipschitz metric, this topology is just
the usual one on T (S); see [18].
The horofunction boundary of (X, d) is defined as follows. One assigns to each
point z ∈ X the function ψz : X → R,
ψz(x) := d(x, z)− d(b, z),
where b is some base-point. Consider the map ψ : X → C(X), z 7→ ψz from X
into C(X), the space of continuous real-valued functions on X endowed with the
topology of uniform convergence on bounded sets of dsym.
Proposition 2.1 ([2]). The map ψ is injective and continuous.
Proof. The triangle inequality implies that ψx(·)− ψy(·) ≤ d(y, x) + d(x, y), for all
x and y in X . The continuity of ψ follows.
Let x and y be distinct points in X , and relabel them such that d(b, x) ≥ d(b, y).
We have
ψy(x) − ψx(x) = d(x, y) − d(b, y)− d(x, x) + d(b, x)
≥ d(x, y),
which shows that ψx and ψy are distinct. 
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The horofunction boundary is defined to be
X(∞) := cl{ψz | z ∈ X}\{ψz | z ∈ X},
where cl denotes the closure of a set. The elements of X(∞) are called horofunc-
tions. This definition first appeared, for the case of symmetric metrics, in [9]. For
more information, see [2], [21], and [1].
One may check that if one changes to an alternative base-point b′, then the new
function assigned to a point z is related to the old by ψ′z(·) = ψz(·) − ψz(b
′). It
follows that the horofunction boundary obtained using b′ is homeomorphic to that
obtained using b, and the horofunctions are related by ξ′(·) = ξ(·)− ξ(b′).
Note that, if the metric dsym is proper, meaning that closed balls are compact,
then uniform convergence on bounded sets is equivalent to uniform convergence on
compact sets.
The functions {ψz | z ∈ X} satisfy ψz(x) ≤ d(x, y) + ψz(y) for all x and y.
Hence, for all horofunctions η,
η(x) ≤ d(x, y) + η(y), for all x and y in X. (1)
It follows that all elements of cl{ψz | z ∈ X} are 1-Lipschitz with respect to the
metric dsym. We conclude that, for functions in this set, uniform convergence on
compact sets is equivalent to pointwise convergence.
Moreover, if dsym is proper, then the set cl{ψz | z ∈ X} is compact by the
Ascoli–Arzela` Theorem, and we call it the horofunction compactification.
The following assumptions will be useful. They hold for the Lipschitz metric;
see [18].
Assumption A. The metric dsym is proper.
A geodesic in a possibly non-symmetric metric space (X, d) is a map γ from a
closed interval of R to X such that
d(γ(s), γ(t)) = t− s,
for all s and t in the domain, with s < t.
Assumption B. Between any pair of points in X, there exists a geodesic with
respect to d.
Assumption C. For any point x and sequence xn in X, we have d(xn, x)→ 0 if
and only if d(x, xn)→ 0.
Proposition 2.2 ([2]). Assume A, B, and C hold. Then, ψ is an embedding of X
into C(X), in other words, is a homeomorphism from X to its image.
Proof. That ψ is injective and continuous was proved in Proposition 2.1.
Let zn be a sequence in X escaping to infinity, that is, eventually leaving and
never returning to every compact set. We wish to show that no subsequence of ψzn
converges to a function ψy with y ∈ X . Without loss of generality, assume that
ψzn converges to ξ ∈ cl{ψz | z ∈ X}.
Since dsym is proper, dsym(y, zn) must converge to infinity. For each n ∈ N, let
γn be a geodesic segment with respect to d from y to zn. Choose r > d(b, y)+ ξ(y).
It follows from assumption C that the function t 7→ dsym(y, γn(t)) is continuous for
each n ∈ N. Note that this function is defined on a closed interval and takes the
value 0 at one endpoint and dsym(y, zn) at the other. Therefore, for n large enough,
we may find tn ∈ R+ such that dsym(y, xn) = r, where xn := γn(tn).
HOROBOUNDARY AND ISOMETRY GROUP OF THURSTON’S METRIC 5
Since dsym is proper, and all the xn lie in a closed ball of radius r, we may assume,
by taking a subsequence if necessary, that xn converges to some point x ∈ X .
Observe that ψzn(xn) = ψzn(y) − d(y, xn), for all n ∈ N. Since the ψzn are 1-
Lipschitz with respect to dsym, we may take limits and get ξ(x) = ξ(y)−d(y, x). On
the other hand, ψy(x) = d(x, y)− d(b, y). So ψy(x)− ξ(x) = r − d(b, y)− ξ(y) > 0.
This shows that ξ is distinct from ψy.
Now let pn be a sequence in X such that ψpn converges to ψp in ψ(X). From
what we have just shown, pn cannot have any subsequence escaping to infinity.
Therefore pn is bounded in the dsym metric. It then follows from the compactness
of closed balls and the continuity and injectivity of ψ that pn converges to p. 
We henceforth identify X with its image.
Proposition 2.3. Assume A, B, and C hold. Let xn be a sequence in X converging
to a horofunction. Then, only finitely many points of xn lie in any closed ball of
dsym.
Proof. Suppose xn is a sequence in X such that some subsequence of dsym(b, xn)
is bounded. By taking a further subsequence if necessary, we may assume that xn
converges to a point x in X . By Proposition 2.2, ψxn converges to ψx, and so xn
does not converge to a horofunction. 
A path γ : R+ → X is called an almost-geodesic if, for each ǫ > 0,
|d(γ(0), γ(s)) + d(γ(s), γ(t)) − t| < ǫ, for s and t large enough, with s ≤ t.
Rieffel [21] proved that every almost-geodesic converges to a limit in X(∞). A ho-
rofunction is called a Busemann point if there exists an almost-geodesic converging
to it. We denote by XB(∞) the set of all Busemann points in X(∞).
Isometries between possibly non-symmetric metric spaces extend continuously
to homeomorphisms between the horofunction compactifications.
Proposition 2.4. Assume that f is an isometry from one possibly non-symmetric
metric space (X, d) to another (X ′, d′), with base-points b and b′, respectively. Then,
for every horofunction ξ and point x ∈ X,
f · ξ(x) = ξ(f−1(x)) − ξ(f−1(b′)),
Proof. Let xn be a sequence in X converging to ξ. We have
f · ξ(x) = lim
n→∞
d′(x, f(xn))− d
′(b′, f(xn))
= lim
n→∞
(
d(f−1(x), xn)− d(b, xn)
)
+
(
d(b, xn)− d(f
−1(b′), xn)
)
= ξ(f−1(x))− ξ(f−1(b′)). 
3. The horoboundary of Thurston’s Lipschitz metric
We start with a general lemma relating joint continuity to uniform convergence
on compact sets.
Lemma 3.1. Let X and Y be two topological spaces and let i : X × Y → R be a
continuous function. Let xn be a sequence in X converging to x ∈ X. Then, i(xn, ·)
converges to i(x, ·) uniformly on compact sets of Y .
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Proof. Take any ǫ > 0, and let K be a compact subset of Y . The function i(·, ·)
is continuous, and so, for any y ∈ Y , there exists an open neighbourhood Uy ⊂ X
of x and an open neighbourhood Vy ⊂ Y of y such that |i(x
′, y′) − i(x, y)| < ǫ for
all x′ ∈ Uy and y
′ ∈ Vy. Since K is covered by {Vy | y ∈ K}, there exists a finite
sub-covering {Vy1 , . . . , Vyn}. Define U :=
⋂
i Uyi . This is an open neighbourhood
of x, and |i(x′, y)− i(x, y)| < ǫ for all y ∈ K and x′ ∈ U . 
We use Bonahon’s theory of geodesic currents [3]. The space of geodesic currents
is a completion of the space of homotopy classes of curves on S, not necessarily
simple, equipped with positive weights.
More formally, let G be the space of geodesics on the universal cover of S,
endowed with the compact-open topology. A geodesic current is a positive measure
on G that is invariant under the action of the fundamental group of S.
It is convenient to work with the space of geodesic currents because both Te-
ichmu¨ller space T (S) and the spaceML of compactly supported measured geodesic
laminations are embedded into it in a very natural way. Furthermore, there is a
continuous symmetric bilinear form i(x, y) on this space that restricts to the usual
intersection form when x and y are in ML, and takes the value i(x, y) = ℓx(y)
when x ∈ T (S) and y ∈ML.
We denote by PML the projective space of ML, that is, the quotient of ML
by the multiplicative action of the positive real numbers. We use [µ] to denote the
equivalence class of µ ∈ ML in PML. We may identify PML with the cross-
section P := {µ ∈ ML | ℓb(µ) = 1}. We have the following two formulas for the
Lipschitz metric.
L(x, y) = log sup
η∈ML
ℓy(η)
ℓx(η)
= log sup
η∈P
ℓy(η)
ℓx(η)
, (2)
The second is very useful because the supremum is taken over a compact set, and
is therefore attained.
Recall that we have chosen a base-point b in T (S). Define, for any geodesic
current x,
Q(x) := sup
η∈ML
i(x, η)
ℓb(η)
= sup
η∈P
i(x, η)
ℓb(η)
and
Lx :ML→ R+ : µ 7→
i(x, µ)
Q(x)
.
Let T T (S) := T (S) ∪ PML be the Thurston compactification of Teichmu¨ller
space.
Identify PML with P , and consider a sequence xn in T
T (S). Then, xn converges
to a point x in the Thurston compactification if and only if there is a sequence λn
of positive real numbers such that λnxn converges to x as a geodesic current. One
can take λn to be identically 1 if x ∈ T (S).
Proposition 3.2. A sequence xn in T
T (S) converges to a point x ∈ T T (S) if and
only if Lxn converges to Lx uniformly on compact sets of ML.
Proof. Assume that xn converges in the Thurston compactification to a point x ∈
T T (S). This implies that, for some sequence λn of positive real numbers, λnxn
converges to x as a geodesic current. We now apply Lemma 3.1 to Bonahon’s
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intersection function to get that i(λnxn, ·) converges uniformly on compact sets of
ML to i(x, ·). Therefore, since P is compact, Q(λnxn) converges to Q(x), which
is a positive real number. So, Lxn(·) = i(λnxn, ·)/Q(λnxn) converges to Lx(·)
uniformly on compact sets of ML.
Now assume that Lxn converges to Lx uniformly on compact sets of ML. Let
yn be a subsequence of xn converging in T
T (S) to a point y. As before, we have
that Lyn converges to Ly uniformly on compact sets of ML. Combining this with
our assumption, we get that Ly and Lx agree. Therefore, i(y, ·) = λi(x, ·) for some
λ > 0. It follows that x and y are the same point in T T (S). We have shown that
every convergent subsequence of xn converges to x, which implies that xn converges
to x. 
For each z ∈ T T (S), define the map
Ψz(x) := log sup
η∈ML
Lz(η)
ℓx(η)
, for all x in T (S).
Note that, if z ∈ T (S), then Ψz(x) = L(x, z)− L(b, z) for all x ∈ T (S).
For x ∈ T (S) and y ∈ T (S)∪P , let Rxy be the set of elements η of PML ( = P)
where Ly(η)/Lx(η) is maximal.
Lemma 3.3. Let xn be a sequence of points in T (S) converging to a point [µ] in
the Thurston boundary. Let y be a point in T T (S) satisfying i(y, µ) 6= 0, and let νn
be a sequence in P such that νn ∈ Rxny for all n ∈ N. Then, any limit point ν ∈ P
of νn satisfies i(µ, ν) = 0.
Proof. Consider the sequence of functions Fn(η) := Ly(η)/Lxn(η). By Propo-
sition 3.2, Lxn converges to Lµ uniformly on compact sets. Therefore, for any
sequence ηn in P converging to a limit η, we have that Fn(ηn) converges to
Ly(η)/Lµ(η) provided Ly(η) and Lµ(η) are not both zero. So, by evaluating on a
sequence ηn converging to µ, we see that supP Fn converges to +∞. On the other
hand, for any sequence ηn converging to some η satisfying i(µ, η) > 0, we get that
Fn(ηn) converges to something finite, and so ηn 6∈ Rxny for n large enough. The
conclusion follows. 
A measured lamination is maximal if its support is not properly contained in the
support of any other measured lamination. It is uniquely-ergodic if every measured
lamination with the same support is in the same projective class. Recall that, if µ
is maximal and uniquely-ergodic, and η ∈ ML satisfies i(µ, η) = 0, then µ and η
are proportional [6, Lemma 2.1].
Lemma 3.4. The map Ψ : T T (S)→ C(T (S)) : z 7→ Ψz is injective.
Proof. Let x and y be distinct elements of T T (S). By Proposition 3.2, Lx and Ly
are distinct. So, by exchanging x and y if necessary, we haveLx(µ) < Ly(µ) for some
µ ∈ P . Since Lx and Ly are continuous, we may choose an open neighbourhood N
of µ in P small enough that there are real numbers u and v such that
Lx(η) ≤ u < v ≤ Ly(η), for all η ∈ N.
Since the set of maximal uniquely-ergodic measured laminations is dense in P ,
we can find such a measured lamination µ′ in N that is not proportional to x. Let
pn be a sequence of points in T (S) converging to [µ
′] in the Thurston boundary,
and let νn be a sequence in P such that νn ∈ Rpnx for all n ∈ N.
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Since µ′ is maximal and uniquely ergodic, i(µ′, η) 6= 0 for all η ∈ ML not
proportional to µ′. So i(µ′, x) 6= 0, whether x is in T (S) or in the Thurston
boundary.
By Lemma 3.3, any limit point ν ∈ P of νn satisfies i(µ
′, ν) = 0, and hence
equals µ′. So, νn ∈ N for large n. Therefore, by taking n large enough, we can find
a point p in T (S) such that the supremum of Lx(·)/ℓp(·) is attained in the set N .
Putting all this together, we have
sup
P
Lx(·)
ℓp(·)
= sup
N
Lx(·)
ℓp(·)
≤ sup
N
u
ℓp(·)
< sup
N
v
ℓp(·)
≤ sup
N
Ly(·)
ℓp(·)
≤ sup
P
Ly(·)
ℓp(·)
.
Thus, Ψx(p) < Ψy(p), which implies that Ψx and Ψy differ. 
Lemma 3.5. The map Ψ : T T (S)→ C(T (S)) : z 7→ Ψz is continuous.
Proof. Let xn be a sequence in T
T (S) converging to a point x also in T T (S). By
Proposition 3.2, Lxn converges uniformly on compact sets to Lx. For all y ∈ T (S),
the function ℓy is bounded away from zero on P . We conclude that Lxn(·)/ℓy(·)
converges uniformly on P to Lx(·)/ℓy(·), for all y ∈ T (S). It follows that Ψxn
converges pointwise to Ψx. As noted before, this implies that Ψxn converges to Ψx
uniformly on bounded sets of T (S). 
Theorem 3.6. The map Ψ is a homeomorphism between the Thurston compacti-
fication and the horofunction compactification of T (S).
Proof. The injectivity of Ψ was proved in Lemma 3.4, and so Ψ is a bijection from
T T (S) to its image. The map Ψ is continuous by Lemma 3.5. As a continuous
bijection from a compact space to a Hausdorff one, Ψ must be a homeomorphism
from T T (S) to its image. So Ψ(T T (S)) is compact and therefore closed. Using the
continuity again, we get Ψ(T (S)) ⊂ Ψ(T T (S)) ⊂ clΨ(T (S)). Taking closures, we
get Ψ(T T (S)) = clΨ(T (S)), which is the horocompactification. 
4. Horocylic foliations and stretch lines
Our goal in this section is to show that every horofunction of the Lipschitz metric
is Busemann. This will be achieved by showing that every horofunction is the limit
of a particular type of geodesic introduced by Thurston [27], called a stretch line.
Let µ be a complete geodesic lamination. In other words, µ is not strictly con-
tained within another geodesic lamination, or equivalently, the complementary re-
gions of µ are all isometric to open ideal triangles in hyperbolic space. Note that if
the surface S has punctures, then µ has leaves going out to the cusps.
We foliate each of the complementary triangles of µ with horocyclic arcs as shown
in Figure 1. The horocyclic arcs meet the boundary of each triangle perpendicu-
larly. Note that there is a non-foliated region at the center of each triangle, which
is bounded by three horocyclic arcs meeting tangentially. So, the foliation obtained
is actually a partial foliation. This partial foliation on S\µ may be extended con-
tinuously to a partial foliation on the whole of S. Given a hyperbolic structure g
on S, we define a transverse measure on the partial foliation on S by requiring the
measure of every sub-arc of µ to be its length in the metric g. The partial foliation
with this transverse measure is called the horocyclic foliation, and is denoted Fµ(g).
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Figure 1. An ideal triangle foliated by horocycles.
Collapsing all non-foliated regions, we obtain a well-defined element Fµ(g) ofMF ,
the space of measured foliations on S up to Whitehead equivalence. Recall that two
measured foliations are said to be Whitehead equivalent if one may be deformed to
the other by isotopies, deformations that collapse to points arcs joining a pair of
singularities, and the inverses of such maps.
Note that the horocyclic foliation has around each puncture an annulus of infinite
width foliated by closed leaves parallel to the puncture. Such a foliation is said to
be trivial around punctures. A measured foliation is said to be totally transverse
to a geodesic lamination if it is transverse to the lamination and trivial around
punctures. A measured foliation class is said to be totally transverse to a geodesic
lamination if it has a representative that is totally transverse. Let MF(µ) be
the set of measure classes of measured foliations that are totally transverse to µ.
The horocyclic foliation is clearly in MF(µ). Thurston proved that the map φµ :
T (S)→MF(µ) : g 7→ Fµ(g) is in fact a homeomorphism.
The horocyclic foliation gives us a way of deforming the hyperbolic structure
by stretching along µ. Define the stretch line directed by µ and passing through
x ∈ T (S) to be
Γµ,x(t) := φ
−1
µ (e
tFµ(x)), for all t ∈ R.
Stretch lines are geodesics for Thurston’s Lipschitz metric, that is,
L(Γµ,x(s),Γµ,x(t)) = t− s,
for all s and t in R with s < t, provided that µ does not just consist of geodesics
converging at both ends to punctures.
The stump of a geodesic lamination is its largest sub-lamination on which there
can be put a compactly-supported transverse measure. The´ret [24] showed that a
measured foliation class is totally transverse to a complete geodesic lamination µ
if and only if its associated measured lamination in ML transversely meets every
component of the stump of µ.
Theorem 4.1. Every point of the horofunction boundary of Thurston’s Lipschitz
metric is a Busemann point.
10 CORMAC WALSH
Proof. By Theorem 3.6, the horofunction and Thurston boundaries coincide. Let
[ν] ∈ PML be any point of the Thurston boundary. Choose a maximal uniquely-
ergodic element µ of ML so that [µ] is different from [ν]. So, i(ν, µ) > 0. Take a
completion µ of µ. The stump of µ contains the support of µ, and so must equal this
support, since µ is maximal. Since µ is uniquely-ergodic, it has only one component,
which meets ν transversely. Let F denote the element of MF associated to ν.
By [24, Lemma 1.8], F is totally transverse to µ. Therefore the map t 7→ φ−1µ (e
tF )
is a stretch line directed by µ. It was shown in [16] that such a stretch line converges
in the positive direction to [ν] in the Thurston compactification. Since a stretch
line is a geodesic, we conclude that the horofunction Ψν corresponding to [ν] is a
Busemann point. 
5. The detour cost
Let (X, d) be a possibly non-symmetric metric space with base-point b. We
define the detour cost for any two horofunctions ξ and η in X(∞) to be
H(ξ, η) = sup
W∋ξ
inf
x∈W∩X
(
d(b, x) + η(x)
)
,
where the supremum is taken over all neighbourhoods W of ξ in X ∪X(∞). This
concept appears in [1]. An equivalent definition is
H(ξ, η) = inf
γ
lim inf
t→∞
(
d(b, γ(t)) + η(γ(t))
)
, (3)
where the infimum is taken over all paths γ : R+ → X converging to ξ.
Lemma 5.1. Let ξ and η be horofunctions. Then,
η(x) ≤ ξ(x) +H(ξ, η), for all x in X.
Proof. By (1),
η(x) ≤
(
d(x, z)− d(b, z)
)
+
(
d(b, z) + η(z)
)
, for all x and z in X.
Note that there is always a path γ converging to ξ such that
lim
t→∞
(
d(b, γ(t)) + η(γ(t))
)
= H(ξ, η).
Taking the limit as z moves along such a path gives the result. 
The following was proved in [28, Lemma 3.3].
Lemma 5.2. Let γ be an almost-geodesic converging to a Busemann point ξ, and
let y ∈ X. Then,
lim
t→∞
d(y, γ(t)) + ξ(γ(t)) = ξ(y).
Moreover, for any horofunction η,
H(ξ, η) = lim
t→∞
d(b, γ(t)) + η(γ(t)).
Proof. Let ǫ > 0. Putting s = t in the definition of almost-geodesic, we see that
|d(γ(0), γ(t))− t| < ǫ, for t large enough.
Using this and again the fact that γ is an almost-geodesic, we get
|d(γ(0), γ(s)) + d(γ(s), γ(t))− d(γ(0), γ(t))| < 2ǫ,
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for s and t large enough, with s ≤ t. Letting t tend to infinity gives
|d(γ(0), γ(s)) + ξ(γ(s))− ξ(γ(0))| ≤ 2ǫ, for s large enough.
But, since γ converges to ξ,
|d(y, γ(s))− d(γ(0), γ(s))− ξ(y) + ξ(γ(0))| < ǫ, for s large enough.
Combining these, we deduce the first statement of the lemma.
By Lemma 5.1, η(x) ≤ ξ(x) +H(ξ, η), for all x in X . Evaluating at x = γ(s),
adding d(b, γ(s)) to both sides, and using the first part of the lemma with y = b,
we get
lim sup
s→∞
d(b, γ(s)) + η(γ(s)) ≤ H(ξ, η).
On the other hand, from (3),
H(ξ, η) ≤ lim inf
s→∞
d(b, γ(s)) + η(γ(s)).
This establishes the second statement of the lemma. 
Proposition 5.3. Let f be an isometry from one possibly non-symmetric metric
space (X, d) to another (X ′, d′), with base-points b and b′ respectively. Then, the
detour costs in X and X ′ are related by
H ′(f · ξ, f · η) = ξ(f−1(b′)) +H(ξ, η)− η(f−1(b′)), for all ξ, η ∈ X(∞).
In particular, every isometry preserves finiteness of the detour cost.
Proof. Let ξ and η be in X(∞). By Proposition 2.4, the horofunction η is mapped
by f to f · η(·) = η(f−1(·))− η(f−1(b′)). We have
H ′(f · ξ, f · η) = inf
γ
lim inf
t→∞
(
d′(b′, f(γ(t))) + η(γ(t))− η(f−1(b′))
)
= inf
γ
lim inf
t→∞
(
d(f−1(b′), γ(t)) − d(b, γ(t))
)
+
(
d(b, γ(t)) + η(γ(t))
)
− η(f−1(b′))
= ξ(f−1(b′)) +H(ξ, η)− η(f−1(b′)),
where each time the infimum is taken over all paths in X converging to ξ. 
Note that we can take (X, d) and (X ′, d′) to be identical and the isometry to be
the identity map, in which case the proposition says how the detour cost depends
on the base-point:
H ′(ξ, η) = ξ(b′) +H(ξ, η)− η(b′).
For the next proposition, we will need the following assumption.
Assumption D. For every sequence xn in X, if dsym(b, xn) converges to infinity,
then so does d(b, xn).
This assumption is satisfied by the Lipschitz metric [18].
Proposition 5.4. Assume that (X, d) satisfies assumptions A, B, C, and D. If ξ
is a horofunction, then H(ξ, ξ) = 0 if and only if ξ is Busemann.
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Proof. Suppose that H(ξ, ξ) = 0. Let b′ ∈ X , and let ξ′ = ξ − ξ(b′) be the
horofunction corresponding to ξ when b′ is used as the base-point instead of b.
From Proposition 5.3, the detour cost with base-point b′ satisfies H ′(ξ′, ξ′) = 0. So,
for any ǫ > 0 and neighbourhood W of ξ′ in the horofunction compactification, we
may find x ∈W ∩X such that |d(b′, x) + ξ(x) − ξ(b′)| < ǫ.
Fix ǫ > 0, and let x0 := b. From the above, we may inductively find a sequence
xj in X converging to ξ such that
|d(xj , xj+1) + ξ(xj+1)− ξ(xj)| <
ǫ
2j+1
, for all j ∈ N.
For each j, take a finite-length geodesic path γj from xj to xj+1.
Since xj converges to a horofunction, we have by Proposition 2.3 that dsym(b, xj)
converges to infinity. Therefore, d(b, xj) also converges to infinity. But
n∑
j=0
d(xj , xj+1) ≥ d(b, xn+1), for all n ∈ N.
So, when we concatenate the geodesic paths {γj}, we obtain a path γ : R+ → X ,
defined on the whole of R+.
Let s and t be in R+, and let n ∈ N be such that
n−1∑
j=0
d(xj , xj+1) < t ≤
n∑
j=0
d(xj , xj+1).
Write ∆ :=
∑n
j=0 d(xj , xj+1)− t. So,
t =
n∑
j=0
d(xj , xj+1)−∆
≤ −ξ(xn+1) + ǫ−∆
= (0− ξ(γ(s))) + (ξ(γ(s)) − ξ(γ(t))) + (ξ(γ(t)) − ξ(xn+1)) + ǫ−∆.
Using (1), we get
t ≤ d(b, γ(s)) + d(γ(s), γ(t)) + d(γ(t), xn+1) + ǫ−∆
= d(b, γ(s)) + d(γ(s), γ(t)) + ǫ.
Since γ is a concatenation of geodesic segments,
d(b, γ(s)) + d(γ(s), γ(t)) ≤ s+ (t− s) = t.
Therefore, γ is an almost-geodesic, and so it converges, necessarily to ξ since it
passes through each of the points xj . So, ξ is a Busemann point.
Now assume that ξ is a Busemann point. So, there exists an almost-geodesic
converging to ξ. It follows from Lemma 5.2 that H(ξ, ξ) = 0. 
Proposition 5.5. For all horofunctions ξ, η, and ν,
(i) H(ξ, η) ≥ 0;
(ii) H(ξ, ν) ≤ H(ξ, η) +H(η, ν).
Proof. (i) From (1), we get that d(b, y)+η(y) ≥ 0, for all y in X . We conclude that
H(ξ, η) is non-negative.
(ii) By Lemma 5.1,
d(b, x) + ν(x) ≤ d(b, x) + η(x) +H(η, ν), for all x ∈ X.
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It follows from this that H(ξ, ν) ≤ H(ξ, η) +H(η, ν). 
By symmetrising the detour cost, the set of Busemann points can be equipped
with a metric. For ξ and η in XB(∞), let
δ(ξ, η) := H(ξ, η) +H(η, ξ). (4)
We call δ the detour metric. This construction appears in [1, Remark 5.2].
Proposition 5.6. The function δ : XB(∞) × XB(∞) → [0,∞] is a (possibly ∞-
valued) metric.
Proof. The only metric space axiom that does not follow from Propositions 5.4
and 5.5, and the symmetry of the definition of δ is that if δ(ξ, η) = 0 for Busemann
points ξ and η, then these two points are identical. So, assume this equation holds.
By (i) of Proposition 5.5, bothH(ξ, η) andH(η, ξ) are zero. Applying Lemma 5.1
twice, we get that ξ(x) = η(x) for all x ∈ X . 
The following proposition shows that each isometry of X induces an isometry on
XB(∞) endowed with the detour metric. The independence of the base-point was
observed in [1, Remark 5.2].
Proposition 5.7. Let f be an isometry from one possibly non-symmetric metric
space (X, d) to another (X ′, d′), with base-points b and b′ respectively. Then, the
detour metrics in X and X ′ are related by
δ′(f · ξ, f · η) = δ(ξ, η), for all ξ, η ∈ X(∞).
In particular, the detour metric does not depend on the base-point.
Proof. The first part follows from Proposition 5.3. The second part then follows
by taking X = X ′ and d = d′, with f the identity map. 
6. The detour cost for the Lipschitz metric
We will now calculate the detour cost for Thurston’s Lipschitz metric. This
result will be crucial for our study of the isometry group in the next section.
If ξj are a finite set of measured laminations pairwise having zero intersection
number, then we define their sum
∑
j ξj to be the measured lamination obtained
by taking the union of the supports and endowing it with the sum of the transverse
measures. A measured lamination is said to be ergodic if it is non-trivial and cannot
be written as a sum of projectively-distinct non-trivial measured laminations. Each
measured lamination ξ can be written in one way as the sum of a finite set of
projectively-distinct ergodic measured laminations. We call these laminations the
ergodic components of ξ.
Let µ ∈ ML be expressed as µ =
∑
j µj in terms of its ergodic components. For
ν ∈ML, we write ν ≪ µ if ν can be expressed as ν =
∑
j fjµj , where each fj is in
R+.
Recall that Ψµ denotes the horofunction associated to the projective class of the
measured lamination µ.
Theorem 6.1. Let ν and µ be measured laminations. If ν ≪ µ, then
H(Ψµ,Ψν) = log sup
η∈ML
i(µ, η)
ℓb(η)
+ logmax
j
(fj)− log sup
η∈ML
i(ν, η)
ℓb(η)
,
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where ν is expressed as ν =
∑
j fjµj in terms of the ergodic components µj of µ.
If ν 6≪ µ, then H(Ψµ,Ψν) = +∞.
Remark. Here, and in similar situations, we interpret the supremum to be over
the set where the ratio is well defined, that is, excluding values of η for which both
the numerator and the denominator are zero.
The proof of this theorem will require several lemmas.
Consider a measured foliation (F, µ). Each connected component of the comple-
ment in S of the union of the compact leaves of F joining singularities is either an
annulus swept out by closed leaves or a minimal component in which all leaves are
dense. We call the latter components the minimal domains of F .
Denote by SingF the set of singularities of F . A curve α is quasi-transverse to F
if each connected component of α\ SingF is either a leaf or is transverse to F , and,
in a neighbourhood of each singularity, no transverse arc lies in a sector adjacent to
an arc contained in a leaf. Quasi-transverse curves minimise the total variation of
the transverse measure in their homotopy class, in other words, µ(α) = i((F, µ), α),
for every curve α quasi-transverse to (F, µ); see [8].
Lemma 6.2. Let ǫ > 0, and let x1 and x2 be two points on the boundary of
a minimal domain D of a measured foliation (F, µ). Then, there exists a curve
segment σ going from x1 to x2 that is contained in D and quasi-transverse to F ,
such that µ(σ) < ǫ. Moreover, σ can be chosen to have a non-trivial initial segment
and terminal segment that are transverse to F .
Proof. Let τ1 and τ2 be two non-intersecting transverse arcs in D starting at x1
and x2 respectively, parameterised so that µ(τ1[0, s]) = µ(τ2[0, s]) = s, for all s.
We also require that the lengths of τ1 and τ2 with respect to µ are less than ǫ/2.
Choose a point on τ1 and a direction, either left or right, such that the chosen
half-leaf γ is infinite, that is, does not hit a singularity. Since D is a minimal
component, γ[0,∞) is dense in D. Let t2 be the first time γ intersects τ2, and let
t1 be the last time before t2 that γ intersects τ1.
Let s1 and s2 be such that τ1(s1) = γ(t1) and τ2(s2) = γ(t2). We may assume
that s1 is different from s2, for otherwise, continue along γ until the next time t3
it intersects τ1[0, s1) ∪ τ2[0, s2). If the intersection is with τ1[0, s1), then we take
the leaf segment γ[t2, t3) with the reverse orientation. If the intersection is with
τ2[0, s2), then we take the leaf segment γ[t1, t3). In either case, after redefining s1
and s2 so that our chosen leaf segment starts at τ1(s1) and ends at τ2(s2), we get
that s1 6= s2.
If τ1[0, s1] and τ2[0, s2] leave γ on opposite sides, then, by perturbing the con-
catenation τ1[0, s1] ∗ γ[t1, t2] ∗ τ2[s2, 0], we can find a curve segment σ in D that
passes through x1 and x2 and is transverse to F with weight µ(σ) = s1 + s2 < ǫ;
see Figure 2.
If τ1[0, s1] and τ2[0, s2] leave γ on the same side, then we apply [8, Theorem 5.4]
to get an arc γ′ parallel to γ, contained in a union of a finite number of leaves
and singularities, with endpoints γ′(t1) = τ1(s
′
1) and γ
′(t2) = τ2(s
′
2) contained in
τ1[0, s1) and τ2[0, s2), respectively (see Figure 3). Since s1 6= s2, the points x1, x2,
τ2(s2), and τ1(s1) do not form a rectangle foliated by leaves. Hence the endpoints
of γ′ are not x1 and x2. As before, by perturbing τ1[0, s
′
1] ∗ γ
′[t1, t2] ∗ τ2[s
′
2, 0], it is
easy to construct a curve with the required properties. 
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γ(t1)
x2
x1
γ(t2)
Figure 2.
x1
τ1
γ(t2)
x2
τ2
γ(t1)
γ′(t1) γ′(t2)
Figure 3.
x0 x
y x1
Figure 4. Diagram for the proof of Lemma 6.3.
Lemma 6.3. Let ξj ; j ∈ {0, . . . , J} be a finite set of ergodic measured laminations
that pairwise have zero intersection number, such that no two are in the same
projective class, and let C > 0. Then, there exists a curve α ∈ S such that i(ξ0, α) >
Ci(ξj , α) for all j ∈ {1, . . . , J}.
Proof. Since the ξj do not intersect, we may combine them to form a measured
lamination ξ :=
∑
j ξj .
Consider first the case where ξ0 is not a curve. Take a representative (F, µ) of
the element of MF corresponding to ξ by the well known bijection between ML
and MF . The decomposition of ξ into a sum of ergodic measured laminations
corresponds to the decomposition of µ into a sum of partial measured foliations
(F, µj). Each µj is supported on either an annulus of closed leaves of F (if ξj is a
curve), or a minimal domain. For each j, let Fj := (F, µj).
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p
q
β
β′
Figure 5. Diagram for the proof of Lemma 6.3.
Let I ′ be a transverse arc contained in the interior of the minimal domain on
which µ0 is supported. Write µ
c :=
∑J
j=1 µj = µ − µ0 and F
c := (F, µc). The
measures {µj} are mutually singular, and so there is a Borel subset X of I
′ such
that µ0(X) = µ0(I
′) and µc(X) = 0. But X may be approximated from above by
open sets of I ′:
µc(X) = inf{µc(U) | X ⊂ U ⊂ I ′ and U is open}.
Therefore, we can find an open set U such that X ⊂ U ⊂ I ′ and µc(U) < µ0(I
′)/C.
Since U is open, it is the disjoint union of a countable collection of open intervals.
Since µ0(U) = µ0(I
′) > µc(U)C, at least one of these intervals I must satisfy
µ0(I) > µ
c(I)C. Choose ǫ > 0 such that µ0(I)− ǫ > µ
c(I)C.
For x and y in I, we denote by [x, y] the closed sub-arc of I connecting x and y.
Open and half-open sub-arcs are denoted in an analogous way. Let x0 and x1 be
the endpoints of I.
Choose a point x ∈ I such that µ[x0, x] < ǫ/3 and there is an infinite half-leaf γ
of F starting from γ(0) = x. So, we may go along γ until we reach a point y := γ(t)
in I such that µ[y, x1] < ǫ/3.
Let B be the set of intervals [p, q) in I such that the finite leaf segment γ[0, t]
crosses I at p and at q, the two crossings are in the same direction, and γ does not
cross I in the interval (p, q).
Consider an element [p, q) of B. Assume that γ passes through p before it passes
through q, that is, γ(tp) = p and γ(tq) = q for some tp and tq in [0, t], with tp < tq.
(The other case is handled similarly.) Let β be the closed curve consisting of γ[tp, tq]
concatenated with the sub-interval [p, q] of I. Since γ contains no singular point
of F , there exists a narrow rectangular neighbourhood of γ[tp, tq] not containing
any singular point of F , and so we may perturb β to get a closed curve β′ that is
transverse to F (see Figure 5). We have
i(β, Fj) = i(β
′, Fj) = µj(β
′) = µj [p, q),
for all j ∈ {0, . . . , J}. The second equality uses the fact that β′ is transverse to Fj ,
and hence quasi-transverse. Let Z be the set of curves β obtained in this way from
the elements [p, q) of B.
The set [x, y)\ ∪B is composed of a finite number of intervals of the form [r, s),
where γ[0, t] crosses I at r and s in different directions and does not cross the
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interval (r, s). From γ(t), we continue along γ until the first time t′ that γ crosses
one of the intervals [r, s) comprising [x, y)\ ∪ B. The direction of this crossing
will be the same as either that at r or that at s. We assume the former case; the
other case is similar. As before, we have that the curve β formed from the segment
of γ going from r to γ(t′), concatenated with the sub-arc [r, γ(t′)] of I satisfies
i(β, Fj) = µj [r, γ(t
′)), for all j. We add [r, γ(t′)) to the set B, and β to the set Z.
Observe that [x, y)\ ∪B remains composed of the same number of intervals of the
same form, only now one of them is shorter.
We continue in this manner, adding intervals to B and curves to Z. Since
γ crosses I on a dense subset of I, the maximum µ-measure of the component
intervals of [x, y)\ ∪ B can be made as small as we wish. But there are a fixed
number of these components, and so we can make µ([x, y)\ ∪ B) as small as we
wish. We make it smaller than ǫ/3.
We have
max
β∈Z
i(β, F0)
i(β, F c)
≥
∑
β∈Z i(β, F0)∑
β∈Z i(β, F
c)
=
µ0(∪B)
µc(∪B)
≥
µ0(I)− ǫ
µc(I)
> C.
So, some curve β ∈ Z satisfies i(β, ξ0) = i(β, F0) > Ci(β, F
c) ≥ Ci(β, ξj), for all
j ∈ {1, . . . , J}.
Now consider the case where ξ0 is a curve. A slight adaption of the proof of [8,
Proposition 3.17] shows that there is a curve α ∈ S having positive intersection
number with ξ0 and zero intersection number with every other curve in the support
of ξ.
By [8, Proposition 5.9], there exists a measured foliation (F, µ) representing
the element of MF associated to ξ such that α is transverse to F and avoids its
singularities.
Again we use the decomposition of µ into a sum of mutually-singular partial
measured foliations (F, µj), corresponding to the ξj . Since α is transverse to F , we
have, for each j, that i(α, ξj) = µj(α), where µj(α) denotes the total mass of α
with respect to the transverse measure µj . It follows that α crosses the annulus A
associated to ξ0 at least once, but never enters any of the annuli associated to the
other curves in the support of ξ.
Consider the following directed graph. We take a vertex for every minimal
domain of F through which α passes, and for every time α crosses A. So, there is
at most one vertex associated to each minimal domain but there may be more than
one associated to A. As we move along the curve α, we get a cyclic sequence of
these vertices. We draw a directed edge between each vertex of this cyclic sequence
and the succeeding one, and label it with the point of S where α leaves the minimal
domain or annulus and enters the next. There may be more than one directed edge
between a pair of vertices, but each will have a different label.
The curve α induces a circuit in this directed graph. Choose a simple sub-circuit
c that passes through at least one vertex associated to a crossing of A. Here, simple
means that no vertex is visited more than once.
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Construct a curve in S as follows. For each vertex passed through by c associated
to a crossing of A, take the associated segment of α. For each vertex passed through
by c associated to a minimal domain, choose ǫ to be less than the height of A
divided by C, and take the curve segment given by Lemma 6.2 passing through the
minimal domain, joining the points labeling the incoming and outgoing directed
edges. When we concatenate all these curve segments, we get a curve α′ that
passes through A, and that is quasi-transverse to F . Furthermore, i(ξj , α
′) < ǫ
for each non-curve component ξj of ξ, and i(ξj , α
′) = 0 for each curve component
different from ξ0. The conclusion follows. 
Lemma 6.4. Let ν and µ be measured laminations. If ν ≪ µ, then
sup
η∈ML
i(ν, η)
i(µ, η)
= max
j
(fj),
where ν is expressed as ν =
∑
j fjµj in terms of the ergodic components µj of µ.
If ν 6≪ µ, then the supremum is +∞.
Proof. In the case where i(ν, µ) > 0, we take η := µ to get that the supremum
is ∞.
So assume that i(ν, µ) = 0. In this case, we can write ν =
∑
j fjξj and
µ =
∑
j gjξj , where the ξj ; j ∈ {0, . . . , J} are a finite set of ergodic measured
laminations pairwise having zero intersection number, and the fj and gj are non-
negative coefficients such that, for all j, either fj or gj is positive. Relabel the
indexes so that maxj(fj/gj) = f0/g0. We have
I(η) :=
i(ν, η)
i(µ, η)
=
∑
j fji(ξj , η)∑
j gji(ξj , η)
.
Simple algebra establishes that I(η) ≤ f0/g0 for all η.
For each C > 0, we apply Lemma 6.3 to get a curve αC such that i(ξ0, αC) >
Ci(ξj , αC) for all j ∈ {1, . . . , J}. By choosing C large enough, we can make I(αC)
as close as we like to f0/g0.
We conclude that supη I(η) = f0/g0. 
Proof of Theorem 6.1. Let F be the measured foliation corresponding to µ. So,
i(F, α) = i(µ, α), for all α ∈ S. As in the proof of Theorem 4.1, we may find
a complete geodesic lamination µ′ that is totally transverse to F . Consider the
stretch line γ(t) := φ−1µ′ (e
tF ) directed by µ′ and passing through φ−1µ′ (F ).
From the results in [16], γ converges in the positive direction to [µ] in the
Thurston boundary. So, by Theorem 3.6, γ converges to Ψµ in the horofunction
boundary. Therefore, since γ is a geodesic,
H(Ψµ,Ψν) = lim
t→∞
(
L(b, γ(t)) + Ψν(γ(t))
)
= lim
t→∞
(
log sup
η∈ML
ℓγ(t)(η)
ℓb(η)
+ log sup
η∈ML
i(ν, η)
ℓγ(t)(η)
)
− log sup
η∈ML
i(ν, η)
ℓb(η)
.
From [23, Cor. 2], for every η ∈ ML, there exists a constant Cη such that
i(φµ′ (γ(t)), η) ≤ ℓγ(t)(η) ≤ i(φµ′ (γ(t)), η) + Cη, for all t ≥ 0.
So,
i(F, η) ≤ e−tℓγ(t)(η) ≤ i(F, η) + e
−tCη, (5)
HOROBOUNDARY AND ISOMETRY GROUP OF THURSTON’S METRIC 19
for all η ∈ ML and t ≥ 0.
So, e−tℓγ(t) converges pointwise to i(F, ·) = i(µ, ·) on ML. Since γ(t) converges
to [µ], we get, by Proposition 3.2, that Lγ(t) converges to Lµ uniformly on com-
pact sets. Combining this with the convergence of e−tℓγ(t), and evaluating at any
measured lamination, we see that e−tQ(γ(t)) converges to Q(µ). Using again the
convergence of Lγ(t), we conclude that e
−tℓγ(t) converges to i(µ, ·) uniformly on
compact sets. So,
lim
t→∞
sup
η∈ML
e−tℓγ(t)(η)
ℓb(η)
= sup
η∈ML
i(µ, η)
ℓb(η)
.
From the left-hand inequality of (5), we get
sup
η∈ML
i(ν, η)
e−tℓγ(t)(η)
≤ sup
η∈ML
i(ν, η)
i(µ, η)
, for t ≥ 0.
But the limit of a supremum is trivially greater than or equal to the supremum of
the limits. We conclude that
lim
t→∞
sup
η∈ML
i(ν, η)
e−tℓγ(t)(η)
= sup
η∈ML
i(ν, η)
i(µ, η)
.
The result now follows on applying Lemma 6.4. 
Corollary 6.5. If ν and µ in ML can be written in the form ν =
∑
j fjηj and
µ =
∑
j gjηj, where the ηj are ergodic elements of ML that pairwise have zero
intersection number, and the fj and gj are positive coefficients, then the detour
metric between Ψν and Ψµ is
δ(Ψν ,Ψµ) = logmax
j
fi
gi
+ logmax
j
gi
fi
.
If ν and µ cannot be simultaneously written in this form, then δ(Ψν ,Ψµ) = +∞.
7. Isometries
In this section, we prove Theorems 7.8 and 7.9.
Recall that the curve complex C(S) is the simplicial complex having vertex set
S, and where a set of vertices form a simplex when they have pairwise disjoint
representatives. The automorphisms of the curve complex were characterised by
Ivanov [10], Korkmaz [13], and Luo [15].
Theorem 7.1 (Ivanov-Korkmaz-Luo). Assume that S is not a sphere with four or
fewer punctures, nor a torus with two or fewer punctures. Then all automorphisms
of C(S) are given by elements of ModS.
We will also need the following theorem contained in [11], which was stated there
for measured foliations rather than measured laminations. For each µ ∈ ML, we
define the set µ⊥ := {ν ∈ML | i(ν, µ) = 0}.
Theorem 7.2 (Ivanov). Assume that S is not a sphere with four or fewer punc-
tures, nor a torus with one or fewer punctures. Then the co-dimension of the set
µ⊥ in ML is equal to 1 if and only if µ is a positive multiple of a simple closed
curve.
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By Theorem 3.6, the horoboundary can be identified with the Thurston bound-
ary. So, the homeomorphism induced on the horoboundary by an isometry of T (S)
may be thought of as a map from PML to itself.
Lemma 7.3. Let f be an isometry of the Lipschitz metric. For all [µ1] and [µ2]
in PML, we have i(f [µ1], f [µ2]) = 0 if and only if i([µ1], [µ2]) = 0.
Proof. For any two elements [µ] and [η] of PML, we have, by Proposition 5.3, that
H(Ψ[η],Ψ[µ]) is finite if and only ifH(Ψf [η],Ψf [µ]) is finite. Also, from Theorem 6.1,
H(Ψ[η],Ψ[µ]) is finite if and only if [µ]≪ [η]. It follows that f preserves the relation
≪ on PML.
Two elements [µ1] and [µ2] of PML satisfy i([µ1], [µ2]) = 0 if and only if there
is some projective measured lamination [η] ∈ PML such that [µ1] ≪ [η] and
[µ2]≪ [η].
We conclude that [µ1] and [µ2] have zero intersection number if and only if f [µ1]
and f [µ2] have zero intersection number. 
Lemma 7.4. Let f be an isometry of (T (S), L). Then, there is an extended map-
ping class that agrees with f on PML.
Proof. By Theorem 3.6, the horoboundary can be identified with the Thurston
boundary. So, the map induced by f on the horoboundary is a homeomorphism of
PML to itself.
We identify PML with the level set {µ ∈ ML | ℓb(µ) = 1}. There is then a
unique way of extending the map f : PML → PML to a positively homogeneous
map f∗ :ML→ML. Evidently, f∗ is also a homeomorphism.
From Lemma 7.3, we get that (f∗µ)
⊥ = f∗(µ
⊥) for all µ ∈ ML. By Theo-
rem 7.2, positive multiples of simple closed curves can be characterised in ML as
those elements µ such that the co-dimension of the set µ⊥ equals 1. Since f∗ is a
homeomorphism on ML, it preserves the co-dimension of sets. We conclude that
f∗ maps elements of ML of the form λα, where λ > 0 and α ∈ S, to elements of
the same form.
So, f induces a bijective map on the vertices of the curve complex. From
Lemma 7.3 it is clear that there is an edge between two curves α1 and α2 in C(S)
if and only if there is an edge between fα1 and fα2. Using the fact that a set of
vertices span a simplex exactly when every pair of vertices in the set have an edge
connecting them, we see that f acts as an automorphism on the curve complex.
We now apply Theorem 7.1 of Ivanov-Korkmaz-Luo to deduce that there is some
extended mapping class h ∈ModS that agrees with f on S, considered as a subset
of PML. But S is dense in PML, and the actions of h and f on PML are both
continuous. Therefore, h and f agree on all of PML. 
Lemma 7.5. Let x and y be points of T (S). If Ψν(x) = Ψν(y) for all horofunctions
Ψν, then x = y.
Proof. Assume that x and y are distinct, and let µ(x, y) be the maximal chain-
recurrent lamination that maximises stretch between x and y. Thurston showed [27,
Theorem 8.5] that there exists a geodesic segment from x to y consisting of a con-
catenation of a finite number of segments of stretch lines, each of which stretches
along some complete geodesic lamination containing µ(x, y). We extend this geo-
desic segment to a ray γ by continuing along the final stretch line.
The ray γ is geodesic since, along it, µ(x, y) is maximally stretched.
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Let [ν] ∈ PML be the limit in the Thurston boundary in the forward direction
along γ. Since y lies on a geodesic ray connecting x to ν, we have Ψν(x) = L(x, y)+
Ψν(y). Thus, Ψν(x) and Ψν(y) differ. 
Lemma 7.6. Let [ν1] and [ν2] be points in PML, and let xn be a sequence in T (S)
such that Ψν1(xn) and Ψν2(xn) both converge to −∞. Then, i(ν1, η) + i(ν2, η) = 0
for some η ∈ML\{0}.
Proof. The function Ψν1 is continuous and therefore bounded below on any compact
set. We deduce that xn leaves every compact set, and so L(xn, b) converges to
infinity. From (2), we get
sup
η∈P
1
ℓxn(η)
→∞, (6)
as n tends to infinity.
From the convergence of Ψν1(xn) and Ψν2(xn) to −∞, we get
sup
η∈P
i(νk, η)
ℓxn(η)
→ 0, for k ∈ {1, 2}.
It follows that
sup
η∈P
i(ν1, η) + i(ν2, η)
ℓxn(η)
→ 0.
Observe that this would contradict (6) if i(ν1, ·) + i(ν2, ·) was bounded below on P
by a positive constant. The conclusion now follows since i(ν1, ·)+ i(ν2, ·) attains its
infimum on P . 
Lemma 7.7. Let f and h be two isometries of (T (S), L). If the extensions of f
and h coincide on the boundary PML, then f = h.
Proof. The map g := h−1 ◦ f is an isometry of (T (S), L).
Suppose that there exists some point b in T (S) that is not fixed by g. By
Lemma 7.5, there is a horofunction Ψν such that Ψν(g(b)) 6= Ψν(b). By considering
the inverse of g if necessary, we may assume that Ψν(g(b)) < Ψν(b). Take b to be
the base-point, so that Ψν(b) = 0.
Recall that the set of maximal uniquely-ergodic measured laminations is dense
in PML. So, we may find two projectively-distinct maximal uniquely-ergodic
measured laminations ν1 and ν2 that are sufficiently close to ν that Ψν1(g(b)) <
Ψν1(b) = 0 and Ψν2(g(b)) < Ψν2(b) = 0.
Consider the sequence of iterates xn := g
n(b).
The map g−1 extends continuously to the horofunction/Thurston boundary, and
fixes every point of this boundary. So, by Proposition 2.4, we have ξ(·) = ξ(g(·))−
ξ(g(b)) for all horofunctions ξ.
Applying this to ξ := Ψν1 , we get ξ(xn) = ξ(xn−1) + ξ(g(b)), for all n ≥ 1.
Therefore, ξ(xn) = nξ(g(b)) for all n ≥ 1, and so ξ(xn) converges to −∞, as n
tends to infinity.
Similarly, Ψν2(xn) converges to −∞.
We now apply Lemma 7.6 to get that i(ν1, η) + i(ν2, η) = 0 for some η ∈
ML\{0}. But this is a contradiction, since ν1 and ν2 are projectively-distinct
maximal uniquely-ergodic measured laminations.
We deduce that every point of Teichmu¨ller space is fixed by g, and so f = h. 
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Theorem 7.8. If S is not a sphere with four or fewer punctures, nor a torus
with two or fewer punctures, then every isometry of T (S) equipped with Thurston’s
Lipschitz metric is an element of the extended mapping class group ModS.
Proof. This is a consequence of Lemmas 7.4 and 7.7. 
Theorem 7.9. Let Sg,n and Sg′,n′ be surfaces of negative Euler characteristic.
Assume {(g, n), (g′, n′)} is different from each of the three sets
{(1, 1), (0, 4)}, {(1, 2), (0, 5)}, and {(2, 0), (0, 6)}.
If (g, n) and (g′, n′) are distinct, then the Teichmu¨ller spaces T (Sg,n) and T (Sg′,n′)
with their respective Lipschitz metrics are not isometric.
Proof. Let Sg,n and Sg′,n′ be two surfaces of negative Euler characteristic, and let
f be an isometry between the associated Teichmu¨ller spaces T (Sg,n) and T (Sg′,n′),
each endowed with its respective Lipschitz metric.
Recall that the dimension of T (Sg,n) is 6g − 6 + 2n. Consider the cases not
covered by Ivanov’s Theorem 7.2, namely the sphere with three or four punctures,
and the torus with one puncture. A comparison of dimension shows that T (S0,3)
is not isometric to any other Teichmu¨ller space, and that T (S0,4) and T (S1,1) may
be isometric to each another but not to any other Teichmu¨ller space.
So assume that neither T (Sg,n) nor T (Sg′,n′) is one of these exceptional surfaces.
By the same reasoning as in the first part of the proof of Lemma 7.4, we conclude
that f induces an isomorphism from the curve complex of Sg,n to that of Sg′,n′ .
However, according to [15, Lemma 2.1], the only isomorphisms between curve com-
plexes are C(S1,2) ∼= C(S0,5) and C(S2,0) ∼= C(S0,6). The conclusion follows. 
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