Abstract-This paper presents an improved version of a harmony meta-heuristic algorithm, (IHSCH), for solving the linear assignment problem. The proposed algorithm uses chaotic behavior to generation a candidate solution in a behavior similar to acoustic monophony. Nume rical results show that the IHSCH is able to obtain the optimal results in comparison with tradit ional methods (the Hungarian method). However, the benefit of the proposed algorith m is its ability to obtain the optimal solution within less computation in co mparison with the Hungarian method.
I. Introduction
The assignment problem is one of the fundamental combinatorial optimization problems in the branch of optimization, in it there are a nu mber of agents and a number of tasks [1] . Any agent can be assigned to perform any task, incurring some cost that may vary depending on the agent-task assignment. It is required to perform all tasks by assigning exactly one agent to each task and exactly one task to each agent in such a way that the total cost of the assignment is minimized [2] . Such a problem can be represented by a n×n or n 2 matrix wh ich constitutes a factorial of n possible ways of making assignments.
This problem can be mathematically represented as follows: The variable xij represents the assignment of an agent i to a task j, takes a value o f 1 if the assignment is done, while 0 otherwise. This formulat ion allows also fractional variab le values, but there is always an optimal solution, where the decision variables take integer values. This is because the constraint matrix is totally unimodular [3, 4] . The first constraint requires that every agent is assigned to exact ly one task, and the second constraint requires that every task is assigned exactly one agent.
The assignment problem can be found in many scheduling applications , for examp le, in assigning planes or crews to co mmercial airline flights, trucks or drivers to different routes and men to offices and space to departments [2] .
In this paper, an improved harmony search is proposed. In it, the nature of chaos is embedded with the harmony search to help it to escape fro m local solutions. The proposed algorith m has been tested on three assignment problems. The co mputational results confirm that the proposed algorith m is able to obtain the optimal solutions with a few seconds, while other traditional methods consumes up to 180 seconds to obtain the optimal solutions. This paper is organized as follows: after introduction, Literature review of solution techniques for linear assignment problem is shortly displayed. In section 3 the harmony search is briefly introduced. In section 4, the proposed algorithm is described, while the results are discussed in section 5. Finally, conclusions and future work are presented in section 6.
II. Literature Review of Soluti on Techni ques for Linear Assignment Problems
Methods to solve the linear assignment problem can be classified (almost) as:
i. A lgorith m based on maximu m flow (such as primal-dual method).
ii. Algorithm based on shortest paths (such as dijkstra's method).
iii. Algorithm based on the simplex method.
iv. Mack's algorithm.
v. Flood's algorithm (also called Hungarian method)
Using the flood's algorithm fo r solving this problem can result in a substantial saving in time over other traditional techniques; also we will use it to test the results of the proposed technique (IHSCH). Flood's technique is a comb inatorial optimization algorith m which was developed and published by [3] . This Technique involves a rapid reduction of the original matrix and finding a set of n independent zeroes, one in each row and colu mn, which g ives an optimal solution [3] [4] . This technique is also known as the Hungarian method, which consists of the following steps [ 
III. Harmony Search Algorithm
Harmony search (HS) algorith m is a metaheuristic algorith m for solving optimizat ion problems [5] . It has been applied to solve diverse types of problems in the past few years producing very effective results compared to other meta-heuristic algorith ms and traditional techniques that computationally expensive.
In HS, the harmony memo ry (HM ) stores feasible vectors, which are all in the feasible space. When a musician imp rovises one pitch, one of three rules is used:
i. Generating any one pitch fro m h is/her memory, i.e.
choosing any value from harmony memo ry, defined as memory consideration;
ii. Generating a nearby pitch of one pitch in his/her memo ry, i.e. choosing an adjacent value of one value fro m harmony memo ry, defined as pitch adjustments;
iii. Generating totally a random p itch fro m possible sound ranges, i.e. choosing totally rando m value fro m the possible value range, defined as randomization.
Similarly, when each decision variable chooses one value in HS, it can apply one of the above mentioned rules in the entire algorith m. If a new harmony vector is better than the worst harmony vector in HM, then the new harmony vector replaces it. Th is procedure is repeated until a stopping criterion is satisfied [6] . The procedure of HS is composed of five steps:
Step 1: Parameters Initialization The optimization problem is specified as follows:
Minimize f(x)
Subject to Step 2: Harmony Memory Initialization and Evaluation
The harmony memo ry (HM) is a memo ry location where all the solution vectors and corresponding objective function values are stored. In this step, the HM matrix is filled with solution vectors by taking the possible ranges into account and fitness function values are calculated for each solution vector.
Step 3: Improvise a new harmony from the HM A new harmony vector X'= (x' 1 , x' 2 ,…, x' N ) is generated based on three mechanis ms, namely, random selection, memo ry consideration, and pitch adjustment. The value of a design variable can be selected fro m the values stored in HM with a probability HM CR. It can be further adjusted by moving it to a neighbor value of a selected value fro m the HM with a probability of p itch adjusting rate (PAR), o r, it can be selected randomly fro m the set of all candidate values without considering the stored values in HM, with the probability of q, where q = (1-HMCR) [6] .
Step 4: Update the HM If the new generated harmony vector is better than the current worst vector, based on the objective value and/or constraint violation, the new vector will rep lace the worst one.
Step 5: Stopping criterion check If the stopping criterion (o r maximu m nu mber of improvisations) is satisfied, the computation is terminated. Otherwise, Steps 3 and 4 are repeated.
HS has proved to be a powerful tool for solving several optimization problems [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . It does not need any mathematical calcu lations to obtain the optimal solutions. In recent years, HS was applied to many optimization problems, demonstrating its efficiency compared to other heuristic algorith ms and other Meta mathematical optimization techniques. Continuous development imp rovements to the algorith m and various applications to new types of problems (operations research, economy, co mputer science, civ il engineering and electrical engineering), indicate that HS is a good choice. As a consequence, many studies have been proposed to increase its efficiency.
IV. The IHSCH for Sol vi ng Linear Assignment Problem
Generating random sequences with a longer period and good consistency is very important for easily simu lating co mplex phenomena, samp ling, numerical analysis, decision making and especially in heuristic optimization [. Its quality determines the reduction of storage and computation time to achieve a desired accuracy [18] . Chaos is a determin istic, rando m-like process found in nonlinear, dynamical system, which is non-period, non-converging and bounded. Moreover, it depends on its initial condition and parameters [19] . Applications of chaos in several disciplines including operations research, physics, engineering, economics, biology, philosophy and computer science [20] .
The nature of chaos is apparently random and changeable and it also possesses an element of regularity. Mathematically, chaos is a randomness of a simp le deterministic dynamical system and chaotic system may be considered as sources of randomness [20] . A chaotic map is a d iscrete-time dynamical system x k+1 =f (x k ), 0 <x k <1, k=0, 1,2,… running in the chaotic state. The chaotic sequence {x k: k=0, 1,2,…} can be used as a spread spectrum sequence and as a random number sequence.
Newly chaos is extended to various optimization areas, for example co mb inatorial optimization, because it can more easily escape from local minima in comparison with other stochastic optimizat ion algorith ms [21] [22] [23] . Using chaotic sequences in HS can be helpful to improve the global convergence, and to prevent getting stuck in local solutions than the classical HS algorith m which uses fixed values for HM CR, PAR and BW.
In the proposed chaotic HS algorith m, HM CR, PA R and BW values have been not fixed they were modified by selected chaotic maps.
The Chaotic Harmony Search algorith m for solving linear assignment problem, which is shown in figure 1 consists of the following four steps.
Step 1: set the parameters and init ialize the HM by iterating the selected chaotic maps until it reaches the HMS, determin ing the fitness of each harmony vector as in equation 4 is done after.
Step 2: adjust PAR, BW and HM CR by the selected chaotic maps.
Step 3 : updating harmony memory after evaluating all harmony vectors in equation 4.
Step 4 : if the termination criterion is reached, return the best harmony vector; otherwise go to step 2. 
Handling Constraints
One of the well-known techniques of handling constraints is using penalty function, which transforms constrained problem into unconstrained ones, consisting of a sum of the objective and the constraints weighted by penalties. By using penalty function methods, the objectives are inclined to guide the search toward the feasible solutions. Hence, in this paper the corresponding objective function used in is defined and described as:
where is the objective function for assignment problem,  is the penalty coefficient and it is set to a value of 10 7 in this paper, is the number of constraints and g n the constraints of the problem.
V. Computational Results
Numerous examples have been done to verify the weight of the planned algorithm. The initial parameters are set at and MaxImp . The selected chaotic map for all examples is the logistic map, according to the following equation:
Clearly, Y n  [0,1] under the conditions that the initial 
, where is the iteration number and . All the experiments were perfo rmed on a Windows 7 Ult imate 64-bit operating system; processor Intel Core to Duo CPU2.20 GHZ; 4 GB of RAM and codes were implemented in Visual c#.
Example 1
An electronics firm p roduces electronic co mponents, which supplies various electrical manufacturers [2] . Quality control records indicate that different emp loyees produce different numbers of defective items. The average number of defects produced by each employee for each of the five components is given in the table (1) . It is required to determine the optimal assignment that will min imize the total average nu mber of defects produced by the firm per month. 
Example 2
The Omega pharmaceutical firm has six salespersons, which the firm wants to assign six sales regions. Given their various previous contacts, the salespersons are able to cover the regions in different amounts of time [2] . The amount of t ime (days) required by each salesperson to cover each city is shown in the table (2) . It is required to determine which salesperson should be assigned to each region to minimize the total round trip time. 
Example 3
A small co mmuter airline in North Carolina has twenty flight attendants whom it wants to assign to twelve monthly flight schedules in a way that will minimize the nu mber of nights they will be away fro m their homes [2] . The numbers of nights each attendant must be away fro m ho me with each schedule are given in table (3) . We want to identify the optimal assignments that will minimize the total number of nights the attendants will be away from home. Table 4 shows the solution results of selected examples using IHSCH algorithm and Hungarian exact method. The results clearly indicate a match between the optimized values obtained using the two methods. On the other hand a considerable saving in computation time is achieved. The time saving becomes more realized as the scale of the problem gets larger. Since the assignment problem is NP-co mplete, so there is no known algorith m for solving this problem in polyno mial time.
However, the proposed IHSCH algorithm metaheuristic proved its capability to solve different distinct assignment problems growing large to a size of 10000 × 10000 when classical methods failed. A prob lem with such a scale may take t ime measured in days to be solved traditionally if it is possible from the space complexity over view. The IHSCH algorithm proved a remarkable save in co mputational time as shown in table (5). The reason for getting better results than the other algorith ms considered is that the search power of the HS. To add to this, using Chaos helps the algorithms to escape from local solutions.
VI. Conclusion and Future Work
This paper introduced an imp roved harmony search algorith m integrated with chaos to update HM. The HM members were fine-tuned by the chaos operator to improve their affinities. Several examples have been used to verify the effect iveness of the proposed methods . The results proved a complete match between the proposed technique and previously used exact methods with a remarkable imp rovement in co mputational time and mathemat ical working out. The proposed algorithm managed to solve large scale problems that traditional method couldn't due to exponential growth in t ime and space complexities. The solution procedure will not face the same time waste in going through non converging iterations as traditional methods do.
Future work includes different chaotic maps to solve the linear assignment problem also we can solve variations of the assignment problem such as the quadratic assignment problem, the bottleneck assignment problem and categorized assignment problem by the proposed algorithm. Another direct ion can be study of different mechanis ms for adapting the ; , and parameters.
