The focal point of this paper is to present the theoretical aspects of the building blocks of the upper bounds of ISD (integer sub-decomposition) method defined by ) ( ) ( 2 22 21 1 12 11 The determination of the upper bounds is considered as a key point in developing the ISD elliptic scalar multiplication technique.
that are greater than 1, have been proven in two cases of characteristic polynomials (with degree 1 or 2) of the endomorphisms. The upper bound of ISD method with the case of the endomorphism rings over an integer ring Z results in a higher rate of successful computations kP . Compared to the case of endomorphism rings, which is embedded over an imaginary quadratic field
Introduction


For over a hundred years, mathematicians have used the desirable features of elliptic curves to solve a variety of problems. Elliptic curves serve as a traditional asymmetric cryptosystem, such as the RSA (Rivest, Shamir and Adleman). However, their performance found important application in security level [1] .
This study presents the computation of the scalar multiplication kP for a point , P which lies on an elliptic curve E that has a large prime order .
n This computation is performed using a scalar k randomly chosen from the [1, 1] n  interval, which is the key to controlling the execution time in elliptic curve cryptosystems. Gallant et al. [2] initially proposed the GLV (Gallant, Lambert and Vanstone) method in 2001. This method has been applied to special classes of elliptic curves which possess efficiently computable endomorphisms, with characteristic polynomials to compute the multiple kP of a point P of order n lying on an elliptic curves .
E Accordingly, researchers used the The first upper bound appeared in Ref. [3] with the use of a different method compared to GLV idea. In 2003, the research gap on the bound of kernel vectors of the reduction map T was studied by Ref. [1] , where T is a group homomorphism defined from a lattice ).
This study analyzes the GLV method introduced in Ref. [2] . Two fast endomorphisms with minimal
1, 2 j  are used to obtain the mathematical proofs. These mathematical proofs are utilized to compute the upper bound of the ISD (integer sub-decomposition) scalar multiplication . kP The sub-decomposition from 1 2 
on special classes of elliptic curve.
The rest of this paper is organized as follows. Section two reviews the mathematical background related to this work. Section three gives an explanation of the procedure of scalar multiplication through ISD computation method and the theoretical concept involved. Section four discusses the procedure used to fill the logical gap. The mathematical proofs used in determining the value C in the upper bound of the kernel vectors on the reduction map T for the ISD method are presented in two cases. Finally, the conclusions are given in Section five. 
Preliminaries: Mathematical Foundations
Upper Bound of Sub-scalars in ISD Computation Method
The ISD computation method [6] [7] [8] Also, let us define the following vectors
and . k are the integers resulting from the decomposition of multiplier k using the balanced length-two representation of a multiplier Algorithm (3.74) in Ref. [10] . Integer k is decomposed using formula
The proof of this relation is introduced in Theorem (3.26) in Ref. [6] . indicates the sub-decomposition of k using algorithm (2) in Ref. [6, 7] of the ISD sub-decomposition for a scalar, ), (mod (that have been proved in Ref. [6] ). These are equivalent to and ) (
In other words, the ISD elliptic scalar multiplication is 
The performance of the scalar multiplication kP in Eq. (10) can be done using the computation of the interleavings which depends on the pre-computations of two endomorphisms 1 
   
Based on ISD Algorithm (10) in Ref. [6] , the ISD method produces a 50% success rate increase in the kP computation compared to the GLV method.
Determining the Value for C in the Upper Bound for ISD Method
This section discusses overcoming the indeterminacy of the upper bound of ISD method which focuses on the sub-decomposition of integer k when the decomposed values 
, , 
, ( 2) 
Proof:
The first part of Eq. (13) has been proven in Lemma (4.5) in Ref. [6] . The second part of Eq. (13) can be proven as follows. Recall the GEEA given in Theorem (3.8) in Refs. [6, 11] and applied to n and j  for 
where, 
that corresponding to the shortness conditions given in Steps (4) and (9) in Algorithm (3) in Ref. [6] , where The following discussion focuses on finding such value of C.
then, from definition of the group 
This certainly leads to 
The proof takes the similar pattern as used to prove the general case in Theorem (4.1). 
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