We consider cooperative multi-agent resource sharing problems over time-varying communication networks, where only local communications are allowed. The objective is to minimize the sum of agent-specific composite convex functions subject to a conic constraint that couples agents' decisions.
I. INTRODUCTION
Let {G t } t∈R + denote a time-varying graph of N computing nodes. More precisely, for t ≥ 0, the graph has the form G t = (N , E t ), where N {1, . . . , N } and E t ⊆ N × N is the set of (possibly directed) edges at time t. Suppose each node i ∈ N has a private (local) cost function ϕ i : R n i → R ∪ {+∞} such that
where ρ i : R n i → R ∪ {+∞} is a proper, closed convex function (possibly non-smooth), and f i : R n i → R is a smooth convex function. Assume that f i is differentiable on an open set containing dom ρ i , and ∇f i is Lipschitz continuous with constant is L i ; the prox map of ρ i , prox ρi (ξ i ) argmin
is efficiently computable for i ∈ N , where . denotes the Euclidean norm.
In this paper, we provide a unified approach for analyzing the convergence behavior of the proposed algorithm regardless of the topological properties of the time-varying graph G t . Mainly
Our objective is to solve (3) in a decentralized fashion using the computing nodes N while the information exchange among the nodes is restricted to edges in E t for t ≥ 0 according to Assumption 1. In particular, we are interested in designing algorithms which can distribute the computation over the nodes such that each node's computation is based on the local topology of G t and information only available to that node.
In the remainder of this section, we discuss a specific implementation of the primal-dual algorithm (PDA) proposed in [1] , explain its connections to ADMM-like algorithms, and briefly discuss some recent work related to ours. Next, in Section II, we propose DPDA-D, a new distributed algorithm based on PDA, for solving the multi-agent sharing problem in (3) when the topology of the connectivity graph is time-varying, and Section II we also state the main theorem establishing the convergence properties of DPDA-D; and in Section III, we provide the proof of the main theorem. Subsequently, in Section VI, we compare our method with Prox-JADMM algorithm on the basis pursuit problem; and finally, in Section VII we state our concluding remarks and briefly discuss potential future work.
A. Preliminary
In this paper, we study an inexact variant of the primal-dual algorithm (PDA) proposed in [1] to be able to solve (3) in a decentralized manner over a time-varying communication network. Therefore, we now briefly discuss the convergence properties of PDA. There has been active research on developing efficient algorithms for convex-concave saddle point problems min x max y L(x, y), e.g., [2] , [3] , [4] , [5] . Recently, a primal-dual algorithm (PDA) is proposed in [1] for the following composite convex-concave saddle-point problem:
where X and Y are finite-dimensional vector spaces, Φ(x) ρ(x) + f (x), ρ and h are possibly non-smooth convex functions, f is a convex function and has a Lipschitz continuous gradient defined on dom ρ with constant L, and T is a linear map. Briefly, given x 0 , y 0 and algorithm parameters ν x , ν y > 0, PDA consists of two proximal-gradient steps:
where D x and D y are Bregman distance functions corresponding to some continuously differentiable strongly convex functions ψ x and ψ y such that dom ψ x ⊃ dom ρ and dom ψ y ⊃ dom h.
In particular, D x (x,x) ψ x (x) − ψ x (x) − ∇ψ x (x), x −x , and D y is defined similarly. In [1] , a simple proof for the ergodic convergence is provided; indeed, it is shown that, when the convexity modulus for ψ x and ψ y is 1, if ν x , ν y > 0 are chosen such that (
≥ σ 2 max (T ), then for any x, y ∈ X × Y, the following bound holds for all K ≥ 1:
wherex
It is worth mentioning the connection between PDA and the alternating direction method of multipliers (ADMM). Indeed, under certain settings, (preconditioned) ADMM is equivalent to PDA [1] , [3] . There is also a strong connection between the linearized ADMM algorithm, PG-ADMM, proposed by Aybat et al. [6] and PDA -for details of these relations, see Section I-D.
Notation. Throughout the paper, · denotes the Euclidean or the spectral norm depending on its argument, i.e., for a matrix R, R = σ max (R). Given a convex set S, let σ S (.) denote its support function, i.e., σ S (θ) sup w∈S θ, w , let 1 S (·) denote the indicator function of S, i.e., 1 S (w) = 0 for w ∈ S and equal to +∞ otherwise, and let P S (w) argmin{ v − w : v ∈ S} denote the Euclidean projection onto S. For a closed convex set S, we define the distance function as d S (w) P S (w) − w . Given a convex cone K ∈ R m , let K * denote its dual cone,
i.e., K * {θ ∈ R m : θ, w ≥ 0 ∀w ∈ K}, and K
• −K * denote the polar cone of K.
Note that for any cone K ∈ R m , σ K (θ) = 0 for θ ∈ K • and equal to +∞ if θ ∈ K • , i.e., σ K (θ) = 1 K • (θ) for all θ ∈ R m . Given a convex function g : R n → R ∪ {+∞}, its convex conjugate is g * (w) sup θ∈R n w, θ − g(θ). Throughout the paper, ⊗ denotes the Kronecker product, Π denotes the Cartesian product, and I n is the n × n identity matrix. Q-norm is defined as z Q (z Qz) 1 2 for any positive definite matrix Q.
B. Our Previous Work on Resource Sharing over Static Undirected G
In [7] , we considered solving (3) over a static communication network G = (N , E) as a dual consensus formation problem. In particular, we reformulated (3) as a saddle point problem:
• i∈N yi=yj (i,j)∈E i∈N
where ξ = [ξ i ] i∈N and y = [y i ] i∈N . The consensus constraints y i = y j for (i, j) ∈ E can be formulated as M y = 0, where M H ⊗ I m ∈ R m|E|×m|N | and H is the oriented edge-node incidence matrix, i.e., the entry H (i,j),l , corresponding to edge (i, j) ∈ E and l ∈ N , is equal to 1 if l = i, −1 if l = j, and 0 otherwise. Furthermore, in [7] , defining the following function L, L(ξ, w, y) i∈N ϕ i (ξ i ) + R i ξ i − r i , y i − w, M y ;
we equivalently write (7) in the form of a saddle-point problem in (4) as follows
where the last equality holds as long as K is a pointed cone -hence int (K • ) = ∅; therefore, for each fixed ξ, inner max y and min w can be interchanged. The saddle-point problem on the right side of (9) is special case of (4) with a separable structure. Exploiting this special structure, we customized PDA in (5) by appropriately choosing Bregman distance functions D x and D y , and showed that PDA iterations for the static graph G can be computed in decentralized way, via the node-specific computations as in Algorithm DPDA-S displayed in Fig. 1 , where γ > 0 is an algorithm parameter, τ i and κ i are the primal-dual step-sizes for i ∈ N . In [7] we showed that Algorithm DPDA-S can solve the sharing problem in (3) and establish its convergence properties provided that {τ i , κ i } i∈N and γ are chosen such that 1 τ i > L i , and
where d i denotes the degree of i ∈ N for the static G. In particular, our result in [7] refines the error bound of (6), and quantifies the suboptimality and infeasibility of the DPDA-S iterate sequence. For completeness, we restate a slightly modified version of this result below.
Step k: (k ≥ 0) Theorem 1 (Rate result in [7] for static undirected G). Suppose Assumption 2 holds. Let {ξ k , y k } k≥0 be the DPDA-S iterate sequence generated as in Fig. 1 , initialized from an arbitrary ξ 0 and y 0 = 0. Define w
Let primal-dual step-sizes {τ i , κ i } i∈N 1 Θ1 constant stated in Theorem 1 is slightly different than the O(1) constant in [7] ; but, it can be obtained by a small modification of the proof in [7] using the arguments as in the proof of Theorem 2. In particular, one uses the fact that if
is a saddle point of (9), then (ξ * , 0, y * ) is also a saddle point of (9) .
and γ be chosen such that the condition (10) holds with strict inequality. Then {(ξ k , w k , y k )} converges to (ξ * , w * , y * ), a saddle point of (9) such that y * i = y * for all i ∈ N , and (ξ * , y * ) is a primal-dual optimal solution to (3); moreover, the following error bounds hold for all K ≥ 1:
where Θ 1 1 2γ
optimal without giving a rate result. Next, to avoid exact minimizations in ADMM, an inexact variant taking proximal-gradient steps is analyzed. Convergence of primal-dual sequence is shown when each f i is strongly convex -without a rate result; and a linear rate is established in the absence of the non-smooth ρ i , i.e., ϕ i (ξ i ) = f i (A i ξ i ), and assuming each R i has full row-rank and ϕ i is strongly convex.
In [10] , a proximal dual consensus ADMM method, PDC-ADMM, is proposed by Chang to minimize i∈N ϕ i subject to coupling equality and agent-specific constraints over both static and time-varying undirected networks -for the time-varying topology, they assumed that agents are on/off and communication links fail randomly with certain probabilities. Each agent-specific set is assumed to be an intersection of a polyhedron and a "simple" compact set. More precisely, the goal is to solve min
and S i is a convex compact set for each i ∈ N . The polyhedral constraints are handled using a penalty formulation without requiring projections onto them. It is shown that both for static and time-varying cases, PCD-ADMM have O(1/k) ergodic convergence rate in the mean for suboptimality and infeasibility; that said, in each iteration, costly exact minimizations involving ϕ i are needed. To alleviate this burden, Chang also proposed an inexact PDC-ADMM taking prox-gradient steps when ϕ i = ρ i +f i is composite convex as in (1) , and showed O(1/k) ergodic convergence rate when each f i is strongly convex and differentiable with a Lipschitz continuous gradient for i ∈ N .
In [11] , a consensus-based distributed primal-dual perturbation (PDP) algorithm using a diminishing step-size sequence is proposed. The objective is to minimize a composition of a global network function (smooth) with the sum of local objective functions (smooth), i.e., F( i∈N f i (x)), subject to local compact sets and an inequality constraint, i∈N g i (x) ≤ 0, over a time-varying directed network. They showed that the local primal-dual iterate sequence converges to a global optimal primal-dual solution; however, no rate result was provided. The proposed PDP method can also handle non-smooth constraints with similar convergence guarantees. More recently, in [12] , distributed continuous-time coordination algorithms are proposed to minimize convex separable objective subject to coupling equality and convex inequality constraints. Assuming the objective and constraint functions are Lipschitz, point-wise convergence is established without providing a rate result.
Finally, while we were preparing this paper, we became aware of a recent work [13] , which also use Fenchel conjugation and dual consensus formulation to decompose separable constraints. A distributed algorithm on time-varying directed communication networks is proposed for solving saddle-point problems subject to consensus constraints. The algorithm can also be applied to solve consensus optimization problems with inequality constraints that can be written as the sum of local convex functions of local and global variables. Assuming each agents' local iterates and subgradient sets are uniformly bounded, it is shown that the ergodic average of primal-dual sequence converges with O(1/ √ k) rate in terms of saddle-point evaluation error; however, when the method is applied to constrained optimization problems, no rate in terms of suboptimality and infeasibility is provided.
D. Connection of PDA to ADMM
Consider the following saddle point problem:
where ρ and φ are closed convex functions, and T is a linear map. The corresponding primal minimization problem take the following form:
Moreover, the dual of (12) can be written as follows:
In an earlier paper [3] , Chambolle and Pock proposed a primal-dual algorithm for solving (12) .
Given θ ∈ {0, 1}, in each iteration two proximal steps are computed as follows:
For θ = 1, by reindexing the {y k } iterate sequence, the iterations in (14) can be written as:
is the same iterate sequence generated by (5) implemented on (11) when both D x and D y are chosen as
In particular, (14) proposed in [3] is a special case of (5) proposed in [1] .
When ADMM [14] is applied on problem (13) , it generates the following iterates:
for some penalty parameter c > 0. It is shown in [3] that when T = I, θ = 1, and ν x = c ,
for c > 0, the algorithm in (14) is equivalent to the ADMM implementation in (15) .
Let M 1 , M 2 be positive semidefine matrices. Alternating direction proximal method of multipliers (AD-PMM), proposed in [15] to solve (12) , computes the iterates as follows:
Another variant of (14) with the same convergence guarantees can be obtained by simply replacing (14c) with z k+1 = y k+1 + θ(y k+1 − y k ) and switching the order of updates in (14b) and (14a), i.e., x k+1 is computed before y k+1 . When θ = 1, the iterations for this variant can be written as:
According to Proposition 3.1 in [15] , the iterates generated by this variant of (14) for ν y = c > 0 is equivalent to those generated by (16) after fixing w at w k and linearizing the whole smooth part of the AL including f i around x k -this leads to taking a prox-gradient step to compute each x i iterate. In the extreme case that ρ i = 0 for i ∈ N , PG-ADMM reduces to GADM, studied in [16] and [17] -GADM takes gradient steps to compute x i ; Gao et al. [17] prove the O(1/t) convergence rate for GADM.
PG-ADMM has also O(1/t) rate and it can be viewed as an extension of G-ADMM where
There is a strong connection between PG-ADMM and PDA in [1] . For all x ∈ X , let Φ(x) = ρ(x) + f (x) as in (1) such that ∇f is Lipschitz with constant L; implementing PG-ADMM on min x,w {Φ(x) + φ(w) : T x − w = 0} generates the following iterate sequence:
For PG-ADMM iterate sequence, the suboptimality and infeasibility converges to 0 in the ergodic sense for any c > 0 when
we get
Combining (18) and (17c) shows y k+1 = prox cφ * (y k + cT x k+1 ). Thus, (17) can be written as
The iterative scheme in (19) is a variant of PDA iterations in [1] . In particular, PG-ADMM as written in (19) generates the same iterate sequence as ( 
According to Assumption 2, a dual optimal solution y * ∈ K • exists and the duality gap is 0 for (3). Suppose each node i ∈ N has its own estimate y i ∈ R m of a dual optimal solution; and y = [y i ] i∈N denotes these estimates in long-vector form. We define the consensus set as
Suppose we are given a bound B > 0 such that y * ≤B -we will discuss how to obtain such a bound in Section V. Let B 0 {y ∈ R m : y ≤ 2B} and B Π i∈N B 0 , i.e., B = {y :
Finally, we also define the bounded consensus set as follows:
We can equivalently reformulate (20) as the following dual consensus formation problem:
i.e., any saddle point of (23) is also a saddle point of (20) , which follows from the definitions
Note that for any ξ ∈ dom ϕ, we have max y∈ C L(ξ, y) = max y∈B min w L(ξ, w, y); hence, (23) can be equivalently written as follows:
where the equality directly follows from Fenchel duality; indeed, interchanging inner max y and min w is justified since B is bounded.
Since in order to solve (3), we can equivalently solve min ξ,w max y∈B L(ξ, w, y) in (25), we next customize PDA iterations in (5a)-(5b) to solve this equivalent saddle-point problem.
Given parameters γ > 0, and
, and
w D γ w and ψ y (y) 1 2 y D κ y leads to the following Bregman distance functions:
Dγ , and
With the aim of solving (3) as a saddle-point problem, let Φ, h, and T be as given in Definition 3, and consider computing a saddle-point for min x∈X max y∈Y Φ(x) + T x, y − h(y).
Hence, given the initial iterates ξ 0 , w 0 , y 0 and parameters
Bregman functions D x and D y as in Definition 2, and setting ν x = ν y = 1, PDA iterations given in (5a)-(5b) can be written explicitly as follows for i ∈ N and k ≥ 0:
where we initialize v 0 = w 0 . The reason we introduced an auxiliary sequence {v k } k≥0 will be explained in detail shortly. Briefly, in its currently stated form, the computation in (26) is a naive implementation of PDA iterations given in (5a)-(5b); however, this scheme is not suitable for our purposes, i.e., the w k+1 update in (26a) is not practical to be computed in a distributed manner. Therefore, instead of setting v k+1 to w k+1 , we will replace (26b) and assign v k+1 to an approximation of w k+1 such that this approximation can be efficiently computed in a distributed way -this modified version of (26) will be analyzed as an inexact variant of PDA.
Using the extended Moreau decomposition for proximal operators, w k+1 can be written as
For any y = [y i ] i∈N ∈ R n 0 , P C (y) can be computed as
where 1 ∈ R |N | denotes the vector of all ones. Hence, we can write
Equivalently,
Although ξ-step and y-step of the PDA implementation in (26) can be computed locally at each node, computing w k+1 requires communication among the nodes. Indeed, note that P B (·) is easy to compute locally since B = Π i∈N B 0 and P B 0 (y) = y min{1, 2B/ y } for y ∈ R m ; on the other hand, evaluating the average operator p(.) is not a simple operation in a decentralized computational setting which only allows for communication among neighboring nodes. In particular, we assume that for undirected communication networks any node can send/receive data to/from its neighboring nodes, while for directed communication networks any node can only receive data from its in-neighbors and can send data to its out-neighbors -see Assumption 1. In order to overcome the issue with decentralized computation of p(.) operator, we will use multicommunication rounds to approximate p(.), and analyze the resulting primal-dual iterations as an inexact primal-dual algorithm. In [18] , the idea of using multi-communication rounds has also been exploited within a distributed primal algorithm for unconstrained consensus optimization problems over undirected communication networks.
We define a communication round as an operation over G t such that every node simultaneously sends and receives data to and from its neighboring nodes according to Assumption 1 -the details of this operation will be discussed shortly. We assume that communication among neighbors occurs instantaneously, and nodes operate synchronously; and we further assume that for each iteration k ≥ 0, there exists an approximate averaging operator R k (·) which can be computed in a decentralized fashion and approximates P C (·) with decreasing approximation error in k.
Assumption 3. Given a time-varying network {G
suppose that there is a global clock known to all i ∈ N . Assume that the local operations in (26c) and (26d) can be completed between two ticks of the clock for all i ∈ N and k ≥ 1, and every time the clock ticks a communication round with instantaneous messaging between neighboring nodes takes place subject to Assumption 1. Suppose that for each k ≥ 0 there exists
can be computed with local information available to node i ∈ N and decentralized computation of R k requires q k communication rounds. Furthermore, we assume that there exist Γ > 0 and α ∈ (0, 1) such that for all k ≥ 0, R k satisfies
The unit time is defined to be the length of the interval between two ticks of the clock. The assumption that every node i ∈ N can finish its ξ i and y i updates in one unit time is mainly for the sake of notational simplicity. All of our results still hold as long as there exists a uniform bound ∆ ∈ Z + such that the local operations in (26c) and (26d) can be completed in ∆ unit time for all i ∈ N and k ≥ 1. In the rest, we assume that ∆ = 1 as in Assumption 3. Consider the k-th iteration of PDA as shown in (26) . Instead of setting v k+1 to w k+1 as in (26b), we propose approximating w k+1 using the inexact averaging operator
of Assumption 3 and set v k+1 to this approximation. This way, we can skip (26a) step and avoid explicitly computing w k+1 as in (27) which requires using the exact averaging to compute P C (·).
More precisely, to obtain an inexact variant of (26), we replace (26b) with the following:
Thus, PDA iterations in (26) , for solving the saddle-point formulation, min ξ,w max y∈B L(ξ, w, y), of the distributed resource allocation problem in (3), can be computed inexactly, but in decentralized way for a time-varying connectivity network {G t } t≥0 provided that R k satisfying Assumption 3 exists for {G t } t≥0 . We call this inexact version of PDA as Algorithm DPDA-D and the node-specific computations of DPDA-D are displayed in Fig. 2 below. Indeed, the Fig. 2 is the same sequence generated by the recursion in (31), (26c), and (26d). As emphasized previously, the sequence {w k } k≥0 will not be explicitly computed, instead we will use it in the analysis of the inexact algorithm.
Next, under various assumptions on time-varying network {G t } t≥0 we discuss the existence of inexact average operators R k satisfying Assumption 3.
A. Inexact averaging operators
Let t k ∈ Z + be the total number of communication rounds done before the k-th iteration of DPDA-D shown in Figure 2 , and let q k ∈ Z + be the number of communication rounds to be performed within the k-th iteration while evaluating R k . Recall that according to Assumption 3, each node i ∈ N can finish ξ 
Consider the information exchange model adopted in [19] satisfying the assumptions stated in Assumption 4.
t for infinitely many t ∈ Z + }, and there
The sequence {V t } t∈Z + satisfying (i) and (ii) in Assumption 4 can be chosen without coordination among all the nodes; and only simple communication among neighboring nodes are needed for this. In particular, consider setting V t as the Metropolis edge weight matrix [20] corresponding to G t , i.e., for each i ∈ N set V t ij = (max{d
For such a matrix V t satisfying (ii) in Assumption 4, given any w ∈ R |N | , the matrix-vector multiplication V t w ∈ R |N | can be computed in a distributed way, i.e., the i-th component
ij w j can be computed at node i ∈ N requiring only local communication of i with N i . The following result from [19] shows how this distributed operation can be used to approximate the average.
Lemma 1 (Geometric rate [19] ). Under Assumption 4, for any given s ≥ 0, the entries of W t,s converges to 1 N as t → ∞ with a geometric rate, i.e., for all i, j ∈ N , one has W
to approximate P C (·) in (27) . Note that R k (·) can be computed in a distributed fashion requiring q k communications with the neighbors for each node. In particular, components of R k (w) can be computed at each node as follows:
Moreover, the approximation error, R k (w) − P C (w), for any w can be bounded as in (34) due to non-expansivity of P B and using Lemma 1. Indeed, from (29), we get for all i ∈ N ,
Thus, (29) and (34) imply that one can bound the approximation error as in (30) . More precisely, can inexactly compute P C (w) in a distributed fashion via push-sum iterations with increasing approximation quality as the number of communications increases. Moreover, Lemma 2 in [22] provides the approximation bounds depending on the number of communication rounds. We provide this result below for the sake of completeness.
It is assumed that every node i knows N graphs, the nodes in N can compute the average 1 |N | i∈N w i in the limit using the push-sum protocol [21] : set η 0 = w and ν 0 = 1 ∈ R |N | , and for t ≥ 1 compute {η
Lemma 2.
[22] Consider the sequence {ϑ t i } t∈Z + generated by push-sum iterations in (35) for i ∈ N . Assuming that the digraph sequence {G t } t∈Z + is uniformly strongly connected (M-strongly connected), the following holds for all t ≥ 1:
where
Now consider a special weight-matrix sequence {V t } t∈Z + : for any t ≥ 0, define V t ∈ R |N |×|N | :
(37)
to approximate P C (·) in (27) . Note that R k (·) can be computed in a distributed fashion requiring q k communication rounds. Moreover, the approximation error, R k (w) − P C (w), for any w can be bounded as in (30) , and
Then, {(ξ k , y k )} k≥0 converges to (ξ * , y * ) such that y * = 1 ⊗ y * and (ξ * , y * ) is a primal-dual solution to (3). Moreover, the following bounds on infeasibility, F (ξ K ,ȳ K ), and on suboptimality,
, hold for all K ≥ 1:
). Finally, setting q k to the lower bound for k ≥ 0, the total number of communication rounds right before the K-th iteration
Remark
Remark III.3. Note that the suboptimality, infeasibility and consensus violation at the K-th iteration is O(Θ 3 (K)/K), where Θ 3 (K) denotes the error accumulation due to approxima- There are other possible choices for {q k } k≥0 . The following lemma is slight extension of Proposition 3 in [18] , where it is stated for p = 1; its proof is omitted.
Lemma 3. Let α ∈ (0, 1), p ≥ 1 is a rational number, and
c i ∈ R i = 1, . . . , d} denote the set of polynomials of k with degree at most d. Suppose
Lemma 3 implies that for this choice of {q k } k≥0 the error accumulation can be controlled.
Remark III.5. Since
then the total number of communications per node until the end of K-th iteration can be bounded
Note that this choice of {q k } k∈Z + , unlike the one in Remark III.4, is independent of the parameter α ∈ (0, 1) which is dependent on the dynamics of {G t } t∈Z + and may not be known by the agents in N .
A. Auxiliary results to prove Theorem 2
We first define the proximal error sequence {e k } k≥1 : for all k ≥ 0,
hence, v k = w k +γe k for k ≥ 1 -see (27) for w k . In the rest, we assume that v 0 = w 0 = 0. The following observation will also be useful to prove error bounds for DPDA-D iterate sequence. For each i ∈ N , the definition of R k in (30) implies R k i (y) ∈ B 0 for all y; hence, from (31),
Thus, we trivially get the following bound on v k for k ≥ 0:
Therefore, for all k ≥ 0, since y k ≤ 2 √ N B, it follows from (30), (42) and (43) that
In order to prove Theorem 2, we first prove Lemma 4 which help us to appropriately bound
where L is defined in (24) .
Next, we provide a few other technical results which will be used together with Lemma 4 to show the asymptotic convergence of {ξ
Definition 5. Let D γ and D κ be the diagonal matrices given in Definition 2, and T be the matrix specified in Definition 3. Define the symmetric matrixQ
Lemma 4. Let X , Y and Z be the spaces defined in Definition 2. Suppose {x k } k≥0 ⊂ X be the primal and {y k } k≥0 ⊂ Y be the dual iterate sequences generated using Algorithm DPDA-D, displayed in Fig. 2 , initialized from an arbitraryx 0 ∈ X and y 0 ∈ Y,
k ≥ 0; and {e k } k≥1 be the proximal error sequence defined as in (42). For any x = [ξ v ] ∈ X , and y ∈ Y, the primal-dual iterate sequence {z
, D x , D y are Bregman functions defined as in Definition 2, T andQ are given in Definitions 3 and 5, respectively, and
Proof. Recall that DPDA-D iterate sequence, {z k } k≥0 , generated as in Fig. 2 is the same as the iterate sequence generated by the recursion in (31), (26c), and (26d), wherez
Moreover, given {v k } k≥0 generated as in Fig. 2 , let {w k } k≥0 sequence be defined according to (26a) -recall that {w k } k≥0 sequence is never actually computed in practice; this sequence will help us in our analysis of DPDA-D. For notational simplicity, we also define
Let Φ, h, and T be as given in Definition 3; hence, our objective is to compute a saddle-point for min x∈X max y∈Y Φ(x) + T x, y − h(y) in order to solve (3) . Using this notation, we can represent {ξ k }, {w k } and {y k } sequences in a more compact form as follows:
where {v k } is updated according to (31) . Since ρ is a proper, closed, convex function and D x is a Bregman function, Property 1 in [23] applied to (46a) implies that for any x ∈ X we have
Note that y ≤ 2 √ N B for y ∈ C; hence, for any v and w, we have
Moreover, from the definition of {e k } k≥1 sequence in (42), we have v k = w k + γe k for all k ≥ 1; hence, from the inequality in (48), it follows that for any v ∈ R n 0 , we also have
where the error term S k is defined as
Therefore, combining (47) and (49) implies that for any x ∈ X we have
Moreover, convexity of f i and Lipschitz continuity of ∇f i implies that for any
Summing this inequality over i ∈ N , and combining the sum with (51), we get
using the definition of D -see Definition 5. Finally, since h is a proper, closed, convex function and D y is a Bregman function, Property 1 in [23] applied to (46b) implies that
Summing (52) and (53), and rearranging the terms, it immediately follows that
for all x ∈ X , y ∈ Y, and k ≥ 0 whereQ is defined as in Definition 5.
; therefore, (50) can be equivalently written as
where the inequality follows from Cauchy-Schwarz inequality and the fact that h k+1 ≤ 2 √ N B since h k+1 ∈ C. Combining (54) and (55) gives the desired result.
Next lemma will show that if the local step-size condition in (39) holds (possibly with equality 
Moreover, sinceD τ 0, again using Schur complement, one can conclude that the condition on the right-hand-side of (56) holds if and only if
Hence, (39) is a sufficient condition for Q 0. It follows from the same argument that if the strict inequality condition in (39) is relaxed to include equality, then the resulting condition is sufficient forQ 0.
The next result in Lemma 6 follows from [24] . 
Now we are ready to prove Theorem 2.
B. Proof of Theorem 2
Under Assumption 2, given L in (24), a saddle point (ξ * , w * , y * ) for min ξ,w max y∈B L(ξ, w, y)
exists; moreover, any saddle point (ξ * , w * , y * ) satisfies that y * = 1 ⊗ y * for some y * ∈ B 0 such that (ξ * , y * ) is a primal-dual solution to (3). Thus,
this implies y * , w * − σ C (w * ) = 0 which leads to i∈N w * i = 0, i.e., w * ∈ C • . Therefore, we have 0 = y * , w * = σ C (w * ). In the rest of the proof, we provide the error bounds for a saddle
Lemma 5 shows thatQ 0 when the step-size condition in (39) holds for all i ∈ N . Thus we can drop the last term in (45). Moreover, the definition ofQ implies that
holds for all z, z ∈ Z. Therefore, summing (45) over k for k = 0, . . . , K − 1, dividing by K, using Jensen's inequality, and finally dropping the last term,
wherex (58) is the error term due to approximating P C in the k-th iteration of the algorithm.
Recall that we initialize v 0 = 0 and y 0 = 0; hence, the inequality in (58) can be written more explicitly as follows: letξ
for any ξ, v and y, and
Given the step-size condition in (39), Schur complement condition guarantees that
Therefore,
In the rest of the proof, we fix an arbitrary K ≥ 1 and an arbitrary saddle-point (ξ * , w * , y * ) for
and also definev (21) is a closed convex cone and C • denotes its polar cone. Note thatŷ ∈ C andv ∈ C
Recall that every closed convex cone Q ⊂ R m induces an orthogonal decomposition on R m ,
i.e., according to Moreau decomposition, for any y ∈ R m , there exist y 1 ∈ Q, and y 2 ∈ Q • such that y = y 1 + y 2 and y 1 ⊥ y 2 ; in particular, y 1 = P Q (y) and y 2 = P Q • (y). Thus,
Note that for each i ∈ N we haveȳ
Furthermore, similar to (61), the definition ofŷ
and sinceŷ K ∈ C, we also have (63) and (64) imply that L satisfies
Recall that we fixed a saddle point (ξ * , w * , y * ) such that w
where we used the fact that y * ∈ K • , i.e., y * , y ≤ y
Therefore, provided that the inequality (66), (67), (68) and (69) gives us the infeasibility and consensus results in (40) and also the upper bound in (41); while (69) gives us the lower bound for the suboptimality. Next we will bound (43) and (44). Although all the results below hold for any γ > 0, to obtain a simpler bound, we consider γ ≥
. Thus we have
for all k ≥ 0 for some c > 0, we get sup K∈Z + Θ 3 (K) < ∞; indeed,
Next, we are going to discuss the convergence of the iterate sequence. Consider a saddle point
. Due to (39), we haveQ 0; hence, evaluating
Define a
Moreover, from (57), we get
Finally, note that (70) also implies that
implies that lim k→∞ a k exists. Thus, {a k } is a bounded sequence; hence, due to (57), {z k } is bounded as well. Consequently, there exists a subsequence {z kn } n such thatz kn → z # as n → ∞. Moreover, Lemma 6 also implies that
Recall that DPDA-D iterates have the formz
for k ≥ 0; and given {v k } k≥0 generated as in Fig. 2 , {w k } k≥0 sequence is defined according to (26a). Furthermore, within the proof of Lemma 4, we also define
any {q k } satisfying the condition in the statement of the theorem. Therefore,x kn+1 → x # and
Note ψ x (x) = 
and D y is defined similarly. The optimality conditions for (46) imply that for all n ∈ Z + , q n ∈ ∂ρ(x kn+1 ) and p n ∈ ∂h(y kn+1 ), where
Since ∇ψ x and ∇ψ y are continuously differentiable on dom ρ and dom h, respectively, and since ρ and h are proper, closed convex functions, it follows from Theorem 24.4 in [25] that
which also implies that z # is a saddle point of (4).
Since (72) is true for any saddle point z * , by setting z * = z # in (72), one can conclude that
for k ≥ 0. Since s # = lim n s kn and lim n T (
which together with (57) implies thatz k → z # .
IV. FULLY DISTRIBUTED STEP-SIZE RULE
Recall that step-size selection rule in (39) of Theorem 4 requires some sort of coordination among the nodes in N because there is a fixed γ > 0 coupling and affecting all nodes' step-size choice. To overcome this issue, we will define γ i > 0 for each node, and let the nodes to choose this parameter independently. Let D γ diag([
Recall the definition of Bregman function given in Definition 2:
Dγ . Switching to D γ as defined above, (26a) should be replaced with
Using the change of variablesŵ D 1 2 γ w, (74) can be rewritten as
where we use the fact that σ C (D
. Now, we can write (75) in a proximal form and using Moreau's decomposition, we get
Note p ∈ C implies that D
γ y onto C can be computed as follows:
Let P γ (y) 1 N ⊗ P B 0 1 i∈N γ i i∈N γ i y i ; hence, we get that
Thus, we propose approximating P γ (.) using an approximate convex combination operator R k (·)
such that it can be computed in a distributed way. More precisely, suppose that R k satisfies a slightly modified version of Assumption 3, where (30) is replaced with
Provided that such an operator exists, instead of (31), we set v k+1 as follows:
In particular, after setting D γ diag([
corresponding to the slightly modified version of Algorithm DPDA-D is generated by the recursion in (80), (26c), and (26d). With this modification, we can still show that the iterate sequence converges to a primal-dual optimal solution with O(1/K) ergodic rate provided that primal-dual step-sizes {τ i , κ i } i∈N and {γ i } i∈N are chosen such that τ i <
In the rest of this section, for both undirected and directed time-varying communication networks, we provide an operator R k satisfying (79).
hence, we have P γ (y) = 1 N ⊗ P B 0 p γ (y) . Therefore, we should consider distributed approximation of p γ (y). For this purpose, given w i ∈ R m and γ i > 0, which are only known at node i ∈ N , we next discuss extensions of techniques we discussed in Section II-A that are able to compute the convex combination i∈N γ i y i / i∈N γ i .
First, suppose that {G t } is a time-varying undirected graph and {V t } t∈Z + be a corresponding sequence of weight matrices satisfying Assumption 4.
to approximate P γ (·) in (78). Note that R k (·) can be computed in a distributed fashion requiring q k communications with the neighbors for each node. According to Lemma 1, we have
Moreover, using Lemma 1, it is easy to show that R k given in (82) satisfies the condition in (79).
Second, suppose that {G t } is a time-varying M -strongly-connected directed graph, and {V t } t∈Z + be the corresponding weight-matrix sequence as defined in (37) within Section II-A2. Given any w = [w i ] i∈N and {γ i } i∈N , the results in [22] immediately imply that for any s ∈ Z + , the
γ w converges to the consensus convex combination vector 1 N ⊗ p γ (w) with a geometric rate as t increases. Indeed, this can be trivially achieved by simply initializing the Push-Sum method in (35) from a different set of points; in particular, instead of setting η 0 i = w i for i ∈ N and ν 0 = 1 ∈ R |N | , we set η 0 i = γ i w i for i ∈ N and ν 0 = γ ∈ R |N | .
Next, we state a slightly modified version of the convergence result in Lemma 2 to quantify the approximation quality of R k (·) in (82) for computing convex combinations. Although the proof immediately follows from the proof Lemma 1 in [22] , for the sake of completeness we provide the proof below.
Lemma 7. Suppose that the digraph sequence {G t } t≥1 is uniformly strongly connected (Mstrongly connected), where G t = (N , E t ). Given node-specific data {w i } i∈N ⊂ R m and {γ i } i∈N ⊂ R ++ , for any fixed integer s ≥ 0, the following bound holds for all integers t > s:
for some δ ≥ 
where in the last inequality we used entry-wise bound on ∆ t,s and
ij | due to convex combination. The result follows from the equality [
and for some α ∈ (0, 1) and δ > 0 as stated in Lemma 7.
V. COMPUTING A DUAL BOUND
Recall that the definition of C in (22) involves a bound B such that y * ≤ B for some dual optimal solution y * . In this section, we show that given a Slater point we can find a ball containing the optimal dual set for problem (3) . Indeed, we will prove this result for a more general case where the feasible set {ξ = [ξ i ] i∈N : g(ξ) ∈ K} is described by a general convex function (3) . To this end, we first derive some results without assuming convexity.
Let ϕ : R n → R ∪ {+∞} and g : R n → R m be arbitrary functions of ξ, and K ⊂ R m is a cone. For now, we do not assume convexity for ϕ, g, and K, which are the components of the following generic problem
where y ∈ R m denotes the vector of dual variables. Let q denote the dual function, i.e.,
We assume that there existsŷ ∈ K • such that q(ŷ) > −∞. Since q is a closed concave function, this assumption implies that −q is a proper closed convex function. Next we show that for anȳ y ∈ dom q = {y ∈ R m : q(y) > −∞}, the superlevel set Qȳ {y ∈ dom q : q(y) ≥ q(ȳ)} is contained in a Euclidean ball centered at the origin, of which radius can be computed efficiently.
A special case of this dual boundedness result is well known when K = R m + [26] , and its proof is very simple and based on exploiting the componentwise separable structure of K = R m + -see Lemma 1.1 in [27] ; however, it is not trivial to extend this result to our setting where K is an arbitrary cone with int(K) = ∅.
Lemma 8. Letξ be a Slater point for (87), i.e.,ξ ∈ relint(dom ϕ) such that g(ξ) ∈ int(K).
Then for allȳ ∈ dom q, the superlevel set Qȳ is bounded. In particular,
where 0 < r * min w {w g(ξ) : w = 1, w ∈ K * }. Note that this is not a convex problem;
instead, one can upper bound (89) using 0 <r ≤ r * , which can be efficiently computed by solving a convex problemr
Proof. For any y ∈ Qȳ ⊂ K • we have that
which implies that −y g(ξ) ≤ ϕ(ξ) − q(ȳ). Since g(ξ) ∈ int(K) and y ∈ K • , we clearly have −y g(ξ) > 0 whenever y = 0. Indeed, since g(ξ) ∈ int(K), there exist a radius r > 0 such that g(ξ) + ru ∈ K for all u ≤ 1. Hence, for y = 0, by choosing u = y/ y and using the fact that y ∈ K • , we get that 0 ≥ (g(ξ) + ry/ y ) y. Therefore, (91) implies that for all y ∈ Qȳ,
Now, we will characterize the largest radius r * > 0 such that B(g(ξ), r * ) ⊂ K, where B(g(ξ), r) {g(ξ) + ru : u ≤ 1}. Note that r * > 0 can be written explicitly as the optimal value of the following optimization problem:
Let γ(r) sup{d K g(ξ) + ru : u ≤ 1}; hence, r * = max{r : γ(r) ≤ 0}. Note that for any
+ ru as a function of r is a composition of a convex function d K (.) with an affine function in r; hence, it is convex in r ∈ R for all u ∈ R m . Moreover, since supremum of convex functions is also convex, γ(r) is convex in r. From the definition of d K (·), we have
Since {w ∈ R m : w ≤ 1} is a compact set, and the function in (94) is a bilinear function of w and ξ for each fixed u, we can interchange the inner inf ξ and sup w , and obtain
Let w * (r) be an argmax of (95). It is easy to see that w * (r) = 1, since the supremum of a convex function over a convex set is attained on the boundary of the set. Therefore,
Since r * = max{r : γ(r) ≤ 0}, from (96) it follows that
BPD appears in the context of compressed sensing [28] and the objective is to recover the unknown sparse ξ * from a small set of measurement or transform values in r.
Given a graph G = (N , E), suppose each node i ∈ N knows r ∈ R m and stores only n i columns of R corresponding to a submatrix R i ∈ R m×n i such that n = i∈N n i and R = [R i ] i∈N .
Partitioning the decision vector ξ = [ξ i ] i∈N accordingly, BPD problem in (97) can be rewritten as follows:
Note that (98) can be cast into the form similar to (3). Indeed, let K denote that second-order cone, i.e., K = {(y, t) ∈ R m × R : y ≤ t}; hence, (98) can be equivalently written as min t∈R,ξ i ∈R n i , i∈N i∈N
where χ(t) = 0 if t = , and +∞ otherwise.
This section is dedicated to illustrate the performance of proposed DPDA-S and DPDA-D to solve BPD problem in a decentralized manner. First we test the effect of network topology on the performance of the proposed algorithms, and then to benchmark these distributed algorithms, we also solve the same problem in a centralized way using Prox-JADMM algorithm proposed in [29] . Note that Prox-JADMM solves the problem in a centralized fashion which naturally has a faster convergence than a decentralized algorithm. The aim of this comparison is to show that the convergence of the proposed decentralized algorithms are competitive with the centralized one corresponding to Prox-JADMM when nature of the problem requires to store and access the data in a decentralized manner.
A. Problem generation
In the rest, we consider two different forms of the problem in (97): noisy, i.e., > 0 and noise free, i.e., = 0. In our experiments, we set n = 120 and m = 20. For the noisy case, as suggested in [30] , the target signal ξ * is generated by choosing κ = 20 of its elements, uniformly at random, drawn from the standard Gaussian distribution and the rest of the elements are set to 0. Moreover, each element of R = [R ij ] is i.i.d with standard normal distribution, and the measurement r = Rξ * + η where η ∈ R m such that each of its elements is i.i.d. according to Gaussian distribution with mean 0 and variance σ 2 = κ 10 −S/10 where S denotes the SNR, i.e., the signal-to-noise ratio, and we consider S = 30dB or 40dB. Finally, > 0 is chosen such that Pr( η ≤ ) = 1 − α, and we let α = 0.05. For the noise-free case, the noise parameters, i.e., σ 2 and are set to 0; hence, the constraint for the noise free case is a linear constraint i∈N R i ξ i = r -the rest of the problem components are generated as in the noisy case. Generating static undirected network: G = (N , E) is generated as a random small-world network. Given |N | and the desired number of edges |E|, we choose |N | edges creating a random cycle over nodes, and then the remaining |E| − |N | edges are selected uniformly at random.
Generating time-varying undirected network: Given |N | and the desired number of edges |E * | for the initial graph, we generate a random small-world G * = (N , E * ) as described above.
Next, given M ∈ Z + , and p ∈ (0, 1), for each k ∈ Z + , we generate G t = (N , E t ), the communication network at time t ∈ {(k − 1)M, . . . , kM − 2} by sampling p |E * | edges of G * uniformly at random and we set
In all experiments, we set M = 5, p = 0.8 and the number of communications per iteration is set to q k = 10 ln(k + 1).
B. Effect of Network Topology
In this section, we test the effect of network topology on the performance of DPDA-S and DPDA-D on undirected communication networks. We consider four scenarios in which the number of nodes |N | ∈ {10, 40} and the average number of edges per node, |E|/|N |, is either ≈ 1.5 or ≈ 4.5. For each scenario, we plot relative suboptimality, i.e., ϕ(ξ k ) − ϕ(ξ * ) /ϕ(ξ * ), infeasibility, i.e., i∈N R i ξ k i − r − + , and consensus violation, i.e., max i∈N y
versus iteration number k. All the plots show the average statistics over 50 randomly generated replications. In each of these independent replications in addition to random communication networks, both R and ξ * are also randomly generated at every replication.
Testing DPDA-S on static undirected communication networks: We generated the static small-world networks G = (N , E), as described above in Section VI-A, for (|N |, |E|) ∈ {(10, 15), (10, 45) , (40, 60), (40, 180)} and solved the BPD problem in (97) using DPDA-S described in The performance of DPDA-S in terms of suboptimality, infeasibility and consensus violation is displayed in Fig. 3 . It is clearly seen that when compared to the effect of average edge density, the network size |N | has more influence on the convergence rate, i.e., the smaller the network faster the convergence is. On the other hand, for fixed size network, as expected, higher the density faster the convergence is, especially for consensus violation statistics. Testing DPDA-D on time-varying undirected communication networks: We first generated an undirected graph G u = (N , E u ) as in the static case, and let G * = G u . Next, we generated {G t } t≥0 as described in Section VI-A by setting M = 5 and p = 0.8. For each consensus round t ≥ 0, V t is formed according to Metropolis weights, i.e., for each i ∈ N , V The performance of DPDA-D in terms of suboptimality, infeasibility and consensus violation is displayed in Fig. 4 . Note that network size has a similar effect on the rate as in the static case; however, average edge density does not seem to have a significant impact on the convergence. 
C. Benchmarking DPDA-S and DPDA-D against a centralized algorithm
In this section we benchmark DPDA-S and DPDA-D on both undirected and directed networks against Prox-JADMM algorithm on BPD problems under three different noise levels; S = 30 dB, S = 40 dB and noise free, i.e., S = +∞ dB. We choose the parameters for Prox-JADMM algorithm as suggested in Section 3.2. of [29] , by setting ρ = 10/ r 1 and for each i ∈ N the matrix in proximal term to be P i =τ i I − ρR i R i where initial proximal parameterτ i = 0.1|N |ρ and are adaptively updated by the strategy discussed in Section 2.3. of [29] . For undirected static networks we fix the number of nodes as |N | = 10 and the average edge density as |E|/|N | = 1.5;
and similarly for undirected time-varying networks we fix |N | = 10 and |E u |/|N | = 1.5 -we observe the same convergence behavior for the other network scenarios as discussed in Section VI-B.
Static undirected network:
In each replication, we generate a random small-world network G = (N , E) and choose the algorithm parameters as in static network experiments of Section VI-B. The comparison between DPDA-S and Prox-JADMM in terms of suboptimality, infeasibility and consensus violation is displayed in Fig. 5 for different levels of noise. We observe that the lower signal-to-noise ratio leads to faster convergence, and the noise-free case has the slowest convergence. For all noise levels DPDA-S is competitive with Prox-JADMMslightly slower rate of DPDA-S is the price we pay for the distributed setting to reach consensus on the dual price. observed; however, the impact of the noise levels on the convergence is less apparent. Time-varying directed network: In this scenario, we generated time-varying directed communication networks similar to [31] . In particular, G d = (N , E d ) is the strongly-connected directed graph in Fig. 7 with |N | = 12 nodes and |E d | = 24 directed edges -G d is also used for the numerical experiments in [31] . We set G * = G d , and we generated {G t } t≥0 as in the Moreover, communication weight matrices V t are formed according to rule (37), and we used the approximate averaging operator R k given in (38). We set the stepsizes similar to time-varying undirected case. 
VII. CONCLUSIONS
We propose a primal-dual algorithm for solving cooperative multi-agent resource sharing problems over time-varying (un)directed communication networks, where only local communications are allowed. The objective is to minimize the sum of agent-specific composite convex functions subject to a conic constraint that couples agents' decisions. We propose a distributed primal-dual algorithm DPDA-D with agent-specific constant step-sizes and show that the iterate sequence converges withÕ(1/k) rate where k is the number of consensus iterations. To the best of our knowledge, this is the best rate result for our setting. Moreover, each agent's constant step length can be computed with local information only, without requiring agents to know any global parameter determined by the communication network. As a potential future work, we plan to analyze convergence rates of similar primal-dual algorithms under certain strong convexity assumptions.
