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Abstract—In this paper, we show that it is possible to detect
the active mode and reconstruct its associated state for a class of
hybrid linear systems under sparse measurements. The solution
we bring to this problem is firstly to analyze the observability
of systems under random sampling and secondly to synthesize
a impulsive observer. Here, the first approach is based on
the concept of compressive sampling which is well-known in
signal processing theory. A synthesis of impulsive observers will
presented for some special cases. These observers allows todetect
the active mode and rebuild the state under sparse measurement.
Simulation results are provided in order to highlight the well-
foundedness of the proposed approach.
Keywords: Hybrid system, impulsive observer, compressive
sensing
I. I NTRODUCTION
In the theory of signal processing, it is well known that,
under certain circumstances, it is possible to reconstructa
signal even if the sampling frequency is less than the Nyquist
frequency(see eg. [10] and [4]). In fact, compressive sampling
(CS) is based on the hypothesis that the signal is located in an
extended space that is reconstructed in a suitable base [22]and
the associated matrix verifies a restricted isometry property
(RIP)[3].
Under these assumptions, the signal can be reconstructed using
techniques based on regularised linear regression. This results
naturally leads one to ask if it is possible to bypass the
Nyquist-Shannon sampling frequency constraint in a closed-
loop control. This question, in turn, generates several essential
ones:
i) How can we translate (CS) from a signal theory context into
the dynamical system theory context?
ii) What is the appropriate base in a dynamical system context?
iii) How can one verify the (RIP) property in a dynamical
system context?
iv) How can one bypass the optimization algorithm (generally
carried out off-line) in order to cope with real-time algorithms?
v) How can one guarantee the closed-loop stability under
sparse measurements?
An answer to the question i) is partially given in signal
processing literature. As in [23], in this work a model based
on (CS) is presented, even though this type of model is
very different compared to usual dynamical systems. An
answer to the question ii) is implicitly given several articles
on observation and diagnosis of dynamical systems [1], [2].
Specifically, a suitable base is the base of the normal form
[12] associated with the Whitney topology together with all
the restrictive considerations with respect to genericityand the
sensitivity of parameters [11].
In this paper, we will answer to the question iii). More
precisely, we propose a sufficient condition related to the
observability and distinguishability of hybrid systems that will
allows us to detect and reconstruct the non-measured statesof
a continuous linear system with sparse measurements.
An answer to the question iv) for linear systems is given in
[13] and for chaotic systems in [14] and will be used here
to illustrate the answer to the question v). More precisely,a
impulsive observer which bypasses the optimization algorithm,
under certain conditions, will be presented in this work.
This paper is organized as follows: in the next section we
presents the observation problem under sampling for a class
of linear switching systems. In Section 3, we shall recall the
technique of compressive sensing. In Section 4, we give a
sufficient condition for the detection and reconstruction of
active modes for a hybrid system. Section is devoted to the
synthesis of impulsive observers. Finally, an academic example
is proposed in order to prove the validity of the obtained
results.
II. PROBLEM STATEMENT








wherezi(t) ∈ Rs is the state vector associated witht sub-
system, such thatzi = (zi1, z
i
2, · · · , z
i
s)
T with i = {1, · · · , r},
yi ∈ Rp represents the output vector measured in discrete time.
Ãi ∈ R
s×s, C̃ ∈ Rp×s are constant matrices with appropriate
dimensions, andp < s.
Note that the system (1) can be considered as a hybrid dynam-
ical system and more specifically as a switching system with a
switching law and with resets functions equal to identity. The
pairs [Ãi , C̃i] are assumed to be observable.
Assumption 1. We assume that to each time intervalΩl
(called dwell time in each mode) there is a single subsystem
that is active, and that the states of all other subsystems are
equal to zero.
Assumption 2. We assume that during each time interval
Ωl there is at least2s + 1 output measurementsk ∈ T =
{t0, t1, ..., tm}, that are sparse1 and these are taken in a
random fashion and are defined as follows:
There existsτmin andτmax with 0 < τmin < τmax such that:
∀i > 0 : ti+1 ≥ ti + τmin and ti+1 ≤ ti + τmax
By conventiont0 = 0.
The main objective of this paper is to bring a solution to the
following question: Given a set of systems (1) satisfying the
above assumptions, is it possible to detect the active system
and rebuild the states of the system?
The problem consists, first of all, in the determination of
sufficient conditions on the matrices̃Ai and on the sampling
periodstk such that the observability matrix (which is defined
later in this paper) satisfies restrictive isometric property (RIP).
Next, it will be shown that under these conditions that it is
possible to synthesize an observer which permits observe the
active state of the system and determine the associated active
subsystem. The main contribution of this paper is to define
Fig. 1. block diagram of the studied system
observability conditions under sparse measurements and to
link these conditions to the restricted isometry property (RIP)
for compressive sensing [4].
Another contribution of this work is to propose a new im-
pulsive observer scheme. This will allow to reconstruct the
non-measured states even if they are unstable; this may be
seen as the dual of reconstruction algorithms for compressiv
sensing such as the regularized scattering and linear inversion
[9].
The necessary property for the solution to the problem is the
property of strong distinguishability defined as follows:
Definition 1. The dynamical system (1) is said to be strongly
distinguishable if∀i, j ∈ {1, · · · , r}, the matricesÃi and Ãj
have no common eigenvalues2 .
1below Shanon-Nyquist frequency
2The random choice oftk avoid the pathological sampling see for example
[6]
III. SOME FUNDAMENTAL CONCEPTS OFCS
In this section, we recall some fundamental concept of
compressive sampling namely the restricted isometry property
(RIP) and reconstruction algorithms of signals under sparse
measurements.
Definition 2. A signal x(t) under n sampling generates a
vectorX of Rn; that is X = (x(t1), ..., x(tn))T . The vector
X is said to be sparse is most of its components are zero;
that is its supportsupp(x) = {t1 ≤ tk ≤ tn|x(tk) 6= 0} is of
cardinality ‖X‖0 , |supp(x)| = s ≪ n.
Compressive sensing (CS) is a signal processing technique
which renews the Shannon-Nyquist vision for sparse signals.
The theory of (CS) states that a signal can be reconstructed
from 2s+ 1 measurements well below the current dimension
n via a linear projection; that is there exists a matrixΦ such
that: Y = ΦX , whereΦ ∈ Rm×n is called measurement
matrix with 2s+ 1 ≪ n.
In general, it is not always possible to reconstruct by
inversion the unknown signalX from measurementsY with
dimension smaller than that ofX .
However, if the input signalX is sufficiently sparse and the
matrixΦ satisfies the RIP of order two for a sufficiently small
isometric constantδs, then it is possible to uniquely reconstruct
a s-sparse signalX from measurementsY by using a convex
optimization program called ”l1-minimization” [5], [25].
The (RIP) also ensures that the recovery process is robust
to noise [3]. Similar approaches in signal processing theory
can be used for the reconstruction of signals with the aid of
different iterative algorithms [21]. Before going back to control
theory and in particular to the synthesis of observers, we recall
RIP property of orders:
Definition 3. Let φ ∈ Rm×n, thenφ is said to satisfy the RIP
property of orders if: there exists a constantδs ∈]0 1[, ∀x





2 ≤ (1 + δs)‖x‖
2
2 (2)
Note that the RIP is an inherent property of the matrixΦ.
However, proving, in a deterministic fashion, thatΦ verifies
the RIP is very difficult, the computation is impossible when
n is very large. In addition, a major problem of the theory of
compressive sensing is that it is difficult to practically build
and to verify matrices satisfying the RIP. In fact, we do not
know any deterministic and generic construction methods pro-
ducing good measurement matrices (see [23] for an approach
by chaotic systems). However, some random matrices in a
well-chosen class verifies, with a high probability, the RIP
property (see [15] ,[19]).
IV. CONDITION FOR THE DETECTION AND THE
RECONSTRUCTION OF THE ACTIVE MODE
In this section, we propose a new approach to derive the
observability conditions under sampling and the detectionof
the active mode based on the technique of compressive sensing
as described in the previous section. Let us consider the family
of r sub-systems defined previously by (1).
Assumption 3. Assume that the matrices̃Ai, with i =
{1, · · · , r} are strongly distinguishable and all couples̃Ai, C
are observable.
This assumption makes it always possible to ensure the
existence of invertible transformation matricesTi such that
they transform the system (1) (using the change of coordinates








where the matricesAi are diagonal and they all haves distinct
eigenvaluesλij , where λ
i
j is the j
th eigenvalue of theith
subsystem.
Without loss of generality, we suppose that output vector
yi(tk) ∈ R




















which can be written in matrix form as follows:
Y = ΦX(t0) (5)
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whereY ∈ Rm, X(t0) ∈ Rn is s-sparse andΦ ∈ Rm×n
The observation problem related to the equation (5) thus
reduces to a problem compressive sensing.
Proposition 1. Under the assumptions (1, 2 and 3), the active
subsystem and the active state (1) can be reconstructed.
Remark 1. An almost similar result has been demonstrated
for linear time-discrete systems in [8], [20], [24].
The proof of the proposition amounts in showing that any
linear combination ofs column vectors of the matrixΦ is of
full ranked. Denote byαj := λ
j
i , j = {1, ..., s} the eigenvalues
corresponding to the chosen column vectors.
Without loss of generality, we consider the firstcolumn
vectors of the matrixΦ (we can take other columns) and we
3due to the observability conditions and the fact that these matrices are
diagonal none of the entries of the vectorC are equal to zero and it is always
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The matrixΦs is exactly the generalized Vandermonde matrix







αkt1Υk ∀s ≥ 2 (7)
whereΥk is recursively defined fork > 1 as follows:
Γ2 = Υ2 = e
α2(t2−t1) − eα1(t2−t1)























tk−1→tkΓk−1is the permutationtk by tk−1 in Γk−1
Sαk−1→αkΓk−1is the permutationαk−1by αk inΓk−1
To show that the matrixΦs is full rank, it is sufficient to
showdetΦs 6= 0 as, which is the same as showing that allΥk
are nonzero. We distinguish two cases:
Case 1:All the eigenvalues of the matrixΦs are real.
Since the subsystems are highly distinguishable and observ-
able, then all the eigenvalues of the matrixΦs are distinct
and non-zero, and thereforeΦs matrix is full rank, hence
confirming the result.
Case 2:The eigenvalues of the matrixΦs are complex.
In this case, we first show by induction that theΓk are non-
zero for allk = {1, · · · ,m} and for allm ∈ N:
For k = 2, we have:
Γ2 = e
α2(t2−t1) − eα1(t2−t1)
As α1 6= α2, theneα2(t2−t1) 6= eα1(t2−t1) except in the case
whereα1 andα2 are purely imaginary. But note that even if
eα2(t2−t1) = eα1(t2−t1), the fact we have2s+1 instant choices
and that these measurement instants are randomly chosen, then
it is always possible to have other eigenvalues such thatΓ2 6= 0
(by choosing other columns of the matrixΦ), and hence the
probability of havingΓ2 = 0 is zero.
For k ≥ 3, suppose that:Γk−1 6= 0 for all k ≥ 3 arbitrary
and fixed in N is verified. The conditions of assumptions
2 and 3, we haveαk 6= αj for all j ∈ {1, ..., k − 1}
and tk > tk−1 > ... > t1, which implies in a probabilis-
tic fashion that the following permutationsSαk−1→αkΓk−1,
Stk−1→tkΓk−1 andS
tk−1→tk



























while, αk 6= αj , ∀ j ∈ {1, ..., k − 1}, andtk > tk−1 > ... >
t1. Owing to the fact that we have at least2s + 1 choices
of these measurement instances, the probability of having the
equality (8) is practically zero (by choosing other columnsof
the matrixΦ which renders the equality (8) false).
The same reasoning is used to show thatΥk 6= 0. 
V. I MPULSIVE OBSERVER DESIGN
In this section, an impulsive observer is proposed, it allows
estimate the states of each subsystem defined by (1) using
only sampled outputs measurements. First, the case of linear
systems where all unstable states are measured is considered.
Afterwards, the case of linear systems with non-measured







x1(t) = A11x1(t) + A12x2(t)
x2(t) = A21x1(t) + A22x2(t)
y(tk) = x1(tk)
(9)
wherex(t) = (xT1 (t), x
T
2 (t)) ∈ R
s with A11 ∈ Rp×p, A12 ∈
R
p×(s−p), A21 ∈ R(s−p)×(s) A22 ∈ R(s−p)×(s−p).
A. Case 1: The unstable states are measured
Assumption 4. Assume thatKer C ⊂ span {Es}, whereEs
is a stable manifold of the system (9).
Remark 1. Hypothesis 4 signifies that the number of outputs
must be at least equal to the number of unstable directions.
This condition is consistent to the Pyragas conjecture [18]in
the theory of control which states that one must have as many
outputs as unstable Lyapunov exponents in order to be able
to estimate the systems states.
Under assumption (4) the proposed impulsive observer






˙̂x1(t) = A11x̂1(t) +A12x̂2(t)
˙̂x2(t) = A21x̂1(t) +A22x̂2(t)
x̂1(t
+
k ) = Rx̂1(tk) + (Id −R)x1(tk)
(10)
whereR = diag{r1, .., rp} with −1 < ri < 1, for i = 1, ..., p.
Note that system (10) has the same continuous dynamic as
system (9), except that at each measurement instant of the
state, the observer is reset or reinitialized as a function of the
error between the estimated outputŷ( k) and the measured
outputy(tk).
Proposition 2. [14] Under assumption 4 and for bounded
sampling periodsθk, it is always possible to design an
observer of the type (10) which converges to the states of
system (9).
Remark 2. The observability or detectability condition is not
sufficient for the synthesis of this type of impulsive observer
as the output here are discrete. One must add a condition on
the unstable states that are measured. In the next section, this
condition is relaxed.
B. Case 2: Some unstables state are not measured
Consider again system (9) defined above with:
• x1 ∈ R
p are the measured unstable or stable states.
• x2 ∈ R
s−p are unmeasured states are unstable or stable,
but at least detectable.
Fig. 2. Generalized impulsive observer











˙̂x1(t) = A11x̂1(t) + A12x̂2(t)
˙̂x2(t) = A22x̂2(t) +M(x̃2(t)− x̂2(t))
˙̃x1(t) = A11x̃1(t) + A12x̃2(t) + L1(x̂1(t)− x̃1(t))




) = Rx̂1(tk) + (Id −R)x1(tk)
(11)
where R = diag{r1, .., rp} and −1 < ri < 1, for
i = {1, ..., p}. R, M , L1 et L2 are constant matrices with
appropriate dimensions.
The observation errorχ , (ei, ēi) with ei = xi − x̂i and











ė1(t) = A11e1(t) + A12e2(t)
ė2(t) = A22e2(t) +Mē2(t)−Me2
˙̄e1(t) = A11ē1(t) + A12ē2(t)− L1ē1(t) + L1e1






Proposition 3. [13] Given the system (9) and the observer
(11), then∀ǫ > 0, there existsβmax > ǫ, a maximum sampling
period θmax > 0 and an reset matrixR, such that for every
initial condition ‖x(0)‖ < βmax, the observation error (12)
converges to a ball of radiusǫ+ ǫ∗.





T . The observation






χ̇1(t) = Ā11χ1(t) + Ā12χ2(t)
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Define the Lyapunov fonction:
V1(χ1(t)) = ‖χ1(t)‖1 andV2(χ2(t)) , χT2 (t)Pχ2(t)










suppose that∀τ ∈ [t+k , tk+1] : ‖χ2(τ)‖ < β (this will be









with V1,Max , max‖χ1‖=βmax{V1(χ1)}, then ∀ǫ > 0 suf-
ficiently small, it is always possible to findR such that,
V1(χ1(t
+
k+1)) < ǫ, we obtain
‖χ1(tk+1)‖ < ǫ (14)







According to the structure of the matrix̄A22, it is always
possible to find gains observationM , L1 andL2 that make a
Hurwitz matrix. then there exists a positive definite symmetric
matrix Q such thatĀT22P + PĀ22 = −Q. Thus
V̇2(t) = −χ
T
2 (t)Qχ2(t) + 2‖χ
T
1 (t)Ā21χ2(t)‖
but χT2 (t)Qχ2 ≥ λmin(Q)‖χ2(t)‖
2 whereλmin(Q) denote
the minimum eigenvalue of a matrix and it is real and positive














Doncχ1 converge toward a ball of radiusǫ andχ2 converge
toward a ball of radiusǫ∗ .
henceχ converge toward a ball of radiusǫ+ ǫ∗.
This completes the proof. 
VI. D ESIGN OFMULTI -OBSERVER
Generally, the choice of bases in compressive sensing is
very important task (Fourier analysis, wavelets [22]) in signal
processing. Similarly, some information (for example the
regrouping nonzero information) on the signal are very usefl
for the design of a decompression algorithm. Thus, in control
theory, one of the main question with the aim to elaborate a
method inspired by the technique compressive sensing is: what
is the appropriate basis? The works of Poincar [17] on normal
forms for the study the stability of dynamical systems in the
theory of ordinary differential equation has been extendedto
control theory by W. Kang and A. Krener [12] in order to
study the controllability dynamical systems.
In addition, some authors have proposed normal forms for
the study of observability [26], from these work. It is therefor
natural to investigate whether the normal observability forms
can be an appropriate basis for the observation of the system’s
state under sparse measurement.
Fig. 3. Multi-observer bloc diagram
Nevertheless, the main objective here is to detect the
subsystem which is in active mode and to reconstruct its
corresponding state. Finally we use a technique called the
Multi-observer [1], [16] (see Figure3) where the detection
of active mode is determined by a threshold of each residual
(dynamic error observation).
In fact, for each subsystem, we design an impulsive sub-
observer that converges toward the corresponding state of the
system. These sub-observer receive sparse measurements, th
observation errorei = y − ŷi, i = 1, ...r between measured
output and each sub-observer allows to detect the system that
is in active mode.
VII. S IMULATION RESULTS
Here we present academic example of linear switching










































































with tk ∈ [0.1, 0.5]. It is assumed that there exists only one
system that is active at each dwell timeτi = 50s.
The eigenvalues of the four subsystems are respectively:
λ11 = 3.1225i, λ
1
2 = −3.225i, λ
2
1 = 2.236, λ
2
2 = −2.236, λ
3
1 =
1.9365i, λ32 = 61.9365i, λ
4
1 = 1.3229i andλ
4
2 = −1.3229i.
The behavior of the considered hybrid system is represented
in Figure 4; In order to rebuild the states and to detect the
active subsystem, we propose a multi-observer containing four
sub-observers such that each sub-observer converges to the









































Fig. 4. statsx1(t) andx2(t)




























































































It is shown that the observation error of each subsystem
is stable. Figure 5 puts into evidence the efficiency of the
proposed method and show respectively the convergence of
each sub-observer to the subsystem to which it is associated
when the latter is active. The Figure 5 shows the active
trajectory. In addition, if the observation error is null for a
subsystem, then we can confirm that it is is active and vice
versa. For example, during the time period[0, 50], we have
e21(t) = 0, therefore it is sub-system2 that is active, during
the period[250, 300] we havee31(t) = 0, then it is subsystem
3 that is active.
VIII. C ONCLUSION
In this paper, we have shown that it is possible to detect
and reconstruct the state of the active mode for a class of
linear switching systems with sparse measurments. A sufficient
condition which can be seen as the dual of the RIP property
for compressive sensing is given. Two types of observers have
been designed: the first one, which is impulsive, for measured
unstable states and the other, which is a generalized impulsive
observer, for non-measured unstable states. The simulation
results obtained using an impulsive multi-observer confirmed
the good performance of the proposed schemes.
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