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Abstract:
In standard Poincare and anti de Sitter SO(2,3) invariant the-
ories, the existence of antiparticles is explained by using the fact that
covariant equations have solutions with negative energies. In these the-
ories a particle and its antiparticle are described by independent pos-
itive energy irreducible representations (IRs) of the symmetry group.
Such an approach cannot be applied in de Sitter SO(1,4) invariant the-
ory. As argued in our previous papers, it would be more natural to
require that i) one IR should describe a particle and its antiparticle
simultaneously. This would automatically explain the existence of an-
tiparticles and show that a particle and its antiparticle are different
states of the same object. If i) is adopted then, with such a modi-
fication of the standard approach, among the above groups only the
SO(1,4) one is a candidate for constructing elementary particle the-
ories. We investigate unitary IRs of this group and show that they
indeed can be interpreted in the framework of i). By quantizing such
IRs and requiring that the energy should be positive in the limit when
the SO(1,4) group can be contracted to the Poincare one, we conclude
that only fermions can be elementary particles.
PACS: 11.30Cp, 11.30.Ly
1 The statement of the problem
In standard quantum theory the existence of antiparticles is explained
as follows. Each elementary particle can be described in two ways: i) by
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using a unitary irreducible representation (IR) of the Poincare (or anti
de Sitter) group ; ii) by using a Poincare (or anti de Sitter) covariant
equation. For each values of the mass and spin, there exist two IRs -
with positive and negative energies, respectively. At the same time, the
corresponding covariant equation has solutions with both, positive and
negative energies. As noted by Dirac (see e.g. his Nobel lecture [1]), the
existence of the negative energy solutions represents a difficulty which
should be resolved. In the standard approach, the solution is given
in the framework of second quantization such that the creation and
annihilation operators for the antiparticle have the usual meaning but
they enter the quantum Lagrangian with the coefficients representing
the negative energy solutions.
Such an approach has lead to impressive success in describing
various experimental data. However, as noted by Weinberg [2], ’this is
our aim in physics, not just to describe nature, but to explain nature’.
From this point of view, it seems unnatural that the covariant equation
describes the particle and antiparticle simultaneously while the unitary
IRs for them are fully independent of each other. Moreover, the unitary
IRs with negative energies are not used at all.
The necessity to have negative energy solutions is related to
the implementation of the idea that the creation or annihilation of an
antiparticle can be treated, respectively as the annihilation or creation
of the corresponding particle with the negative energy. However, since
negative energies have no direct physical meaning in the standard the-
ory, this idea is implemented implicitly rather than explicitly.
Let us note that the above program cannot be implemented if
the de Sitter (dS) group SO(1,4) is chosen as the symmetry group. For
example, in IR, the dS Hamiltonian has the spectrum in the interval
(−1,+1). The dS mass operator of the system of free particles with
the dS masses m1, m2...mn is not bounded below by the value of m1 +
m2+...mn and also has the spectrum in the interval (−1,+1) (see e.g.
Ref. [3]). Note also that in contrast to the anti de Sitter (AdS) group
SO(2,3), the dS one does not have a supersymmetric generalization.
For this and other reasons it was believed that the SO(1,4) group is
2
not suitable for constructing elementary particle theory.
It is well known that the group SO(1,4) is the symmetry group
of the four-dimensional manifold in the five-dimensional space, defined
by the equation
x20 − x21 − x22 − x23 − x24 = −R2 (1)
where a constant R has the dimension of length. The quantity R2 is
often written as R2 = 3/Λ where Λ is the cosmological constant. The
existing astronomical data show that Λ is very small and the usual esti-
mates based on popular cosmological models give R > 1026cm. On the
other hand, in models based on the de Sitter cosmology, the quantity R
is related to the Hubble constant H as R = 1/H, and in this case R is
of order 1027cm [4]. The nomenclature is such that Λ < 0 for the AdS
symmetry while Λ > 0 - for the dS one. The recent cosmological inves-
tigations indicate that Λ is probably positive (see e.g. Ref. [5]) and for
this reason the interest to dS theories has increased. Nevertheless, the
existing difficulties have not been overcome (see e.g. Ref. [6]).
As shown in our papers Ref. [7], in quantum theory based on
a Galois field, Galois field analogs of IRs of the AdS algebra so(2,3)
have a property that a particle and its antiparticle are described by
the same IR of the symmetry algebra. This automatically explains the
existence of antiparticles and shows that a particle and its antiparticle
represent different states of the same object. As argued in Ref. [7] and
references therein, the description of quantum theory in terms of Galois
fields is more natural than the standard description based on the field
of complex numbers. However, in the present paper we consider only
the standard approach but with the following modification. Instead of
saying that IRs (by definition) describe elementary particles, we assume
that
Supposition 1: In standard quantum theory, any unitary irre-
ducible representations of the symmetry group should describe a par-
ticle and its antiparticle simultaneously.
With such a requirement, among the Poincare, AdS and dS
groups, only the latter can be a candidate for constructing the elemen-
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tary particle theory. Therefore, we have to investigate whether unitary
IRs (UIRs) of the dS group are compatible with Supposition 1. In Sect.
2 we derive explicit expressions for representation generators in UIRs,
and their properties are discussed in Sect. 3. In Sect. 4 it is shown that
the quantized version of UIR is indeed compatible with Supposition 1,
and in the limit when the dS group can be contracted to the Poincare
one, the energy can be positive definite only for fermions.
2 UIRs of the SO(1,4) group
As already noted, the de Sitter group SO(1,4) is the symmetry group
of the four-dimensional manifold defined by Eq. (1). Elements of a
map of the point (0, 0, 0, 0, R) (or (0, 0, 0, 0,−R)) can be parametrized
by the coordinates (x0, x1, x2, x3). If R is very large then such a map
proceeds to Minkowski space and the action of the dS group on this
map — to the action of the Poincare group.
The representation generators of the SO(1,4) group Mab
(a, b = 0, 1, 2, 3, 4, Mab = −M ba) should satisfy the commutation rela-
tions
[Mab,M cd] = −i(ηacM bd + ηbdMas − ηadM bc − ηbcMad) (2)
where ηab is the diagonal metric tensor such that η00 = −η11 = −η22 =
−η33 = −η44 = 1.
In conventional quantum theory elementary particles are de-
scribed by UIRs of the symmetry group or IRs of its Lie algebra by
selfadjoint operators in Hilbert spaces. Usually the latter also are called
UIRs having in mind that the representation of the Lie algebra can be
expanded to the representation of the corresponding Lie group. We
also will not discuss the difference between Hermitian and selfadjoint
operators.
If one assumes that the role of the symmetry group is played
by the Poincare group, then the representations are described by ten
generators — six generators of the Lorentz group and four components
of the momentum operator. In the units c = h¯ = 1 the former are
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dimensionless while the latter has the dimension (length)−1. If however,
the symmetry group is SO(1,4), then all the generators in the units
c = h¯ = 1 are dimensionless.
There exists a wide literature devoted to UIRs of this group
(see e.g. Refs. [8, 9, 10, 11, 12, 13, 3]). In particular the first complete
mathematical classification of the UIRs has been given in Ref. [8], three
well-known realizations of the UIRs have been first considered in Ref.
[9] and their physical context has been first discussed in Ref. [10].
It is well known that for classification of UIRs we should,
strictly speaking, consider not the group SO(1,4) itself but its universal
covering group. The investigation carried out in Refs. [8, 9, 10, 11, 13]
has shown that this involves only replacement of the SO(3) group by
its universal covering group SU(2). Since this procedure is well known,
we will work with the SO(1,4) group itself and follow a very elegant
presentation for physicists in terms of induced representations, given in
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(the subscript T means a transposed vector).
UIRs of the SO(1,4) group are induced from UIRs of the sub-
group H defined as follows [12]. Each element of H can be uniquely
represented as a product of elements of the subgroups SO(3), A and T:
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The subgroup A is one-dimensional and the three-dimensional
group T is the dS analog of the conventional translation group (see e.g.
Ref. [12]). We hope it should not cause misunderstandings when 1 is
used in its usual meaning and when to denote the unit element of the
SO(3) group. It should also be clear when r is a true element of the
SO(3) group or belongs to the SO(3) subgroup of the SO(1,4) group.
Let r ! ∆(r; s) be a UIR of the group SO(3) with the spin s
and τA ! ∆(τ ;µ) = exp(iµτ) be a one-dimensional UIR of the group
A, where µ is a real parameter. Then UIRs of the group H used for
inducing to the SO(1,4) group, have the form
∆(rτAaT;µ, s) = exp(iµτ)∆(r; s) (6)
We will see below that µ has the meaning of the dS mass and therefore
UIRs of the SO(1,4) group are defined by the mass and spin, by analogy
with UIRs in Poincare invariant theory.
Let G=SO(1,4) and X = G/H be the factor space (or coset
space) of G over H. The notion of the factor space is well known (see
e.g. Ref. [12]). Each element x 2 X is a class containing the elements
xGh where h 2 H, and xG 2 G is a representative of the class x. The
choice of representatives is not unique since if xG is a representative of
the class x 2 G/H then xGh0, where h0 is an arbitrary element from
H, also is a representative of the same class. It is well known that
X can be treated as a left G space. This means that if x 2 X then
the action of the group G on X can be defined as follows: if g 2 G
then gx is a class containing gxG (it is easy to verify that such an
action is correctly defined). Suppose that the choice of representatives
is somehow fixed. Then gxG = (gx)G(g, x)H where (g, x)H is an element
of H. This element is called a factor.
The explicit form of the generatorsMab depends on the choice
of representatives in the space G/H. As explained in several papers
devoted to UIRs of the SO(1,4) group (see e.g. Ref. [12]), to obtain
the possible closest analogy between UIRs of the SO(1,4) and Poincare
groups, one should proceed as follows. Let vL be a representative of the
Lorentz group in the factor space SO(1,3)/SO(3) (strictly speaking, we
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should consider SL(2, c)/SU(2)). This space can be represented as the
well known velocity hyperboloid with the Lorentz invariant measure
dρ(v) = d3v/(v0 + 1) (7)
where v0 = (1 + v
2)1/2. Let I 2 SO(1, 4) be a matrix which formally
has the same form as the metric tensor η. One can show (see e.g. Ref.
[12] for details) that X = G/H can be represented as a union of three
spaces, X+, X− and X0 such that X+ contains classes vLh, X− contains
classes vLIh and X0 is of no interest for UIRs describing elementary
particles since it has measure zero relative to the spaces X+ and X−.
As a consequence of these results, the space of UIR of the
SO(1,4) group can be implemented as follows. If s is the spin of the
particle under consideration, then we use jj...jj to denote the norm in
the space of UIR of the group SU(2) with the spin s. Then the space of
UIR in question is the space of functions ff1(v), f2(v)g on two Lorentz
hyperboloids with the range in the space of UIR of the group SU(2)
with the spin s and such thatZ
[jjf1(v)jj2 + jjf2(v)jj2]dρ(v) <1 (8)
We see that, in contrast with UIRs of the Poincare group (and
AdS one), where UIRs are implemented on one Lorentz hyperboloid,
UIRs of the dS group can be implemented only on two Lorentz hyper-
boloids, X+ and X−. Even this fact (which is well known) is a strong
indication that UIRs of the dS group might have a natural interpreta-
tion in the framework of Supposition 1 (to the best of our knowledge,
this possibility has not been considered in the literature).
In the case of Poincare and AdS groups, the positive energy
UIRs are implemented on an analog of X+ and negative energy UIRs -
on an analog of X−. Since the Poincare and AdS groups do not contain
elements transforming these spaces to one another, the positive and
negative energy UIRs are fully independent. At the same time, the
dS group contains such elements (e.g. I) and for this reason its UIRs
cannot be implemented only on one hyperboloid.
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A general construction of operators of UIR of the dS group
is as follows. We first should define right invariant measures on G =
SO(1, 4) and H. It is well known (see e.g. Ref. [14]) that for semi-
simple Lie groups (which is the case for the dS group), the right in-
variant measure is simultaneously the left invariant one. At the same
time, the right invariant measure dR(h) on H is not the left invariant
one, but has the property dR(h0h) = ∆(h0)dR(h), where the number
function h ! ∆(h) on H is called the module of the group H. It is
easy to show [12] that
∆(rτAaT) = exp(−3τ) (9)
Let dρ(x) be a measure on X = G/H compatible with the measures on
G and H [12] and let the representation space be implemented as the
space of functions ϕ(x) on X with the range in the space of UIR of the
SU(2) group such that Z
jjϕ(x)jj2dρ(x) <1 (10)
Then the action of the representation operator U(g) corresponding to
g 2 G is defined as [12]
U(g)ϕ(x) = [∆((g−1, x)H)]−1/2∆((g−1, x)H;µ, s)−1ϕ(g−1x) (11)
One can verify that this expression indeed defines a unitary represen-
tation. Its irreducibility can be proved in several ways (see e.g. Ref.
[12]).
As noted above, one can use the realization of the space X
as the union of X+ and X− and then the representation space can be
realized as in Eq. (8). Since we are interested in computing the explicit
form of representation generators, it is sufficient for this purpose to
consider only elements of g 2 G in an infinitely small vicinity of the
unit element of the dS group. In that case one can compute the action
of representation operators on functions having the supporter in X+
and X− separately. Namely, as follows from Eq. (11), for such g 2 G,





g−1vLI = v”LIr”(τ”)A(a”)T (13)
where r0, r” 2 SO(3). The computation is essentially simplified taking
into account the fact that the elements of the group H in this expres-
sions are in the infinitely small vicinity of the unit element of H.
The problem of choosing the representatives in the factor
space SO(1,3)/SO(3) (or SL(2.C)/SU(2)) is well known in the stan-
dard theory (see e.g. Ref. [15]). The most usual choice is such that





v 1 + vvT/(v0 + 1) 0
0 0 1
∥∥∥∥∥∥ (14)
As follows from Eqs. (6) and (11), there is no need to know
the expressions for (a0)T and (a”)T in Eqs. (12) and (13). We can use
the fact [12] that if e is the five-dimensional vector with the components
(e0 = 1, 0, 0, 0, e4 = −1) and h = rτAaT, then he = exp(−τ)e regardless
of the elements r 2 SO(3) and aT. This makes it possible to easily
compute (v0L,v”L, (τ
0)A, (τ”)A) in Eqs. (12) and (13). Then one can
compute (r0, r”) in these expressions by using the fact that the SO(3)
parts of the matrices (v0L)
−1vL and (v”L)−1vL are equal to r0 and r”,
respectively.
The relation between the operators U(g) andMab is as follows.
Let Lab be the basis elements of the Lie algebra of the dS group. These





dηbd − δcbηad (15)
They satisfy the commutation relations
[Lab, Lcd] = ηacLbd − ηbcLad − ηadLbc + ηbdLac (16)
Comparing Eqs. (2) and (16) it is easy to conclude that the Mab should
be the representation operators of −iLab. Therefore if g = 1 + ωabLab,
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where a sum over repeated indices is assumed and the ωab are such
infinitely small parameters that ωab − ωba then U(g) = 1 + iωabMab.
We are now in position to write down the final results. The
explicit calculation shows that the action of the generators on functions
with the supporter in X+ has the form




























where M = fM23,M31,M12g, N = fM01,M02,M03g, B =
−fM14,M24,M34g, s is the spin operator, and l(v) = −iv  ∂/∂v.
At the same time, the action of the generators on functions with the
supporter in X− is given by


























3 Properties of representation generators
Consider first the case when UIRs of the dS group can be contracted to
UIRs of the Poincare group. A general notion of contraction has been
developed in Ref. [16]. In our case it can be performed as follows.
Let us assume that µ > 0 and denote m = µ/R, P = B/R and
E = M04/R. Then, as follows from Eq. (17), in the limit when R!1,
µ ! 1 but µ/R is finite, we obtain a standard representation of the
Poincare group for a particle with the mass m such that P = mv is
the particle momentum and E = mv0 is the particle energy. In that
case the generators of the Lorentz group have the same form for the
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Poincare and dS groups. Analogously the operators given by Eq. (18)
are contracted to ones describing negative energy UIRs of the Poincare
group.
This simple observation shows that the dS HamiltonianM04 is
not positive definite, even when the contraction to the Poincare group
is possible. For this reason the standard interpretation of UIRs of the
dS group encounters serious difficulties.
In the framework of Supposition 1, one can try to interpret
the operators (17) as those describing a particle while the operators
(18) as those describing the corresponding antiparticle. This will be
done in the next section.
In the general case, when the quantity R is not infinitely large,
it is easy to show that the operatorM
(+)
04 is not positive definite when µ
is positive. A detailed discussion of this question can be found, for ex-
ample, in Ref. [3]. The reason is that the term added to µv0 represents
the fact that in the dS space there exists a universal antigravity. When
the distance between particles is large, the force of repulsion between
them suppresses the contribution of kinetic energy and other possible
interactions. For this reason we believe that the requirement that the
energy must be positive definite is not fundamental and is probably
valid only when contraction to the Poincare group can be justified.
Let us compare Eqs. (17) and (18). As follows from Eq.
(2), if a set Mab satisfies the correct commutation relations, the same
is true for the set obtained from Mab by changing the sign of those
operators where a = 4 or b = 4 (the operator M44 is identical zero since
Mab = −Mba). Therefore if one wants to verify that the operators (17)
and (18) satisfy the conditions (2), it is sufficient to verify this either
for (17) or (18).
It is obvious that the operators obtained from (17) or (18)
by the transformation µ ! −µ satisfy the conditions (2) if the origi-
nal operators satisfy these conditions. Let us now apply the following
transformation. First change the sign of µ and then change the sign
of those operators Mab where a = 4 or b = 4. Then we obviously will
obtain a set of operators satisfying Eq. (2) if the original set satisfies
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Eq. (2). If such a transformation is applied to (17), we obtain the
following set of operators
























By using Eqs. (7) and (8), one can directly verify that the
operators (17-18) are Hermitian if the scalar product in the space of
UIR is defined as follows. Since the functions f1(v) and f2(v) in Eq.
(8) have the range in the space of UIR of the group SU(2) with the spin
s, we can replace them by the sets of functions f1(v, j) and f2(v, j),
respectively, where j = −s,−s+1...s. Moreover, we can combine these
functions into one function f(v, j, ) where the variable  can take only
two values, say +1 or -1, for the components having the supporter in
X+ or X−, respectively. If now ϕ(v, j, ) and ψ(v, j, ) are two elements





ϕ(v, j, )ψ(v, j, )dρ(v) (20)
where the subscript  applied to scalar functions means the usual com-
plex conjugation.
At the same time, we use  to denote the operator adjoint to
a given one. Namely, if A is the operator in our Hilbert space then A
means the operator such that
(ϕ,Aψ) = (Aϕ, ψ) (21)
for all such elements ϕ and ψ that the left hand side of this expression
is defined (again, we will not discuss the difference between adjoint and
conjugated operators).
Even in the case of operators (17-19), we can formally treat
them as integral operators with some kernels. Namely, if Aϕ = ψ, we
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A(v, j, ;v0, j0, 0)ϕ(v0, j0, 0)dρ(v0) = ψ(v, j, ) (22)
where in the general case the kernel A(v, j, ;v0, j0, 0) of the operator
A can be a distribution.
As follows from Eqs. (7), (21) and (22), if B = A then the
relation between the kernels of these operators is as follows:
B(v, j, ;v0, j0, 0) = A(v0, j0, 0;v, j, ) (23)
In particular, if the operator A is Hermitian then
A(v, j, ;v0, j0, 0) = A(v0, j0, 0;v, j, ) (24)
As follows from Eq. (24), if the operator A is Hermitian, and
its kernel is real then the kernel is symmetric, i.e.
A(v, j, ;v0, j0, 0) = A(v0, j0, 0;v, j, ) (25)
In particular, this property is satisfied for the operators µv0 and µv in

















which are present in Eqs. (17-19), are Hermitian but have imaginary
kernels. Therefore, as follows from Eq. (24), their kernels are antisym-
metric:
A(v, j, ;v0, j0, 0) = −A(v0, j0, 0;v, j, ) (27)
Note also that the operators considered in this paragraph do not depend
on the spin and are present in Eqs. (17-19) for particles with arbitrary
spins. At the same time, the spin operator is obviously different for
particles with different spins. This question will be considered in the
next section.
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4 Second quantization of UIRs
In standard approach to quantum theory, the operators of physical
quantities act in the Fock space of the system under consideration.
Suppose, for example, that the system consists of free particles and
their antiparticles. Strictly speaking, in our approach it is not clear yet
what should be treated as a particle or antiparticle. The considered
UIRs of the dS group describe objects such that (v, j, ) is the full set of
their quantum numbers. Therefore we can introduce the annihilation
and creation operators (a(v, j, ), a(v, j, )) for these objects. If the
operators satisfy the anticommutation relations then we require that
fa(v, j, ), a(v0, j0, 0)g = δjj′δ′v0δ(3)(v − v0) (28)
while in the case of commutation relations
[a(v, j, ), a(v0, j0, 0)] = δjj′δ′v0δ(3)(v − v0) (29)
In the first case, any two a-operators or any two a operators anticom-
mute with each other while in the second case they commute with each
other.
The problem of second quantization of representation opera-
tors can now be formulated as follows. Let (A1, A2....An) be represen-
tation generators describing UIR of the dS group. One should replace
them by operators acting in the Fock space such that the commutation
relations between their images in the Fock space are the same as for
original operators (in other words, we should have a homomorphism of
Lie algebras of operators acting in the space of UIR and in the Fock
space). We can also require that our map should be compatible with
the Hermitian conjugation in both spaces. It is easy to verify that a
possible solution satisfying all the requirements is as follows. If the
operator A in the space of UIR has the kernel A(v, j, ;v0, j0, 0) then





A(v, j, ;v0, j0, 0)a(v, j, )a(v0, j0, 0)dρ(v)dρ(v0)
(30)
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The commutation relations in the Fock space will be preserved regard-
less whether the (a, a) operators satisfy commutation or anticommu-
tation relations.
We now require that in the limit when the contraction of the
dS group to the Poincare one can be justified, the energy should be pos-
itive definite. Recall that the operators (17,18) act on their respective
subspace or in other words, they are diagonal in the quantum number
.
Suppose that µ > 0 and consider the quantized operator cor-
responding to the dS energy M04 in Eq. (17). In the limit R ! 1,
M
(+)
04 = µv0 is fully analogous to the standard free energy and therefore,
as follows from Eq. (30), its secondly quantized form is
(M
(+)





a(v, j, 1)dρ(v) (31)
This expression is fully analogous to the standard secondly quantized
Hamiltonian. Therefore we conclude that the (a, a) operators at  = 1
can be indeed treated in the standard way, i.e. a(v, j, 1) is the annihi-
lation operator for particles in the spin state j and having the spatial
component of the four velocity equal to v, and a(v, j, 1) is the corre-
sponding creation operator.
Consider now the operator M
(−)
04 . In the limit R ! 1 its
secondly quantized form is
(M
(−)




v0a(v, j,−1)a(v, j,−1)dρ(v) (32)
Therefore the operators a(v, j,−1) and a(v, j,−1) are ”nonphysical”:
a(v, j,−1) is the operator of object’s annihilation with the negative
energy, and a(v, j,−1) is the operator of object’s creation with the
negative energy.
We will try to interpret the operator (M
(−)
04 )F as that related
to antiparticles. As already noted, in the standard approach, the an-
nihilation and creation operators for antiparticles enter the quantum
Lagrangian with the coefficients describing negative energy solutions of
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the corresponding covariant equation. This is an implicit implemen-
tation of the idea that the creation or annihilation of an antiparticle
can be treated, respectively as the annihilation or creation of the cor-
responding particle with the negative energy. In our case this idea can
be implemented explicitly.
Instead of the operators a(v, j,−1) and a(v, j,−1), we in-
troduce new operators b(v, j) and b(v, j). If b(v, j) is treated as the
”physical” operator of antiparticle annihilation then, according to the
above idea, it should be proportional to a(v,−j,−1). Analogously, if
b(v, j) is the ”physical” operator of antiparticle creation, it should be
proportional to a(v,−j,−1). Therefore
b(v, j) = a(v,−j,−1)/η(j) b(v, j) = a(v,−j,−1)/η(j) (33)
where η(j) is a phase factor such that
jη(j)j = 1 (34)










Now we have a situation fully analogous to that described in various
textbooks (see e.g. Ref. [17]) for quantizing the electron-positron field.
The only way to ensure the positive definitness is to require that the
operators b(v, j) and b(v, j) should satisfy the anticommutation rela-
tions
fb(v, j), b(v0, j0)g = δjj′v0δ(3)(v − v0) (36)
Then we can rewrite Eq. (35) as
(M
(−)





b(v, j)dρ(v) + C (37)
where C is some indefinite constant. It can be eliminated by requiring
that all secondly quantized operators should be written in the normal
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form or by using another prescriptions. The existence of infinities in the
standard approach is the well known problem and we will not discuss
it.
Our conclusion is as follows: With the same level of rigor as
in the standard approach, the requirement that the Hamiltonian should
be positive definite in the limit when the dS group can be contracted to
the Poincare one, can be satisfied only for fermions.
Note also that in the case of commutators it is not clear how
to ensure the compatibility of commutation relations for the (a, a)
and (b, b) operators, since, as follows from Eqs. (33) and (34), the
commutation relations
[b(v, j), b(v0, j0)] = δjj′v0δ(3)(v − v0) (38)
are incompatible with Eq. (29). At the same time, the anticommuta-
tion relations (36) are obviously compatible with Eq. (28).
We now return to the case of exact dS symmetry, and our
next goal is as follows. Assuming that the (b, b) operators satisfy
Eqs. (33), (34) and (36), we have to prove that the secondly quantized
operators (18) written in terms of the (b, b) operators satisfy the correct
commutation relations (2).
Consider first the operators−µv0 and −µv in Eq. (18). They
are diagonal in the spin variable j and therefore, by analogy with the











vb(v, j)b(v, j)dρ(v) + C2 (39)
where C1 and C2 are some infinite constants which we eliminate by
using the standard prescriptions (see the discussion above).
Consider now the operators in Eq. (26). Let A be some of
these operators and A(v, j, ;v0, j0, 0) be its kernel. Since A is diagonal
in the spin variable j, it follows from Eqs. (30), (33) and (34) that the





A(v, j,−1;v0, j,−1)b(v, j)b(v0, j)dρ(v)dρ(v0) (40)
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As noted in the preceding section, the kernel of the operator A is anti-
symmetric. By using this fact and Eq. (36), we conclude that Eq. (40)





A(v, j,−1;v0, j,−1)b(v, j)b(v0, j)dρ(v)dρ(v0) (41)
In other words, the operator AF has the same form in terms of (a, a
)
and (b, b) operators.
Finally, consider those operators in Eq. (18) which contain the
lth component of the spin operator s. Again, let A be some of these
operators and A(v, j,−1;v0, j0,−1) be the part of its kernel which is of
interest for us. It is clear from Eq. (18), that in that case, A is diagonal
in v, i.e. its kernel contains v0δ(v − v0). Therefore we can write the
kernel in the form
A(v, j,−1;v0, j0,−1) = v0δ(v − v0)f(v)sljj′ (42)
where f(v) is a function of v and sljj′ is the matrix element of s
l for the
transition between the spin states j and j0. By using Eq. (30) we now






f(v)sljj′a(v, j,−1)a(v, j0,−1)dρ(v) (43)







Since the trace of any spin operator is equal to zero, then by using Eq.







Consider first the case l = 3, i.e. A contains the z component
of the spin operator. Since this component is diagonal in the spin index
j, and j is the eigenvalue of the operator s3, it follows from Eq. (34)








f(v)jb(v, j)b(v, j)dρ(v) (46)
We conclude that the operators containing the z component of the spin
operator have the same form in terms of (a, a) and (b, b).
Consider now the operators containing sl where l = 1 or l = 2.
We choose η(j) in the form η(j) = exp(ipi(s−j)). Then, as follows from






since the operator sl has nonzero matrix elements only for transitions
with j = j0  1. As follows from this expression, the operator AF will




In the case s = 1/2 this relation can be easily verified directly. In the
general case it can be proved by using the properties of 3j symbols (see
e.g. Ref. [18]). Therefore all the operators containing the components
of s have the same form in terms of (a, a) and (b, b).
The result of our consideration is as follows. If A = µv0 or
A = µv then the operator AF has the same form in terms of (a, a
)
as −AF in terms of (b, b). At the same time, the other operators in
Eq. (18) have the same form in terms of (a, a) and (b, b). We can
reformulate this result by saying that the quantized operators (18) can
be obtained by quantizing operators (19) with (b, b) in place of (a, a).
Since the operators (19) satisfy the required commutation relations (see
the discussion in the preceding section), we conclude that for fermions
the transformation defined by Eqs. (33) and (34) is compatible with
the commutation relations (2).
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5 Discussion
In the present paper we reformulate the standard approach to quantum
theory as follows. Instead of requiring that each elementary particle is
described by its own IR of the symmetry group, we require that one
IR should describe a particle and its antiparticle simultaneously. In
that case, among the Poincare, AdS and dS groups, only the latter
can be a candidate for constructing elementary particle theory. We
show that IR of the dS group can indeed be interpreted in such a
way. If one additionally requires that the energy operator should be
positive definite in the limit when the dS group can be contracted to
the Poincare one, then one comes to the conclusion that only fermions
can be elementary particles. The proof is similar to the well known one
that the Hamiltonian of the electron-positron field is positive definite
only if electrons and positrons are fermions.
Since the standard proof cannot be treated as rigorous (it in-
volves infinities), the title of the paper might be too strong. At the same
time, the very possibility that only fermions can be elementary parti-
cles, is very attractive from the aestetic point of view. Indeed, what
was the reason for nature to create elementary fermions and bosons if
the latter can be built of the former? A well known historical analogy
is that before the discovery of the Dirac equation, it was believed that
nothing could be simpler than the Klein-Gordon equation for spinless
particles. However, it has turned out that the spin 1/2 particles are
simpler since the covariant equation for them is of the first order, not
the second one as the Klein-Gordon equation. A very interesting possi-
bility (which has been probably considered first by Heisenberg) is that
only spin 1/2 particles are elementary.
In our recent series of papers ([19, 7] and references therein) it
has been argued that quantum theory based on a Galois field (GFQT)
is more natural than the standard one. In the GFQT the property
that one IR simultaneously describes a particle and its antiparticle, is
satisfied automatically, and it was the main reason for the present in-
vestigation. It has been also noted that if only fermions are elementary
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then the actual infinity is not present in the theory in any form, and for
each sort of elementary particles their number in the Universe cannot
be greater than p3 where p is the characteristic of the Galois field.
As shown in Ref. [7], if one combines the Pauli spin-statistics
theorem [20] with a new symmetry existing in the GFQT, then neutral
particles can be only composite and any interaction can involve only
an even number of creation/annihilation operators. It is clear that if
only fermions can be elementary then the last property also is valid. In
the framework of the approach discussed in this paper, the existence
of neutral elementary particles also seems unnatural. Indeed, if any IR
describes a particle and its antiparticle simultaneously, then in the case
of neutral particles the energy operator is twice as big as needed.
In the framework of Supposition 1 there exists a property
which has no analog in the standard approach: UIRs contain opera-
tors transforming particles to antiparticles and vice versa. However, in
terms of secondly quantized operators no contradictions arise. In view
of this property it would be interesting to reconsider the analysis of
Ref. [21] on Galois field analogs of IRs of the so(1,4) algebra.
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