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Omega-theorems for the Riemann zeta function
and its derivatives near the line Re s = 1.
Abstract. We introduce a generalization of the method of S. P. Zaitsev [8]. This
generalization allows us to prove omega-theorems for the Riemann zeta function
and its derivatives in some regions near the line Re s = 1.
§ 1. Introduction
It is well known that the estimates for the absolute value of the Riemann zeta
function ζ(s) inside the critical strip 0 < Re s < 1 have many applications in
number theory (see, for example [2],[1]). At the same time, there exist a number of
omega-theorems which show that the quantity |ζ(s)| can attain very large values in
this domain. For example, E.C.Titchmarsh [6] showed that for any fixed 0 < σ < 1
and arbitrary ε > 0 the relation
|ζ(σ + it)| = Ω(exp(φ(t))), |t| → ∞
holds, where φ(t) = (log |t|)1−σ−ε. Later, N. Levinson [3] (see also [7]) and H. L.Montgomery
[5] proved stronger propositions corresponding to
φ(t) = c1(σ)
(log |t|)1−σ
log log |t| and φ(t) = c2(σ)
(log |t|)1−σ
(log log |t|)σ
respectively (c1 and c2 are some positive constants dependent on σ). In the case
σ = 1 it is known (cf. [4]) that
|ζ(1 + it)| = Ω(log log |t|)
and under assumption of the Riemann hypothesis the same upper bound is true.
In this work, we will study the large values of |ζ(s)| in the domains of the form
{s = σ + it : σ(t) ⩽ σ < 1}, where σ(t) is some function which tends to 1 mono-
tonically as |t| → ∞. Our results generalize the following theorem by S. P. Zaitsev
[8]:
Theorem. Let T and ε be positive real numbers. Denote
Σε(T ) = {s = σ + it : 1− (4 + ε) log log log t
log log t
⩽ σ ⩽ 1, t0 ⩽ |t| ⩽ T},
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where t0 is some fixed positive number. Then the inequality
lim sup
s∈Σε(T )
T→∞
|ζ(s)|
log T
⩾ 1
holds.
We will generalize the method of proof devised by the author of [8] and show that
the following proposition is true:
Theorem 1. Let n ⩾ 0 be some fixed integer and ε, δ, A, α be some positive
constants with 0 < α < 1, A > 0, ε > 0 and δ > 0. Then for any pair of functions
(F, σ), where
F (t) = exp((log log t)1+ε/2−δ), σ(t) = 1− (4 + ε) log log log t
log log t
,
F (t) = exp exp
(
log log t
log log log t
)
, σ(t) = 1− 2 + o(1)
log log log t
,
F (t) = (log log t)A, σ(t) = 1− (2 + o(1)) log log log t
log log t
or
F (t) = exp exp((log log t)α), σ(t) = 1− 2 + o(1)
(log log t)1−α
and subset
Σ(σ, T ) = {s = σ + it : σ(t) ⩽ σ ⩽ 1, t0(σ) ⩽ t ⩽ T} ⊂ C
we have the inequality
lim sup
s∈Σ(σ,T )
T→∞
|ζ(n)(s)|
F (t)
⩾ 1,
where t0(σ) is a positive real number that depends only on σ and decrease in all the
o symbols depends on ε,A, α, δ and n.
§ 2. Auxiliary results
In this section, we prove two theorems about the coefficients of Dirichlet series
which will be used to prove the Theorem 1. Both propositions can be of interest
by themselves and, due to the high level of generality, also applicable in other
situations.
The first theorem gives an estimate for the coefficients of Dirichlet series in terms
of its singularities and order of growth in some region inside the critical strip:
Theorem 2. Let f(s) =
+∞∑
n=1
ann
−s be some Dirichlet series with nonnegative
coefficients which is absolutely convergent in the domain Re s > 1. Suppose that f
admits an analytic continuation to the region
σ ⩾ σ(|t|) > δ > 0, s ̸= 1
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and in the neighbourhood of s = 1 the inequality
f(s)≪ F
(
1
|s− 1|
)
holds, where σ : R>0 → R>0 is a continuous nondecreasing function such that
for large enough x we have σ(x) ⩽ 1 − 2 log log xlog x and F (x) is a postive increasing
functions which grows at least as fast as x.
If for all sufficiently large t and σ ⩾ σ(|t|) we have
|f(σ + it)| ≪ |t|,
then the bound
sup
n⩽x
an ≪ x(σ(x)+1)/2
√
log x
√
F∞(2x)
is true, where F∞(x) = inf
ε>0
xεF
(
1
ε
)
.
Proof of this proposition requires four more lemmas. We begin with the truncated
Perron’s formula:
Lemma 1. Let b1, b2, . . . be a sequence of complex numbers, B(x) =
∑
n⩽x
bn and
FB(s) =
+∞∑
n=1
bnn
−s. Assume that the series in the definition of FB(x) is absolutely
convergent for any Re s > 1. Then for any b > 1, x ⩾ 2, T ⩾ 2 we have the equality∫ x
0
B(ξ)dξ =
1
2πi
∫ b+iT
b−iT
FB(s)
s(s+ 1)
xs+1ds+R(b, x, T ),
where
R(b, x, T )≪ x
b+1
T
∫ +∞
1
|B(ξ)|
ξb+1
dξ + 2b
(
x log x
T
+ log T
)
max
x/2⩽ξ⩽3x/2
|B(ξ)|.
Proof. See [2], Appendix, §5.
The next estimate for the summatory function of coefficients of Dirichlet series
easily follows from the conditions of the Theorem 2:
Lemma 2. Suppose that the series f(s) =
+∞∑
n=1
ann
−s satisfy the assumtions of
the Theorem 2. Then the inequality
A(x) =
∑
n⩽x
an ≪ xF∞(x)
holds.
Proof. Since for any ε > 0 the series f(1 + ε) =
+∞∑
n=1
ann
−1−ε converges, by the
nonnegativity of an we get
0 ⩽ A(x) =
∑
n⩽x
an ⩽
∑
n
an
(x
n
)1+ε
⩽ f(1 + ε)x1+ε ≪ x1+εF
(
1
ε
)
.
Choosing ε such that xεF
(
1
ε
)
= F∞(x), we obtain the required inequality.
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By the means of so-called “asymptotic differentiation”, the Lemma 3 allows us to
deduce the remainder term in the asymptotic formula for A(x) in terms of remainder
term in formula for
x∫
0
A(ξ)dξ:
Lemma 3. Let f(s) =
+∞∑
n=1
ann
−s be some Dirichlet series which meets the hy-
potheses of the Theorem 2. Suppose that for all large enough x the equality∫ x
0
A(ξ)dξ = Ress=1
f(s)xs+1
s(s+ 1)
+O(Q(x))
holds, where 0 < Q(x) ⩽ x24 is an increasing function. Then we have
A(x) = Ress=1
f(s)xs
s
+O(
√
F∞(2x)
√
Q(2x)).
Proof. As the function A(ξ) is nondecreasing, for any 0 < h ⩽ x we have
1
h
∫ x
x−h
A(ξ)dξ ⩽ A(x) ⩽ 1
h
∫ x+h
x
A(ξ)dξ.
By virtue of our lemma, the inequalities
Ress=1
f(s)(xs+1 − (x− h)s+1)
hs(s+ 1)
+O
(
Q(2x)
h
)
⩽ A(x)
and
A(x) ⩽ Ress=1
f(s)((x+ h)s+1 − xs+1)
hs(s+ 1)
+O
(
Q(2x)
h
)
are true. On the other hand,
(x+ h)s+1 − xs+1
hs(s+ 1)
=
∫ x+h
x
ξs
hs
dξ =
xs
s
+
∫ x+h
x
ξs − xs
hs
dξ =
=
xs
s
+
∫ x+h
x
1
h
(∫ ξ
x
θs−1dθ
)
dξ =
xs
s
+O(h(2x)σ−1)
and similarly
xs+1 − (x− h)s+1
hs(s+ 1)
=
xs
s
+O(h(2x)σ−1).
Hence, for any 1≫ ε > 0 the equalities
Ress=1
f(s)((x+ h)s+1 − xs+1)
hs(s+ 1)
=
1
2πi
∫
|s−1|=ε
f(s)
(
xs
s
+O(h(2x)ε)
)
=
= Ress=1
f(s)xs
s
+O(h(2x)ε sup
|s−1|=ε
|f(s)|)
and
Ress=1
f(s)(xs+1 − (x− h)s+1)
hs(s+ 1)
= Ress=1
f(s)xs
s
+O(h(2x)ε sup
|s−1|=ε
|f(s)|)
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hold. Furthermore, the equality sup
|s−1|=ε
|f(s)| = O(F (1/ε)) holds. Therefore, choos-
ing ε optimally we find
A(x) = Ress=1
f(s)xs
s
+O
(
hF∞(2x) +
Q(2x)
h
)
.
Substituting h =
√
Q(2x)
F∞(2x)
in this equality (this choice is admissible as
0 <
√
Q(2x) ⩽ x) we obtain the desired result.
Lemma 4. Under the conditions of the Theorem 2 the equalities∫ x
0
A(ξ)dξ = Ress=1
f(s)xs+1
s(s+ 1)
+O(xσ(x)+1 log x)
and
A(x) = Ress=1
f(s)xs
s
+O(x(σ(x)+1)/2
√
F∞(2x)
√
log x)
are true.
Proof. Choose T = x, b = 1 + δ, where δ is the constant from the formulation
of the Theorem 2. Applying Lemma 1 we get∫ x
0
A(ξ)dξ =
1
2πi
∫ 1+δ+ix
1+δ−ix
f(s)xs+1
s(s+ 1)
ds+R(b, x, x)
with
R(b, x, x)≪ x1+δ
∫ +∞
1
|A(ξ)|
ξδ+2
dξ + (log x) max
x/2⩽ξ⩽3x/2
|A(ξ)|.
Let us estimate the first summand. According to the Lemma 2 we have A(ξ) =
O(ξ1+δ/2). Hence, ∫ +∞
1
|A(ξ)|
ξδ+2
dξ = O(1).
Therefore,
x1+δ
∫ +∞
1
|A(ξ)|
ξδ+2
dξ = O(x1+δ).
As for the second summand, it equals O(xF∞(3x) log x) by the Lemma 2. Conse-
quently, we have
R(b, x, x) = O(x1+δ + xF∞(3x) log x).
It remains to calculate the integral. To do this, let us move the contour to the curve
Re s = σ(|t|). By Cauchy’s integral formula, we get
1
2πi
∫ 1+δ+ix
1+δ−ix
f(s)xs+1
s(s+ 1)
ds = Ress=1
f(s)xs+1
s(s+ 1)
+
1
2πi
(I0 − I− + I+),
where
I0 =
∫
|t|⩽x
σ=σ(|t|)
f(s)xs+1
s(s+ 1)
ds,
6 ALEXANDER KALMYNIN
I+ =
∫ 1+δ+ix
σ(x)+ix
f(s)xs+1
s(s+ 1)
ds
and
I− =
∫ 1+δ−ix
σ(x)−ix
f(s)xs+1
s(s+ 1)
ds.
Due to the fact that σ(t) is nondecreasing, the estimate
|I0| ⩽
∫
|t|⩽x
σ⩾σ(|t|)
|f(s)|xσ(x)+1
|s(s+ 1)| d|s|
holds. Note that on the contour we have |s(s + 1)| ≫ (|t| + 1)2. Furthermore, if
|t| is large enough, then due to the conditions of the Theorem 2 for s lying on our
contour the inequality
|f(s)| ≪ |t|+ 1
is true. If |t| ⩽ t1, then σ(|t|) is bounded away from 1, hence the quantity |f(s)| is
bounded uniformly in x therefore for the rest of the numbers s on the contour we
have the same inequality. Consequently,
|I0| ⩽
∫
|t|⩽x
xσ(x)+1
|t|+ 1 dt≪ x
σ(x)+1 log x.
The values I+ and I− are conjugate complex numbers. So, it suffices to estimate
one of them.
I+ ≪
∫ 1+δ
σ(x)
|f(s)|xσ+1
x2
dσ ≪ xδ+1.
As σ(x) > δ, we obtain the equality
1
2πi
∫ 1+δ+ix
1+δ−ix
f(s)xs+1
s(s+ 1)
ds = Ress=1
f(s)xs+1
s(s+ 1)
+O(xσ(x)+1 log x).
Furthermore, we have xδ+1 + xF∞(3x) log x≪ xδ+1 log x≪ xσ(x)+1 log x. Hence,∫ x
0
A(ξ)dξ = Ress=1
f(s)xs+1
s(s+ 1)
+O(xσ(x)+1 log x),
which was to be proved.
The second inequality follows form the Lemma 3 with Q(x) = x1+σ(x) log x, as
σ(x) ⩽ 1− 2 log log xlog x and so Q(x)≪ x
2
log x ⩽
x2
4 for all x large enough.
The Theorem 2 is easily deduced from the last equality of the Lemma 4:
Proof of Theorem 2.
Let us notice that an = A(n) − A(n − 1). The Lemma 4 implies that for any
1 < n ⩽ x we have
an = Ress=1
f(s)(ns − (n− 1)s)
s
+O(x(σ(x)+1)/2
√
log x
√
F∞(2x)).
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But the first summand is negligible, because
ns − (n− 1)s ≪ |s|nσ−1
and so
Ress=1
f(s)(ns − (n− 1)s)
s
=
1
2πi
∫
|s−1|=δ
f(s)(ns − (n− 1)s)
s
ds≪ nδ.
This concludes the proof of the theorem.
In the next theorem we construct a natural family of Dirichlet series with large
coefficients. We begin with the following lemma:
Lemma 5. Let F : R⩾0 → R⩾0 be an increasing function with
lim
x→∞
F (x)
x
= +∞.
Denote F ∗(y) = supx⩾0(xy − F (x)) and log+ x = max(0, log x). Then the series
MF (z) =
+∞∑
n=1
zn
n2
e−F
∗(n)
converges absolutely for any z ∈ C, defines an entire function and satisfies the
inequality
|MF (z)| ⩽ π
2
6
eF (log+ |z|).
Remark 1. If the function F (x)x is bounded, then any entire function satisfying
the last inequality is a polynomial, while for our subsequent constructions we need
Taylor coefficients to be positive.
Proof.
Indeed, by the definition of F ∗, we have
n log+ |z| − F (log+ |z|) ⩽ F ∗(n). Hence, for any z one has
|zne−F∗(n)| ⩽ enF (log+ |z|)−F∗(n) ⩽ eF (log+ |z|).
Consequently,
|MF (z)| ⩽
+∞∑
n=1
|zne−F∗(n)|
n2
⩽ eF (log+ |z|)
+∞∑
n=1
1
n2
=
π2
6
eF (log+ |z|).
With the help of this construction we prove the following fact:
Theorem 3. Let g(s) =
+∞∑
n=1
gnn
−s be some Dirichlet series which converges
absolutely for any s with Re s > 1. Suppose that for any n we have 1 ⩽ gn. Then
the seriesMF (g(s)) also converges for Re s > 1 and for large enough x the inequality
sup
n⩽x
an ⩾ elog k
log x
log log x−F∗(k)
holds for any natural number k.
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Proof.
Indeed,
MF (g(s)) =
+∞∑
n=1
gn(s)
n2
e−F
∗(n).
Convergence of this series follows from the Lemma 5. As for any n the Dirichlet
coefficients of the function gn(s) are positive, Dirichlet coefficients of MF (g(s)) are
positive, too.
To prove the lower bound for the coefficients, let us note that for any natural k we
have
an ⩾
gn(k)e
−F∗(k)
k2
,
where
+∞∑
n=1
gn(k)
ns = g
k(s). Now, for sufficiently large real x choose a real number m
satisfying the inequalities
π(m) =
∑
p⩽m
1 ⩾ log x
log log x
+ 2
and
θ(m) =
∑
p⩽m
log p ⩽ log x.
Such a choice is possible because of the formulas
π(m) =
m
logm
+
m
log2m
+O
(
m
log3m
)
and
θ(m) = m+O(me−c
√
logm).
Choosing n =
∏
p⩽m
p = eθ(m) ⩽ x, we get
gn(k) =
∑
n1...nk=n
gn1 . . . gnk ⩾
∑
n1...nk=n
1 = kπ(m) ⩾ k2+
log x
log log x = k2elog k
log x
log log x .
From here we deduce the relation
sup
l⩽x
al ⩾ an ⩾
gn(k)e
−F∗(k)
k2
⩾ elog k
log x
log log x−F∗(k),
which was to be proved.
§ 3. Proof of Theorem 1
Theorem 3 together with the Lemma 5 allows us to construct Dirichlet series which
grows moderately in some subset inside their domain of analyticity with coefficients
that can attain rather large values. On the other hand, general Theorem 2 gives
an upper bound for the coefficients of Dirichlet series which do not grow too fast in
some region of the complex plane.
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Assuming that the derivative ζ(n)(s) does not satisfy the Theorem 1 in some region
to the left of the line σ = 1, we will construct Dirichlet series which takes no
large values in this domain. However, some of its coefficients will be big enough to
contradict the Theorem 2.
More precisely, suppose that the inequality
lim sup
s∈Σ(σ,T )
T→∞
|ζ(n)(s)|
F (t)
⩾ 1 (3.1)
is false. Then for some c with condition 0 < c < 1 and for every σ and t from the
domain Σ(σ, T ) with sufficiently large |t| and T we have
|ζ(n)(s)|
F (|t|) ⩽ 1− c.
From this for |t| ⩾ t0 we find
|1 + ζ(n)(s)|
F (|t|) ⩽ 1− c+
1
F (|t|) ⩽ 1−
c
2
< 1.
Hence, for such σ and t the inequalities
|1 + ζ(n)(σ + it)| < F (|t|), F−1(|1 + ζ(n)(σ + it)|) < t
hold. Let now G(u) be some real monotonically increasing function that satisfies
the relation
eG(log+ |z|) ⩽ F−1(|z|).
Substituting z = 1 + ζ(n)(s) to the last inequality, we obtain
eG(log+ |z|) ⩽ F−1(|1 + ζ(n)(s)|) < |t|.
Consequently, setting
f(s) =MG(1 + ζ
(n)(s)),
we deduce for all s ∈ Σ(σ, T ) the inequality |f(σ + it)| ≪ |t|. Moreover, due to the
Theorem 3 for the coefficients an of Dirichlet series f(s) the lower bound
sup
n⩽x
an ⩾ exp((log k)
log x
log log x
− F ∗(k)) (3.2)
holds for arbitrary positive integer k. However, by the Theorem 2 the estimate
sup
n⩽x
an ≪ x(1+σ(x))/2
√
log x
√
F∞(2x). (3.3)
is true. Now, for any pair F, σ an appropriate choice of function G and natural
number k will lead the bounds 3.2 and 3.3 to contradiction.
Proof of Theorem 1. Let
F (t) = exp((log log t)1+ε/2−δ)
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and
σ(t) = 1− (4 + ε) log log log t
log log t
.
Choose G(z) = exp exp( log z1+ε/2−δ ) (we define this function by this formula on the
interval [1,+∞] and extend it to the interval [0, 1] monotonically). Suppose that
for the pair (F, σ) Theorem 1 is false. Consider the function
f(s) = MG(ζ
(n)(s) + 1). For all sufficiently large t it satisfies for σ ⩾ σ(t) the
inequality |f(s)| ≪ |t| as |ζ(n)(s)| ⩽ c exp((log log t)1+ε/2−δ) for some c < 1 and
hence
f(s) ⩽ eG(log+(|ζ(n)(s)|+1)) ≪ eG((log log t)1+ε/2−δ) = exp exp exp(log log log t) = t.
Furthermore, for s→ 1 we have
f(s)≪ exp exp
(
1
|s− 1|
)
.
Indeed, in the neighbourhood of s = 1 the estimate
ζ(n)(s)≪ 1|s− 1|n+1 ,
holds. Thus, for any natural m we have
|MG(z)| ≪ exp(exp(|z|1/m)).
Consequently, for s→ 1 we have
|MG(1 + ζ(n)(s))| ≪ exp exp
(
1
|s− 1|1−1/(n+2)
)
≪ exp exp
(
1
|s− 1|
)
.
Thus, the estimate
sup
n⩽x
an ≪ x(σ(x)+1)/2
√
log xR∞(2x)
holds, where an are the coefficients of MG(ζ(n)(s)) and R(x) = ee
x
.
On the other hand, by the Theorem 3, for any positive integer k the inequality
sup
n⩽x
an ≫ xlog k
log x
log log x−G∗(k)
is true. Now, notice that R∞(x)≪ exp( 2 log xlog log x ), as
R∞(x) ⩽ x
1
log log x−2 log log log xR(log log x− 2 log log log x) =
= exp
(
log x
log log x− 2 log log log x +
log x
log log2 x
)
.
Furthermore, for large enough x the function G(x) is differentiable and convex.
Hence, the maximum of the quantity kx−G(x) is attained in the unique point xk
with G′(xk) = k. Consequently,
G∗(k) ⩽ kxk.
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Let us now estimate the quantity xk.
It is easy to see that
G′(z) = G(z)
z−(ε−2δ)/(2+ε−2δ)
1 + ε/2− δ
Therefore,
exp
(
exp
(
log xk
1 + ε/2− δ
))
= k(1 + ε/2− δ)x1−
2
2+ε−2δ
k .
Taking the logarithms and using the fact that log xk = O(log log k), we get
log xk = (1 + ε/2− δ) log log k +O
(
log log k
log k
)
.
Consequently,
xk = (log k)
1+ε/2−δ
(
1 +O
(
log log k
log k
))
.
Choose now k =
[
log x
(log log x)2+ε/2−δ
]
= log x
(log log x)2+ε/2−δ +O(1).
Then we have
(log x)
log log log x
log log x
+O
(
log x
log log x
)
⩾ log x− (2 + ε/2− δ/2)(log x) log log log x
log log x
,
thus,
x(σ(x)+1)/2
√
log xR∞(2x) ⩾ sup
n⩽x
an ⩾ exp
(
log x− (2 + ε− δ/2) log x log log log x
log log x
)
.
On the other hand, we have√
log xR∞(2x)≪ exp
(
δ
3
(log x)
log log log x
log log x
)
.
So,
exp
(
log x− (2 + ε− δ/2)(log x) log log log x
log log x
)
≪ x(σ(x)+1)/2
√
log xR∞(2x)
≪ exp
(
log x− (2 + ε− δ/3)(log x) log log log x
log log x
)
,
and hence
exp
(
δ
6
(log x)
log log log x
log log x
)
≪ 1,
which is a contradiction. This concludes the proof for the first case of our theorem.
Now proceed to the case F (t) = exp
(
exp
(
log log t
log log log t
))
, σ(t) = 1 − 2+o(1)log log log t . As
before, assume the contrary and consider the function f(s) =MG(ζ(n)(s)+ 1) with
G(z) = exp((log z) log log z) (we extend this function monotonically from [e,+∞]
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to all positive real numbers). As the inequality from Theorem 1 is false, we have
ζ(n)(s) ⩽ cF (t) in the region σ ⩾ σ(t), t ⩾ t0. Thus, in this subset for large enough
t the inequality
f(s) =MG(ζ
(n)(s) + 1) ⩽ eG(log+(|ζ(n)(s)|+1)) ⩽ eG(logF (t))
holds. But logF (t) = exp
(
log log t
log log log t
)
, log logF (t) = log log tlog log log t and log log logF (t) ⩽
log log log t, so
G(logF (t)) = exp(log logF (t) log log logF (t)) ⩽ exp
(
log log t
log log log t
log log log t
)
= log t.
Thus,
f(s)≪ eG(logF (t)) ⩽ t.
Furthermore, we have f(s)≪ R
(
1
|s−1|
)
for s→ 1. Consequently, by the Theorem
2 we have
sup
n⩽x
an ≪ x(σ(x)+1)/2
√
log xR∞(2x),
where f(s) =
+∞∑
n=1
ann
−s.
On the other hand, due to the Theorem 3 the inequality
sup
n⩽x
an ≫ exp
(
log k
log x
log log x
−G∗(k)
)
holds. It remains to get an estimate for G∗(k) and choose k optimally. As before,
the function G(x) is differentiable and convex for all sufficiently large x, therefore
G∗(k) ⩽ kxk.
But
G′(z) =
(
log log z
z
+
1
z
)
exp(log z log log z),
hence,
log xk = O
(
log k
log log k
)
.
Taking the logarithms of the both sides of the relation G′(xk) = k, we deduce
log xk log log xk + log(log log xk + 1)− log xk = log k.
From here it is easy to see that
log xk =
log k
log log k
+O
(
log k
(log log k)3/2
)
.
Now choose positive integer k such that
k = log x exp
(
− log log x
log log log x
+
log log x
(log log log x)4/3
)
+O(1).
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Then
kxk ⩽ log x exp
(
−1
2
log log x
(log log log x)4/3
)
and
log k
log x
log log x
= log x− log x
log log log x
+O
(
log x
(log log log x)4/3
)
.
Therefore, if σ(x) = 1 − 2log log log x − c(log log log x)4/3 for some large enough positive
c, then
x(σ(x)+1)/2
√
log xR∞(2x) = o
(
exp
(
log k
log x
log log x
−G∗(k)
))
,
as √
log xR∞(2x) = O
(
exp
(
c log x
3(log log log x)4/3
))
and
x(σ(x)+1)/2 = exp
(
log x− log x
log log log x
− c log x
(log log log x)4/3
)
.
But this relation cannot hold, because
x(σ(x)+1)/2
√
log xR∞(2x)≫ sup
n⩽x
an ≫ exp
(
log k
log x
log log x
−G∗(k)
)
.
A contradiction.
Let us now consider the case when F is a power of double logarithm. We will assume
that F (t) = (log log t)A, A > n + 1 and σ(t) = 1 − (2 + o(1)) log log log tlog log t . Choose
G(z) = exp exp
(
z
A
)
. If the Theorem 1 for the pair (F, σ) is false, then for σ ⩾ σ(t)
the inequality |ζ(n)(s)| ⩽ c(log log t)A holds. Denote f(s) =MG(1 + ζ(n)(s)). As
MG(z)≪ eG(log+ |z|) = exp
(
exp
(
exp
(
log+ |z|
A
)))
≪ exp exp(|z|1/A),
we have for σ ⩾ σ(t) the inequality
|f(s)| ≪ exp exp(|ζ(n)(s) + 1|1/A)≪ exp(exp(log log t)) = t.
Consequently, from the Theorem 2 we find
sup
n⩽x
an ≪ x(σ(x)+1)/2
√
log xR∞(2x),
because f(s) = O
(
R
(
1
|s−1|
))
for s → 1 (we assumed that A > n). On the other
hand, the Theorem 3 implies the lower bound
sup
n⩽x
an ≫ exp
(
log k
log x
log log x
−G∗(k)
)
.
Now, as before we need an upper bound for G∗(k) and an optimal choice for k.
Once again, G(x) is convex for large enough x, so
G∗(k) ⩽ kxk.
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Furthermore, we have
G′(x) =
1
A
exp
( x
A
)
exp exp
( x
A
)
⩾ G(x)
for all x ⩾ A logA. Therefore,
xk ⩽ G−1(k) = A log log k
for all sufficiently large k. Set
k =
[
log x
log log x log log log x
]
.
Then
xk ⩽ A log log k = O(log log log x),
hence,
log k
log x
log log x
−G∗(k) = log x− log x log log log x
log log x
+O
(
log x
log log x
)
.
Thus, if
σ(x) = 1− 2 log log log x
log log x
− c
log log x
,
where c is large enough, then we get a contradiction, because
√
log xR∞(2x) = O
(
exp
(
2 log x
log log x
))
and
x(σ(x)+1)/2 = exp
(
log x− log x log log log x
log log x
− c log x
2 log log x
)
,
therefore,
exp
(
log x− log x log log log x
log log x
− (c− 4) log x
2 log log x
)
≫ sup
n⩽x
an ≫
exp
(
log x− log x log log log x
log log x
+O
(
log x
log log x
))
,
which is not the case, as c is arbitrarily large.
It remains to examine the case
F (t) = exp exp((log log t)α), σ(t) = 1− 2 + o(1)
(log log t)1−α
, 0 < α < 1.
Choose G(z) = exp((log z)1/α). If the Theorem 1 is not true, then |ζ(n)(s)| ⩽ cF (t)
for σ ⩾ σ(t). Let f(s) =MG(1 + ζ(n)(s)). Then we have
|f(s)| ≪ exp(G(log+ |ζ(n)(s) + 1|))≪ exp(G(logF (t))).
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But logF (t) = exp((log log t)α), log logF (t) = (log log t)α, thus,
G(logF (t)) = exp((log logF (t))1/α)) = exp(log log t) = log t,
therefore
|f(s)| ≪ t
for σ > σ(t). As in the previous cases, for s→ 1 the inequality
|f(s)| = O
(
R
(
1
|s− 1|
))
,
holds. Consequently, the conditions of the Theorem 2 are satisfied and thus,
sup
n⩽x
an ≪ x(σ(x)+1)/2
√
log xR∞(2x),
where an are Dirichlet coefficients of f(s). But the Theorem 3 gives us the lower
bound for the same quantity: for any positive integer k we have
sup
n⩽x
an ≫ exp
(
log k
log x
log log x
−G∗(k)
)
.
As always, G(x) is convex for large x, therefore
G∗(k) ⩽ kxk.
Differentiating G, we find
exp((log xk)
1/α) = αkxk(log xk)
1−1/α,
so
(log xk)
1/α = log k + log xk +O(log log k)
and
log xk = (log k)
α +O((log k)2α−1).
Now, set k =
[
log x exp(−(log log x)α − (log log x)(3α−1)/2)]. Then
kxk = exp(log k + log xk) = exp(log log x− (log log x)(3α−1)/2 +O((log log x)2α−1))
and
log k = log log x− (log log x)α − (log log x)(3α−1)/2 +O(1),
thus,
sup
n⩽x
an ≫ exp
(
(log k)
log x
log log x
−G∗(k)
)
≫ exp
(
log x− log x
(log log x)1−α
(1 + o(1))
)
.
Consequently, the choice
σ(t) = 1− 2 + o(1)
(log log x)1−α
leads us to the contradiction with the upper bound, which concludes the proof of
the Theorem 1.
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§ 4. Conclusion
So, with the help of the theorems 2 and 3 we managed to prove a number of
omega-theorems for the Riemann zeta function and its derivatives in the regions of
the critical strip near the line Re s = 1. The level of generality of the theorems 2
and 3 also allows to prove omega-theorems for other L−functions with nonnegative
coefficients. For example, using the Chebotarev density theorem one can prove an
analogue of the Theorem 3 which applies to the Dedekind zeta functions of number
fiels. Unfortunately, our methods do not provide any nontrivial results about the
domains of the form σ ⩾ σ(t) with σ(t) = 1 − o
(
log log log t
log log t
)
and thus, to prove
omega-theorems in this domains, some new ideas are needed.
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