For solving traveling salesman problem (TSP), the ant colony optimization (ACO) algorithm and simulated annealing (SA) 
Introduction
A great amount of problems in the industry, national defense, information and other fields can be converted to the combinatorial optimization problems. There are many intelligent algorithms [1] [2] [3] [4] [5] [6] , which are used to solve these combinatorial optimization problems, such as genetic algorithm(GA), Tableu search algorithm, simulated annealing(SA) algorithm, particle swarm optimization (PSO) algorithm, ant colony optimization(ACO) algorithm, neural networks, evolutionary algorithms, immune algorithm and so on. These intelligent algorithms have better optimized ability in the solving these combinatorial optimization problems. The traveling salesman problem (TSP) is a well-known combinatorial optimization problem and NP-complete problem, which finds a route covering each city once and only once with a minimum route distance by the salesman [7] . Due to the good ground of the TSP and its variants for solving optimization techniques, some researchers proposed many solving methods in various fields of artificial intelligence, biology, mathematics, physics, and operations research and so on.
Ant colony optimization (ACO) algorithm was introduced by Marco Dorigo in the early 1991 [8] . It is a branch of artificial intelligence called swarm intelligence, which studies ''the emergent collective intelligence of groups of simple agents". When ants move, ants will leave a chemical pheromone trail on the ground. The indirect communication between ants via pheromone trails enables them to find shortest paths between their nest and food sources. So the ACO algorithm has increased interests for solving these optimization problems in recent years. But the
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ACO algorithm has some disadvantages of stagnation phenomenon, slow convergence, poor solution quality and easy falling into local optimal solution and so on in the actual engineering application. In allusion to the specific complex problems, a lot of researchers proposed a lot of improved ACO algorithm to solve the TSP. Liu Jenn-Long [9] proposed a rank-based ant colony optimization (ACO) method with a rankbased nonlinear selective pressure function and a modified Q-learning method to enhance the convergence characteristics of original ACO, which defines the probability of exploring a city to be visited by ants with a random proportional rule. Wu et al. [10] proposed a new method of the initialization of ants system based on studying the settings of parameters with experiments for different dimensions of TSP problems. Gao et al. [11] proposed a new algorithm which integrates ACO and AR to solve TSP problems. Wu et al. [12] proposed a population declining ant colony optimization (PDACO) algorithm to the traveling salesman problem (TSP) and multiuser detection. PDACO can enlarge searching range through increasing the initial population of the ant colony, and the population declines in successive iterations. Wang et al. [13] proposed an improved ACO algorithm in which some of ants can evolve by performing genetic operation, and the balance between intensification and diversification can be adjusted by numbers of ants which perform genetic operation. Gan et al. [14] proposed an ACO algorithm based on scout characteristic for solving the stagnation behavior and premature convergence problem of the basic ACO algorithm on TSP. Shuang et al. [15] proposed a hybrid PS-ACO algorithm, ACO algorithm modified by particle swarm optimization (PSO) algorithm. Mavrovounioti and Yang [16] proposed a hybridized ACO with local search (LS) (M-ACO), which is based on the population-based ACO (P-ACO) framework and an adaptive inver-over operator, to solve the DTSP. Li et al. [17] proposed a promising modification with changing index. You et al. [18] proposed a novel improved QACOT solving TSP and novel evolution mechanisms named measuring operator to improve the performance of QACOT. Elloumi et al. [19] proposed a novel approach by introducing a PSO, which is modified by the ACO algorithm to improve the performance. Saenphon et al. [20] proposed a new evolutionary optimization algorithm based on the actual manifold of objective function and fast opposite gradient search to improve the accuracy and speed of solution finding. Escario et al. [21] proposed a novel algorithm(ACE) belonging to the general Ant Colony Optimisation (ACO) framework. Mahi et al. [22] proposed a new hybrid method to optimize parameters that affect performance of the ACO algorithm using Particle Swarm Optimization (PSO). In additi on, 3-Opt heuristic method is added to proposed method in order to improve local solutions.
These improved ACO algorithms can better solve the traveling salesman problems, but they exist some disadvantages. So the SA algorithm is introduced in to the ACO algorithm in order to propose a two-phase hybrid optimization algorithm, named TPASHO algorithm to solve the traveling salesman problem. The ACO algorithm is used to implement the global search, and adaptive adjustment threshold strategy is used to improve the space exploration and balance the local exploitation. In order to improve the search accuracy, the SA algorithm with memory function and the initial temperature of adaptive selection is introduced, the obtained best solution of the ACO algorithm is regarded as the initial solution of the SA algorithm, and then a fine search is realized in the neighborhood. Finally, the probabilistic jumping property of the SA algorithm is used to effectively avoid falling into local optimal solution.
Ant Colony Optimization and Simulated Annealing

Ant Colony Optimization (ACO) Algorithm
The ACO algorithm is an essential system based on agents that simulates the natural behavior of ants, including the mechanisms of cooperation and adaptation. It simulates the techniques employed by real ants to rapidly esTablelish the shortest route from a food source to their nest and vice versa without the use of visual information. The ACO algorithm consists of a number of iterations. In each iteration, many ants construct complete solutions by heuristic information and the collected experiences of previous groups of ants. These collected experiences are represented by the pheromone trail, which is deposited on the constituent elements of the solution. The flow of the ACO algorithm is illustrated in Figure 1 
To visit the next city s with the probability
(2) The pheromone update rule In order to improve the solution, the pheromone trails must be updated. Trail updating includes local updating and global updating. The local trail updating formula is given by:
In the formula (6),  (0＜  ＜1) is the pheromone trial evaporating rate. 
Simulated Annealing (SA) Algorithm
Simulated Annealing (SA) algorithm was developed by Kirkpatrick, followed by Aarts and Korstbased on the Metropolis algorithm dated from 1953. It is a computational stochastic technique to get near global optimum solutions. The SA algorithm is inspired from the thermodynamic process of annealing of molten metals to keep the lowest free energy state. When the molten metal is slowly cooled, it tends to solidify in a structure of minimum energy. This annealing process is mimicked by a search strategy. The core theory of SA algorithm is to allow the occasional worsening to move, so that they can eventually use the neighborhood to get the global minimum. The associated expression of the probability is given:
In the expression (5), b K is a constant, E  is the change in the energy value, T is the temperature.
For the optimization energy term, E  refers to the value of the function, T is a control parameter, which regulates the process of annealing. The acceptance criterion is popularly referred to as the Metropolis criterion. And the improving and deteriorating movement of the acceptance criterion has been proposed:
The search strategy of the SA algorithm: any movement is accepted at the start. Then the temperature is gradually decreased. It shows that one becomes more and more selective in accepting new solution. In the end, the only improved movements are accepted in general. The temperature is systematically lowered by one problem-dependent schedule characterized.
The Two-Phase Hybrid Optimization (TPASHO) Algorithm
The IDEA of the TPASHO Algorithm
The hybrid algorithm is supposed to make best use of the advantages and bypass the disadvantages. The ACO algorithm can effectively solve complex optimization problem, it has strong robustness, excellent distributed computing mechanism, and it is easy to combine with other methods. But in solving complex problem, the ACO algorithm exists the shortcomings of poor search accuracy, and it is easy to fall into local optimum value. The SA algorithm is a new random search method, which a recently proposed method for solving large-scale combinatorial optimization problems. It has the simple description, flexible use, wide application, high efficiency and less constrained conditions. But it exists the shortcomings of the slow convergence speed, long running time, and its performance is sensitive to the initial values of the parameters. So the advantages of the ACO algorithm and the SA algorithm are used in order to propose a two-phase hybrid optimization (TPASHO) algorithm in this paper. The hybrid strategy of the TPASHO algorithm is: the advantages of parallel, collaborative and positive feedback of the ACO algorithm are used to implement the global search in the current temperature. And adaptive adjustment threshold strategy is used to improve the space exploration and balance the local exploitation. When the calculation process of the ACO algorithm falls into the stagnation, the SA algorithm is used to get a local optimal solution. And the obtained best solution of the ACO algorithm is regarded as the initial solution of the SA algorithm, and then a fine search is realized in the neighborhood. If the calculation result of the SA algorithm is better than the calculation result of the ACO algorithm, then the calculation result of the SA algorithm will be transformed into the pheromone of the ACO algorithm. Otherwise the original calculation of the ACO algorithm will continue. The TPASHO algorithm can effectively obtain the local search ability of the SA algorithm and the global search ability and convergence speed of the ACO algorithm by the multiple cycles.
The Flow of the TPASHO Algorithm
The flow of the two-phase hybrid optimization (TPASHO) algorithm based on combining the ACO algorithm and the SA algorithm is shown in Figure2. 
The Steps of the TPASHO Algorithm
The description of the two-phase hybrid optimization (TPASHO) algorithm is shown:
Step 1. Initialize the population and parameters, and execute the search calculation of algorithm.
Step 2. Construct the path and dynamically record the optimal value in the calculation of ACO algorithm.
Step 3. Execute the local update and global update.
Step 4. When the ACO algorithm has not obtained the better solution in the N iterations, the current optimal value is regarded as the initial value of the SA algorithm. Then the SA algorithm is used to search the solution.
Step 5. Set the parameters, the cycle counting and maximum iteration of the SA algorithm.
Step 6. Disturbed generate new solution.
Step 7. Determine to the maximum iteration. If it is, the next step is executed. Otherwise go to Step.6.
Step 8. Determine to the convergence. If it is, the next step is executed. Otherwise go to Step.5.
Step 9. If the obtained optimal path of the SA algorithm is better than the optimal path of the ACO algorithm, then the obtained optimal solution of the SA algorithm is translated into the pheromone matrix for giving the ACO algorithm. Otherwise the optimal path of the ACO algorithm the optimal path of the ACO algorithm is continued to use.
Step 10. Continue to execute the calculation of the ACO algorithm.
Step 11. Repeat Step 2-10 until the end condition is met.
Step 12. Output the optimal solution.
Experiment and Result Analysis
In order to test and verify the performance of the proposed TPASHO algorithm, some instances from TSPLIB are selected in this paper. According to the characteristics of TSPLIB, the distance between two cities is calculated by the Euclidian distance. In order to prove the effectiveness of the TPASHO algorithm, the SA and ACO algorithms are selected to compare with the TPASHO algorithm. The initial parameters of the three algorithms are selected after thorough testing. In the simulation experiments, the alternative values were tested and modified for some functions in order to obtain the most reasonable initial values of these parameters. These selected values of the parameters take on the optimal solution and the most reasonable running time of these algorithms to efficiently complete the problem solving. So the selected values of these parameters are shown in Table. 1 for the SA, ACO and TPASHO algorithms. In the simulation experiments, each algorithm is carried out on Matlab platform and run on a 2.39GHz PC with 2GB of RAM running the Windows XP operating system. These algorithms are performed on 18 TSP benchmark instances with cities scale from 29 to 3038 for 20 times. The best value and average value are used to illustrate the optimization performance for all algorithms. The result of the simulated experiments is shown in Table. 2.
Table 2. The Results of the Simulated Experiments
As can be seen from the Table. 2, for the 17 TSP instances with the SA, ACO and TPASHO algorithms, the best value and the average value of the proposed TPASHO algorithm are the best for all 18 TSP instances in our experiment. For TSP instances eil51, the proposed TPASHO algorithm can search for the best known solutions 426. In addition, for TSP instances bayg29 , rat99 and ch130, the obtained best known solutions 1287, 1218 and 6118 are approaching to the best known solutions1272, 1211 and 6110. For larger scale instances, the experiment results show that the proposed TPASHO algorithm is better than the SA algorithm and ACO algorithm.
Figure3. Illustrates two best routes found by the TPASHO algorithm for TSP and their costs. 
Conclusion
The ACO algorithm is an efficient and powerful optimization algorithm for solving complex function problems. The SA algorithm a computational stochastic technique to get near global optimum solutions, it has the simple description, flexible use, wide application, high efficiency and less constrained conditions. So the advantages of the ACO algorithm and the SA algorithm are used in order to propose a two-phase hybrid optimization (TPASHO) algorithm. The performance of the proposed TPASHO algorithm is evaluated on 18 TSP and is favorably compared with SA and ACO algorithms. The results demonstrate that the proposed TPASHO algorithm is more effective in obtaining better searching precision, convergence speed, stability, global convergence ability.
