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vRE´SUME´
Les sources non-classiques constituent l’un des e´le´ments indispensables a` la re´alisation
d’un possible futur re´seau global de te´le´communications qui utiliserait la cryptographie quan-
tique pour se´curiser les e´changes.
Dans ce travail, nous analysons, d’un point de vue aussi bien the´orique que pratique, la
conception de sources non-classiques dans les fibres optiques.
Ces sources reposent sur des effets non-line´aires qui font apparaˆıtre des corre´lations fortes
entre photons. Des outils de calcul sont propose´s pour analyser ces effets non-line´aires, y
compris dans le cadre d’une pompe incohe´rente, ce qui constitue un e´le´ment original du
travail ici pre´sente´.
L’aspect quantifie´ des sources est traite´ de manie`re originale au travers de ses implica-
tions statistiques. La` encore, des outils pratiques de conception sont de´veloppe´s. Ces outils
permettent de de´terminer a` l’avance l’e´tat quantique du signal en sortie de source.
Enfin, ce travail met en avant des applications pratiques des concepts de´veloppe´s, avec
en particulier la conception d’une nouvelle fibre et les premie`res e´tapes de la re´alisation
d’une source de photons intrique´s en polarisation, fonde´e sur une instabilite´ de modulation
vectorielle de type orthogonal, dans le domaine des longueurs d’ondes des re´seaux de te´le´-
communications.
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ABSTRACT
The goal of this work is to provide theoretical and experimental tools for the analysis of
optical fibre-based nonclassical sources.
Strong correlations lie at the heart of nonclassical sources. In optical fibers, these correla-
tions are provided by nonlinear processes. The analysis of such processes requires a number
of theoretical steps that are explored in this work. This includes a novel approach to treat
the case of an incoherent pump, which may constitute the beginning of a comprehensive
treatment of incoherent nonlinear optics.
Instead of using the heavy quantum formalism to describe the discretized aspect of these
sources, a statistical approach is favored. This approach enables a complete determination
of the output quantum state, used as a predictor for the implemented source.
The last part describes practical applications of all the concepts introduced in the work. In
particular, we show the first steps in the implementation of a source of polarization-entangled
photons in the fiber optics telecommunication bandwidth. This source is based on vectorial
modulation instabilities with the polarization of the daughter photons orthogonal to that of
the pump. The design requires the use of a novel optical fiber that was developed in the
course of this work.
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γ Coefficient non-line´aire de l’automodula-
tion de phase
Γ Coefficient non-line´aire ge´ne´rique
H Vecteur champ magne´tique
Hˆ Ope´rateur hamiltonien
|H〉 E´tat de polarisation horizontale
h Constante de normalisation ayant des uni-
te´s d’action
~ Constante de Planck re´duite ' 1,055× 10−34 kg.m2.s−1
i Unite´ imaginaire
√−1
k Constante de propagation ge´ne´rique
kB Constante de Boltzmann ' 1,381× 10−23 kg.m2.s−2.K−1
χ(n) Tenseur susceptibilite´ e´lectrique d’ordre n
L Longueur ge´ne´rique
Lmax Longueur maximale d’interaction non-
line´aire
λ Longueur d’onde
λ/2 Lame demi-onde
λ/4 Lame quart-d’onde
M Matrice ge´ne´rique
m Masse
µ Nombre moyen de photons
µ0 Perme´abilite´ du vide 4pi × 10−7 kg.m.A−2.s−2
n Indice de re´fraction
N Matrice ge´ne´rique
N Densite´ d’e´lectrons de valence
Nˆ Ope´rateur “nombre de photons”
∇ Ope´rateur diffe´rentiel vectoriel “nabla”
ν Valeur propre ge´ne´rique
ω Pulsation
p Vecteur quantite´ de mouvement
P Puissance
P Vecteur polarisation∣∣Φ+〉 E´tat de Bell “Φ+” 1√
2
(|HH〉+ |V V 〉)∣∣Φ−〉 E´tat de Bell “Φ−” 1√
2
(|HH〉 − |V V 〉)
xvi
∣∣Ψ+〉 E´tat de Bell “Ψ+” 1√
2
(|HV 〉+ |V H〉)∣∣Ψ−〉 E´tat de Bell “Ψ−” 1√
2
(|HV 〉 − |V H〉)
r Vecteur position
rc Rayon de cœur (d’une fibre)
rg Rayon de gaine externe (d’une fibre)
R Rayon de courbure imparti a` une fibre en
flexion
ρˆ Ope´rateur densite´
S Spectre d’une impulsion
S Variable de l’ine´galite´ de Bell-CHSH
σx, σy, σz Matrices de Pauli
t Temps
T Tempe´rature
τ Dure´e d’impulsion
τc Temps de cohe´rence
v Vecteur vitesse
vg Vitesse de groupe
vφ Vitesse de phase
V Vecteur propre ge´ne´rique
|V 〉 E´tat de polarisation verticale
X Vecteur ge´ne´rique
x, y, z Coordonne´es spatiales
ζ Efficacite´ quantique totale d’une branche
de de´tection pour les expe´riences de Bell-
CHSH
1CHAPITRE 1
INTRODUCTION
Dans les anne´es 1920, un groupe restreint de physiciens codifie ce qui allait devenir l’une
des the´ories les plus importantes du XXe`me sie`cle. Niels Bohr, Erwin Schro¨dinger, Werner
Heisenberg, Paul Dirac, Wolfgang Pauli, mais aussi Paul Ehrenfest, Pascual Jordan ou Max
Born, souvent moins cite´s, sont les “pe`res” de la me´canique quantique. Ils suivent les traces
des pionniers, Max Planck, Albert Einstein et Louis de Broglie.
On a tendance a penser que la me´canique quantique est une avance´e principalement
the´orique qui nous permet de mieux comprendre le monde microscopique mais qui n’a pas
d’impact sur la re´alite´ de tous les jours. Pourtant, il existe une multitude d’avance´es tech-
nologiques dont on aurait du mal a` se passer aujourd’hui et qui sont le fruit direct de cette
the´orie. Pour ne prendre que deux exemples, on peut citer l’effet de magne´toresistance ge´ante
au cœur de la technologie du disque dur de l’ordinateur sur lequel ces lignes sont e´crites, ou
le re´seau international de te´le´communications par fibres optiques, qui constitue la colonne
verte´brale d’Internet, et qui ne fonctionnerait pas sans sources laser.
Dans les anne´es 1980 et 1990, certaines applications pratiques de la the´orie quantique
sont propose´es et mises en application, comme la cryptographie quantique (Bennett et Bras-
sard (1984), dont on ne trouve malheureusement aucune trace e´crite) et la te´le´portation
quantique (Bennett et al. (1993b)). Ces avance´es laissent penser qu’il sera possible un jour
de communiquer de manie`re se´curitaire sur des re´seaux optiques sensiblement e´quivalents a`
ceux qui existent aujourd’hui. Il est tre`s difficile de faire un pronostic re´aliste sur l’horizon
temporel de l’aboutissement de ce projet, mais il semble re´aliste de penser qu’il ne prendra
forme que si nous pouvons de´velopper des sources non-classiques compatibles avec les re´seaux
de te´le´communication existants. Pre´cisons tout de suite ce que nous entendons par sources
non-classiques. Dans le cadre du travail ici pre´sente´, il s’agit de sources lumineuses posse´dant
au moins les deux caracte´ristiques suivantes :
1. une e´mission de´tectable dans le re´gime “photon a` photon” avec la technologie de de´-
tecteurs de photons individuels existante ;
2. des corre´lations fortes entre des signaux se´pare´s spatialement ; au minimum, cela veut
dire une corre´lation temporelle bien identifie´e ; mais il peut s’agir de core´lations plus
fortes, sur d’autres degre´s de liberte´ (dans le cadre de l’intrication), comme nous le
montrons au chapitre 3.
2Nous tentons ici de donner des outils the´oriques et pratiques pour la re´alisation de telles
sources dans les fibres optiques. Ces dernie`res constituent en effet l’e´le´ment essentiel du re´-
seau mentionne´ ci-dessus. Elles posse`dent par ailleurs des caracte´ristques qui en font de tre`s
bons candidats pour la re´alisation de sources non-classiques. En particulier, elles confinent
l’e´nergie lumineuse sur une petit surface transverse et de grandes longueurs, ce qui permet le
de´veloppement d’effets non-line´aires qui sont a` l’origine des corre´lations ne´cessaires au carac-
te`re non-classique de ces sources. Les fibres optiques permettent e´galement la transmission de
signaux relativement faibles sur de grandes distances, en raison de leurs faibles pertes. Enfin,
la technologie de´veloppe´e pour les syste`mes de te´le´communication actuels permet d’envisager
la conception de sources a` partir de composants commerciaux relativement peu one´reux.
Il existe une grande varie´te´ d’effets non-line´aires pouvant ge´ne´rer des corre´lations utiles.
Cette varie´te´ est e´tudie´e au chapitre 2, qui reprend succinctement la the´orie non-line´aire
avant d’aborder plus en de´tails les effets les plus inte´ressants dans les fibres optiques.
La compe´tition entre effets non-line´aires complexifie leur e´tude et l’interpre´tation des
observations. Le chapitre 4 montre comment cette compe´tition peut eˆtre influence´e par la
cohe´rence temporelle de la pompe.
La “granularite´” du signal (le fait qu’il doit eˆtre constitue´ de photons de´tectables indivi-
duellement) est aborde´e au chapitre 3. Ce chapitre de´veloppe quelques re´sultats quantiques
inte´ressants qui n’apparaissent pas dans la lite´rature et aborde le sujet de la de´tection des
photons sous l’angle statistique, le plus simple et le plus a` meˆme de re´ve´ler les corre´lations
de´crites ci-dessus.
L’aspect pratique de la conception de sources non-classiques n’est pas ne´glige´. Il est l’objet,
avec les applications re´alise´es par notre laboratoire, des chapitres 5 et 6.
Ce travail se veut relativement rigoureux sur le plan mathe´matque. Cependant, afin d’al-
le´ger le texte principal, les aspects les plus techniques du traitement mathe´matique sont
renvoye´s dans les nombreuses annexes. Les re´sultats traite´s de manie`re approfondie dans la
litte´rature ne sont pas en ge´ne´ral de´veloppe´s a` nouveau. Seuls les re´sultats importants pour
la suite du de´veloppement sont repris. Le cas e´che´ant, le lecteur est invite´ a` se reporter aux
ouvrages cite´s.
3CHAPITRE 2
OPTIQUE NON-LINE´AIRE
La re´alisation de sources non-classiques requiert des corre´lations fortes entre photons. Ces
corre´lations existent de manie`re naturelle lorsque les photons sont ge´ne´re´s par des processus
non-line´aires. On peut en effet voir ces derniers de manie`re simplifie´e comme des interactions
localise´es (“diffusions”) entre photons et atomes ayant pour effet de faire disparaˆıtre un ou
plusieurs photons du ou des faisceaux incidents au profit d’un ou plusieurs autres photons.
Dans les interactions non-line´aires dites “parame´triques”, l’e´tat quantique du milieu d’in-
teraction ne change pas. Les niveaux d’e´nergie implique´s sont donc virtuels, et ils ne peuvent
subsister que pour des temps courts afin de respecter le principe d’incertitude temps-e´nergie
(voir par exemple Messiah (2003)). La ge´ne´ration des photons “signaux” (photons produits
de l’interaction) est donc quasi-instantane´e (quelques femtosecondes au plus pour les e´ner-
gies du spectre visible et proche infrarouge), et il existe des corre´lations tre`s fortes entre ces
derniers. Par ailleurs, les principes de conservation de l’e´nergie, de la quantite´ de mouvement
et du moment cine´tique impliquent des corre´lations tre`s fortes entre les fre´quences optiques
des photons ge´ne´re´s, leurs directions de propagation, et leurs e´tats de polarisation.
L’optique non-line´aire est e´tudie´e depuis plusieurs de´cennies. Nicolaas Bloembergen fut
sans conteste un des pionniers de la matie`re, avec la publication de nombreux travaux sur
le sujet dans les anne´es 1960. Il est par ailleurs l’auteur d’un des premiers ouvrages traitant
de l’optique non-line´aire (Bloembergen (1996)) et le laure´at du Prix Nobel de Physique en
1981 pour ses travaux sur la spectroscopie laser. L’ouvrage de re´fe´rence ge´ne´rale est aujour-
d’hui Boyd (1992), et Agrawal (2013) pour ce qui a trait plus spe´cifiquement a` l’optique
non-line´aire dans les fibres optiques.
2.1 Polarisation du milieu
L’image donne´e ci-dessus de diffusions localise´es entre photons et atomes est purement
quantique. Il est cependant possible de traiter l’optique non-line´aire de manie`re classique. Le
raisonnement est le suivant :
— Les nuages e´lectroniques des atomes d’un milieu quelconque sont influence´s par la
pre´sence d’un champ e´lectromagne´tique exte´rieur. Un faisceau lumineux traversant
un tel milieu cre´e donc une “polarisation” de ce milieu, un e´tat hors-e´quilibre qui varie
en fonction des oscillations du champ incident.
4— Les oscillations des nuages e´lectroniques cre´ent a` leur tour un champ e´lectromagne´tique
oscillant. Elles deviennent donc la source d’un nouveau faisceau lumineux.
— La nature des oscillations des nuages e´lectroniques de´pend de la nature du milieu
conside´re´ et de l’amplitude du champ incident. Lorsque cette dernie`re est faible, la
re´ponse est line´aire. Si l’amplitude est suffisamment e´leve´e, la re´ponse devient non-
line´aire, et de nouvelles fre´quences optiques peuvent apparaˆıtre.
D’un point de vue purement mathe´matique, la polarisation du milieu est introduite comme
un vecteur qui modifie une des e´quations des constituants associe´es aux e´quations de Maxwell
dans la limite des milieux continus. Concre`tement, on e´crit
D = 0E +P , (2.1)
ou` 0 est la permittivite´ du vide, D le vecteur de´placement e´lectrique, E le vecteur champ
e´lectrique, et P le vecteur polarisation du milieu.
La polarisation est une fonctionnelle du champ externe applique´ au milieu (voir l’an-
nexe A). Elle s’exprime sous la forme
P(r, t) = 0√
2pi
∑
n≥1
∫
dr1dt1 · · · drndtn
χ(n)(r − r1, t− t1, · · · , r − rn, t− tn) ... E(r1, t1) · · ·E(rn, tn), (2.2)
ou` χ(n) est le tenseur susceptibilite´ e´lectrique d’ordre n du milieu (tenseur d’ordre n+1) et le
symbole “
...” repre´sente la relation tensorielle entre χ(n) et les vecteurs E(ri, ti). Le pre´facteur
de´pend de la convention de transforme´e de Fourier utilise´e (voir les e´quations 2.3 ci-dessous).
Le premier terme, χ(1), est un tenseur d’ordre 2 qui de´crit les indices de re´fraction du mi-
lieu (potentiellement bire´fringent) et e´ventuellement son absorption. Il de´crit une interaction
purement line´aire entre le champ incident et la polarisation du milieu. Les termes d’ordre
supe´rieur a` 2 sont quant a` eux responsables des interactions non-line´aires.
Il n’est pas question ici de reproduire la de´marche mathe´matique rigoureuse permettant
de passer des e´quations de Maxwell aux e´quations de propagation non-line´aires. Le lecteur
est invite´ a` se reporter aux ouvrages cite´s ci-dessus. Le cœur de la de´marche est de partir de
l’e´quation 2.1 pour aboutir a` une e´quation de propagation dans laquelle le vecteur polarisation
est un terme de source. Sa partie line´aire ne fait que changer la ce´le´rite´ de propagation, alors
que les termes non-line´aires sont a` l’origine de l’apparition de nouvelles fre´quences.
5Dans tout le texte, nous utilisons la convention de Fourier syme´trique
f˜(ω) =
1√
2pi
∫ +∞
−∞
dt f(t) eiωt, (2.3a)
f(t) =
1√
2pi
∫ +∞
−∞
dω f˜(ω) e−iωt. (2.3b)
La transforme´e de Fourier de l’expression 2.2 est alors
P˜(r, ω) = 0
∑
n≥1
∫
dr1dω1 · · · drndωn δ(ω − ω1 − · · · − ωn)
χ˜(n)(r − r1, ω1, · · · , r − rn, ωn) ... E˜(r1, ω1) · · · E˜(rn, ωn), (2.4)
δ e´tant la distribution “delta de Dirac”, ce qui assure la conservation de l’e´nergie. On voit
donc qu’il peut se cre´er de nouvelles fre´quences, sommes de toutes les fre´quences (y compris
ne´gatives) existantes dans le faisceau incident.
Dans le de´veloppement 2.2, le champ e´lectrique applique´ est conside´re´ comme une pertur-
bation, et les termes d’ordre supe´rieur ont des valeurs de plus en plus faibles. On ne s’inte´resse
donc en ge´ne´ral qu’aux termes de plus bas ordre. Cela signifie qu’a priori le terme non-line´aire
le plus inte´ressant est le terme quadratique en champ e´lectrique. Cependant, dans les milieux
isotropes continus, il est ne´cessaire que le vecteur polarisation soit une fonctionnelle impaire
du champ incident. Comparons en effet deux situations physiques distinctes :
— On applique le champ exte´rieur E a` un milieu M donne´. La polarisation re´sultante
est P .
— On applique le champ exte´rieur −E au milieu M apre`s avoir fait subir a` ce dernier
une inversion par rapport a` l’origine, soit la transformation (x, y, z)→ (−x,−y,−z).
La relation ge´ome´trique existant entre le champ applique´ et le milieu M est la meˆme dans
les deux cas, ce qui implique que le milieu est polarise´ de la meˆme manie`re. Mais comme le
deuxie`me cas est inverse´ par rapport a` l’origine, la polarisation re´sultante est −P . Si le milieu
est isotrope, les rotations ne changent pas ses proprie´te´s, et c’est comme si elles n’avaient pas
eu lieu. On a donc P [−E ] = −P [E ].
Dans un milieu isotrope (comme la silice amorphe des fibres optiques) la fonctionnelle
est donc impaire et le terme de degre´ 2 nul. Pour cette raison, l’optique non-line´aire dans
les fibres est principalement concerne´e par les effets de troisie`me ordre (c’est-a`-dire le terme
cubique en champ e´lectrique), sauf pre`s des interfaces, ou` la syme´trie est brise´e.
62.1.1 Approximation dipolaire (champ local)
L’approximation dipolaire consiste a` ne conside´rer que le champ local, car les variations
de champ sont faibles sur les distances atomiques typiques. Autrement dit
χ˜(n)(r − r1, ω1, · · · , r − rn, ωn) ≡ δ(r − r1) · · · δ(r − rn) χ˜(n)(ω1, · · · , ωn), (2.5)
et on a imme´diatement
P˜(r, ω) = 0
∑
n≥1
∫
dω1 · · · dωn δ(ω − ω1 − · · · − ωn)
χ˜(n)(ω1, · · · , ωn) ... E˜(r, ω1) · · · E˜(r, ωn). (2.6)
Pour e´viter la notation tensorielle, on e´crit plus ge´ne´ralement
P˜(n)i (r, ω) = 0
∫
dω1 · · · dωn δ(ω − ω1 − · · · − ωn)∑
j1,··· ,jn
χ˜
(n)
i,j1,··· ,jn(ω1, · · · , ωn) E˜j1(r, ω1) · · · E˜jn(r, ωn), (2.7)
ou` P˜ (n) est le terme d’ordre n de la somme 2.6.
Pour le troisie`me ordre, on a donc
P˜(3)i (r, ω) = 0
∫
dω1 dω2 dω3 δ(ω − ω1 − ω2 − ω3)∑
j,k,`
χ˜
(3)
ijk`(ω1, ω2, ω3) E˜j(r, ω1) E˜k(r, ω2) E˜`(r, ω3). (2.8)
2.1.2 Approximation quadripolaire
L’approximation quadripolaire consiste a` conside´rer le champ local ainsi que ses premie`res
de´rive´es spatiales. Cette e´tape supple´mentaire est ne´cessaire pre`s des interfaces, ou` le champ
peut subir des discontinuite´s. Nous ne la de´veloppons ici que pour le deuxie`me ordre, ou` elle
prend la forme ge´ne´rale
P˜(2)i (r, ω) = 0
∫
dω1 dω2 δ(ω − ω1 − ω2)[∑
j,k
χ˜
(2)D
ijk (ω1, ω2) E˜j(r, ω1) E˜k(r, ωn) +
∑
`,m,n
χ˜
(2)Q
i`mn(ω1, ω2) E˜`(r, ω1)∇mE˜n(r, ω2)
]
, (2.9)
7ou` ∇m repre´sente une composante de l’ope´rateur diffe´rentiel vectoriel ∇.
La premie`re somme repre´sente la partie dipolaire de l’expression. Elle reste nulle dans
un milieu isotrope, car le champ purement local ne voit pas l’interface, et les arguments de
parite´ restent valables. En revanche, la seconde somme, qui repre´sente la partie quadripolaire
de l’expression, peut devenir importante avec les discontinuite´s de champ aux interfaces.
Dans les fibres optiques, ce terme peut induire des effets de second ordre, en particulier dans
certains cristaux photoniques posse´dant de nombreuses interfaces air/verre, et dans les fibres
effile´es.
2.2 Propagation des termes non-line´aires
2.2.1 The´orie des modes couple´s
La the´orie des modes couple´s (voir par exemple le chapitre 31 de Snyder et Love (1983))
permet de prendre en compte la contribution de la polarisation du milieu dans la propagation
de l’onde lumineuse dans la fibre optique, au travers du terme 2.1. Nous en donnons ici
seulement les grandes lignes.
On commence par discre´tiser l’onde qui se propage en modes monochromatiques polarise´es
line´airement, de la forme
Eκ(r, t) = eκ(r) cos(ωκt+ φ), (2.10a)
Hκ(r, t) = hκ(r) cos(ωκt+ φ), (2.10b)
ou` les indices κ inte`grent tous les degre´s de liberte´ des modes (mode spatial, pulsation et
polarisation). On a alors, dans le domaine fre´quentiel,
E˜κ(r, ω) = 1
2
[eκ(r) δ(ω − ωκ) + e∗κ(r) δ(ω + ωκ)] , (2.11a)
H˜κ(r, ω) = 1
2
[hκ(r) δ(ω − ωκ) + h∗κ(r) δ(ω + ωκ)] , (2.11b)
ou` la phase φ est encode´e dans les eκ(r) et hκ(r).
Dans la fibre optique, on conside`re une base de modes se propageant dans la direction z,
ayant la forme
¯˜Eκ(r, ω) = eiβκz δ(ω − ωκ) e¯κ(x, y), (2.12a)
¯˜Hκ(r, ω) = eiβκz δ(ω − ωκ) h¯κ(x, y), (2.12b)
ou` le diacritique suscrit“barre” indique le caracte`re orthonorme´ de la base (voir la justification
ci-dessous). Dans ces expressions, βκ ≡ 2pi nκ ωκ
c
est la constante de propagation, nκ e´tant
l’indice effectif du mode (qui peut varier en fonction de la direction de polarisation dans les
8fibres sans syme´trie de rotation).
La base comprend e´galement les modes conjugue´s ¯˜E∗κ et ¯˜H
∗
κ. Ils sont conside´re´s comme des
vecteurs de base comme les autres, de pulsation ne´gative −ωκ, et de constante de propagation
ne´gative −βκ.
Cette base est orthonorme´e au sens ou`∫
⊥
dS
(
¯˜Eκ × ¯˜H
∗
λ +
¯˜E∗λ × ¯˜Hκ
)
· z¯ = 4 sign(βκ) δκ,λ, (2.13)
δκ,λ e´tant le symbole de Kronecker, z¯ le vecteur unitaire dans la direction z et sign la fonction
signe. L’inte´gration se fait sur tout le plan (x, y) transverse a` la direction de propagation z.
On de´compose donc le champ se propageant sous la forme
E˜ =
∑
κ
Aκ
¯˜Eκ + A∗κ ¯˜E
∗
κ,
H˜ =
∑
κ
Aκ
¯˜Hκ + A∗κ ¯˜H
∗
κ.
(2.14)
Pour ne pas alourdir les notations, nous n’ajoutons pas de diacritique suscrit “tilde” sur
les amplitudes Aκ. Dans toute la suite de ce chapitre, ces amplitudes sont cependant des
fonctions de la pulsation (et de la position z). La puissance ve´hicule´e par chaque mode est
donne´e directement par |Aκ|2 lorsque les modes sont normalise´s suivant l’e´quation 2.13.
La re´partition entre modes peut e´voluer en cours de propagation, et on montre que l’e´qua-
tion des constituants 2.1 me`ne a`
dAκ
dz
= i sign(βκ)
ωκ
4
e−iβκz
∫
⊥
dS P˜(ωκ) · e¯∗κ. (2.15)
Pour une non-line´arite´ de troisie`me ordre, dans l’approximation dipolaire, on peut alors
e´crire
dAκ
dz
= i sign(βκ)
∑
λ,µ,ν
ωλ+ωµ+ων=ωκ
Γκλµν(ωκ, ωλ, ωµ, ων) AλAµAν e
i(βλ+βµ+βν−βκ)z, (2.16)
apre`s avoir de´fini
Γκλµν(ωκ, ωλ, ωµ, ων) ≡ 0 ωκ
4
∫
⊥
dS χ˜
(3)
κλµν(ωλ, ωµ, ων) e¯λ e¯µ e¯ν e¯
∗
κ. (2.17)
9Pour une non-line´arite´ quadripolaire de second ordre, on a
dAκ
dz
= i sign(βκ)
∑
λ,ν
ωλ+ων=ωκ
ΓQκλµν(ωκ, ωλ, ων) AλAν e
i(βλ+βν−βκ)z, (2.18)
avec
ΓQκλµν(ωκ, ωλ, ων) ≡
0 ωκ
4
∫
⊥
dS χ˜
(2)Q
κλµν(ωλ, ων) e¯λ∇µ e¯ν e¯∗κ. (2.19)
Dans les domaines optiques dans lesquels on travaille ge´ne´ralement avec les fibres (proche
ultraviolet, visible et proche infrarouge), et dans les mate´riaux transparents a` ces longueurs
d’onde (donc loin des re´sonances optiques), les susceptibilite´s non-line´aires χ˜(n) de´pendent
en fait tre`s peu des pulsations. Par contre, elles gardent un aspect tensoriel qui de´pend de la
nature cristalline du milieu. En particulier, pour un milieu isotrope comme la silice, on a
χ˜(3)κκκκ = 3 χ˜
(3)
κκλλ = 3 χ˜
(3)
κλκλ = 3 χ˜
(3)
κλλκ ∀(κ, λ), (2.20)
tous les autres coefficients e´tant nuls.
2.2.2 Condition d’accord de phase
Les e´quations 2.16 et 2.18 contiennent un tre`s grand nombre de termes qui s’additionnent.
Cependant, si l’argument de l’exponentielle complexe d’un terme donne´ est grand, les varia-
tions de phase de ce terme en cours de propagation sont importantes, et l’effet de ce terme
est quasi nul (voir l’annexe B). Ainsi, pour le troisie`me ordre, par exemple, seuls les termes
pour lesquels on a βλ + βµ + βν ' βκ auront un effet notable. La condition
βλ + βµ + βν = βκ (2.21)
s’appelle condition d’accord de phase. Elle repre´sente la conservation de la quantite´ de mou-
vement dans le processus non-line´aire. La section 2.4 explore cette condition de manie`re plus
approfondie, et donne des outils pour la calculer.
En pratique, on conside`re donc seulement un nombre tre`s restreint de termes ve´rifiant
la condition d’accord de phase, et souvent chaque terme un par un. Par exemple, on peut
conside´rer un terme de la forme
dA1
dz
= iΓ1 A2A3A
∗
4 e
i(β2+β3−β4−β1)z, (2.22)
ou` Γ1 repre´sente de´sormais un coefficient non-line´aire ge´ne´rique de la forme 2.17. Cette e´qua-
tion s’interpre`te comme la destruction d’un photon du mode 2 et d’un photon du mode 3,
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qui s’ope`re simultane´ment a` la ge´ne´ration un photon du mode 1 et un photon du mode 4.
Un tel processus s’accompagne ne´cessairement des e´quations syme´triques. On a donc en fait
un syste`me de quatre e´quations
dA1
dz
= iΓ1 A2A3A
∗
4 e
i(β2+β3−β4−β1)z,
dA2
dz
= iΓ2 A1A
∗
3A4 e
i(β1+β4−β3−β2)z,
dA3
dz
= iΓ3 A1A
∗
2A4 e
i(β1+β4−β2−β3)z,
dA4
dz
= iΓ4 A
∗
1A2A3 e
i(β2+β3−β1−β4)z.
(2.23)
2.2.3 Pompe non appauvrie
Un syste`me tel que 2.23 n’est pas aise´ a` re´soudre. En pratique, on a souvent une ou
plusieurs pompes fortes, et on conside`re ces pompes comme un re´servoir infini de photons.
Les amplitudes de pompe sont donc conside´re´es comme constantes. C’est l’approximation de
la pompe non appauvrie. Dans l’exemple ci-dessus, par exemple, si les modes 2 et 3 sont des
modes de pompe, les e´quations deviennent
dA1
dz
= iΓ1 A2A3A
∗
4 e
i(β2+β3−β4−β1)z,
dA2
dz
' 0,
dA3
dz
' 0,
dA4
dz
= iΓ4 A
∗
1A2A3 e
i(β2+β3−β1−β4)z,
(2.24)
ou encore, en re´arrangeant les indices et en identifiant les amplitudes de pompe se´pare´ment
dA1
dz
= iΓ1 Ap1Ap2A
∗
2 e
i(βp1+βp2−β1−β2)z,
dA2
dz
= iΓ2 Ap1Ap2A
∗
1 e
i(βp1+βp2−β1−β2)z.
(2.25)
Il est possible de syme´triser ces e´quations. On remarque tout d’abord que les Γi ve´rifient
Γi
Γj
' ωi
ωj
, (2.26)
car les inte´grales contenues dans les expressions 2.17 ont souvent des valeurs tre`s proches les
unes des autres.
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On de´finit alors le changement de variable
ai ≡ Ai√~ωi
, (2.27)
ou` ~ est la constante de Planck re´duite, ~ωi l’e´nergie d’un photon du mode i. Avec cette
de´finition, |ai|2 a la dimension d’un nombre de photons par unite´ de temps. Le syste`me
d’e´quations 2.25 devient alors
da1
dz
= iΓ ap1 ap2 a
∗
2 e
i(βp1+βp2−β1−β2)z,
da2
dz
= iΓ ap1 ap2 a
∗
1 e
i(βp1+βp2−β1−β2)z,
(2.28)
ou` le facteur de gain est identique pour les deux e´quations, soit Γ = Γ1
√
ω2
ω1
' Γ2
√
ω1
ω2
. Il est
inte´ressant de noter qu’il a fallu utiliser un changement de variable qui traite naturellement
la lumie`re de manie`re quantifie´e pour syme´triser les e´quations. L’interpre´tation en termes de
photons cre´e´s et annihile´s prend alors un sens beaucoup plus concret.
La re´solution d’un syste`me ge´ne´rique similaire a` celui de l’e´quation 2.28 est pre´sente´e
dans l’annexe B. Cette re´solution est utile pour la suite.
2.3 Effets non-line´aires “utiles” dans les fibres
Dans cette partie, nous explorons les effets non-line´aires les plus utiles pour la re´alisation
de sources non-classiques dans les fibres optiques. Ils se rangent en deux cate´gories : les
ge´ne´rations d’harmoniques et les instabilite´s de modulation.
2.3.1 Ge´ne´rations d’harmoniques
La ge´ne´ration d’harmoniques consiste a` re´unir l’e´nergie de n photons de pulsation ω en un
seul photon “fille” de pulsation nω. Elle est en fait utile dans sa version inverse´e, c’est-a`-dire
lorsqu’un photon d’e´nergie nω ge´ne`re simultane´ment n photons identiques de pulsations ω.
La Fig. 2.1 illustre la ge´ne´ration de second harmonique (GSH) et son processus syme´trique.
Cette partie explore les possibilite´s offertes par les fibres optiques, sous la forme de ge´ne´ration
de troisie`me harmonique (GTH) dans l’approximation dipolaire, et de ge´ne´ration de second
harmonique aux interfaces, graˆce aux termes quadripolaires.
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Figure 2.1 En haut : ge´ne´ration de second harmonique (deux photons de pompe disparaissent
au profit d’un photon de fre´quence double). En bas : effet inverse (un photon de pompe
disparaˆıt au profit de deux photons de fre´quence moitie´). C’est le deuxie`me effet qui est utile
pour les sources non-classiques, en raison des corre´lations existant entre les photons ge´ne´re´s.
Par syme´trie de renversement du temps, les deux effets existent dans les meˆmes conditions.
Ge´ne´ration de troisie`me harmonique
L’e´quation de propagation du troisie`me harmonique s’e´crit sous la forme
da3ω
dz
= iΓ a3ω e
i(3βω−β3ω)z. (2.29)
En partant d’une puissance de troisie`me harmonique nulle, l’inte´gration directe de l’e´qua-
tion 2.29 donne, dans l’approximation de la pompe non appauvrie Pω = cste
P3ω(z) = Γ
2 P 3ω z
2 sinc2
[
(3βω − β3ω)z
2
]
, (2.30)
ce qui se re´duit a`
P3ω(z) = Γ
2 P 3ω z
2 (2.31)
lorsque la condition d’accord de phase 3βω = β3ω est respecte´e. On a alors une e´volution
quadratique de la puissance en fonction de la longueur de propagation. Il existe des effets
non-line´aires qui ont une bien meilleure e´volution (exponentielle), car ils peuvent eˆtre stimule´s
par la pre´sence de signal. Les instabilite´s de modulation de´crites dans la section 2.3.3 en font
partie.
E´tant donne´e la de´finition de la constante de propagation β, la condition d’accord de
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phase revient a` l’e´galite´ des indices effectifs
n3ω = nω. (2.32)
Cette condition ne peut eˆtre remplie pour un mode spatial donne´ que pour des conditions
particulie`res de dispersion. Il est imaginable de le faire en fabriquant une fibre au profil de
dispersion tre`s particulier (voir par exemple Be´tourne´ (2010)). Il est cependant en ge´ne´ral plus
facile de conside´rer des me´langes intermodaux, par exemple dans les fibres microstructure´es
(voir Knight et al. (2003)).
La section 6.2 pre´sente les re´sultats de GTH par me´langes intermodaux que nous avons
obtenus dans des fibres tre`s effile´es.
Ge´ne´ration de second harmonique dans les fibres effile´es
L’e´quation de propagation du second harmonique (GSH) s’e´crit sous la forme
da2ω
dz
= iΓ a2ω e
i(2βω−β2ω)z, (2.33)
ce qui ge´ne`re une puissance de signal
P2ω(z) = Γ
2 P 2ω z
2 sinc2
[
(2βω − β2ω)z
2
]
, (2.34)
ou encore
P2ω(z) = Γ
2 P 2ω z
2 (2.35)
lorsque la condition d’accord de phase 2βω = β2ω est respecte´e.
La condition d’accord de phase revient de nouveau a` une e´galite´ entre indices effectifs
n2ω = nω. (2.36)
On a donc la meˆme difficulte´ a` obtenir cette condition pour un seul mode que dans le cas de
la GTH.
Cependant, il existe une difficulte´ supple´mentaire, en raison de l’absence de χ(2) dans un
milieu isotrope. La litte´rature concernant les diverses tentatives de reme´dier a` cette difficulte´
est assez importante.
Osterberg et Margulis (1986) de´crivent l’une des premie`res observations (non explique´e a`
l’e´poque) de GSH dans une fibre optique pompe´e par un laser Nd :YAG. Il s’est ave´re´ par
la suite que dans cette expe´rience, comme dans d’autres expe´riences similaires, la structure
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de la fibre avait e´te´ modifie´e de manie`re pe´riodique par un effet de photosensibilite´. En effet,
les re´flexions sur les faces de la fibre impliquent la cre´ation d’une onde stationnaire lorsqu’un
laser est injecte´. Si cette condition perdure, les creux et ventres de l’onde stationnaire peuvent
mener a` un changement local pe´riodique de l’indice de re´fraction, brisant ainsi l’isotropie du
milieu (voir par exemple Stolen et Tom (1987)).
La technique de “poling”, qui consiste a` cre´er un champ e´lectrique permanent constant
dans une fibre par migration de charges, permet e´galement de ge´ne´rer des effets de second
ordre par bris de syme´trie (voir par exemple Kazansky et al. (1994)). Le me´canisme mis en jeu
est en fait un effet non-line´aire de troisie`me ordre associe´ a` la pre´sence du champ permanent,
comme montre´ par Godbout (2000).
Nous pre´sentons ici une me´thode fonde´e sur les effets d’interface associe´s au quadrupole
e´lectrique dans les fibres effile´es. Si le diame`tre de la fibre effile´e est tre`s faible (de l’ordre
des longueurs d’onde optiques implique´es) ces effets peuvent eˆtre importants en raison des
valeurs du champ e´lectrique et de ses discontinuite´s a` l’interface air/verre.
On s’inte´resse donc ici a` un effet quadripolaire avec une constante non-line´aire de type 2.19.
Dans un milieu isotrope, Bloembergen et al. (1968) calculent les coefficients du tenseur de
susceptibilite´ quadripolaire comme
χ
(2)Q
k,`,m,n =
3 0 (n
2 − 1)2
4N e (δk,` δm,n − δk,m δ`,n) , (2.37)
avec n l’indice de re´fraction du milieu, N sa densite´ d’e´lectrons de valence 1, et e la charge
e´le´mentaire.
Cette relation permet de trouver la forme du vecteur polarisation de deuxie`me harmonique
sous la forme
P˜ (2)Q(2ω) = 3 [0(n
2 − 1)]2
4N e
{[
∇.E˜(ω)
]
E˜(ω)− 1
2
∇
[
E˜(ω).E˜(ω)
]}
. (2.38)
Dans les fibres optiques, les modes de la base orthonorme´e 2.12 s’e´crivent simplement
dans les coordonne´es cylindriques sous la forme
E¯r(r, θ, z) = er(r) cos(µ θ) eiβ z
E¯θ(r, θ, z) = eθ(r) sin(µ θ) eiβ z
E¯z(r, θ, z) = i ez(r) cos(µ θ) eiβ z,
(2.39)
ou` l’indice µ est le nombre azimutal qui repre´sente la de´pendance angulaire du mode dans le
1. Soit N ' 8,8 × 1028 m−3 en prenant ρ ' 2,2 g.cm−3 pour la densite´ de la silice amorphe et quatre
e´lectrons de valence par mole´cule de silice (SiO2).
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plan transverse (voir par exemple Bures (2009)).
On a donc
[∇.E ]E − 1
2
∇ [E .E ]
=
ei 2β z
r

(
e2r + µ er eθ − r β er ez − r ez
∂ez
∂r
)
cos2(µ θ)− r eθ ∂eθ
∂r
sin2(µ θ)(
er eθ + r eθ
∂er
∂r
− r β eθ ez + µ e2r − µ e2z
)
cos(µ θ) sin(µ θ)
i
(
r er
∂er
∂r
+ er ez + µ eθ ez − r β e2r
)
cos2(µ θ)− i r β e2θ sin2(µ θ)
 . (2.40)
En injectant les e´quations 2.38 et 2.40 dans l’e´quation 2.19, on obtient
ΓQ =
3pi c [0(n
2 − 1)]2
8N e λp
∫ 2pi
0
dθ
∫ +∞
0
dr{[(
e2rp + µperpeθp − rβperpezp − rezp
∂ezp
∂r
)
cos2(µpθ)− reθp∂eθp
∂r
sin2(µpθ)
]
ers cos(µsθ)
+
[(
erpeθp + reθp
∂erp
∂r
− rβpeθpezp + µpe2rp − µpe2zp
)
cos(µpθ) sin(µpθ)
]
eθs sin(µsθ)
+
[(
rerp
∂erp
∂r
+ erpezp + µpeθpezp − rβpe2rp
)
cos2(µpθ)− rβpe2θp sin2(µp θ)
]
ezs cos(µsθ)
}
,
(2.41)
ou` l’indice p repre´sente la pompe (de pulsation ω) et l’indice s le signal ge´ne´re´ (de pulsation
2ω). Dans cette e´quation, λp est la longueur d’onde de la pompe et c la vitesse de la lumie`re.
Pour les modes de type HEµ,ν et EHµ,ν , les µ sont des entiers non nuls (voir par exemple Sny-
der et Love (1983)). L’e´quation 2.41 se simplifie alors apre`s inte´gration selon θ comme
ΓQ =
3pi2 c
[
0χ
(1)(ω)
]2
16N eλp δ2µp,µs
∫ +∞
0
dr[(
e2rp + µperpeθp − rβperpezp − rezp
∂ezp
∂r
+ reθp
∂eθp
∂r
)
ers
+
(
erpeθp + reθp
∂erp
∂r
− rβpeθpezp + µpe2rp − µpe2zp
)
eθs
+
(
rerp
∂erp
∂r
+ erpezp + µpeθpezp − rβpe2rp + rβpe2θp
)
ezs
]
. (2.42)
On voit alors qu’en plus de la condition d’accord de phase, tous les me´langes multimodaux
ne sont pas possibles. Seuls les me´langes ve´rifiant µs = 2µp sont possibles.
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L’interface air/verre peut jouer un roˆle important au travers des termes de la forme
∂er
∂r
,
car la composante radiale du champ y subit une discontinuite´. On de´finit alors
er(r) = e
(s)
r (r) + Θ(r − ρ)
[
e(a)r (r)− e(s)r (r)
]
, (2.43)
ou` e(s)r est la forme du champ dans la silice, e
(a)
r sa forme dans l’air, Θ la fonction de Heaviside,
et ρ le rayon externe de la fibre.
On a alors∫ +∞
0
dr f(r)
∂er
∂r
= f(ρ)
e
(a)
r (ρ)− e(s)r (ρ)
2
+
∫ ρ
0
dr f(r)
∂e
(s)
r
∂r
+
∫ +∞
ρ
dr f(r)
∂e
(a)
r
∂r
, (2.44)
le premier terme pouvant apporter une contribution importante dans les fibres effile´es en
raison de la discontinuite´ du mode a` l’interface (les contributions de autres termes ne sont
cependant pas pour autant ne´cessairement ne´gligeables). La section 6.2 de´crit une expe´rience
re´ussie de GSH dans une telle fibre.
2.3.2 Modulations de phase
Nous nous plac¸ons jusqu’a` la fin du chapitre dans le cadre de l’approximation dipolaire
et e´tudions des effets non-line´aires de troisie`me ordre.
Avant d’aborder directement les instabilite´s de modulation, il est ne´cessaire de faire un
petit rappel sur deux autres effets non-line´aires importants, les modulations de phase. On
distingue, dans cette cate´gorie, l’automodulation de phase et la modulation de phase croise´e.
Comme leurs noms l’indiquent, ces effets ont pour conse´quence une modulation non-line´aire
de la phase de la pompe (automodulation) et des signaux ge´ne´re´s (modulation croise´e), sans
pour autant ge´ne´rer de transfert de puissance d’un mode a` l’autre.
Automodulation de phase
L’automodulation de phase est repre´sente´e quantiquement sur la Fig. 2.2.
ωp
ωp ωp
ωp
Figure 2.2 Repre´sentation quantique de l’automodualtion de phase.
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L’e´quation de propagation de l’automodulation de phase est
dap
dz
= iΓ ap a
∗
p ap. (2.45)
On conside`re donc un effet ne concernant qu’un seul mode. Pour le mode fondamental,
la constante non-line´aire Γ est note´e γ, et les constantes non-line´aires de tous les autres
processus peuvent eˆtre de´finis par rapport a` γ. L’automodulation de phase est donc par
de´finition, pour le mode fondamental
dap
dz
= i γ |ap|2 ap = i γ P ap. (2.46)
Cette e´quation a pour solution e´vidente
ap(z) = ap(0) e
i γ P z. (2.47)
L’automodulation de phase a pour conse´quence un e´largissement du spectre de pompe en
cours de propagation. Cet effet se comprend aise´ment si on conside`re une impulsion dont la
puissance e´volue au cours du temps. La phase non-line´aire e´volue alors proportionnellement
a` la puissance instantane´e. La fre´quence instantane´e e´tant la de´rive´e temporelle de la phase,
elle varie e´galement au cours de l’impulsion, laissant apparaˆıtre de nouvelles fre´quences dans
le spectre.
L’automodulation de phase peut eˆtre la cause d’une suppression d’autres effets non-
line´aires, en particulier ceux qui se produisent pre`s de la pompe. Le chapitre 4 montre
comment l’utilisation d’une pompe incohe´rente peut mitiger cet effet, voire supprimer com-
ple`tement l’automodulation de phase pour laisser s’exprimer d’autres effets.
Modulation de phase croise´e
La modulation de phase croise´e est repre´sente´e quantiquement sur la Fig. 2.3.
ωp
ωs ωs
ωp
Figure 2.3 Repre´sentation quantique de la modulation de phase croise´e.
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L’e´quation de propagation associe´e est
das
dz
= iΓ ap a
∗
p as = iΓ P as, (2.48)
dont la solution est
as(z) = as(0) e
iΓP z. (2.49)
Si le mode de pompe et le mode du signal sont des modes fondamentaux, le coefficient Γ
de la modulation de phase croise´e vaut
— Γ = 2 γ si la pompe et le signal sont copolarise´s ; le facteur 2 provient de la de´ge´ne´-
rescence des termes dans la somme 2.16 ;
— Γ =
2
3
γ si la pompe et le signal sont polarise´s orthogonalement ; le facteur
1
3
supple´-
mentaire par rapport au cas copolarise´ provient des syme´tries de la susceptibilite´ χ(3)
dans les milieux isotropes (voir les relations 2.20).
2.3.3 Instabilite´s de modulation
L’instabilite´ de modulation est un type de processus non-line´aire qui implique la destruc-
tion de deux photons de pompe au profit de deux photons signaux situe´s de part et d’autre
des photons de pompe (dans le domaine fre´quentiel) pour ve´rifier la conservation de l’e´nergie.
L’effet inverse est e´galement utile ; il permet en effet de ge´ne´rer des photons de´ge´ne´re´s en
fre´quence. Les deux effets syme´triques sont repre´sente´s sur la Fig. 2.4.
λ
S(λ)
λ1 λp λ2
ωp
ωp ω1
ω2
λ
S(λ)
λp1 λs λp2
ωp1
ωp2 ωs
ωs
Figure 2.4 En haut : instabilite´ de modulation. Deux photons de pompe disparaissent au
profit de deux photons de signal situe´s de part et d’autre de la longueur d’onde de pompe
pour assurer la conservation de l’e´nergie. En bas : l’effet inverse peut e´galement eˆtre utile
comme source non-classique de photons de´ge´ne´re´s en fre´quence.
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La classification des instabilite´s de modulation en trois cate´gories distinctes (copolarise´es,
orthogonales et mixtes) pre´sente´e ci-dessous se re´fe`re a` des modes polarise´s rectilignement.
L’e´tude des modes polarise´s circulairement est faite par la suite.
On se restreint donc dans un premier temps a` deux modes de pompe (apx et apy, un sur
chaque axe de polarisation) et quatre modes de signaux (a1x, a2x, a1y et a2y, de part et d’autre
de la pompe pour respecter la condition de conservation de l’e´nergie, sur les deux axes de
polarisation). Si on tient compte des modulations de phase croise´es et qu’on ne conside`re que
des modes fondamentaux, l’e´quation 2.16 se simplifie conside´rablement, pour donner
da1x
dz
= i γ1
(
2 |apx|2 + 2
3
|apy|2
)
a1x
+ i
2
3
γ1
[
apx a
∗
py e
i(βpx−βpy)z + a∗px apy e
i(βpy−βpx)z] a1y ei(β1y−β1x)
+ i γ12 a
2
px a
∗
2x e
i(2βpx−β1x−β2x)z
+ i
1
3
γ12 a
2
py a
∗
2x e
i(2βpy−β1x−β2x)z
+ i
2
3
γ12 apx apy a
∗
2y e
i(βpx+βpy−β1x−β2y),
(2.50)
ou` les amplitudes de pompe doivent refle´ter les e´quations d’automodulation de phase 2.47
et de modulation de phase croise´e 2.49 en fonction de la re´partition de la puissance de
pompe sur les axes. Les e´quations de propagation pour les autres signaux sont obtenues en
intervertissant les indices 1 et 2 d’une part, x et y d’autre part. Dans ces e´quations, on a, en
vertu des relations 2.26 et des changements de variables 2.27,
— γ1 ' γ ω1
ωp
= γ
(
1 +
δω
ωp
)
;
— γ12 ' γ
√
ω1 ω2
ωp
= γ
√
1− δω
2
ω2p
.
Par la suite, nous conside´rons des signaux suffisamment proches de la pompe (soit δω  ωp)
pour qu’on puisse faire l’approximation γ1 ' γ12 ' γ. La ge´ne´ralisation aux cas ou` les signaux
sont plus e´loigne´s de la pompe ne pose de toute fac¸on pas de proble`me particulier.
Instabilite´ de modulation scalaire (type copolarise´)
L’instabilite´ de modulation scalaire, ou copolarise´e, ou encore de type C, concerne un
mode de pompe et deux signaux, tous copolarise´s. Elle est repre´sente´e quantiquement sur la
Fig. 2.5.
On ne conside`re donc qu’une pompe polarise´e sur un axe donne´ (nous choisissons arbi-
trairement x) et les deux signaux copolarise´s avec la pompe. En tenant compte de l’automo-
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ωp,x
ωp,x ω2,x
ω1,x
Figure 2.5 Repre´sentation quantique de l’instabilite´ de modulation de type C.
dulation de phase de la pompe, l’e´quation 2.50 se re´duit a`
da1x
dz
= i 2 γ P a1x + i γ P a
∗
2x e
i(2 γ P+2βpx−β1x−β2x)z,
da2x
dz
= i 2 γ P a2x + i γ P a
∗
2x e
i(2 γ P+2βpx−β1x−β2x)z.
(2.51)
On a donc une e´quation du type de celle re´solue dans l’annexe B (e´quation B.1), avec
— Gp = 2 γ P ;
— G12 = γ P ;
— ∆β = 2 γ P + 2 βpx − β1x − β2x.
La condition de croissance est donc
0 ≤ βpx − β1x + β2x
2
≤ 2 γP, (2.52)
et la condition de gain maximal
βpx − β1x + β2x
2
= γP. (2.53)
Instabilite´ de modulation vectorielle de type orthogonal
Dans l’instabilite´ de modulation vectorielle orthogonale, ou encore de type O, les signaux
sont orthogonaux a` la pompe. Le processus est repre´sente´ quantiquement sur la Fig. 2.6.
ωp,x
ωp,x ω2,y
ω1,y
Figure 2.6 Repre´sentation quantique de l’instabilite´ de modulation de type O.
On ne conside`re donc qu’une pompe polarise´e sur un axe donne´ (x) et les deux signaux
polarise´s orthogonalement a` la pompe (sur l’axe y). En tenant compte de l’automodulation
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de phase de la pompe, l’e´quation 2.50 se re´duit a`
da1y
dz
= i
2
3
γ P a1y + i
1
3
γ P a∗2y e
i(2 γ P+2βpx−β1y−β2y)z,
da2y
dz
= i
2
3
γ P a2y + i
1
3
γ P a∗2y e
i(2 γ P+2βpx−β1y−β2y)z.
(2.54)
On a donc une e´quation de type B.1, avec
— Gp =
2
3
γ P ;
— G12 =
1
3
γ P ;
— ∆β = 2 γ P + 2 βpx − β1y − β2y.
La condition de croissance est donc
− 2
3
γ P ≤ βpx − β1y + β2y
2
≤ 0, (2.55)
et la condition de gain maximal
βpx − β1y + β2y
2
= −1
3
γP. (2.56)
La section 6.4 e´tudie la faisabilite´ d’une source de photons intrique´s en polarisation, a`
l’aide d’une instabilite´ de modulation vectorielle de type O.
Instabilite´ de modulation vectorielle de type mixte
Dans l’instabilite´ de modulation vectorielle mixte, ou encore de type M, on conside`re
deux pompes polarise´es orthogonalement. Un photon de chaque pompe disparaˆıt au profit
de photons signaux e´galement polarise´s orthogonalement. Les deux processus possibles sont
repre´sente´s quantiquement sur la Fig. 2.7.
ωp,x
ωp,y ω2,x
ω1,y ωp,x
ωp,y ω2,y
ω1,x
Figure 2.7 Repre´sentation quantique des deux cas d’instabilite´ de modulation de type M.
On conside`re donc une pompe dont la puissance est re´partie a` parts e´gales sur les deux axes(
Px = Py =
P
2
)
, et un signal sur chaque axe de polarisation (nous choisissons arbitrairement
a1x et a2y). En tenant compte de l’automodulation de phase de la pompe, l’e´quation 2.50 se
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re´duit a`
da1x
dz
= i
4
3
γ P a1x + i
1
3
γ P a∗2y e
i( 5
3
γ P+βpx+βpy−β1x−β2y)z,
da2y
dz
= i
4
3
γ P a2y + i
1
3
γ P a∗1x e
i( 5
3
γ P+βpx+βpy−β1x−β2y)z.
(2.57)
On a donc une e´quation de type B.1, avec
— Gp =
4
3
γ P ;
— G12 =
1
3
γ P ;
— ∆β =
5
3
γ P + βpx + βpy − β1x − β2y.
La condition de croissance est donc
1
6
γ P ≤ βpx + βpy
2
− β1x + β2y
2
≤ 5
6
γ P, (2.58)
et la condition de gain maximal
βpx + βpy
2
− β1x + β2y
2
=
1
2
γP. (2.59)
Instabilite´s de modulation vectorielles circulaires
Lorsqu’on fait subir a` une fibre effile´e une torsion constante sur une certaine longueur, les
modes de propagation propres sont les e´tats de polarisation circulaire. C’est l’e´quivalent de
l’activite´ optique de certains cristaux bire´fringents (voir par exemple Saleh et Teich (2007)).
On peut se demander quels processus non-line´aires sont alors pre´sents.
Les relations entre modes line´aires et circulaires sont
a+ =
ax + i ay√
2
a− =
ax − i ay√
2
ax =
a+ + a−√
2
ay = i
a− − a+√
2
.
(2.60)
On suppose maintenant qu’on injecte une pompe polarise´e circulairement (+) dans une
fibre torsade´e sans bire´fringence line´aire. On a donc apx =
√
P
2
ei
5
6
γ P z et apy = −i
√
P
2
ei
5
6
γ P z.
On ve´rifie alors que l’e´quation 2.50 me`ne a`
da1+
dz
= i
4
3
γ P a1+ + i
2
3
γ P a∗2+ e
i( 53 γ P+2βp−β1−β2)z,
da1−
dz
= i
4
3
γ P a1−.
(2.61)
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De meˆme, si on injecte une pompe polarise´e circulairement (−), on obtient
da1+
dz
= i
4
3
γ P a1+,
da1−
dz
= i
4
3
γ P a1− + i
2
3
γ P a∗2− e
i( 53 γ P+2βp−β1−β2)z.
(2.62)
Certains termes disparaissent donc naturellement des e´quations. On peut se demander
pourquoi, et la re´ponse est simple : il y a conservation du spin total. Le proble`me ne se posait
pas avec la polarisation line´aire, qui est toujours une combinaison line´aire de spin +1 et de
spin −1. La Fig. 2.8 montre quels processus sont acceptables, et lesquels ne le sont pas.
ωp,+
ωp,+ ω2,+
ω1,+ ωp,+
ωp,+ ω2,−
ω1,− ωp,+
ωp,+ ω2,−
ω1,+
ωp,+
ωp,− ω2,+
ω1,− ωp,+
ωp,− ω2,−
ω1,− ωp,+
ωp,− ω2,−
ω1,+
Figure 2.8 Processus non-line´aires possibles et impossibles en polarisation circulaire.
Un exemple de re´alisation de fibre torsade´e et de me´lange non-line´aire avec polarisation
circulaire est pre´sente´ dans la section 6.1.
2.4 Accords de phase
Le calcul des accords de phase est important pour le design d’une expe´rience visant a`
produire une instabilite´ de modulation. Cette section montre la me´thode approche´e tradi-
tionnellement utilise´e, et compare ses re´sultats a` ceux de la me´thode de “force brute” exacte.
2.4.1 Me´thode approche´e
En re`gle ge´ne´rale, les calculs sont faits en utilisant des formules approche´es utilisant
un de´veloppement des constantes de propagation β, autour de la fre´quence de pompe. Les
de´veloppements jusqu’a` l’odre 4 sont effectue´s dans Virally et al. (2010a). Nous donnons ici
les premie`res solutions non triviales (a` P = 0), c’est-a`-dire les solutions a` l’ordre 4 pour le
type C et a` l’ordre 2 pour les types O et M.
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On pose donc
β1x = βx(ωp + δω) = βpx + β
(1)
px δω +
β
(2)
px
2
δω2 +
β
(3)
px
6
δω3 +
β
(4)
px
24
δω4 + o(δω4),
β2x = βx(ωp − δω) = βpx − β(1)px δω +
β
(2)
px
2
δω2 − β
(3)
px
6
δω3 +
β
(4)
px
24
δω4 + o(δω4),
(2.63)
avec β(n) ≡ d
nβ
dωn
(ωp). On a les e´quations e´quivalentes pour l’axe y.
Notons que dans le cas d’une bire´fringence constante (ny − nx = δn = cste), on a
— βpy − βpx = δn ωp
c
;
— β(1)py − β(1)px =
δn
c
;
— β(k)py = β
(k)
px ≡ β(k)p pour k ≥ 2.
Pour la suite, nous conside´rerons cette condition remplie. Elle est en ge´ne´ral respecte´e pour
une bire´fringence induite par contrainte (voir par exemple Chen (2007)).
Type copolarise´ (type C)
Pour le type C, l’e´quation 2.53 donne alors, apre`s de´veloppement au quatrie`me ordre,
δω =
√√√√√√√−6 β(2)pβ(4)p
1±
√√√√√1− 2 γ P β(4)p
3
[
β
(2)
p
]2
. (2.64)
Il n’existe donc a priori de solutions que lorsque β(2)p β
(4)
p < 0, et la premie`re solution non
triviale pour P = 0 est
δω = 2
√√√√−3 β(2)p
β
(4)
p
. (2.65)
Les choses sont en fait un peu plus complique´es, car si
γ P β
(4)
p[
β
(2)
p
]2  1, un de´veloppement
limite´ de l’e´quation 2.64 sous la seconde racine donne
δω '
√
−2 γ P
β
(2)
p
. (2.66)
Cette expression ne contient pas de terme en β(4)p , et seul le signe de β
(2)
p est important.
Cette solution s’obtient directement lorsqu’on s’arreˆte au second ordre. Il existe donc tou-
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jours des solutions pre`s de la pompe pour de faibles puissances injecte´es, en dispersion anor-
male
(
β(2)p < 0
)
. Ces solutions sont connues dans la litte´rature sous le terme d’instabilite´s de
modulation scalaires.
Type orthogonal (type O)
Pour le type O, l’e´quation 2.56 donne, apre`s de´veloppement au second ordre,
δω =
√
2
β
(2)
p
[
−δn ωp
c
+
1
3
γ P
]
. (2.67)
Pour une bire´fringence suffisamment forte, on a |γ P | 
∣∣∣δn ωp
c
∣∣∣, et il existe toujours une
solution. Il suffit de placer la pompe sur le bon axe en fonction du signe du terme de dispersion
β(2)p . Plus pre´cise´ment, il faut injecter la pompe sur l’axe lent en dispersion normale
(
β(2)p > 0
)
,
et sur l’axe rapide en dispersion anormale
(
β(2)p < 0
)
.
Pour P = 0, la premie`re solution est alors
δω =
√
−2 δnωp
β
(2)
p c
. (2.68)
Type mixte (type M)
Pour le type M, l’e´quation 2.59 donne, apre`s de´veloppement au second ordre,
δω = ± δn
2 β
(2)
p c
1±
√
1− 4 γ P c
2 β
(2)
p
δn2
 . (2.69)
Pour P = 0, la premie`re solution non triviale est
δω =
∣∣∣∣∣ δnβ(2)p c
∣∣∣∣∣ . (2.70)
Notons cependant que si
∣∣∣∣∣γ P c2 β(2)pδn2
∣∣∣∣∣  1, il n’existe de solution que pour β(2)p < 0,
c’est-a`-dire en dispersion anormale. Plus pre´cise´ment, on a
δω '
√
−γ P
β
(2)
p
. (2.71)
Le rapport entre l’amplitude de la pompe et la bire´fringence (valeur de δn) joue donc ici un
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roˆle important.
Si, au contraire, on a
∣∣∣∣∣γ P c2 β(2)pδn2
∣∣∣∣∣ 1, la premie`re solution non triviale a` γ P non nul est
δω ' γ P c|δn| . (2.72)
On remarque qu’il s’agit d’une solution constante.
2.4.2 Force brute
Plus les fre´quences des signaux sont e´loigne´es de la fre´quence de pompe, plus les calculs
utilisant des formules approche´es donnent des re´ponses errone´es. Mais il est en fait relative-
ment facile de re´soudre la condition d’accord de phase nume´riquement a` partir de la courbe de
dispersion [neff(ω)] mesure´e ou calcule´e. Les me´thodes de calcul des indices effectifs vont des
formules exactes pour les fibres a` couches d’indices constants aux me´thodes de type e´le´ments
finis pour les fibres plus complexes, y compris les fibres microstructure´es.
La me´thode de force brute donne de meilleurs re´sultats que les formules approche´es sans
pour autant ne´cessiter un temps de calcul particulie`rement long. Elle est utilise´e avec succe`s
pour pre´dire des effets non-line´aires e´loigne´s de la pompe dans Kudlinski et al. (2013).
L’annexe G contient les programmes Matlab R© permettant de calculer les accords de phase
par force brute.
La Fig. 2.9 montre les re´sultats des calculs de condition d’accord de phase par force
brute pour le type C dans la fibre SMF-28TMde Corning R©. Le ze´ro de dispersion (longueur
d’onde pour laquelle β(2)p = 0 est situe´ vers 1300 nm. L’accord de phase pour la partie situe´e
a` gauche de cette longueur d’onde est due a` un β(4)p ne´gatif associe´ a` un β
(2)
p positif (voir
l’e´quation 2.64). L’accord de phase pour la partie situe´e a` droite du ze´ro de dispersion est duˆ
a` un β(2)p ne´gatif (voir l’e´quation 2.66).
La Fig. 2.10 montre les re´sultats des calculs de condition d’accord de phase par force brute
pour le type O dans la fibre SMF-28TM(dans laquelle on suppose une bire´fringence induite,
la fibre SMF-28TMe´tant nominalement non-bire´fringente). A` gauche du ze´ro de dispersion,
l’accord de phase est re´alise´ en pompant sur l’axe lent, et a` droite sur l’axe rapide (voir
l’e´quation 2.67).
Les Fig. 2.11 et 2.12 montrent les re´sultats des calculs de condition d’accord de phase par
force brute pour le type M dans la fibre SMF-28TM(toujours en supposant une bire´fringence
induite). Le comportement varie de manie`re importante en fonction de la valeur de la bire´-
fringence. Pour une faible bire´fringence, il n’existe pas de solution en dispersion normale.
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Figure 2.9 Calcul d’accords de phase pour une instabilite´ de modulation de type C dans
la SMF-28TM. Pour ce calcul, γ P = 10 m−1. Les lignes solides repre´sentent le calcul “force
brute”. Les lignes pointille´es grasses repre´sentent le calcul utilisant la formule approche´e 2.66.
2.5 Re´sume´
Parmi les effets non-line´aires utiles a` la re´alisation de sources non-classiques dans les fibres,
on recense les ge´ne´rations d’harmoniques et les instabilite´s de modulation. Ces dernie`res
existent sous trois formes principales :
— le type copolarise´ (type C), qui ne met en jeu que des photons de meˆme e´tat de
polarisation ;
— le type orthogonal (type O), pour lequel les photons ge´ne´re´s sont polarise´s orthogona-
lement aux photons de pompe (e´quivalent du type I des cristaux bire´fringents) ;
— le type mixte (type M) pour lequel les photons ge´ne´re´s sont polarise´s orthogonalement
entre eux (e´quivalent du type II des cristaux bire´fringents).
Tous les effets non-line´aires dans les fibres respectent la condition de conservation d’e´nergie
et la condition de conservation de la quantite´ de mouvement (e´galement appele´e accord de
phase), qui restreint les pulsations (ou longueurs d’onde) pouvant eˆtre ge´ne´re´es. Il est possible
d’obtenir des formules approche´es simples pour de´terminer l’accord de phase. La me´thode de
calcul de type “force brute” donne cependant de meilleurs re´sultats, sans pour autant reque´rir
une puissance de calcul trop importante.
Les e´quations de´rive´es dans ce chapitre ont fait l’objet de nombreuses expe´riences ces
dernie`res anne´es dans notre laboratoire. Ces expe´riences sont de´veloppe´es au chapitre 6. En
particulier,
28
1100 1200 1300 1400 1500 1600
1000
1200
1400
1600
1800
2000
Λp @nmD
Λ
s
@nm
D
Figure 2.10 Calcul d’accords de phase pour une instabilite´ de modulation de type O dans
la SMF-28TM. Pour ce calcul, γ P = 10 m−1 et δn = 10−5. La courbe rouge correspond
a` une pompe sur l’axe lent, et la courbe bleue a` une pompe sur l’axe rapide. Les lignes
solides repre´sentent le calcul “force brute”. Les lignes pointille´es grasses repre´sentent le calcul
utilisant la formule approche´e 2.67.
— la section 2.3.1 a fait l’objet de de´monstrations de ge´ne´rations harmoniques dans les
fibres effile´es (voir la section 6.2) ;
— la section 2.3.3 a e´te´ mise en application pour la ge´ne´ration de signaux dans des fibres
effile´es torsade´es (voir la section 6.1) ;
— les re´sultats de la section 2.3.3 sont au cœur de la source de photons intrique´s en
polarisation pre´sente´e a` la section 6.4 ; cette re´alisation exploite e´galement les re´sultats
de la section 2.4.2 pour la de´termination des longueurs d’onde des signaux attendus.
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Figure 2.11 Calcul d’accords de phase pour une instabilite´ de modulation de type M dans
la SMF-28TM. Pour ce calcul, γ P = 10 m−1 et δn = 10−5 (faible bire´fringence). Les lignes
solides repre´sentent le calcul “force brute”. Les lignes pointille´es grasses repre´sentent le calcul
utilisant la formule approche´e 2.71.
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Figure 2.12 Calcul d’accords de phase pour une instabilite´ de modulation de type M dans la
SMF-28TM. Pour ce calcul, γ P = 10 m−1 et δn = 5 × 10−4 (forte bire´fringence).Les lignes
solides repre´sentent le calcul “force brute”. Les lignes pointille´es grasses repre´sentent le calcul
utilisant la formule approche´e 2.72. Elles se confondent avec la solution force brute pour la
solution constante proche des longueurs d’onde de pompe.
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CHAPITRE 3
LUMIE`RE QUANTIFIE´E
On ne peut aborder les sources non-classiques sans parler de quantification du flux lu-
mineux. Les sources non-classiques sont avant tout des sources de photons, c’est-a`-dire de
quanta lumineux. Elles sont en ge´ne´ral utilise´es dans le re´gime de de´tection photon a` photon.
Il est donc ne´cessaire de les aborder dans le cadre ge´ne´ral de l’optique quantique.
Il n’est pas question ici de reprendre l’ensemble des de´monstrations canoniques de l’op-
tique quantique. La litte´rature sur le sujet est a` la fois vaste et varie´e. Elle comprend des
ouvrages tre`s the´oriques comme Cohen-Tannoudji et al. (2001), tre`s abordables comme Gryn-
berg et al. (1997), et d’autres tre`s spe´cialise´s comme Hanamura et al. (2007). Certains ou-
vrages permettent d’aborder le sujet de manie`re tre`s pratique (voir par exemple Walls et
Milburn (2008), Bachor et Ralph (2004) et Loudon (2000)).
Ce chapitre aborde le sujet d’une manie`re diffe´rente de ce qui est en ge´ne´ral pre´sente´ dans
la litte´rature. Dans un premier temps, la the´orie quantique est traite´e de manie`re un peu
originale. Dans une seconde partie, l’aspect purement statistique des expe´riences fonde´es sur
des sources non-classiques et des de´tecteurs re´alistes est aborde´ en minimisant le formalisme
quantique, qui n’est pas toujours ne´cessaire a` l’e´tablissement des re´sultats importants.
3.1 Optique quantique
D’e´minents physiciens comme Bohm n’accordent pas au photon le meˆme statut que les
particules massives en raison du fait “qu’il n’est pas possible de les de´tecter sans les de´truire”
(voir Bohm (1979)). Pour cette raison, ils arguent qu’il n’existe pas d’e´quation de Schro¨dinger
du photon. Une expe´rience re´cente (Reiserer et al. (2013)) remet cependant en cause la
pre´misse de la destructivite´ de la de´tection. De plus, la the´orie quantique des champs (voir
par exemple Schwartz (2014)) met sur un pied d’e´galite´ toutes les particules fondamentales,
massives ou non. Il n’y a donc pas d’obstacle philosophique important a` l’existence d’une
e´quation de Schro¨dinger pour le photon.
Meˆme si les e´quations de Maxwell ont de´ja` e´te´ conside´re´es par certains comme l’e´quivalent
de l’e´quation de Schro¨dinger, il n’existe pas, a` notre connaissance, de preuve formelle publie´e
de cette identite´. Nous montrons dans cette partie qu’elle est pourtant ve´rifie´e de manie`re
rigoureuse.
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3.1.1 E´quation de Schro¨dinger du photon
Dualite´s de repre´sentation
La physique quantique est baˆtie sur une double dualite´ : la dualite´ temps/e´nergie, et
la dualite´ position/quantite´ de mouvement. On peut illustrer cet aspect de la physique en
partant simplement des e´quations de la me´canique classique, soit la seconde loi de Newton
F =
dp
dt
, (3.1)
et l’e´quation d’e´volution de l’e´nergie lors du mouvement d’une particule
dE = F .dr. (3.2)
En e´liminant la force, on obtient simplement
dE dt = dp.dr, (3.3)
qui sugge`re un lien commun entre e´nergie et temps d’une part, position et quantite´ de mou-
vement de l’autre.
La physique s’exprime au travers de fonctions de ces variables, qu’on peut donc voir
comme des indices continus. Ces indices sont a` leur tour associe´s a` des vecteurs de bases. En
effet, de la meˆme manie`re qu’on peut caracte´riser un vecteur v dans un espace dote´ d’une
base discre`te {e¯i}i par ses projections sur les vecteurs de base, soit
v =
∑
i
ai e¯i ⇒ v ≡ {ai}i, (3.4)
on peut utiliser le meˆme formalisme pour des fonctions de variables continues, soit
f ≡ {f(x)}x, (3.5)
Ces dualite´s sont une conse´quence du fait que la meˆme re´alite´ physique peut eˆtre repre´-
sente´e dans des bases (ou “repre´sentations”) diffe´rentes. La repre´sentation physique la plus
courante est {r, t}, mais il en existe trois autres, {r, E}, {p, t} et {p, E}. Les changements
de repre´sentation sont formellement identifie´s aux transforme´es
F (E) =
1√
2pi h
∫ +∞
−∞
dt f(t) ei
E t
h et (3.6)
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f(t) =
1√
2pi h
∫ +∞
−∞
dE F (E) e−i
E t
h (3.7)
d’une part, et
F (p) =
1
(2pi h)3/2
∫ +∞
−∞
d3r f(r) e−i
p.r
h et (3.8)
f(r) =
1
(2pih)3/2
∫ +∞
−∞
d3p F (p) ei
p.r
h (3.9)
d’autre part. Les exponentielles complexes sont donc e´quivalentes aux e´le´ments des matrices
de changement de base. L’utilisation du meˆme coefficient h dans les deux changements de
variable est justifie´e par l’e´galite´ 3.3. Ce coefficient a une dimension d’action (J.s). Nous
avons le be´ne´fice du recul historique et pouvons donc l’identifier formellement a` la constante
de Planck re´duite ~. Les changements de base ci-dessus sont donc les transforme´es de Fourier
classiques reliant t et ω d’une part, r et k d’autre part, avec E = ~ω et p = ~k. C’est bien
suˆr Louis de Broglie qui a le premier identifie´ ces relations dans sa the`se (de Broglie (1925)).
Les proprie´te´s des transforme´es de Fourier permettent de donner des correspondances
imme´diates entre certaines ope´rations e´le´mentaires. Ainsi,
— l’ope´rateur de diffe´rentiation ∂t en repre´sentation {t} devient la multiplication par
− i
~
E en repre´sentation {E} ;
— a` l’inverse, l’ope´rateur de diffe´rentiation ∂E en repre´sentation {E} devient la multipli-
cation par
i
~
t en repre´sentation {t} ;
— les ope´rateurs de diffe´rentiation ∂rk en repre´sentation {r} deviennent des multiplica-
tions par
i
~
pk en repre´sentation {p} ;
— a` l’inverse, les ope´rateurs de diffe´rentiation ∂pk en repre´sentation {p} deviennent des
multiplications par − i
~
rk en repre´sentation {r}.
E´quations de dispersion
La description de la nature d’une particule en repre´sentation {r, E} peut se faire par
l’interme´diaire de la relation de dispersion, qui relie l’e´nergie et la quantite´ de mouvement.
C’est donc une relation qui s’e´crit naturellement en repre´sentation {p, E}. Par exemple, une
particule libre de masse m a pour relation de dispersion (non-relativiste)
E =
p2
2m
. (3.10)
33
On peut tre`s bien conside´rer les variables E et p2 de l’e´quation comme des ope´rateurs, et
appliquer cette relation a` une fonction Ψ quelconque en e´crivant
EΨ =
p2
2m
Ψ. (3.11)
Si on passe de la repre´sentation {p, E} a` la repre´sentation {r, t}, la relation de dispersion
devient
i ~ ∂t Ψ = −~
2∇2r
2m
Ψ, (3.12)
qui n’est autre que l’e´quation de Schro¨dinger de la particule.
Pour un photon, la relation de dispersion s’e´crit
E = p c. (3.13)
On a tout de suite un petit proble`me, car p =
√
p2x + p
2
y + p
2
z semble difficile a` traduire
en repre´sentation {r}. Nous verrons sous peu que le passage d’une repre´sentation a` l’autre
est en fait possible, mais on peut commencer par essayer de se de´barrasser du proble`me en
e´crivant
E2 = p2 c2, (3.14)
En repre´sentation {r, t}, cette relation applique´e a` une fonction Ψ devient
− ~2 ∂2t Ψ = −~2 c2∇2r Ψ. (3.15)
Rien n’empeˆche de conside´rer une fonction Ψ vectorielle, et on reconnaˆıt alors l’e´quation
d’onde dans le vide. Les ~ s’e´liminent en raison de la line´arite´ de la relation de dispersion.
De meˆme, en repre´sentation {r, E}, on reconnaˆıt l’e´quation de Helmholtz
E2 Ψ = −~2 c2∇2r Ψ, (3.16)
apre`s avoir identifie´ k2 ≡ E
2
~2 c2
.
Ces relations sont inte´ressantes, mais il serait plus agre´able de trouver un e´quivalent
line´aire de l’e´quation 3.13 en repre´sentation {r, t}.
A priori, l’ope´rateur p =
√
p2x + p
2
y + p
2
z en repre´sentation {p} devrait se traduire par
l’ope´rateur
√
−~2 (∂2x + ∂2y + ∂2z) en repre´sentation {r}. Malheureusement, la signification
d’un tel ope´rateur est difficile a` cerner.
En s’inspirant de Dirac (1928a) et Dirac (1928b), on cherche alors 3 ope´rateurs σx, σy et
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σz tels que
(σx ∂x + σy ∂y + σz ∂z)
2 = ∂2x + ∂
2
y + ∂
2
z . (3.17)
Pour que l’e´galite´ soit respecte´e, on ve´rifie que les ope´rateurs doivent ve´rifier les conditions
d’anticommutation
σi σj + σj σi = 2 δi,j. (3.18)
Sans surprise, les matrices de Pauli ve´rifient ces relations. Bialynicki-Birula (1994) les
rejette comme candidates, car elles sont associe´es a` des particules de spin 1/2 comme les
neutrinos. Il cherche plutoˆt des ope´rateurs 3 × 3 pour une particule de spin 1. Cependant,
le photon est une particule de spin 1 particulie`re, sans masse. Il est ge´ne´ralement accepte´
que les deux seules projections du spin du photon sur un axe sont Sk = −~ et Sk = +~,
correspondant aux e´tats de polarisation circulaires. La projection Sk = 0 est interdite. En ce
sens, il est plus naturel de conside´rer des matrices 2×2 comme pour les particules de spin 1/2
qui ne posse`dent que deux valeurs de projections du spin sur un axe.
L’e´quation de dispersion du photon en repre´sentation {r, t}, donc l’e´quation de Schro¨din-
ger du photon, s’e´crit donc
i ~ ∂t Ψ = ±i ~ c (σx ∂x + σy ∂y + σz ∂z) Ψ, (3.19)
avec
Ψ =
[
ψ1
ψ2
]
, (3.20)
les deux composantes repre´sentant les amplitudes dans les deux polarisations circulaires.
En privile´giant la direction de propagation z, on e´crit les matrices de Pauli sous la forme
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
, (3.21)
l’e´quation 3.19 donne (
∂z ± 1
c
∂t
)
ψ1 = (i ∂y − ∂x)ψ2,(
∂z ± 1
c
∂t
)
ψ2 = (∂x + i ∂y)ψ1.
(3.22)
Les composantes ψ1 et ψ2 doivent eˆtre inde´pendantes. Comme chaque e´quation comprend
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de part et d’autre une fois ψ1 et une fois ψ2, les e´quations deviennent(
∂z ± 1
c
∂t
)
ψ1 = (i ∂y − ∂x)ψ2 = A, (3.23a)
(
∂z ± 1
c
∂t
)
ψ2 = (∂x + i ∂y)ψ1 = B. (3.23b)
ou` A et B ne de´pendent ni de ψ1, ni de ψ2. On peut sans doute interpre´ter ces constantes
comme des termes de source.
Nous passons maintenant a` un cadre moins ge´ne´ral en posant A = B = 0. Si les constantes
sont interpre´te´es comme des termes de source, c’est l’e´quivalent de se placer dans le vide. Les
e´quations 3.23 deviennent alors(
1
c
∂t ± ∂z
)
ψ1 = (∂x + i ∂y)ψ1 = 0,(
1
c
∂t ± ∂z
)
ψ2 = (∂x − i ∂y)ψ2 = 0.
(3.24)
Pour passer a` une repre´sentation plus classique, on conside`re les e´tats de polarisation
circulaires droit et gauche de´finis dans l’espace re´el (x, y, z) par les vecteurs
ED = ψ1√
2
1i
0
 , HD = ±√ 0
µ0
ψ1√
2
−i1
0
 (3.25)
et
EG = ψ2√
2
 1−i
0
 , HG = ±√ 0
µ0
ψ2√
2
i1
0
 , (3.26)
0 e´tant la permittivite´ du vide, et µ0 sa perme´abilite´. Les signes ± repre´sentent la direction
de propagation (dans les directions respectives ±z).
Les e´quations 3.24 sont alors e´quivalentes a` la forme condense´e bien connue
∇× E = −µ0 ∂tH
∇×H = 0 ∂t E ,
(3.27)
apre`s utilisation de l’identite´ c =
1√
0 µ0
.
L’e´quation de Schro¨dinger du photon (e´quation 3.19), meˆme si elle semble eˆtre plus ge´-
ne´rale, me`ne bien de manie`re formelle et rigoureuse a` deux des e´quations de Maxwell.
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3.1.2 Commutateur fondamental
Commutateur RP
La section 3.1.1 rappelle que l’ope´rateur pˆk peut s’e´crire en repre´sentation {r} sous la
forme
pˆκ ≡ −i ~ ∂rκ . (3.28)
Cette identite´ de´coule de l’e´quation 3.9, elle-meˆme justifie´e par la relation 3.3.
De l’identite´ 3.28, on tire les relations de commutation dites “fondamentales”
[rˆκ, rˆλ] = 0,
[pˆκ, pˆλ] = 0,
[rˆκ, pˆλ] = i ~ δκ,λ.
(3.29)
Ces commutateurs sont inde´pendants de la repre´sentation. En effet, en repre´sentation
{p}, la relation rˆκ ≡ i ~ ∂pκ me`ne aux meˆmes relations.
Les relations de commutation fondamentales sont donc une conse´quence de la relation
initiale 3.3, que l’on peut re´e´crire
dE = r˙ · dp, (3.30)
ou encore
E =
∫
r˙ · d3p+ V, (3.31)
V e´tant une constante d’inte´gration ne de´pendant pas de p.
Commutateur fonctionnel
Nous ge´ne´ralisons maintenant la formulation de la section pre´ce´dente a` des variables
continues, en utilisant le formalisme des fonctionnelles (voir l’annexe A).
Supposons qu’on puisse e´crire l’e´nergie d’un syste`me sous la forme
E =
∫
d3r
[∫
A˙(r).δ3Π(r) + V
]
, (3.32)
avec A et Π des fonctionnelles vectorielles et V une fonctionnelle ne de´pendant pas explici-
tement de Π. Cela impliquerait une relation de la forme
dE dt = 〈δΠ, δA〉 , (3.33)
ou` on utilise la notation de produit scalaire fonctionnel A.7. Cette relation ge´ne´ralise 3.3.
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Cela implique une dualite´ entre les fonctionnelles A et Π, et des transformations de type
Fourier
F (Π) = C
∫
f(A) e−
i
~ 〈A,Π〉 δ3A, (3.34)
f(A) = C
∫
F (Π) e
i
~ 〈A,Π〉 δ3Π, (3.35)
ou` C est une constante que nous ne chercherons pas a` expliciter.
Par analogie, on obtient alors des commutateurs associe´s sous la forme[
Aˆκ(r), Aˆλ(r
′)
]
= 0,[
Πˆκ(r), Πˆλ(r
′)
]
= 0,[
Aˆκ(r), Πˆλ(r
′)
]
= i ~ δκ,λ δ(r − r′).
(3.36)
L’existence de ces commutateurs de´coule uniquement de la forme 3.32 de l’e´nergie du
syste`me.
Application au champ e´lectromagne´tique
Plac¸ons-nous dans l’espace vide et libre de sources. C’est l’e´quivalent, pour le champ e´lec-
tromagne´tique, de choisir un potentiel scalaire constant sur tout l’espace, et cela fixe la jauge.
Il s’agit bien suˆr d’une construction de l’esprit, mais qui peut eˆtre obtenue approximative-
ment dans l’espace re´el si on conside`re une onde e´lectromagne´tique se propageant dans le
vide, loin de toute source.
On peut alors e´crire les composantes du champ e´lectromagne´tique sous la forme
B = ∇×A,
E = −A˙,
(3.37)
ou` A est le potentiel vecteur.
L’e´nergie du champ e´lectromagne´tique s’e´crit (voir par exemple Jackson (2001))
E =
∫
d3r
(
0 |E|2
2
+
|B|2
2µ0
)
, (3.38)
ce qui peut s’e´crire sous la forme 3.32 a` condition de de´finir
Π = −0 E (3.39)
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et
V = (∇×A)
2
2µ0
, (3.40)
V ne de´pendant donc pas de Π.
On obtient alors les relations de commutation canoniques du champ e´lectromagne´tique
sous la forme 3.36.
On peut aussi passer dans l’espace dual (espace des k, plutoˆt que l’espace des r). Le
the´ore`me de Parseval assure qu’on a une relation de type 3.38 dans cet espace, soit
E =
∫
d3k
(
0 |E|2
2
+
|B|2
2µ0
)
, (3.41)
ce qui permet d’obtenir les relations de commutation[
Aˆκ(k), Aˆλ(k
′)
]
= 0,[
Πˆκ(k), Πˆλ(k
′)
]
= 0,[
Aˆκ(k), Πˆλ(k
′)
]
= i ~ δκ,λ δ(k − k′).
(3.42)
Ces commutateurs sont obtenus par une approche lagrangienne dans Cohen-Tannoudji
et al. (2001). La suite du de´veloppement ne contient aucun re´sultat nouveau et est une
reprise de ce meˆme ouvrage.
La premie`re quantification consiste a` discre´tiser l’espace des quantite´s de mouvement. On
inte`gre alors la valeur de k discre´tise´ dans l’indice κ, et on pose
aˆκ =
√
0
2 ~ωκ
[
ωκ Aˆκ +
i
0
Πˆκ
]
, (3.43a)
aˆ†κ =
√
0
2 ~ωκ
[
ωκ Aˆ
†
κ −
i
0
Πˆ†κ
]
, (3.43b)
ωκ = |k| c e´tant la pulsation associe´e au mode κ.
Les relations de commutation 3.42 me`nent alors directement aux commutateurs plus ge´-
ne´ralement utilise´s, a` savoir
[aˆκ, aˆλ] = 0,[
aˆ†κ, aˆ
†
λ
]
= 0,[
aˆκ, aˆ
†
λ
]
= δκ,λ.
(3.44)
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L’Hamiltonien du champ s’e´crit alors sous la forme
H =
∑
κ
~ωκ
2
(
aˆ†κ aˆκ + aˆκ aˆ
†
κ
)
=
∑
κ
~ωκ
(
aˆ†κ aˆκ +
1
2
)
. (3.45)
Seconde quantification
La seconde quantification de´coule directement des commutateurs 3.44. Nous donnons ici
un aperc¸u rapide du raisonnement classique qui y me`ne (voir par exemple Basdevant et
Dalibard (2005)). Cette partie ne contient aucun re´sultat neuf, mais il est utile de rappeler
qu’il suffit de justifier les relations de commutation, ce que nous avons fait dans la partie
pre´ce´dente, pour obtenir la quantification en e´nergie du champ, et donc les photons.
On de´finit l’ope´rateur “nombre de photons” Nˆk = aˆ
†
k aˆk qui intervient dans l’Hamiltonien
du champ. On conside`re nk une valeur propre de Nˆk, associe´e au vecteur propre normalise´
|nk〉. On a alors
1. nk = nk 〈nk|nk〉 = 〈nk| Nˆk |nk〉 = 〈nk| aˆ†k aˆk |nk〉 = |aˆk |nk〉|2. Les valeurs propres de
Nˆk sont donc des re´els positifs. De plus, 0 est une valeur propre associe´e au vecteur
propre |0k〉 si et seulement si aˆk |0k〉 est le vecteur nul.
2. Nˆk (aˆk |nk〉) =
(
aˆ Nˆ − aˆ
)
|nk〉 = (nk−1) (aˆk |nk〉), en utilisant les relations de commu-
tation 3.44. Donc aˆk |nk〉 est soit un vecteur propre de Nˆk associe´ a` la valeur propre
(nk − 1), soit le vecteur nul.
Ces deux proprie´te´s sont suffisantes pour montrer que les valeurs propres de Nˆk sont les
entiers naturels. En effet, la suite des {aˆik |nk〉}i∈N est une suite de vecteurs propres de Nˆ
associe´s aux valeurs propres {nk − i}i∈N. Cette suite doit s’arreˆter quelque part puisque les
valeurs propres de Nˆ sont positives. On de´finit donc imax la plus grande valeur de i, associe´e
a` la valeur propre nk − imax et au vecteur propre |nk − imax〉. Mais on sait que aˆk |nk − imax〉
n’est pas un vecteur propre de Nˆ . C’est donc le vecteur nul, ce qui implique que nk−imax = 0.
3.2 Traitement statistique de la lumie`re quantifie´e
La section 3.1 justifie l’existence de quanta de lumie`re, les photons. Dans cette partie,
nous nous inte´ressons aux statistiques de de´tection des photons un par un. Ce traitement
constitue le cœur des me´thodes d’e´valuation des sources non-classiques.
Le cadre de cette section est celui du monde imparfait dans lequel nous vivons. Nous
devons donc prendre en compte toutes les imperfections de l’expe´rience, a` savoir les pertes
et les sources de bruit.
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Le processus de de´tection classique lui-meˆme est une source d’imperfections. Il consiste
a` utiliser l’e´nergie des photons incidents pour faire passer des e´lectrons d’un e´tat lie´ (la
bande de valence dans les semi-conducteurs) a` un e´tat libre (par l’effet photo-e´lectrique dans
un me´tal) ou de´localise´ (la bande de conduction dans les semi-conducteurs). Les e´lectrons
ainsi libe´re´s sont en ge´ne´ral multiplie´s par un me´canisme d’amplification, et le courant ainsi
ge´ne´re´ est de´tecte´ par un circuit approprie´. Ce processus a` e´tapes multiples souffre bien
entendu d’imperfections. On note en particulier
— une efficacite´ quantique (nombre d’e´lectrons“primaires”ge´ne´re´s par photon) infe´rieure
a` l’unite´, ce qui revient a` une perte supple´mentaire ;
— la possibilite´ de de´clencher un courant macroscopique, au travers du me´canisme d’am-
plification, a` partir de fluctuations thermiques dans le mate´riau ; il est donc pos-
sible d’observer un courant en l’absence de photons ; on utilise le terme de “comptes
sombres” pour cette source de bruit supple´mentaire.
Dans cette section, nous traitons deux cas de sources non-classiques : les sources de
photons annonce´s et les sources de photons intrique´s en polarisation. Pour chaque cas, nous
pre´sentons un outil de caracte´risation qui peut eˆtre estime´ a priori en fonction des parame`tres
physiques du syste`me, et qui permet de de´terminer le caracte`re non-classique de la source.
Pour les sources de photons annonce´s (section 3.2.2), il s’agit du coefficient de cohe´rence
d’ordre 2, le g(2)(0) ; pour les sources de photons intrique´s en polarisation (section 3.2.3), il
s’agit du parame`tre S des ine´galite´s de Bell-CHSH.
3.2.1 Statistique de la ge´ne´ration de photons simultane´s
Avant de parler de sources re´alistes, nous de´veloppons un mode`le extreˆmement simple de
l’interaction non-line´aire dans le cadre quantique. Ce mode`le est fonde´ sur une expression
phe´nome´nologique de l’Hamiltonien d’interaction et sur le principe de correspondance de
Bohr. On conside`re donc une instabilite´ de modulation (voir le chapitre 2) dont les processus
quantiques sont illustre´s sur la Fig. 3.1.
ωp
ωp ω1
ω2 ω2
ω1 ωp
ωp
Figure 3.1 Repre´sentation quantique d’une instabilite´ de modulation a` pompe de´ge´ne´re´e. Sur
la figure de gauche est repre´sente´ le processus consistant en la disparition de deux photons
de pompe au profit de deux photons signaux situe´s de part et d’autre de la pompe. Sur la
figure de droite, le processus inverse.
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La pompe est conside´re´e classique. On la repre´sente donc par son amplitude complexe
ap =
√
P e−i ωpt et on postule un Hamiltonien d’interaction de la forme
Hˆi = κ a
2
p aˆ
†
1 aˆ
†
2 + κ
∗ a∗2p aˆ1 aˆ2, (3.46)
l’ope´rateur aˆ† e´tant associe´ a` la cre´ation d’un photon, et l’ope´rateur aˆ a` sa destruction. Dans
cette expression, κ est une constante de couplage. L’Hamiltonien exprime le fait que les deux
modes de signaux sont cre´e´s ou annihile´s simultane´ment. La pre´sence du carre´ de l’amplitude
de pompe montre que deux photons de pompe sont implique´s dans l’ope´ration.
L’Hamiltonien total du syste`me est donc
Hˆ = ~ω1
(
aˆ†1 aˆ1 +
1
2
)
+ ~ω2
(
aˆ†2 aˆ2 +
1
2
)
+ κP e−2i ωpt aˆ†1 aˆ
†
2 + κ
∗ P e2i ωpt aˆ1 aˆ2. (3.47)
Du point de vue d’Heisenberg, ce sont les ope´rateurs qui varient dans le temps (voir par
exemple Cohen-Tannoudji et al. (1998)). L’e´volution des ope´rateurs aˆ1 et aˆ
†
2 est alors
i ~
d
dt
aˆ1 =
[
aˆ1, Hˆ
]
= ~ω1 aˆ1 + κP e−2i ωpt aˆ†2,
i ~
d
dt
aˆ†2 =
[
aˆ†2, Hˆ
]
= −~ω2 aˆ†2 − κ∗ P e+2i ωpt aˆ1,
(3.48)
apre`s avoir utilise´ les relations de commutation canoniques. Dans ces e´quations, on a la
conservation d’e´nergie 2ωp = ω1 + ω2.
En posant bˆ1 = aˆ1 e
i ω1t et bˆ†2 = aˆ
†
2 e
−i ω2t, le syste`me se simplifie pour devenir
d
dt
[
bˆ1
bˆ†2
]
=
 0 −i κ~ P
i
κ∗
~
P 0
[bˆ1
bˆ†2
]
, (3.49)
dont les solutions sont
bˆ1(t) = bˆ1(0) cosh
( |κ|P t
~
)
− i κ|κ| bˆ
†
2(0) sinh
( |κ|P t
~
)
,
bˆ†2(t) = bˆ
†
2(0) cosh
( |κ|P t
~
)
+ i
κ∗
|κ| bˆ1(0) sinh
( |κ|P t
~
)
.
(3.50)
Si l’e´tat initial du premier mode est le vide, le nombre moyen de photons au temps t est
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donne´ par
〈N1(t)〉 = 〈0| aˆ†1(t) aˆ1(t) |0〉
= sinh2
( |κ|P t
~
)
,
(3.51)
apre`s avoir utilise´ les relations de commutation canoniques.
Le principe de correspondance implique que cette expression doit correspondre, pour N1
grand, au re´sultat classique. Il est donc ne´cessaire d’avoir
|κ|P t
~
≡ ΓP z, (3.52)
pour z = vg t, ou` vg est la vitesse de groupe dans la fibre. On doit donc avoir
|κ| = ~Γ vg, (3.53)
ce qui permet d’e´crire
〈N1(z)〉 = sinh2 (ΓP z) , (3.54)
la meˆme e´quation pouvant eˆtre de´rive´e pour 〈N2(z)〉.
Notons au passage que ce sont les relations de commutation canoniques qui permettent
d’obtenir un nombre de photons moyen non nul a` partir du vide. La de´rivation classique
ne permet pas d’obtenir ce re´sultat. Ce sont donc les fluctuations quantiques du vide qui
permettent aux signaux d’e´merger.
L’espe´rance du carre´ du nombre de photons a` z donne´ est alors〈
N21 (z)
〉
= 〈0| aˆ†1(z) aˆ1(z) aˆ†1(z) aˆ1(z) |0〉
= sinh2 (ΓP z) cosh2 (ΓP z) + sinh4 (ΓP z) ,
(3.55)
apre`s utilisation des relations de commutation canoniques.
On a donc
(∆N1(z))
2 ≡ 〈N21 (z)〉− 〈N1(z)〉2
= sinh2 (ΓP z) cosh2 (ΓP z)
= 〈N1(z)〉+ 〈N1(z)〉2 ,
(3.56)
re´sultat caracte´ristique de la distribution statistique dite “thermique” (voir par exemple Lou-
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don (2000)), de´finie par
p(N) =
1
〈N〉+ 1
( 〈N〉
〈N〉+ 1
)N
. (3.57)
La statistique des paires de photons est donc a priori diffe´rente de la statistique poisso-
nienne d’une source laser classique, de´finie par
p(N) = e−〈N〉
〈N〉N
N !
, (3.58)
pour laquelle on a
(∆N)2 = 〈N〉. (3.59)
La statistique poissonienne est la statistique de re´fe´rence. Les distributions ve´rifiant (∆N)2 >
〈N〉, comme la distribution thermique, sont dites “surpoissoniennes”, alors que les distribu-
tions qui ve´rifient (∆N)2 < 〈N〉 sont dites sous-poissoniennes.
Dans un certain nombre de cas pratiques, le nombre de modes accessibles aux signaux
est relativement important. La statistique globale correspond alors a` la somme d’un grand
nombre de processus thermiques, et elle redevient poissonienne (voir l’annexe C).
Il existe donc principalement deux types de sources :
— les sources modalement tre`s filtre´es qui posse`dent une statistique thermique ;
— les sources modalement peu filtre´es qui posse`dent une statistique poissonienne.
Les probabilite´s associe´es aux statistiques thermique et poissonienne sont cependant tre`s
proches a` faible nombre de photons moyens. Les diffe´rences sur le plan expe´rimental sont
alors ne´gligeables.
3.2.2 Sources de photons annonce´s
Statistiques d’arrive´es de photons
Le nombre de photons de´tecte´s dans un intervalle de temps donne´ par un de´tecteur
approprie´ est une variable ale´atoire. Comme nous l’avons vu a` la section pre´ce´dente, la
statistique associe´e peut eˆtre de diffe´rentes natures. Les sources classiques de type laser ont
une statistique poissonienne. On classe en ge´ne´ral les statistiques en trois cate´gories, soit
— la statistique poissonienne, pour laquelle la variance est e´gale a` la moyenne ;
— les statistiques sur-poissoniennes, pour lesquelles la variance est supe´rieure a` la moyenne ;
— les statistiques sous-poissoniennes, pour lesquelles la variance est infe´rieure a` la moyenne.
Ces trois cate´gories correspondent a` des niveaux de coalescence (“bunching”en anglais) varie´s
pour les photons. Les photons posse´dant une statistique sur-poissonienne ont tendance a`
coalescer, c’est-a`-dire a` arriver par paquets, alors que les photons suivant une statistique
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sous-poissonienne ont tendance a` arriver a` intervalles plus re´guliers, voire un par un (voir par
exemple Loudon (2000)).
La statistique thermique vue a` la section pre´ce´dente est un exemple de statistique sur-
poissonienne. Ce type de statistique favorisant l’arrive´e des photons par paquets est rencon-
tre´e re´gulie`rement dans la nature (c’est le cas par exemple des photons issus d’ampoules a`
incandescence classiques). Par contre, les sources sous-poissoniennes n’existent pas naturelle-
ment. Il est pourtant facile d’imaginer qu’elles puissent avoir un inte´reˆt, par exemple dans la
transmission d’information. Un ordinateur, par exemple, est construit sur un flot de donne´es
binaires constant, rythme´ par une horloge interne. La pre´dictibilite´ d’arrive´e d’un bit est
indispensable a` la bonne gestion des donne´es.
Source de photons annonce´s
Il est possible de cre´er une source sous-poissonienne a` partir d’un processus de ge´ne´ration
de paires de photons simultane´s (par exemple les instabilite´s de modulation e´tudie´es a` la
section 2.3.3). L’ide´e est d’utiliser un des photons comme un signal d’annonce pour le second
photon, suivant le sche´ma de la Fig. 3.2.
SPPS
BA
BS
D
SE
SO
Figure 3.2 Sche´ma de principe d’une source de photons annonce´s. SPPS : source de paires
de photons simultane´s ; BA : branche d’annonce ; BS : branche du signal ; D : de´tecteur de
photons ; SE : signal de sortie e´lectrique ; SO : signal de sortie optique. D’apre`s Virally et al.
(2010b).
Meˆme si une source de photons annonce´s ne permet pas de ge´ne´rer des photons a` un
rythme constant, elle posse`de un caracte`re sous-poissonien, comme nous le montrerons par
la suite. Elle est potentiellement utile dans la transmission d’information quantique graˆce au
fait que l’arrive´e des photons est pre´dictible.
Mesure de g(2)
Le caracte`re sous-poissonien d’une source peut eˆtre mesure´ par une expe´rience relative-
ment simple, de´crite initialement dans Hanbury Brown et Twiss (1957) et Hanbury Brown et
Twiss (1958). L’expe´rience consiste a` placer une lame se´paratrice 50/50 dans le flux lumineux.
Une telle lame se´pare le flux en deux parties de meˆme intensite´. Deux de´tecteurs mesurent
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ensuite l’arrive´e du flux de photon dans chaque branche apre`s la lame. La quantite´ mesure´e
finalement est la probabilite´ de co¨ıncidence entre les “clics” des deux de´tecteurs. Pour une
source sub-poissonienne, dans un intervalle de temps suffisamment court, il doit y avoir une
probabilite´ importante de n’avoir au plus qu’un photon a` l’entre´e de la lame. La vision clas-
sique des choses, qui ne reconnaˆıt pas le caracte`re quantifie´ de la lumie`re, autorise ce photon
a` eˆtre scinde´ en deux parties sur la lame, ce qui permet aux deux de´tecteurs d’enregistrer
des “clics” simultane´s. Dans le cadre quantique, le photon ne peut eˆtre de´tecte´ que sur une
seule branche, ce qui re´duit la mesure de co¨ıncidences.
Il est e´galement possible de mesurer des co¨ıncidences entre les deux branches a` des temps
de´cale´s. Le taux de co¨ıncidence est donc repre´sente´ par une fonction du de´calage temporel τ
choisi et de la dure´e T des feneˆtres de de´tection, sous la forme
g(2)(τ, T ) =
pc(τ, T )
p1(τ, T ) p2(τ, T )
, (3.60)
ou` p1(T ) est la probabilite´ d’observer un “clic” sur le de´tecteur 1 dans un intervalle de temps
de dure´e T , p2(T ) la probabilite´ d’observer un “clic” sur le de´tecteur 2 dans un intervalle de
temps de dure´e T , et pc(τ, T ) la probabilite´ d’observer une co¨ıncidence, c’est-a`-dire a` la fois
un “clic” sur le de´tecteur 1 et un “clic” sur le de´tecteur 2, dans deux intervalles de temps de
dure´e T se´pare´s par le temps τ .
Dans une expe´rience re´elle, les probabilite´s sont remplace´es par leurs estimateurs, c’est-
a`-dire le nombre moyen d’e´ve´nements enregistre´s dans chaque cate´gorie. On a donc
g(2)(τ, T ) =
〈Nc(τ)〉T
〈N1(τ)〉T 〈N2(τ)〉T
, (3.61)
ou` 〈〉T repre´sente le nombre moyen d’e´ve´nements par intervalle, mesure´ sur un grand nombre
d’intervalles de temps T .
Il est tentant de penser que si le temps T tend vers 0, le g(2) diminue naturellement,
quelle que soit la nature de la source. Il n’en est rien. La coalescence des photons est un
phe´nome`ne teˆtu. Pour les sources poissoniennes, on peut montrer que g(2)(0, T ) = 1 pour
tout T . De meˆme g(2)(0, T ) > 1 pour tout T pour les sources sur-poissoniennes (voir par
exemple Loudon (2000)). Seules les sources sous-poissoniennes ont un g(2)(0, T ) infe´rieur a`
l’unite´. La mesure de g(2)(0, T ) est donc un bon moyen de de´terminer le caracte`re sous-
poissonien (et donc non-classique) d’une source.
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Prise en compte des imperfections expe´rimentales
Nous de´veloppons dans cette partie le formalisme qui permet de pre´dire le caracte`re sous-
poissonien d’une source de photons annonce´s en fonction de ses parame`tres physiques (pertes
et bruit). Nous e´vitons tout recours au formalisme quantique pour ne fonder l’analyse que
sur des conside´rations statistiques. Ces dernie`res sont suffisantes pour mode´liser toutes les
mesures physiques utiles.
La source de photons annonce´s et son montage de caracte´risation sont illustre´s sur la
Fig. 3.3. Ensemble, ils comprennent :
1. Une source de paires de photons simultane´s, associe´e a` la probabilite´ Pn de produire
n paires dans une feneˆtre de de´tection de longueur T .
2. Une branche d’annonce, d’efficacite´ quantique totale ηa, incluant l’efficacite´ du de´tec-
teur. Le bruit total dans la branche est caracte´rise´ par la probabilite´ da d’observer,
dans une feneˆtre de de´tection de la branche, un “clic” duˆ au bruit ou aux comptes
sombres du de´tecteur.
3. Une branche signal dans laquelle est place´e un montage de caracte´risation de type
Hanbury Brown et Twiss (HBT). Ce montage comprend une lame se´paratrice associe´e
a` la probabilite´ t de voir un photon incident transmis, et la probabilite´ r de voir un
photon re´fle´chi (avec t + r = 1). La branche signal est donc scinde´e en deux parties,
soit
(a) la branche de transmission de la lame se´paratrice, dans laquelle on place un premier
de´tecteur. L’efficacite´ quantique totale de cette branche (incluant l’efficacite´ du
de´tecteur) est note´e ηt (la probabilite´ t de´finie ci-dessus est absorbe´e dans ηt). Le
bruit total dans la branche est caracte´rise´ par la probabilite´ dt d’observer, dans une
feneˆtre de de´tection de la branche, un “clic” duˆ au bruit ou aux comptes sombres
du de´tecteur.
(b) la branche de re´flexion de la lame se´paratrice, dans laquelle on place un second
de´tecteur. L’efficacite´ quantique totale de cette branche (incluant l’efficacite´ du
de´tecteur) est note´e ηr (la probabilite´ r de´finie ci-dessus est absorbe´e dans ηr). Le
bruit total dans la branche est caracte´rise´ par la probabilite´ dr d’observer, dans une
feneˆtre de de´tection de la branche, un “clic” duˆ au bruit ou aux comptes sombres
du de´tecteur.
Afin d’e´viter d’alourdir les calculs, on note par ailleurs dans toute la suite de ce chapitre
x¯ = 1−x pour toute probabilite´. Cette notation est e´galement utilise´e pour noter le caracte`re
orthonorme´ d’une se´rie de vecteurs, mais il ne peut ici y avoir aucune ambigu¨ıte´ sur sa
signification.
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Toutes les quantite´s physiques e´nume´re´es ci-dessus sont en principe mesurables inde´pen-
damment de l’expe´rience elle-meˆme.
SPPS
BA
BS
D
SEA
LS
D
SET
D
SER
HBT
Figure 3.3 Sche´ma de principe d’une source de photons annonce´s couple´e a` un montage de
caracte´risation de type Hanbury Brown et Twiss (HBT). SPPS : source de paires de photons
simultane´s ; BA : branche d’annonce ; BS : branche du signal ; D : de´tecteur de photons ;
SEA : signal de sortie e´lectrique d’annonce ; LS : lame se´paratrice ; SET : signal de sortie
e´lectrique de la branche de transmission ; SER : signal de sortie e´lectrique de la branche de
re´flexion.
Les conditions de l’expe´rience sont les suivantes :
— L’ouverture d’une feneˆtre de de´tection de longueur T sur les branches de transmission
et de re´flexion de la lame se´paratrice est conditionne´e a` la pre´sence d’un “clic” sur le
de´tecteur place´ dans la branche d’annonce.
— Les de´tecteurs ne peuvent pas distinguer entre un ou plusieurs “clics” a` l’inte´rieur
d’une feneˆtre de de´tection.
— L’expe´rience se de´roule sur N feneˆtres de de´tection de la branche d’annonce.
— On se place a` τ = 0, c’est-a`-dire que les de´lais e´lectriques et optiques sont tels qu’on
observe des de´tections de photons provenant des meˆmes paires.
L’espe´rance du nombre de “clics” enregistre´s sur le de´tecteur de la branche d’annonce est
〈Na〉 = N
[
+∞∑
n=0
Pn (1− η¯na ) d¯a + da
]
= N
+∞∑
n=0
Pn (1− d¯a η¯na ).
(3.62)
L’espe´rance du nombre de“clics”enregistre´s sur le de´tecteur de la branche de transmission
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de la lame se´paratrice est
〈Nt〉 = N
{
+∞∑
n=0
Pn
[
(1− η¯na ) d¯a + da
] [
(1− η¯nt ) d¯t + dt
]}
= N
+∞∑
n=0
Pn (1− d¯a η¯na ) (1− d¯t η¯nt ).
(3.63)
De meˆme, l’espe´rance du nombre de “clics” enregistre´s sur le de´tecteur de la branche de
re´flexion de la lame se´paratrice est
〈Nr〉 = N
+∞∑
n=0
Pn (1− d¯a η¯na ) (1− d¯r η¯nr ), (3.64)
et l’espe´rance du nombre de co¨ıncidences enregistre´es entre les deux de´tecteurs situe´s en aval
de la lame se´paratrice est
〈Nc〉 = N
+∞∑
n=0
Pn (1− d¯a η¯na ) [1− d¯t η¯nt − d¯r η¯nr − d¯t d¯r (1− ηt − ηr)n]. (3.65)
L’estimateur de la probabilite´ d’avoir un “clic” sur la branche de transmission sachant
qu’un clic a eu lieu sur la branche d’annonce est
〈Nt〉
〈Na〉 . De meˆme, l’estimateur de la probabilite´
d’avoir un “clic” sur la branche de re´flexion sachant qu’un clic a eu lieu sur la branche
d’annonce est
〈Nr〉
〈Na〉 , et l’estimateur de la probabilite´ de co¨ıncidence sachant qu’un clic a eu
lieu sur la branche d’annonce est
〈Nc〉
〈Na〉 .
D’apre`s la formule 3.61, l’estimateur du g(2)(0, T ) est alors
g(2)(0, T ) =
〈Na〉 〈Nc〉
〈Nt〉 〈Nr〉 . (3.66)
Cet estimateur est inde´pendant de N , comme on peut s’y attendre.
Si la probabilite´ Pn est thermique, de moyenne µ, les formules 3.62, 3.63, 3.64 et 3.65
deviennent respectivement
〈Na〉
N
= 1− d¯a
1 + µ ηa
, (3.67)
〈Nt〉
N
= 1− d¯a
1 + µ ηa
− d¯t
1 + µ ηt
+
d¯a d¯t
1 + µ (1− η¯a η¯t) , (3.68)
〈Nr〉
N
= 1− d¯a
1 + µ ηa
− d¯r
1 + µ ηr
+
d¯a d¯r
1 + µ (1− η¯a η¯r) , (3.69)
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〈Nc〉
N
= 1− d¯a
1 + µ ηa
− d¯t
1 + µ ηt
− d¯r
1 + µ ηr
+
d¯a d¯t
1 + µ (1− η¯a η¯t) +
d¯a d¯r
1 + µ (1− η¯a η¯r)
+
d¯t d¯r
1 + µ (ηt + ηr)
− d¯a d¯t d¯r
1 + µ [1− η¯a(1− ηt − ηr)] . (3.70)
Dans le cas ou` la probabilite´ Pn est poissonienne, de moyenne µ, les formules deviennent
〈Na〉
N
= 1− d¯a e−µ ηa , (3.71)
〈Nt〉
N
= 1− d¯a e−µ ηa − d¯t e−µ ηt + d¯a d¯t e−µ (1−η¯a η¯t), (3.72)
〈Nr〉
N
= 1− d¯a e−µ ηa − d¯r e−µ ηr + d¯a d¯r e−µ (1−η¯a η¯r), (3.73)
〈Nc〉
N
= 1− d¯a e−µ ηa − d¯t e−µ ηt − d¯r e−µ ηr + d¯a d¯t e−µ (1−η¯a η¯t) + d¯a d¯r e−µ (1−η¯a η¯r)
+ d¯t d¯r e
−µ(ηt+ηr) − d¯a d¯t d¯r e−µ[1−η¯a (1−ηt−ηr)]. (3.74)
L’ensemble de ces formules est suffisant pour pre´dire les caracte´ristiques d’une source re´elle
en fonction des parame`tres physiques mesure´s ou attendus. Slater et al. (2010) montrent
un exemple de re´alisation et de caracte´risation d’une source re´elle, utilisant les e´quations
ci-dessus. D’autre part, Virally et al. (2010b) montrent comment utiliser ces re´sultats pour
ame´liorer les performances d’une source de photons annonce´s. Il y est de´montre´, en particulier,
que le filtrage (spectral, temporel, etc...) de la ligne d’annonce est primordial.
3.2.3 Sources de photons intrique´s en polarisation
Non-localite´ de la physique
L’intrication est un phe´nome`ne qui va au-dela` de la simple quantification de l’e´nergie du
champ e´lectromagne´tique. Il s’agit d’une corre´lation forte entre certains degre´s de liberte´s de
ce qui peut apparaˆıtre de premier abord comme plusieurs particules. Mais il est plus juste
de conside´rer ces particules intrique´es comme un seul syste`me physique, localisable en deux
endroits diffe´rents. Pour le champ e´lectromagne´tique, nous utiliserons donc dans la suite le
terme “biphoton”.
L’aspect non-local de la physique a e´te´ un sujet de de´bats au cours du XXe`me sie`cle, depuis
la parution du tre`s ce´le`bre article Einstein et al. (1935). Les auteurs de l’article ne pouvant se
re´soudre a` la non-localite´, ils plaident plutoˆt pour l’existence de variables cache´es partage´es
par les particules au moment de leur cre´ation commune. Pour eux, les re´sultats de toutes
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les mesures possibles sur les particules sont pre´de´termine´s et code´s dans ces variables, inac-
cessibles a` l’expe´rience. L’existence de telles variables ferait de la me´canique quantique une
the´orie incomple`te. Fort heureusement pour cette dernie`re, Bell (1964) de´crit une expe´rience
permettant de tester l’hypothe`se des variables cache´es. Il est ge´ne´ralement accepte´ que la
premie`re re´alisation concluante de cette expe´rience est de´crite dans Aspect et al. (1982). Les
re´sultats montrent que l’hypothe`se des variables cache´es est a` rejeter. Il reste a` accepter que
la physique n’est pas locale, ce qui tend d’ailleurs plutoˆt a` renforcer les ide´es de la the´orie
quantique des champs (voir par exemple Schwartz (2014)), de´ja` couronne´e de succe`s dans le
domaine de la physique des particules.
Intrication
On trouve une bonne introduction a` l’intrication dans Basdevant et Dalibard (2005).
Nous nous contentons ici de de´crire le phe´nome`ne dans le cadre d’un biphoton intrique´ en
polarisation. La re´alite´ locale du biphoton s’exprime dans la possibilite´ d’effectuer une mesure
de polarisation a` deux endroits distincts, simultane´ment. A priori, un syste`me physique dont
on peut mesurer la polarisation a` deux endroits, A et B posse`de une fonction d’onde qu’on
peut e´crire sous la forme
|Φ〉 = αhh |H〉A ⊗ |H〉B + αhv |H〉A ⊗ |V 〉B + αvh |V 〉A ⊗ |H〉B + αvv |V 〉A ⊗ |V 〉B , (3.75)
ou` on a introduit la base {|H〉 , |V 〉} des e´tats de polarisation horizontal et vertical.
Dans certains cas, cette fonction d’onde est factorisable sous la forme
|Φ〉 = (αha |H〉A + αva |V 〉A)⊗ (αhb |H〉B + αvb |V 〉B). (3.76)
Si c’est le cas, il n’existe pas d’intrication, et le biphoton peut eˆtre de´crit sans difficulte´
comme deux photons distincts, localisables respectivement en A et B.
Par de´finition, le biphoton est dit intrique´ en polarisation lorsqu’il n’existe pas de possi-
bilite´ de factoriser sa fonction d’onde sous la forme 3.76. C’est le cas par exemple des tre`s
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ce´le`bres e´tats de Bell
∣∣Φ+〉 = 1√
2
(|H〉A ⊗ |H〉B + |V 〉A ⊗ |V 〉B) ≡
1√
2
(|HH〉+ |V V 〉) , (3.77)∣∣Φ−〉 = 1√
2
(|H〉A ⊗ |H〉B − |V 〉A ⊗ |V 〉B) ≡
1√
2
(|HH〉 − |V V 〉) , (3.78)∣∣Ψ+〉 = 1√
2
(|H〉A ⊗ |V 〉B + |V 〉A ⊗ |H〉B) ≡
1√
2
(|HV 〉+ |V H〉) , (3.79)∣∣Ψ−〉 = 1√
2
(|H〉A ⊗ |V 〉B − |V 〉A ⊗ |H〉B) ≡
1√
2
(|HV 〉 − |V H〉) . (3.80)
Les biphotons intrique´s en polarisation posse`dent de tre`s fortes corre´lations. Par exemple,
si le re´sultat d’une mesure en A, dans la base {H,V }, d’un biphoton de fonction d’onde∣∣Φ+〉, est H, alors le re´sultat d’une mesure simultane´e du meˆme biphoton en B, dans la
base {H, V }, sera e´galement H. On pourrait penser que l’intrication permet alors de com-
muniquer de l’information instantane´ment a` distance. Il n’en est rien, car les re´sultats de
mesure sont totalement ale´atoires. Il n’est pas possible de forcer une mesure a` donner un re´-
sultat particulier. Deux observateurs situe´s en A et B peuvent donc partager de l’information
instantane´ment, mais ce n’est pas la meˆme chose que de communiquer instantane´ment.
Il reste que l’intrication est une proprie´te´ inte´ressante, qui peut eˆtre utilise´e par exemple
pour te´le´porter l’e´tat d’une particule d’un endroit a` l’autre (voir Bennett et al. (1993a) pour la
the´orie et Bouwmeester et al. (1998) pour la re´alisation expe´rimentale). Mais il faut pour cela
que l’e´tat soit inconnu avant la te´le´portation. De plus, l’e´tat initial est ne´cessairement de´truit
au cours de l’ope´ration, conforme´ment au the´ore`me de non-clonage quantique (voir Wootters
et Zurek (1982)). Certains protocoles de cryptographie, comme celui propose´ par Ekert (1991),
requie`rent e´galement l’intrication.
Source de photons intrique´s en polarisation
Les instabilite´s de modulation scalaires et vectorielles pre´sente´es dans la section 2.3.3 se
preˆtent bien a` la re´alisation de sources de photons intrique´s en polarisation, car elles per-
mettent la ge´ne´ration simultane´e de photons posse´dant de´ja` de fortes corre´lations en polari-
sation. Par exemple, les instabilite´s de modulation de type C et O produisent deux photons
copolarise´s, et les instabilite´s de type M ge´ne`rent deux photons polarise´s orthogonalement.
Pour obtenir une source de photons intrique´s en polarisation, il suffit de me´langer les pola-
risations ainsi obtenues, de manie`re a` faire perdre a` la mesure son caracte`re de´terministe.
Un exemple de source, que nous avons propose´ en 2008 mais qui a e´te´ re´alise´ par un autre
groupe avant nous (Lorenz et al. (2013)), est de´crit sur la Fig. 3.4.
Le principe de fonctionnement de la source est le suivant :
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Laser
λ/2 CSP
FB1/4 tour
DEMUX
SO1 SO2
Figure 3.4 Sche´ma d’une source d’intrication en polarisation fonde´e sur l’instabilite´ de mo-
dulation de type O. λ/2 : lame demi-onde ; CSP : cube se´parateur de polarisation ; FB : fibre
bire´fringente ; DEMUX : de´multiplexeur en longueur d’onde ; SO1 : sortie optique 1 ; SO2 :
sortie optique 2.
1. Le signal de pompe issu du laser est pre´pare´ dans un e´tat de polarisation diagonal
1√
2
(|H〉 + |V 〉) par la lame demi-onde. L’e´tat d’entre´e est donc une superposition
cohe´rente de |H〉 et |V 〉.
2. Le cube se´parateur de polarisation transmet la polarisation H et re´fle´chit la polarisa-
tion V . Les photons de pompe se trouvent donc dans une superposition cohe´rente de
propagations horaire et antihoraire dans la fibre bire´fringente.
3. Un quart de tour de la fibre a` l’une des extre´mite´s assure que les photons de pompe
se propagent tous sur le meˆme axe bire´fringent (par exemple l’axe lent) et subissent
tous les meˆmes effets non-line´aires.
4. La fibre est faite pour favoriser une instabilite´ de modulation vectorielle de type O.
Deux photons de pompe copropagatifs peuvent donc disparaˆıtre et ge´ne´rer deux pho-
tons signaux polarise´s sur l’axe orthogonal (l’axe rapide dans l’exemple).
5. A` la sortie de la fibre, les photons signaux se propagent vers la sortie optique, alors que
les photons de pompe retournent vers le laser. Puisque les photons signaux peuvent
avoir e´te´ ge´ne´re´s dans le sens horaire ou antihoraire de la boucle, ils se trouvent dans
la superposition cohe´rente
1√
2
(|HH〉+ |V V 〉).
6. Puisque les photons sont ge´ne´re´s dans des modes fre´quentiels distincts (de part et
d’autre de la longueur d’onde de pompe), il est ensuite relativement aise´ de les se´parer
dans deux branches optiques distinctes par de´multiplexage en longueur d’onde.
La section 6.4 pre´sente les e´tapes pratiques ne´cessaires a` la re´alisation d’une source re´aliste
de ce type.
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D’autres types de sources, fonde´s principalement sur les instabilite´s de modulation de
type C, ont e´te´ propose´s et re´alise´s (voir par exemple Chen et al. (2005)).
Ine´galite´s de Bell-CHSH
Clauser et al. (1969) proposent un test du type de celui propose´ par Bell (1964) qui utilise
la polarisation des biphotons. Ce test permet, par des mesures simples sur les polarisations
locales d’un biphoton, de calculer un certain parame`tre S. Clauser, Horne, Shimony et Holt
(CHSH) de´montrent que dans toute the´orie classique ou a` variables cache´es, ce parame`tre
doit ve´rifier l’ine´galite´ de Bell-CHSH, soit
|S| ≤ 2. (3.81)
La the´orie quantique, quant a` elle, permet de violer cette ine´galite´ avec un biphoton intrique´,
comme nous le montrons un peu plus loin.
Une tre`s belle et tre`s simple de´monstration de l’ine´galite´ est donne´e dans Basdevant et
Dalibard (2005). Nous ne reprenons pas ici les de´tails des calculs. L’important est que la
caracte´risation des sources de photons intrique´s en polarisation (incluant donc la mesure de
S) requiert toujours le meˆme type de mesure, qui peut eˆtre re´alise´ par un montage universel
relativement simple. Le principe de mesure est de´crit sur la Fig. 3.5.
SPPIP
SO1
SO2
CSPλ/2λ/4
CSPλ/2λ/4
D
D
SE1
SE2
Figure 3.5 Caracte´risation d’une source de photons intrique´s en polarisation. SPPIP : source
de paires de photons intrique´s en polarisation ; SO1 : sortie optique 1 ; SO2 : sortie optique 2 ;
λ/4 : lame quart-d’onde ; λ/2 : lame demi-onde ; CSP : cube se´parateur de polarisation ; D :
de´tecteur de photons ; SE1 : sortie e´lectrique 1 ; SE2 : sortie e´lectrique 2.
A` la sortie de la source, le biphoton est localise´ dans les sorties optiques 1 et 2. Dans
chaque branche, on place un analyseur de polarisation qui peut prendre la forme simple
d’une lame-quart d’onde suivie d’une lame demi-onde et d’un cube se´parateur de polarisation.
Les lames bire´fringentes sont place´es sur des montures rotatives. En fonction de l’angle des
axes principaux des lames avec la verticale du laboratoire, il est possible d’utiliser le cube
se´parateur de polarisation comme un projecteur sur n’importe quel e´tat pur de polarisation,
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c’est-a`-dire un e´tat de type
|ψ(θ, ϕ)〉 = cos
(
θ
2
)
|H〉+ eiϕ sin
(
θ
2
)
|V 〉 , (3.82)
ou` on utilise les angles habituels sur la sphe`re de Bloch (soit 0 ≤ θ ≤ pi la colatitude et
0 ≤ ϕ < 2pi la longitude).
La caracte´risation d’une source consiste a` re´aliser un grand nombre de mesures, dans des
bases de polarisation diffe´rentes, en comptant a` chaque fois le taux de co¨ıncidence entre les
signaux e´lectriques de deux de´tecteurs. Par exemple, le calcul du parame`tre S requiert des
mesures dans les bases
—
∣∣∣ψ (pi
2
, pi
)〉
, |ψ (0, 0)〉,
∣∣∣ψ (pi
2
, 0
)〉
et |ψ (pi, 0)〉 pour la branche 1 ;
—
∣∣∣ψ (pi
4
, pi
)〉
,
∣∣∣ψ (pi
4
, 0
)〉
,
∣∣∣∣ψ(3pi4 , 0
)〉
et
∣∣∣∣ψ(3pi4 , pi
)〉
pour la branche 2.
Il faut donc re´aliser une se´rie de 16 mesures de taux de co¨ıncidences (chaque base de la
branche 1 e´tant mise en paire avec chacune des bases de la branche 2).
Pour un e´tat intrique´ de type 3.77, le re´sultat the´orique d’une telle mesure est
S = 2
√
2, (3.83)
ce qui viole clairement l’ine´galite´ 3.81 et montre le caracte`re non-classique de cet e´tat.
Prise en compte des imperfections expe´rimentales
Comme pour la section 3.2.2, nous utilisons dans cette partie une me´thode statistique pour
de´terminer a priori les caracte´ristiques d’une source a` partir de ses proprie´te´s physiques
mesurables (pertes et bruit). Le caracte`re tre`s quantique de l’intrication ne nous permet
cependant pas cette fois-ci de nous affranchir comple`tement du formalisme de la me´canique
quantique.
Nous nous plac¸ons dans le cadre du montage de caracte´risation pre´sente´ a` la Fig. 3.5. De
plus
— la matrice densite´ de l’e´tat de sortie du biphoton est note´e ρˆ ; par exemple, si la
source ge´ne`re des biphotons dans l’e´tat de Bell pur
∣∣Φ+〉, la matrice densite´ est ρˆ =∣∣Φ+〉 〈Φ+∣∣ ;
— ρˆ1 est la trace partielle
1 de ρˆ sur la base 2 ; cette nouvelle matrice densite´ repre´sente
l’e´tat de la partie du biphoton localise´e dans la branche 1, si la partie localise´e dans
la branche 2 e´tait perdue ;
1. Voir par exemple Cohen-Tannoudji et al. (1998).
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— ρˆ2 est la trace partielle de ρˆ sur la base 1 ;
— ρˆp1 est la matrice densite´ associe´e a` la projection sur l’e´tat de polarisation 3.82 de la
branche 1, soit ρˆp1 = |ψ(θ1, ϕ1)〉 〈ψ(θ1, ϕ1)| ;
— de meˆme, ρˆp2 = |ψ(θ2, ϕ2)〉 〈ψ(θ2, ϕ2)| ;
— η1 et η2 sont les efficacite´s quantiques totales des branches 1 et 2 respectivement.
— d1 et d2 sont les probabilite´s d’observer, dans une feneˆtre de de´tection, un “clic” duˆ au
bruit dans la branche ou a` un compte sombre du de´tecteur, respectivement pour les
branches 1 et 2 ;
— Pn est la probabilite´ de ge´ne´rer n biphotons dans une feneˆtre de de´tection ;
— les de´tecteurs ne peuvent pas distinguer entre un ou plusieurs “clics” a` l’inte´rieur d’une
feneˆtre de de´tection ;
— l’expe´rience se de´roule sur N feneˆtres de de´tection.
Dans ces conditions, l’espe´rance du nombre de co¨ıncidences au cours de l’expe´rience est
donne´e par
〈Nc(θ1, ϕ1, θ2, ϕ2)〉 = N
+∞∑
n=0
Pn
{
d1 d2 + d¯1 d2
[
1− ζ¯n1 (θ1, ϕ1)
]
+d1 d¯2
[
1− ζ¯n2 (θ2, ϕ2)
]
+ d¯1 d¯2
[
1− ζ¯nc (θ1, ϕ1, θ2, ϕ2)
]}
, (3.84)
ou` on a de´fini
ζ1(θ1, ϕ1) = η1 Tr(ρˆ1 ρˆp1), (3.85)
ζ2(θ2, ϕ2) = η2 Tr(ρˆ2 ρˆp2), (3.86)
ζc(θ1, ϕ1, θ2, ϕ2) = η1 η2 Tr[ρˆ (ρˆp1 ⊗ ρˆp2)], (3.87)
Tr de´signant la trace.
Par exemple, si ρˆ =
∣∣Φ+〉 〈Φ+∣∣ et ϕ1 = ϕ2 = 0, ce qui est le cas pour les mesures CHSH,
on a simplement
ζ1(θ1) =
η1
2
∀ θ1, (3.88)
ζ2(θ2) =
η2
2
∀ θ2, (3.89)
ζc(θ1, θ2) =
η1 η2
2
cos2(θ1 − θ2). (3.90)
Pour une statistique thermique de ge´ne´ration de biphotons, de moyenne µ, on a alors
〈Nc〉 = N
(
1− d¯1 d2
1 + µ ζ1
− d1 d¯2
1 + µ ζ2
− d¯1 d¯2
1 + µ ζc
)
. (3.91)
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Pour une statistique poissonienne de ge´ne´ration de biphotons, de moyenne µ, on a
〈Nc〉 = N
(
1− d¯1 d2 e−µ ζ1 − d1 d¯2 e−µ ζ2 − d¯1 d¯2 e−µ ζc
)
. (3.92)
Ces espe´rances peuvent eˆtre calcule´es a` l’avance si on connaˆıt les parame`tres physiques
de la source. Elles permettent non seulement d’estimer le parame`tre S, mais e´galement d’es-
timer les mesures ne´cessaires a` la reconstruction de la matrice densite´, et les parame`tres
associe´s qui servent ge´ne´ralement a` caracte´riser la source. Par exemple, le re´sultat de la
me´thode de reconstruction de vraisemblance maximale (“maximum likelihood” en anglais),
de´crite dans James et al. (2001) peut eˆtre pre´dit par les e´quations ci-dessus avant meˆme de
commencer l’expe´rience (voir les programmes Matlab R© en annexe G).
La Fig. 3.6 montre l’e´volution du parame`tre S en fonction des caracte´ristiques physiques
d’une source de biphotons dans l’e´tat
∣∣Φ+〉. Ces calculs sont utilise´s pour caracte´riser une
source re´elle dans la section 6.4.
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Figure 3.6 E´volution du parame`tre S en fonction des caracte´ristiques de la source. Pour
chaque figure, en abscisses, l’efficacite´ quantique η = η1 = η2 des deux lignes ; en ordonne´es,
la probabilite´ d = d1 = d2 de mesurer un photon de bruit ou un compte sombre au cours
d’une feneˆtre de de´tection. Les deux axes ont des e´chelles logarithmiques. La figure du haut
est calcule´e pour un nombre moyen de biphotons µ = 0.1 par feneˆtre de de´tection. La figure
du bas est calcule´e pour µ = 0.01. Dans les deux cas, la statistique est suppose´e poissonienne.
Sur la colonne de droite, seuls les contours de S = 2 a` S = 2.8 sont repre´sente´s.
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3.3 Re´sume´
La fameuse dualite´ onde/corpuscule du photon est mise en exergue par le rapport entre
l’e´quation de dispersion de la “particule” photon et son e´quivalent dans le domaine ope´ra-
tionnel, son e´quation de Schro¨dinger, dont nous avons montre´ qu’elle peut prendre la forme
des e´quations de Maxwell.
Pour aller plus loin dans l’aspect corpusculaire, le formalisme de la seconde quantification
prend sa source dans les relations de commutation fondamentales traditionnelles 3.44. Ces
relations sont une conse´quence directe de la dualite´ entre le potentiel scalaire et le champ
e´lectrique, dualite´ e´quivalente, dans le domaine des champs, a` celle qui existe entre la posi-
tion et la quantite´ de mouvement d’une particule. Le formalisme du champ quantifie´ permet
d’acce´der aux proprie´te´s statistiques de l’arrive´e des photons sur un de´tecteur. Ces proprie´te´s
jouent un roˆle fondamental dans la conception de sources non-classiques. On montre en par-
ticulier que la ge´ne´ration parame´trique de biphotons me`ne a` une statistique sur-poissonienne
pour un seul mode, et tend vers une statistique poissonienne pour un grand nombre de modes.
Deux types de sources sont particulie`rement adapte´es aux fibres optiques : les sources de
photons annonce´s et les sources de photons intrique´s en polarisation. Dans les deux cas, un
traitement statistique est suffisant pour faire ressortir le caracte`re non-classique et l’utilite´
de la source. Nous avons montre´ comment, a` partir des caracte´ristiques physiques de la
source (pertes et bruit), il est possible de pre´dire a` l’avance son comportement non-classique.
En particulier, il est possible de de´terminer le coefficient de cohe´rence d’ordre 2
[
g(2)(0)
]
a`
l’avance pour une source de photons annonce´s. On montre par exemple (voir Virally et al.
(2010b)) qu’il est pre´fe´rable de filtrer la ligne d’annonce plutoˆt que la ligne de sortie optique
pour ame´liorer la qualite´ de la source. De la meˆme manie`re, il est possible de calculer a` l’avance
le re´sultat d’expe´riences de mesure d’ine´galite´s de Bell et meˆme la matrice densite´ de l’e´tat
de polarisation final, au travers des relations 3.91 et 3.92. Ces relations seront utilise´es a` la
section 6.4 pour caracte´riser une source de photons intrique´s en polarisation.
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CHAPITRE 4
POMPE INCOHE´RENTE
La litte´rature traite abondamment des effets non-line´aires dans le cadre d’une ou plusieurs
pompes (temporellement) cohe´rentes. C’est en effet le cas le plus facile a` traiter avec des outils
mathe´matiques bien maˆıtrise´s, comme le concept d’amplitude complexe.
La compe´tition entre effets non-line´aires (voir par exemple Thompson et Roy (1991)) fait
qu’il existe des cas ou` la cohe´rence pose proble`me, car elle favorise des effets inde´sirables.
C’est le cas par exemple de l’automodulation de phase, qui a tendance a` empeˆcher l’apparition
d’autres effets se de´veloppant pre`s de la fre´quence de pompe (voir la section 6.3).
Cette partie de´veloppe un cadre the´orique permettant le calcul de la propagation d’une
pompe incohe´rente dans une fibre optique et le de´veloppement des effets non-line´aires as-
socie´s. L’outil pre´sente´ ici diffe`re largement des approches jusqu’a` pre´sent utilise´es dans la
litte´rature (Manassah (1990), Manassah (1991), Araujo et al. (1991), da Cruz et al. (1992)
et Pietralunga et al. (2001) e´tudient spe´cifiquement l’automodulation de phase dans le cadre
incohe´rent ; Garnier et al. (1998) e´largissent l’e´tude tout en utilisant toujours une approche
purement statistique ; Cavalcanti et al. (1995) mode´lisent la propagation incohe´rente par ti-
rages nume´riques ale´atoires) en ce qu’il utilise explicitement le formalisme quantique de la
matrice densite´.
4.1 Conventions
Avant de commencer, il est utile d’e´tablir quelques conventions pour la suite.
Une impulsion est un paquet d’e´nergie lumineuse se propageant dans une fibre optique.
Un train d’impulsion est une se´rie d’impulsions re´gulie`rement espace´es dans le temps.
Une impulsion est caracte´rise´e par deux fonctions re´elles positives en principe mesurables,
— P (t), la puissance instantane´e dans le domaine temporel (fonction du temps t) ;
— S˜(ω), le spectre de puissance dans le domaine fre´quentiel (fonction de la pulsation
ω = 2pi ν, ou` ν est la fre´quence optique).
On peut en principe mesurer la puissance instantane´e a` l’aide d’un de´tecteur rapide et
d’un oscilloscope. De meˆme, on peut en principe mesurer le spectre a` l’aide d’un analyseur
de spectre optique (OSA, pour Optical Spectrum Analyzer).
On se rame`ne a` une impulsion centre´e autour de t = 0 et a` un spectre centre´ autour de
ω = 0 au prix de quelques changements de variables, pre´sente´s en annexe D.
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La puissance instantane´e et le spectre ve´rifient les conditions∫ +∞
−∞
dt P (t) =
∫ +∞
−∞
dω S˜(ω) = E, (4.1)
ou` E est l’e´nergie totale contenue dans une impulsion.
Les fonctions p(t) ≡ P (t)
E
et s(ω) ≡ S˜(ω)
E
sont donc assimilables a` des densite´s de
probabilite´. Elles permettent de de´finir les incertitudes
(∆t)2 = 〈t2〉p − 〈t〉2p, (4.2)
(∆ω)2 = 〈ω2〉s − 〈ω〉2s, (4.3)
ou`
〈X(t)〉t ≡
∫ +∞
−∞
dt X(t) p(t), (4.4)
〈X˜(ω)〉s ≡
∫ +∞
−∞
dω X˜(ω) s(ω). (4.5)
Une impulsion est dite “Fourier limite´e” si elle ve´rifie la condition de produit minimal des
incertitudes
∆ω∆t =
1
2
. (4.6)
Les impulsions “Fourier limite´es” sont cohe´rentes.
On de´finit enfin les transforme´es de Fourier respectives de la puissance instantane´e et du
spectre, soit
P˜ (ω) =
1√
2pi
∫ +∞
−∞
dt P (t) eiωt. (4.7)
et
S(t) =
1√
2pi
∫ +∞
−∞
dω S˜(ω) e−iωt. (4.8)
4.2 Matrice densite´ a` indices continus (fonction densite´)
4.2.1 Necessite´ de la matrice densite´
Il existe une manie`re extreˆmement simple de repre´senter mathe´matiquement un train
cohe´rent d’impulsions se propageant dans une fibre optique. Il suffit en effet de de´finir la
fonction d’amplitude de l’impulsion en fonction du temps (ou sa transforme´e de Fourier dans
le domaine fre´quentiel). Il s’agit d’une fonction complexe du type
a(t) =
√
P (t) eiϕ(t), (4.9)
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ϕ(t) e´tant la phase instantane´e.
Une impulsion est cohe´rente lorsque ϕ est bien de´finie, c’est-a`-dire lorsqu’il existe une
relation explicite entre les phases de l’impulsion aux diffe´rents temps.
Une impulsion incohe´rente ne peut eˆtre caracte´rise´e par une fonction de phase instantane´e
bien de´finie, car la diffe´rence de phase entre deux temps donne´s est alors partiellement ou
totalement ale´atoire. Pour eˆtre plus pre´cis, s’il existe bel et bien une relation de phase entre
les composantes temporelles de chaque impulsion individuellement, cette relation change
d’impulsion en impulsion, de manie`re ale´atoire.
Il n’est alors plus possible de de´crire la phase du train d’impulsions comme une fonction
simple. Il est ne´cessaire d’incorporer le caracte`re statistique de la physique dans la description.
C’est cette ne´cessite´ qui pousse a` utiliser un outil connu de la me´canique quantique, la matrice
densite´. Cet outil est en effet conc¸u sur mesure pour le cas ou` la description d’un e´tat physique
requiert d’utiliser des variables ale´atoires.
4.2.2 Rappels sur la matrice densite´
La description d’un e´tat quantique |Φ〉 “pur” (ou cohe´rent), dans un espace de Hilbert H,
se fait de manie`re simple une fois qu’on a de´fini une base {|φi〉} de H. Il suffit en effet alors
de projeter l’e´tat sur les vecteurs de base pour e´crire
|Φ〉 =
∑
i
ai |φi〉 . (4.10)
Cette e´quation pourrait formellement eˆtre re´e´crite sous la forme
Φ = {a1, a2, · · · }, (4.11)
car la donne´e des ai de´finit l’e´tat |Φ〉 de manie`re unique, une fois la base impose´e.
Notons ici la similitude entre la fonction complexe “amplitude” de´finie par 4.9 et la col-
lection de nombres complexes de´finis par 4.11. Il s’agit dans les deux cas de la repre´sentation
d’un e´tat physique cohe´rent par une se´rie de nombres complexes. La seule diffe´rence est que
l’e´tat |Φ〉 existe dans un espace posse´dant une base discre`te de vecteurs, indexe´s par des
nombres entiers, alors que l’amplitude requiert une base a` “indices continus” (le temps, ou la
pulsation).
En me´canique quantique, nous savons qu’il existe, outre les e´tats purs, des e´tats “mixtes”
(ou me´langes statistiques) qui ne peuvent pas eˆtre repre´sente´s par une e´quation de type 4.10
car ils sont issus de situations physiques posse´dant un caracte`re ale´atoire. C’est le cas par
exemple des sources lumineuses incohe´rentes, qui e´mettent des photons sans relation de phase
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spe´cifique sur une large plage de longueurs d’onde. Pour e´voquer le cas de degre´s de liberte´
discrets plutoˆt que continus, on peut aussi citer les sources e´mettant des photons de´polarise´s.
Un me´lange statistique est en ge´ne´ral caracte´rise´ par une se´rie d’e´tats purs auxquels on
associe une probabilite´. Mathe´matiquement, on de´finit donc les {|Φ`〉 , p`}, avec
|Φ`〉 =
∑
i
ai,` |φi〉 ∀`, et (4.12)
0 ≤ p` ≤ 1 ∀`, (4.13)∑
`
p` = 1, (4.14)
le cas pur (ou cohe´rent) n’e´tant alors plus qu’un cas particulier de cette description, avec un
seul e´tat de probabilite´ unite´.
Pour la suite, nous nous restreignons a` un cas qui nous inte´resse plus particulie`rement :
les modules des amplitudes complexes ne varient pas d’un e´tat pur a` l’autre ; seules les phases
varient. Autrement dit, on a
ai,` =
√
Pi e
ϕi,` , (4.15)
cette expression e´tant a` comparer avec 4.9.
On sait (voir par exemple Basdevant et Dalibard (2005)) que la meilleure repre´sentation
d’un e´tat mixte se fait par l’interme´diaire de la matrice densite´ ρˆ, de´finie par
ρˆ ≡
∑
`
p` |Φ`〉 〈Φ`| . (4.16)
Les coefficients de l’ope´rateur ρˆ sont alors de´finis par
ρi,j =
∑
`
p` ai,` a
∗
j,` ≡
〈
ai,` a
∗
j,`
〉
`
=
√
Pi Pj
〈
ei(ϕi,`−ϕj,`)
〉
`
, (4.17)
ou` a∗ est le complexe conjugue´ de a, et 〈〉` repre´sente la moyenne ponde´re´e par les proba-
bilite´s p`.
Notons que dans le cas cohe´rent, on a simplement
ρi,j = ai a
∗
j =
√
Pi Pj e
i(ϕi−ϕj). (4.18)
Parmi les proprie´te´s importantes de la matrice densite´, notons que les termes diagonaux
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s’e´crivent simplement
ρi,i = Pi, (4.19)
et sont des valeurs re´elles qui repre´sentent les populations moyennes associe´es aux vecteurs de
base ((Cohen-Tannoudji et al., 1998, p.302-303)). Si la base de H est choisie judicieusement,
ces populations sont des valeurs mesurables de l’e´tat physique. Dans les cas des impulsions
qui nous concernent, les termes diagonaux repre´senteront la puissance instantane´e dans le
domaine temporel, et le spectre dans le domaine fre´quentiel.
Les termes non-diagonaux sont eux appele´s “cohe´rences”, car ils repre´sentent les relations
de phase entre les diffe´rentes composantes de l’e´tat. On remarque en particulier que dans
un cas totalement incohe´rent (relations de phases totalement ale´atoires), l’expression 4.17
montre que ces termes disparaissent, car la valeur
〈
ei(ϕi,`−ϕj,`)
〉
`
est nulle.
Les deux dernie`res remarques (caracte`re mesurable des populations et extinction des co-
he´rences dans le cas comple`tement incohe´rent) nous montrent qu’il est possible de construire
a priori la matrice densite´ d’un e´tat totalement incohe´rent sans connaˆıtre le de´tail des e´tats
purs le constituant, ni les probabilite´s associe´es. Il suffit de mesurer physiquement les popu-
lations, de les placer sur la diagonale, et de prendre tous les termes non-diagonaux e´gaux a`
ze´ro 1. Une autre manie`re de voir les choses est de conside´rer que le passage d’un e´tat cohe´rent
a` un e´tat cohe´rent se fait par “compression” de la matrice densite´ sur sa diagonale, les termes
non-diagonaux disparaissant au fur et a` mesure. Cette situation est illustre´e ci-dessous.
P1 · · · a1a∗i · · ·
...
. . .
...
...
a∗1ai · · · Pi
...
... · · · · · · . . .
 → · · · →

P1 · · · 0 · · ·
...
. . .
...
...
0 · · · Pi ...
... · · · · · · . . .

4.2.3 Fonction densite´, fonction de cohe´rence
Il est facile d’adapter le mode`le de la matrice densite´ au cas d’indices continus. Restant
dans le cadre d’une impulsion cohe´rente se propageant dans une fibre optique, on introduit
donc la fonction densite´
ρ(t1, t2) ≡ a(t1) a∗(−t2), (4.20)
le signe “−” provenant du fait que le second terme du produit est une amplitude complexe
conjugue´e. Il se justifie imme´diatement si on prend en compte la double transforme´e de
1. Cette ide´e est utilise´e dans d’autres domaines. Par exemple, on impose des termes de cohe´rence nuls
dans les matrices densite´s repre´sentant les syste`mes a` deux niveaux, pour tenir compte de la relaxation
collisionnelle (voir par exemple Grynberg et al. (1997)).
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Fourier de la fonction densite´, soit
ρ˜(ω1, ω2) =
1
2pi
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2 a(t1) a
∗(−t2) eiω1t1 eiω2t2
= a˜(ω1) a˜
∗(ω2).
(4.21)
Notons imme´diatement que les termes “diagonaux” repre´sentent des quantite´s mesurables
classiquement, soit
ρ(t,−t) = P (t), et (4.22)
ρ˜(ω, ω) = S˜(ω). (4.23)
Ces proprie´te´s sont repre´sente´es sche´matiquement sur la Fig. 4.1.
Notons que la longueur d’impulsion τ est une caracte´ristique mesurable sur l’antidiago-
nale de la matrice densite´ dans le domaine temporel. Dans le domaine fre´quentiel, on peut
mesurer le temps de cohe´rence de l’impulsion, τc, par l’interme´diaire du the´ore`me de Wiener-
Khintchine (voir par exemple Born et Wolf (1999)). Pour une pompe “Fourier limite´e”, donc
cohe´rente, ces deux valeurs co¨ıncident.
ρ(t1, t2)
t2
t1
P (t)
τ
ρ˜(ω1, ω2)
ω2
ω1
S˜(ω)
1
τc
Figure 4.1 Les diagonales de la fonction densite´ repre´sentent des fonctions mesurables (puis-
sance instantane´e et spectre) caracte´ristiques de l’impulsion. Sur cette figure, les courbes
repre´sentent une mesure de puissance instantane´e (a` gauche) et de spectre (a` droite), telles
qu’elles pourraient eˆtre observe´es a` l’aide d’une coupe de la surface sur les diagonales.
La matrice densite´ n’est pas utile dans le cas cohe´rent, puisque ce cas est parfaitement
repre´sente´ par l’amplitude complexe 4.9. Il est donc plus important de ge´ne´raliser la de´fini-
tion 4.20 au cas incohe´rent, sous la forme
ρ(t1, t2) ≡ 〈a`(t1) a∗`(−t2)〉` , (4.24)
64
ou` ` est un indice permettant de prendre en compte toutes les possibilite´s de relations de
phase entre les composantes temporelles des impulsions.
On reconnaˆıt ici une forme tre`s voisine de celle de la fonction de cohe´rence de premier
ordre (voir par exemple Loudon (2000)), ou facteur complexe d’autocohe´rence,
g(1)(t, τ) ≡ 〈a(t) a∗(t− τ)〉 , (4.25)
le moyennage se faisant sur un grand nombre d’observations (autrement dit sur un temps
d’inte´gration au de´tecteur long devant la pe´riode des impulsions).
La co¨ıncidence de forme entre les de´finitions 4.24 et 4.25 peut eˆtre rassurante, a` partir
du moment ou` on se raccroche a` une de´finition qui existe dans la litte´rature, dans le cadre
de la cohe´rence. Mais il ne faut pas en de´duire que nous n’apportons ici rien de nouveau.
L’e´quation 4.25 est en effet une fonction introduite pour repre´senter une quantite´ mesure´e
dans certaines expe´riences d’interfe´rome´trie, et pas une fonction construite mathe´matique-
ment pour pre´dire l’e´volution d’un e´tat physique. En ce qui nous concerne, nous cherchons
vraiment a` construire un nouvel objet mathe´matique (qui remplacera l’amplitude dans le cas
incohe´rent) et a` de´crire ses e´quations d’e´volution pour faire des pre´dictions. Cette de´marche
apporte en fait un e´clairage nouveau sur l’utilite´ de la fonction de cohe´rence de premier ordre.
4.2.4 Construction de la fonction densite´ dans le cadre incohe´rent
Cas scalaire
La construction d’une fonction densite´ dans le cadre incohe´rent semble poser proble`me a
priori, car les relations de phase d’une impulsion a` l’autre ne sont pas mesurables directement
dans le cadre incohe´rent 2.
Il est cependant possible de construire une telle matrice, en se fondant sur les remarques
faites a` la fin de la section 4.2.2. Pour ce faire, il suffit de ve´rifier deux crite`res simples, a`
savoir :
crite`re 1 : la construction doit se faire a` partir des seules quantite´s mesurables, soit la courbe
de puissance instantane´e dans le domaine temporel et le spectre dans le domaine
fre´quentiel ; ces quantite´s doivent par ailleurs se retrouver sur les diagonales, comme
illustre´ sur la Fig. 4.1 ;
crite`re 2 : les cohe´rences (termes non diagonaux) doivent disparaˆıtre au fur et a` mesure de
la perte de cohe´rence ; les fonctions doivent alors se resserrer sur les diagonales.
2. Meˆme si elles peuvent l’eˆtre indirectement sur des interfe´rogrammes dans le cas cohe´rent.
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De´finissons donc la fonction densite´, dans le cadre incohe´rent, par
ρ(t1, t2) ≡ 1
S(0)
P
(
t1 − t2
2
)
S (t1 + t2) . (4.26)
Le Jacobien de la transformation de´finie par τ1 ≡ t1 − t2
2
et τ2 = t1 + t2 vaut 1. On ve´rifie
donc que
ρ˜(ω1, ω2) =
1
2pi
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2 ρ(t1, t2) e
i(ω1t1+ω2t2)
=
1
2piS(0)
∫ +∞
−∞
dt1
∫ +∞
−∞
dt2 P (t1)S(t2) e
i(ω1−ω2)t1 ei
ω1+ω2
2
t2 ,
(4.27)
soit
ρ˜(ω1, ω2) =
1
S(0)
P˜ (ω1 − ω2) S˜
(
ω1 + ω2
2
)
. (4.28)
On a alors
P (t) = ρ(t,−t), et (4.29)
S˜(ω) =
S(0)
P˜ (0)
ρ˜(ω, ω), (4.30)
ce qui permet de ve´rifier le crite`re 1.
La ve´rification du crite`re 2 est assure´e par la forme impose´e a` la fonction densite´ par 4.26
et par le the´ore`me de Wiener-Khintchine. Dans le cas incohe´rent, le temps de cohe´rence τc est
en effet plus court que la longueur d’impulsion τ , et la fonction densite´ se trouve comprime´e
le long de la diagonale de´finissant P dans le domaine temporel. Dans le domaine fre´quentiel,
les proprie´te´s des transforme´e de Fourier assurent que la fonction densite´ se trouve e´galement
comprime´e, cette fois sur la diagonale de´finissant S˜. Ces compressions sont illustre´es sur la
Fig. 4.2, pour le cas gaussien (voir l’annexe E). Dans ce cas, on a
ρ(t1, t2) =
E√
pi τ
e−
(t1−t2)2
4τ2 e
− (t1+t2)2
4τ2c
et
ρ˜(ω1, ω2) =
E τc√
pi
e−
(ω1−ω2)2 τ2
4 e−
(ω1+ω2)
2 τ2c
4 .
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Figure 4.2 Effets de compression le long des diagonales pour les fonctions densite´ d’impulsions
incohe´rentes. Ces effets sont assure´s par le the´ore`me de Wiener-Khintchine. Sur la surface
de gauche, en particulier, l’e´tendue le long de la diagonale est de l’ordre de grandeur de la
longueur de l’impulsion, τ , alors que la largeur du signal est de l’ordre de grandeur du temps
de cohe´rence τc. Une impulsion tre`s incohe´rente a pour caracte´ristique la relation τ  τc.
Cas vectoriel
Il est possible, enfin, de ge´ne´raliser la de´finition de fonction densite´ au cas vectoriel. Il
suffit pour cela de conside´rer un espace des e´tats plus grand, produit tensoriel de l’espace
scalaire par un espace a` deux dimensions discre`tes pour la polarisation. En se plac¸ant, dans le
cas le plus ge´ne´ral, dans la base des polarisations orthogonales σ et pi, on de´finit alors quatre
fonctions densite´, ρσσ, ρσpi, ρpiσ et ρpipi.
Dans le cas, probable, ou` on utilise une pompe unique polarise´e et un ensemble de lames
bire´fringentes pour cre´er un e´tat de polarisation quelconque de la forme ασ |σ〉 + αpi |pi〉 a`
l’entre´e de la fibre, on initialise les fonctions densite´ a` partir de la fonction densite´ initiale ρ
de la pompe comme un simple produit tensoriel, soit[
ρσσ ρσpi
ρpiσ ρpipi
]
=
[
|ασ|2 ασ α∗pi
α∗σ αpi |αpi|2
]
ρ. (4.31)
4.3 Propagation de la fonction densite´
Nous savons donc de´sormais mode´liser une impulsion incohe´rente a` l’aide d’une fonc-
tion densite´, qui ge´ne´ralise la notion d’amplitude du cas cohe´rent. Dans cette section, nous
montrons comment ge´ne´raliser la me´thode dite “split-step Fourier”, qui permet de faire se
propager nume´riquement des amplitudes, pour l’adapter a` la fonction densite´.
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4.3.1 Rappels sur la me´thode “split-step Fourier”
La me´thode dite “split-step Fourier” a e´te´ largement de´veloppe´e dans la litte´rature (voir
par exemple Agrawal (2013)). Elle est par ailleurs utilise´e couramment pour faire des pre´dic-
tions qualitatives sur les effets non-line´aires attendus expe´rimentalement (voir par exemple Kud-
linski et al. (2013)). Nous en rappelons ici les grandes lignes.
Cette me´thode est fonde´e sur le fait qu’il est facile de de´crire la propagation des effets
non-line´aires dans le domaine temporel, ou` ils prennent une forme simple, alors que les effets
de dispersion sont plus aise´s a` traiter dans le domaine fre´quentiel.
Si on ne tient compte que des effets non-line´aires, on a en effet
∂a
∂z
(z, t) = i γ P (z, t) a(z, t). (4.32)
Dans le domaine fre´quentiel, si on ne tient compte que des effets de dispersion, on a par
ailleurs
∂a˜
∂z
(z, ω) = i β(ω) a˜(z, ω). (4.33)
La me´thode “split-step Fourier” consiste alors a` se´parer ces deux effets au sein d’une
meˆme e´tape. On commence donc par appliquer la partie non-line´aire (sous la forme δa(z, t) =
i γ P (z, t) a(z, t) δz), puis on effectue une transforme´e de Fourier avant d’appliquer la partie
dispersive (sous la forme δa˜(z, ω) = i β(ω) a˜(z, ω) δz). Une transforme´e de Fourier inverse
permet de se ramener au domaine temporel, avant de recommencer. Cette me´thode nume´rique
me`ne a` des re´sultats satisfaisants de`s lors que la discre´tisation en z est suffisamment petite.
Elle est illustre´e sur la Fig. 4.3.
a(z, t) iγP (z, t) iβ(ω)
TF
a(z + δz, t)
TF−1
Figure 4.3 Sche´ma de principe d’une e´tape de la me´thode “split-step Fourier”.
4.3.2 Propagateurs
Cas scalaire
Il est possible de ge´ne´raliser les e´quations 4.32 et 4.33 pour la propagation de la fonction
densite´, en repartant de la de´finition 4.24 de cette dernie`re.
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On doit en effet avoir
∂ρ
∂z
(z, t1, t2) =
〈
∂a
∂z
(z, t1) a
∗(z,−t2) + a(z, t1) ∂a
∗
∂z
(z,−t2)
〉
`
= 〈i γ [P (z, t1)− P (z,−t2)] a(z, t1) a∗(z, t2)〉`
= i γ [P (z, t1)− P (z,−t2)] ρ(z, t1, t2)
= i γ [ρ(z, t1,−t1)− ρ(z,−t2, t2)] ρ(z, t1, t2),
(4.34)
ou` on a tenu compte de la relation 4.29, et ou` l’avant-dernie`re e´tape se justifie par le fait qu’on
a pris la puissance comme inde´pendante de ` : seules les relations de phases entre les diffe´rents
constituants de l’amplitude varient avec `, pas les modules, comme pour l’e´quation 4.15.
Dans le domaine fre´quentiel, un raisonnement analogue donne
∂ρ˜
∂z
(z, ω1, ω2) =
〈
∂a˜
∂z
(z, ω1) a˜
∗(z, ω2) + a˜(z, ω1)
∂a˜∗
∂z
(z, ω2)
〉
`
= 〈i [β(ω1)− β∗(ω2)] a˜(z, ω1) a˜∗(z, ω2)〉`
= i [β(ω1)− β∗(ω2)] ρ˜(z, ω1, ω2).
(4.35)
Cas vectoriel
La ge´ne´ralisation au cas vectoriel se fait en conside´rant les amplitudes aσ et api associe´es
a` deux e´tats de polarisation rectilignes orthogonaux. Les e´quations de propagation sont alors
∂aσ
∂z
(z, t) = i γ
[
Pσ(z, t) +
1
3
Ppi(z, t)
]
aσ(z, t) + i
γ
3
Pσ(z, t) api(z, t), et (4.36)
∂a˜σ
∂z
(z, ω) = i βσ(ω) a˜σ(z, ω), (4.37)
avec l’e´quivalent pour la polarisation orthogonale en intervertissant les indices σ et pi.
Les e´quations de propagation des fonctions densite´ sont alors, par un raisonnement ana-
logue aux pre´ce´dents,
∂ρσσ
∂z
(z, t1, t2) =
i γ
[
ρσσ(z, t1,−t1)− ρσσ(z,−t2, t2) + 1
3
ρpipi(z, t1,−t1)− 1
3
ρpipi(z,−t2, t2)
]
ρσσ(z, t1, t2)
+ i
γ
3
ρσσ(z, t1,−t1) ρpiσ(z, t1, t2)− i γ
3
ρσσ(z,−t2, t2) ρσpi(z, t1, t2), (4.38)
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∂ρσpi
∂z
(z, t1, t2) =
i γ
[
ρσσ(z, t1,−t1)− ρpipi(z,−t2, t2) + 1
3
ρpipi(z, t1,−t1)− 1
3
ρσσ(z,−t2, t2)
]
ρσpi(z, t1, t2)
+ i
γ
3
ρσσ(z, t1,−t1) ρpipi(z, t1, t2)− i γ
3
ρpipi(z,−t2, t2) ρσσ(z, t1, t2), (4.39)
∂ρ˜σσ
∂z
(z, ω1, ω2) = i [βσ(ω1)− β∗σ(ω2)] ρ˜σσ(z, ω1, ω2), et (4.40)
∂ρ˜σpi
∂z
(z, ω1, ω2) = i [βσ(ω1)− β∗pi(ω2)] ρ˜σpi(z, ω1, ω2), (4.41)
avec, encore une fois, des expressions analogues en intervertissant les indices.
4.3.3 Me´thode “split-step Fourier” ge´ne´ralise´e
Les e´quations de´veloppe´es ci-dessus permettent de faire se propager la fonction densite´ a`
l’aide d’une me´thode “split-step Fourier” ge´ne´ralise´e, qui reprend les meˆmes principes que la
me´thode initiale applique´e aux amplitudes. On suit donc le sche´ma illustre´ sur la Fig. 4.4.
ρ(z, t) iγ[P (t1)− P (−t2)] i[β(ω1)− β∗(ω2)]TF2D ρ(z + δz, t)TF2D
−1
Figure 4.4 Sche´ma de principe d’une e´tape de la me´thode “split-step Fourier” ge´ne´ralise´e.
Du point de vue nume´rique, la plus grosse diffe´rence entre la propagation de l’amplitude
et celle de la matrice densite´ est qu’on fait se propager une matrice plutoˆt qu’un vecteur. Il
y a donc, sche´matiquement, N2 termes a` faire se propager plutoˆt que N .
Le the´ore`me de Nyquist impose e´galement des limites minimales pre´cises sur les discre´ti-
sations en temps et en fre´quence. Ces limites sont d’autant plus drastiques que l’impulsion est
incohe´rente. On peut comprendre l’argument de manie`re simple en se re´fe´rant a` la Fig. 4.2.
En effet, la discre´tisation en temps doit ve´rifier δt < τc, alors que la plage temporelle doit
ve´rifier ∆t > τ . De la meˆme manie`re, on doit avoir des relations du type δω <
1
τ
et ∆ω >
1
τc
.
Toutes ces formules peuvent eˆtre re´sume´es par la relation N >
τ
τc
. Le nombre de quantite´s
a` propager peut donc devenir rapidement tre`s grand, ce qui a pour effet un allongement
important du temps de calcul par rapport au cas cohe´rent.
Nous appliquons la me´thode “split-step Fourier” ge´ne´ralise´e a` l’e´tude de la suppression de
l’effet d’automodulation de phase (dans le cas scalaire) dans la section 6.3.
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4.4 Re´sume´
La cohe´rence d’un signal optique est l’e´quivalent de la “purete´” d’un e´tat quantique.
Cohe´rence et purete´ repre´sentent en effet des relations de phase bien de´termine´es entre les
coefficients du de´veloppement d’un e´tat sur une base donne´e. Lorsque ces relations de phase
sont ale´atoires, c’est-a`-dire dans le cas d’un me´lange statistique ou d’une pompe incohe´rente,
la repre´sentation adapte´e est celle de la matrice densite´, ou de la fonction densite´ dans le cas
d’une base fonctionnelle continue.
Ce chapitre de´veloppe le formalisme associe´ a` la propagation d’un signal incohe´rent dans
une fibre optique, au travers de la repre´sentation par une fonction densite´ plutoˆt qu’une fonc-
tion d’amplitude complexe. Un outil de mode´lisation nume´rique adapte´, sous la forme d’une
ge´ne´ralisation de la me´thode dite “split-step Foruier”, est e´galement pre´sente´ en de´tail. Cet
outil permet de faire se propager nume´riquement un signal incohe´rent, et de de´terminer son
comportement en fonction des caracte´ristiques dispersive et non-line´aire d’une fibre donne´e.
La cohe´rence temporelle de la pompe joue un roˆle tre`s important dans la ge´ne´ration pa-
rame´trique de biphotons par effets non-line´aires dans une fibre optique. Il existe en effet une
compe´tition pour la puissance de pompe entre processus non-line´aires, et une superposition
possible de certains processus, par exemple l’automodulation de phase et les instabilite´s de
modulation proches de la longueur d’onde de pompe. Une pompe tre`s cohe´rente favorise l’au-
tomodulation de phase (affecte´e d’un coefficient non-line´aire plus important) au de´triment
des instabilite´s. Ces dernie`res peuvent eˆtre re´ve´le´es par la suppression de l’automodulation
de phase associe´e a` l’utilisation d’une pompe incohe´rente. La section 6.3 utilise les calculs
de´veloppe´s dans ce chapitre pour montrer comment l’utilisation d’une pompe incohe´rente sup-
prime l’automodulation de phase pour faire apparaˆıtre des instabilite´s de modulation proches
de la pompe. Ce re´sultat est a` l’origine de l’utilisation d’une source laser incohe´rente pour la
re´alisation d’une source de photons intrique´s en polarisation, de´crite dans la section 6.4.
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CHAPITRE 5
CONSIDE´RATIONS PRATIQUES
Dans ce chapitre, nous abordons les aspects pratiques de la conception d’une source non
classique de photons dans une fibre optique. Il existe en effet plusieurs parame`tres importants
a` conside´rer dans le choix de la fibre, comme la bire´fringence, la non-line´arite´ et la dispersion.
Il est possible, dans une certaine mesure, de jouer sur ces trois parame`tres pour ge´ne´rer les
effets non-line´aires de´sire´s. Mais la plage de valeurs possibles est toujours limite´e, et il est
facile de se heurter a` des limites fondamentales pour ces trois effets.
La prise en compte du bruit et le filtrage constituent certainement un des aspects les plus
fondamentaux de l’e´laboration d’une source de photons. Les solutions de filtrage commerciales
en fibres optiques sont relativement peu nombreuses, ce qui fait que la plupart des sources
cite´es dans la litte´rature sont plutoˆt filtre´es dans l’espace libre (voir par exemple Lee et al.
(2006) ou Lorenz et al. (2013)). Pourtant, l’efficacite´ de certaines techniques de filtrage en
fibres propose´es dans ce chapitre, en particulier les coupleurs 2 × 2, devrait inciter a` leur
utilisation plus fre´quente.
5.1 Non-line´arite´
Comme tous les mate´riaux amorphes, la silice posse`de une syme´trie d’inversion qui annule
sa susceptibilite´ e´lectrique d’ordre 2 (voir le chapitre 2). Comme la susceptibilite´ re´sulte d’un
de´veloppement de Taylor autour du champ nul, les termes d’ordre supe´rieur sont en ge´ne´ral
plus faibles, et la susceptibilite´ e´lectrique d’ordre 3 de la silice ne peut pas rivaliser avec la sus-
ceptibilite´ d’ordre 2 de certains cristaux. A` titre d’exemple, la susceptibilite´ d’ordre 2 du cris-
tal BBO (beˆta borate de baryum) est de l’ordre de 4,4× 10−12 m.V−1 (d’apre`s Boyd (1992)),
alors que la susceptibilite´ d’ordre 3 de la silice est de l’ordre de quelques 10−23 m2.V−2(voir
par exemple Buchalter et Meredith (1982)). Il faudrait donc appliquer un champ e´lectrique de
l’ordre de 1011 V.m−1 pour obtenir une interaction non-line´aire du meˆme ordre de grandeur
dans ces deux mate´riaux.
Il existe des verres avec de meilleurs rendements non-line´aires. De nombreuses e´quipes
travaillent par exemple en ce moment sur des verres de chalcoge´nures qui posse`dent des
susceptibilite´s quelques centaines de fois plus e´leve´es (voir par exemple Zakery et Elliott
(2003)). Cependant, ces verres sont surtout transparents a` des longueurs d’onde plus grandes
et sont ge´ne´ralement plus de´licats a` manipuler en raison de leur teneur e´leve´e en e´le´ments
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dopants et de leur toxicite´. De plus, malgre´ leurs meilleurs coefficients non-line´aires, les verres
de chalcoge´nures posse`dent des facteurs de qualite´ (rapport entre l’eficacite´ non-line´aire et
l’absorption) moins e´leve´s que ceux de la silice. En fait, la silice est le mate´riau connu a`
ce jour comme posse´dant le meilleur facteur de qualite´ dans le domaine visible et proche
infrarouge.
L’utilisation de fibres optiques en silice permet d’obtenir des effets non-line´aires exploi-
tables graˆce a` deux proprie´te´s importantes : le confinement de la lumie`re sur des surfaces
transverses tre`s restreintes et la grande longueur d’interaction. Il est possible de jouer sur ces
deux parame`tres pour augmenter l’efficacite´ totale du processus non-line´aire. Cependant, il
existe des limites a` cette optimisation. Par exemple, l’aire transverse ne peut eˆtre re´duite plus
qu’une surface de l’ordre de la longueur d’onde au carre´, en raison de la limite de diffraction.
En ce qui concerne la longueur d’interaction, le de´groupement (“walkoff” en anglais), duˆ aux
diffe´rences de vitesses de groupe entre la pompe et les signaux ge´ne´re´s, est le facteur limitant
(voir la section 5.4 ci-apre`s).
5.2 Bire´fringence
Les sources d’intrication en polarisation requie`rent l’utilisation d’effets vectoriels dans les
fibres (voir le chapitre 2). La condition d’accord de phase de´pend alors de la bire´fringence de
la fibre, et l’e´tude de ce parame`tre est essentielle dans la phase de conception de la source.
5.2.1 Bire´fringence et accord de phase
L’ordre de grandeur de la bire´fringence ne´cessaire a` un accord de phase pour une instabilite´
de modulation de type orthogonal (type O, voir la section 2.3.3) peut eˆtre estime´ par la
formule 2.68. De meˆme, la formule 2.70 permet d’estimer la bire´fringence ne´cessaire a` un
accord de phase pour une instabilite´ de modulation de type mixte (type M).
Prenons l’exemple d’un accord de phase de type O pour une fibre SMF-28TM (fibre typique
des te´le´communications). Supposons qu’on veuille garder les signaux dans la plage e´tendue des
te´le´communications (de 1460 a` 1625 nm). En pompant au milieu de la plage, vers 1540 nm,
il faut donc que les signaux ne soient pas e´loigne´s de plus de 80 nm de la pompe. Cette
condition e´quivaut a` δn ' 10−6 pour β(2) ' −20 ps2.km−1. Cette valeur est a` comparer a` la
bire´fringence typique des fibres commerciales dites a` maintien de polarisation, de l’ordre de
quelques 10−4, soit au moins deux ordres de grandeur plus importante.
Il faut e´galement tenir compte de la bire´fringence accidentelle dans les fibres. Cette bi-
re´fringence, due a` de tre`s faibles variations ge´ome´triques, implique une variation de temps
de parcours ale´atoire entre deux impulsions de polarisations orthogonales. L’e´cart-type de
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cette variation augmente comme la racine carre´e de la longueur parcourue, en raison de ca-
racte`re ale´atoire des inhomoge´ne´ite´s ge´ome´triques et des proprie´te´s des marches au hasard.
Cet e´cart-type est une mesure caracte´ristique des fibres commerciales, connue sous le terme
de PMD (“polarization mode dispersion” en anglais, soit dispersion des modes de polarisa-
tion). La valeur de la PMD de la fibre SMF-28TM est infe´rieure a` 0,1 ps.km−1/2 d’apre`s les
spe´cifications du manufacturier. Cela correspond a` un e´cart de 0,01 ps pour une longueur de
10 m, soit une diffe´rence d’indices de groupe d’environ 3 × 10−7. La diffe´rence d’indices de
phase ne peut pas eˆtre tre`s diffe´rente de cette valeur, a` moins qu’on se trouve dans un milieu
extreˆmement dispersif, c’est-a`-dire pre`s d’une re´sonance, ce qui n’est pas le cas pour la silice
a` 1550 nm.
5.2.2 Bire´fringence par courbure
Les valeurs de bire´fringence recherche´es sont donc a` la fois tre`s faibles et a` peine plus
importantes que celles de la bire´fringence accidentelle des fibres commerciales. C’est sans
doute la raison pour laquelle il n’existe a` ce jour dans la litte´rature aucune re´alisation de
source fonde´e sur un accord de phase de type O dans le domaine des te´le´communications.
Nous avons cependant pu ces dernie`res anne´es largement avancer vers la re´alisation d’une
telle source, en de´veloppant une technique qui nous a permis d’obtenir des bire´fringences
faibles et controˆle´es sur une longueur d’environ 10 m (les re´sultats obtenus a` ce jour dans le
but de re´aliser cette source sont de´taille´s dans la partie 6.4).
La photoe´lasticite´ est la proprie´te´ d’un mate´riau d’acque´rir de la bire´fringence sous l’effet
des de´formations interatomiques ge´ne´re´es par une contrainte me´canique. Il est possible d’uti-
liser cette proprie´te´ pour cre´er de la bire´fringence dans les fibres optiques. C’est d’ailleurs
l’une des me´thodes les plus utilise´es commercialement. En ge´ne´ral, les contraintes sont im-
pose´es par l’inclusion, dans la pre´forme utilise´e pour fabriquer la fibre, de barreaux faits de
mate´riaux ayant des coefficients de dilatation thermique diffe´rents de ceux de la silice. Mais
il est bien entendu possible de ge´ne´rer des contraintes me´caniques par une autre me´thode.
En particulier, la flexion permet de ge´ne´rer de la bire´fringence sur deux axes principaux bien
de´finis, dans une fibre par ailleurs non-bire´fringente (a` l’exception pre`s de la bire´fringence
accidentelle de´crite plus haut). Cet effet est bien e´tudie´ dans la litte´rature. Toute courbure
impartie a` une fibre provoque une bire´fringence proportionnelle au carre´ du rapport entre le
rayon externe de la gaine et le rayon de courbure (voir par exemple le chapitre 11 de Chen
(2007)). Le coefficient de proportionnalite´ de´pend du mate´riau. Pour la silice, on a
δn ' 0,11 r
2
g
R2
, (5.1)
74
rg e´tant le rayon externe de la gaine de silice et R le rayon de courbure.
Pour obtenir une bire´fringence de l’ordre de 10−6, il faut donc un rapport entre le rayon
de la gaine et le rayon de courbure de l’ordre de 3 × 10−3. Pour un rayon de gaine externe
e´gal a` 62,5 µm, le rayon de courbure correspondant est d’environ 2 cm, ce qui est a` la limite
de causer d’importantes pertes de guidage pour les fibres commerciales.
Afin de permettre l’utilisation de rayons de courbure plus e´leve´s, il est donc judicieux
d’essayer d’augmenter le rayon de la gaine externe. Il n’est bien suˆr pas possible d’augmenter
ce dernier de manie`re trop importante, car la fibre deviendrait alors trop rigide. Nous avons
conc¸u et fait fabriquer une fibre de rayon de gaine externe e´gal a` 125 µm, soit le double
des gaines standard, et avons pu observer que la rigidite´ d’une telle fibre est tout a` fait
acceptable. En fait, la rigidite´ le´ge`rement plus importante est un avantage pour controˆler le
rayon de courbure imparti en limitant la tendance de la fibre a` se tordre.
Afin d’imposer une contrainte de flexion constante sur une grande longueur, nous avons
fabrique´ un mandrin filete´, en prenant soin d’imposer un profil de filetage ade´quat pour le
maintien de la fibre en place (voir la Fig. 5.1). L’enroulement de la fibre autour du mandrin
constitue une e´tape de´licate. Il est ne´cessaire d’imposer une le´ge`re tension a` la fibre pour
e´viter toute torsion. Nous avons re´alise´ que le meilleur moyen est d’ajouter environ 10 m de
fibre supple´mentaires sous la longueur a` enrouler. Le poids de la fibre elle-meˆme est alors
suffisant pour limiter la torsion de manie`re ade´quate sans imposer de contrainte tensile trop
importante (qui aurait pour effet de modifier la bire´fringence).
5.3 Dispersion
Les accords de phase des effets non-line´aires dans les fibres de´pendent fortement de la
dispersion, comme le montre le chapitre 2. Il se trouve que la dispersion est un parame`tre qui
peut eˆtre modifie´ de manie`re radicale lors de la conception d’une fibre optique. En effet, en
plus de la dispersion du mate´riau, sur laquelle il est difficile de jouer, il existe une dispersion
de guidage qui de´pend de la ge´ome´trie de la fibre et qui joue un roˆle tre`s important (voir par
exemple Agrawal (2013) ou Chen (2007)).
L’instabilite´ de modulation scalaire (de type C) ne se de´veloppe qu’en dispersion anormale,
c’est-a`-dire pour β(2) < 0 (voir par exemple l’e´quation 2.66). Dans ces conditions, il est
possible d’avoir des conditions d’accord de phase proches pour une instabilite´ de type C et
une instabilite´ de type O. Il suffit en effet de comparer les e´quations 2.66 et 2.67 pour s’en
rendre compte. La condition d’e´galite´ des accords de phase est alors
δn =
2 γPλp
3pi
. (5.2)
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Figure 5.1 Mandrin conc¸u pour l’enroulement d’une fibre de diame`tre externe 450 µm (dia-
me`tre de la gaine acrylique ; le diame`tre externe de la silice est 230 µm). Toutes les dimensions
sont en millime`tres. Dessin re´alise´ (et mandrin usine´) par Mikae¨l Leduc.
Mais cette condition est proche d’eˆtre remplie pour des valeurs de δn de l’ordre de 10−6 et
des valeurs de γP de l’ordre de l’unite´ (condition impose´e par la ne´cessite´ d’observer les
signaux a` l’OSA). On se heurte alors a` la possibilite´ de voir se de´velopper une compe´tition
entre diffe´rents effets non-line´aires, ce qui peut avoir comme conse´quence une suppression de
ces meˆmes effets, comme nous le montrons maintenant.
On suppose donc que la condition d’accord de phase est remplie pour les instabilite´s
de modulation de type C et de type O. On pompe sur l’axe rapide de la fibre, suppose´e
le´ge`rement bire´fringente. Nous notons x l’axe rapide et y l’axe lent. A priori, les signaux de
type C ne se de´veloppent que sur l’axe rapide, et les signaux de type O que sur l’axe lent.
Mais il est quasiment impossible, dans la re´alite´, de ne pomper que sur un seul axe. Il existe
toujours un peu de pompe, et donc de signal de type C, sur l’axe lent. On suppose donc que
la puissance de pompe sur l’axe rapide est (1 − ε2)P , et sur l’axe lent ε2P , avec ε  1. En
tenant compte des accords de phase, de l’automodulation de phase et de la modulation de
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phase croise´e, et en posant
α1x = a1x e
−2i γPz,
α1y = a1y e
−i 2
3
γPz,
α∗2x = a
∗
2x e
+2i γPz,
α∗2y = a
∗
2y e
+i 2
3
γPz,
(5.3)
l’e´quation 2.50 donne, au premier ordre en ε
dα1x
dz
' 2i γP α∗2x + i ε
[
4 γP
3
cos(γPz) e2i γPz α1y +
2 γP
3
ei γPz α∗2y
]
. (5.4)
On obtient des e´quations similaires pour α1y, α
∗
2x et α
∗
2y. Le syste`me complet est re´solu
en annexe F, en empruntant la technique des perturbations a` la me´canique quantique. La
re´solution est un peu longue, mais sans difficulte´ particulie`re. Le terme normalement croissant
du signal de type O (correspondant a` la valeur propre +γP/3) devient alors
α1y(z) =
e
γPz
3√
2
{(
Ay+ − iε 43
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Ax+
)
+ iεAx+ e
5γPz
3
[
6
13
cos
(
γPz
3
)
− 4
13
sin
(
γPz
3
)
+
1
25
cos
(
5γPz
3
)
+
1
5
sin
(
5γPz
3
)]
+ termes de´croissants avec z
}
. (5.5)
Malgre´ la pre´sence du ε, les termes oscillants peuvent devenir rapidement dominants
en raison de la pre´sence de l’exponentielle croissante. Le signal est alors oscillant plutoˆt
que croissant, comme si on se trouvait en dehors de la plage de gain. Autrement dit, la
compe´tition entre processus non-line´aires a pour effet d’e´liminer le signal de type O. Il existe
un effet similaire pour le signal de type C, mais il est moins important en raison du gain plus
e´leve´ de ce dernier.
En tout cas, il est nettement pre´fe´rable de chercher a` ope´rer dans un domaine ou` cet
effet de compe´tition n’existe pas. Pour faire croˆıtre une instabilite´ de modulation vectorielle
de type O, il vaut donc mieux se placer en re´gime de dispersion normale, c’est-a`-dire a`
β(2) > 0. Malheureusement, le domaine standard des te´le´communications, autour de 1550 nm,
se trouve eˆtre dans une plage de dispersion anormale de la SMF-28TM. Il est donc ne´cessaire
de concevoir une fibre dont la dispersion de guidage est modifie´e pour permettre la ge´ne´ration
d’instabilite´s de modulation vectorielles de type O dans le domaine des te´le´communications
(voir la section 6.4.2 pour une application).
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5.4 De´groupement (“walkoff”)
La re´alisation efficace de me´langes non-line´aires requiert un recouvrement temporel entre
les impulsions contenant les photons de pompe et celles contenant les photons ge´ne´re´s. En
raison des diffe´rences entre ces photons (longueur d’onde et e´tat de polarisation en particu-
lier), cette condition n’est en ge´ne´ral pas respecte´e sur une longueur infinie. La se´paration
temporelle entre les impulsions peut s’e´crire sous la forme ge´ne´rale
δt(L) = δ
(
1
vg
)
L, (5.6)
ou` L est la distance parcourue le long de la fibre, et vg est la vitesse de groupe associe´e a`
un type de photon particulier. La diffe´rence de vitesses de groupes s’entend entre photons de
pompe et photons signaux, ou entre les deux photons signaux de part et d’autre de la pompe
(c’est la plus grande diffe´rence qui compte).
On rappelle que
1
vg
= β(1), ou` β(1) ≡ dβ
dω
.
Il ne peut plus y avoir de croissance des signaux de`s que la se´paration temporelle de´passe
le temps de cohe´rence des impulsions. On de´finit donc une longueur non-line´aire maximale
Lmax ve´rifiant
δt(Lmax) =
[
δβ(1)
]
Lmax = τc '
λ2p
c (δλp)
, (5.7)
ou` λp est la longueur d’onde moyenne de la pompe et δλp sa largeur spectrale.
Il vient donc finalement
Lmax =
λ2p
c [δβ(1)] (δλp)
. (5.8)
5.4.1 De´groupement duˆ a` la dispersion
La dispersion de´finit les changements de vitesse de groupe en fonction de la se´paration
des photons en impulsion. Autrement dit, comme la se´paration en impulsion entre les deux
filles (de part et d’autre de la pompe) est par de´finition 2δω, on a
δβ(1) ' 2 (δω) ∣∣β(2)∣∣ , (5.9)
ce qui donne imme´diatement
Lmax '
λ2p
2 (δω) c |β(2)| (δλp) . (5.10)
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5.4.2 De´groupement duˆ a` la bire´fringence
Dans le cadre des me´langes vectoriels, il faut tenir compte du de´groupement duˆ a` la
bire´fringence. Si celle-ci est due a` une contrainte, comme c’est souvent la cas dans les fibres,
la diffe´rence d’indices de phase est constante sur une large plage de longueurs d’ondes, et elle
est alors e´gale a` la diffe´rence d’indices de groupe, ce qui permet d’e´crire
δβ(1) = δ
(
1
vg
)
=
δng
c
, (5.11)
ou` ng est l’indice de groupe, soit
Lmax =
λ2p
(δng) (δλp)
. (5.12)
Notons que lorsque la bire´fringence est due a` une contrainte me´canique, elle est relativement
constante sur une grande plage de longueurs d’onde (voir par exemple Chen (2007)), et on a
alors e´galite´ entre bire´fringence de phase et bire´fringence de groupe (δn ' δng).
5.4.3 Facteur limitant
Au vu des e´quations 5.10 et 5.12, il est facile de comparer les longueurs maximales. Elles
sont e´gales de`s lors que
δng = 2 (δω)
∣∣β(2)∣∣ c. (5.13)
Si δng > 2 (δω)
∣∣β(2)∣∣ c, le facteur limitant est la bire´fringence. Si ∣∣β(2)∣∣ > δng
2 (δω) c
, la
limite est impose´e par la dispersion.
5.5 Re´sume´
La conception d’une source non-classique dans les fibres optiques requiert la prise en
compte de nombreux parame`tres, et en particulier :
— la non-line´arite´ optique du mate´riau de la fibre ;
— le confinement de la lumie`re ;
— la dispersion ;
— la bire´fringence ;
— les diffe´rences de vitesses de groupe des signaux qui se propagent, a` l’origine du de´-
groupement.
La silice offre le meilleur facteur de qualite´ (ratio entre la non-line´arite´ et l’absorption).
Une longueur d’interaction de l’ordre de la dizaine de me`tres permet d’obtenir de bons effets
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non-line´aires dans ce mate´riau, sans eˆtre affecte´ par le de´groupement.
La dispersion influence la compe´tition entre effets non-line´aires, et plus spe´cifiquement
entre instabilite´s de modulation de type C et O. Il est possible de supprimer le type C en
dispersion dite normale
[
β(2) > 0
]
, afin de privile´gier le type O.
Il est difficile de ge´ne´rer des photons proches de la pompe avec une bire´fringence e´leve´e.
La pre´sence de bire´fringence re´siduelle accidentelle, meˆme dans une fibre de tre`s grande
qualite´, fait qu’il n’existe qu’une petite feneˆtre de bire´fringence, aux alentours de δn ' 10−6,
permettant de ge´ne´rer des photons sur une plage restreinte de longueurs d’onde.
Ces re´sultats nous ont mene´s a` la conception d’une nouvelle fibre, que nous avons enroule´e
pour atteindre la feneˆtre e´troite de bire´fringence vise´e et re´aliser une source de photons
intrique´s en polarisation dans la plage de longueurs d’onde des te´le´communications (voir la
section 6.4).
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CHAPITRE 6
APPLICATIONS
Ce chapitre pre´sente les re´sultats expe´rimentaux ayant trait aux sources non-classiques,
obtenus au Laboratoire des fibres optiques de l’E´cole Polytechnique de Montre´al au cours de
ces dernie`res anne´es. La plupart des expe´riences mettent en exergue nos travaux sur les effets
non-line´aires dans les fibres optiques, avec de nombreuses expe´riences uniques au monde.
Les de´monstrations de ge´ne´ration d’harmoniques et d’instabilite´s de modulation pre´sen-
te´es dans ce chapitre n’auraient pas pu eˆtre re´alise´es sans l’expe´rience du Laboratoire dans
le domaine de la re´alisation de fibres effile´es et de coupleurs en fibres optiques. Mais cette ex-
pe´rience n’aurait pas e´te´ suffisante sans notre compre´hension nouvelle de l’utilite´ des sources
laser incohe´rentes (voir le chapitre 4) pour la mise en pratique de certains effets non-line´aires.
6.1 Fibres effile´es torsade´es
Nous pre´sentons ici ce que nous croyons eˆtre les premiers re´sultats d’instabilite´s de modu-
lation vectorielles dans une fibre a` bire´fringence circulaire (voir la section 2.3.3). Pour obtenir
cette condition, des e´tudiants du laboratoire 1 ont re´alise´ une torsade d’environs 200 tours
sur une fibre SMF-28TMeffile´e jusqu’a` un diame`tre externe de 3 µm. Un laser “microchip”
(mode`le SNP-08E-100 de Teem Photonics R©) a ensuite e´te´ injecte´ dans la torsade. La lon-
gueur d’onde de re´fe´rence du laser est 1064 nm, le taux de re´pe´tition 6,5 kHz, la longueur
d’impulsion 0,7 ns et la puissance moyenne maximale 60 mW.
Une partie des re´sultats est pre´sente´e sur la Fig. 6.1. Des re´sultats plus complets ont e´te´
publie´s dans Singh et al. (2010).
6.2 Ge´ne´ration d’harmoniques dans les fibres effile´es
Les conditions d’accord de phase de ge´ne´ration d’harmoniques 2.32 et 2.36 sont difficiles a`
obtenir. Dans un mate´riau sans absorption, l’indice de re´fraction varie de manie`re monotone
avec la longueur d’onde. Il n’est donc pas possible de re´aliser ces conditions d’accord de phase
avec un seul mode dans une seule polarisation, a` moins d’avoir un pic d’absorption entre les
longueurs d’onde conside´re´es. La silice ne posse´dant pas de pic d’absorption dans le visible
ou le tre`s proche infrarouge, cette solution n’est pas envisageable dans les fibres classiques.
1. Vishal Singh, Anthony Di Salvio et Maxime Tousignant.
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Figure 6.1 Instabilite´ de modulation vectorielle dans une fibre a` bire´fringence circulaire.
Dans les cristaux, on peut re´aliser l’accord de phase par le biais de la bire´fringence. Cette
me´thode, introduite par Maker et al. (1962), est particulie`rement adapte´e dans ce cas, car il
suffit de modifier la direction de propagation dans les cristaux pour faire varier la bire´fringence
effective.
Dans les fibres, l’utilisation de la bire´fringence est plus complique´e. Les fibres a` maintien
de polarisation utilisent la plupart du temps des contraintes me´caniques pour de´finir deux
axes privile´gie´s dans le plan transverse. La bire´fringence est alors fixe´e. Contrairement aux
cristaux, il n’est pas possible de modifier la direction de propagation. De plus, la bire´fringence
ainsi obtenue est souvent insuffisante pour obtenir l’accord de phase de´sire´. A` titre d’exemple,
la diffe´rence d’indice entre les deux axes de polarisation dans la fibre Panda PM de Corning R©
est de l’ordre de δn = 4×10−4, alors que la diffe´rence d’indice entre les modes fondamentaux
a` 1550 nm et 517 nm (pour la GTH) est de l’ordre de 2× 10−2.
Les fibres offrent cependant des possibilite´s uniques. En particulier, il est possible de faire
de l’inge´nierie de dispersion dans les fibres microstructure´es, dites “a` cristaux photoniques”
(voir par exemple Knight (2003)). Une autre possibilite´ est l’utilisation de me´langes intermo-
daux. Chaque mode posse`de en effet son propre indice effectif, et il est possible d’obtenir des
conditions dans lesquelles les indices effectifs entre deux modes a` diffe´rentes longueurs d’onde
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sont e´gaux. Nous montrons ici qu’il est possible de controˆler l’accord de phase en utilisant
comme degre´ de liberte´ le diame`tre d’effilage d’une fibre SMF-28TM. La Fig. 6.2 (a` gauche)
montre les indices effectifs des modes HE11 a` λp = 1064 nm et HE12 a` λp/3 = 355 nm. Il existe
un accord de phase pour un diame`tre d’effilage d’environ 0,5 µm. Il se trouve qu’il existe e´ga-
lement un accord de phase entre les modes HE11 a` λp = 1064 nm et HE21 a` λp/2 = 532 nm
respectivement, pour un diame`tre d’effilage quasi identique, comme le montre la figure de
droite. A` ce diame`tre, une inte´gration nume´rique effectue´e par le Dr Xavier Daxhelet montre
que le coefficient ΓQ (e´quation 2.42) atteint la valeur non ne´gligeable de 4× 10−2 W−1/2.m−1
pour le me´lange intermodal conside´re´.
La Fig. 6.3 montre le re´sultat de l’expe´rience 2 d’injection d’un laser “microchip” (mode`le
SNP-08E-100 de Teem Photonics R© ; voir la section 6.1) dans une fibre effile´e de diame`tre
0,5 µm. Le signal de sortie est re´cupe´re´ par un spectrome`tre d’Ocean Optics R©.
Les re´sultats des diffe´rentes expe´riences re´alise´es par notre laboratoire ont e´te´ publie´s
dans Girard et al. (2010), Tousignant et al. (2010) et Tousignant et al. (2011).
Figure 6.2 A` gauche : indices effectifs des modes HE11 a` λp = 1064 nm et HE12 a` λp/3 =
355 nm. A` droite : indices effectifs des modes HE11 a` λp = 1064 nm et HE21 a` λp/2 = 532 nm.
Il existe un accord de phase pour le second et troisie`me harmoniques a` un diame`tre d’effilage
de 0,5 µm.
6.3 Atte´nuation de l’automodulation de phase par l’utilisation d’une pompe
incohe´rente
Pour observer un effet non-line´aire particulier, il est ne´cessaire, comme nous l’avons vu,
de s’affranchir de tous les effets parasites qui pourraient faire concurrence au processus qu’on
cherche a` favoriser. L’un des effets les plus fre´quemment rencontre´s dans les fibres est l’au-
2. re´alise´e par un e´tudiant du laboratoire, Maxime Tousignant.
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Figure 6.3 Comptes sur le spectrome`tre d’Ocean Optics R© a` la sortie d’une fibre effile´e de
diame`tre externe 0,5 µm. Les signaux de second (532 nm) et troisie`me (355 nm) harmoniques
de la pompe a` 1064 nm sont clairement visibles.
tomodulation de phase. Il est impe´ratif d’atte´nuer cet effet pour faire apparaˆıtre d’autres
processus non-line´aires proches de la pompe.
Nous montrons dans cette section qu’il est possible de supprimer l’automodulation de
phase, tout en conservant d’autres effets non-line´aires, en utilisant une pompe incohe´rente.
Cette de´monstration permet e´galement de comparer la the´orie de´veloppe´e au chapitre 4 aux
re´sultats de l’expe´rience.
Dans un premier temps, nous avons utilise´ la me´thode “split-step Fourier” ge´ne´ralise´e
de´crite dans la section 4.3, pour faire se propager deux pompes gaussiennes (voir les e´quations
exactes dans l’annexe E), l’une e´tant cohe´rente, et l’autre non. Les conditions de calcul sont
les suivantes :
— Les deux spectres initiaux sont identiques ; ainsi, les deux pompes ont le meˆme temps
de cohe´rence τc, graˆce au the´ore`me de Wiener-Khintchine.
— Les deux pompes ont la meˆme puissance creˆte. C’est en effet le crite`re usuel utilise´
pour comparer des effets non-line´aires associe´s a` des pompes distinctes. Il est a` noter
que cela implique une e´nergie totale plus grande dans l’impulsion incohe´rente, car elle
est plus longue (voir ci-dessous).
— Les conditions de propagation (coefficient non-line´aire γ, dispersion β(ω), longueur de
fibre) sont identiques et correspondent a` la SMF-28TMde Corning.
— Seule la longueur d’impulsion change. Plus pre´cise´ment,
— τ = τc pour le cas cohe´rent (impulsion “Fourier limite´e”) ;
— τ = 10 τc pour le cas incohe´rent.
Les re´sultats sont illustre´s sur la Fig. 6.4 (propagation des spectres line´aires) et sur la
Fig. 6.5 (spectres finaux en dB, compare´s aux spectres expe´rimentaux).
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Figure 6.4 Propagation d’une pompe cohe´rente (figures de gauche) et incohe´rente (figures
de droite) le long d’une fibre de type SMF-28TM. Les re´sultats calcule´s montrent clairement
le de´veloppement de l’automodulation de phase dans le cadre cohe´rent. Cette dernie`re est
largement amortie dans le cas incohe´rent, alors meˆme que l’impulsion est plus e´nerge´tique.
Les spectres initiaux sont identiques, gaussiens et repre´sente´s en bas des surfaces (en e´chelle
line´aire). Les spectres finaux sont repre´sente´s en haut des surfaces (toujours en e´chelle li-
ne´aire).
Afin de confronter ces calculs a` l’expe´rience, nous avons injecte´ deux pompes (l’une co-
he´rente, l’autre pas) dans de la fibre SMF-28TM. Les conditions expe´rimentales ve´rifient :
— Les deux spectres initiaux sont quasiment identiques ; de plus, nous avons ajoute´ un
filtre de Bragg en volume avant l’injection pour purifier les spectres.
— Les deux pompes ont quasiment la meˆme puissance creˆte mesure´e (a` un facteur 1.2
pre`s).
— Les conditions de propagation sont identiques, puisque les pompes ont e´te´ injecte´es
dans la meˆme fibre (environ 100 m de SMF-28TM).
— Seule la longueur d’impulsion change. Plus pre´cise´ment,
— τ ' 20 ps pour le laser cohe´rent (impulsion quasi “Fourier limite´e”) ; le laser est
laser a` fibre (mode`le WPA01-1545 de Genia Photonics R©), accordable en longueur
d’onde sur la plage 1525− 1565 nm, avec un taux de re´pe´tition d’environ 17 MHz
et une puissance moyenne maximale de 50 mW ;
— τ ' 5 ns pour le cas incohe´rent (donc τ ' 250τc) ; le laser est de de type “micro-
chip” (mode`le MNE-06E-0P1 de Teem Photonics R©), e´mettant a` la longueur d’onde
1535 nm, avec un taux de re´pe´tition d’environ 3,2 kHz et une puissance moyenne
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maximale de 21 mW.
Les calculs effectue´s plus haut ne sont pas re´alise´s avec les valeurs expe´rimentales exactes,
essentiellement pour des raisons de temps de calcul. Il a fallu imposer des puissances creˆtes
plus importantes dans les calculs que dans les expe´riences, pour compenser l’effet duˆ a` une
longueur de propagation plus faible. De plus, il n’est pas possible, avec les ordinateurs dont
nous disposons, de traiter le cas τ ' 250τc (voir la discussion de la section 4.3.3). Nous avons
duˆ nous contenter de τ = 10τc. Mais les re´sultats montrent quand meˆme l’effet essentiel, a`
savoir l’atte´nuation de l’automodualtion de phase, a` la fois sur les courbes calcule´es et sur
les courbes mesure´es, comme on peut le constater sur la Fig. 6.5.
Cas cohe´rent Cas incohe´rent
Figure 6.5 Spectres finaux, expe´rimentaux (en haut), et calcule´s (en bas). Les spectres de
gauche repre´sentent le cas cohe´rent, et les spectres de droite le cas incohe´rent.
On note quelques diffe´rences entre les courbes expe´rimentales et calcule´es, et en particulier
un e´largissement plus important sur ces dernie`res. Cet effet est duˆ a` un coefficient γ P L
total plus e´leve´, mais aussi, dans la cas incohe´rent, au fait que le rapport entre la longueur
d’impulsion et le temps de cohe´rence est moins e´leve´ dans le calcul. L’automodulation de
phase est donc moins supprime´e que dans l’expe´rience, et cet effet se fait sentir.
Cependant, on constate clairement que l’automodulation de phase disparaˆıt en meˆme
temps que la cohe´rence, et que d’autres effets non-line´aires peuvent apparaˆıtre pre`s de la
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pompe. Dans ce cas-ci, il s’agit de l’instabilite´ de modulation scalaire, qui ne peut eˆtre obser-
ve´e avec une pompe cohe´rente, mais qui apparaˆıt clairement lorsqu’une pompe incohe´rente
est utilise´e. On la devine aussi sur la courbe calcule´e avec une pompe incohe´rente.
L’atte´nuation de l’automodulation de phase est due au fait que la cohe´rence est carac-
te´rise´e par des relations de phase bien de´finies entre les diffe´rentes composantes temporelles
de l’impulsion. Comme son nom l’indique, l’automodulation de phase module la phase, ce
qui affecte ces relations bien de´finies. Dans le cas incohe´rent, ces relations de phase sont, de`s
le de´part, ale´atoires. L’ajout d’une fonction bien de´finie a` une fonction ale´atoire donne un
re´sultat qui reste ale´atoire, et l’automodulation de phase n’a donc pas d’effet sur une pompe
totalement incohe´rente.
Ce re´sultat e´tait loin d’eˆtre e´vident lorsque nous avons commence´ l’exploration des insta-
bilite´s vectorielles. Nous avons passe´ plusieurs anne´es a` explorer ces instabilite´s a` l’aide d’une
pompe cohe´rente, sans jamais pouvoir obtenir de re´sultat positif. C’est ce qui nous a amene´
a` conside´rer les pompes incohe´rentes et a` de´velopper le formalisme du chapitre 4. Les re´sul-
tats obtenus ici expliquent non seulement nos e´checs initiaux, mais e´galement a posteriori
d’autres re´sultats ne´gatifs de tentatives de ge´ne´ration d’effets non-line´aires avec des pompes
cohe´rentes, observe´s dans le passe´ par le Laboratoire mais qui n’avaient jusqu’ici pas pu eˆtre
explique´s.
Ces re´sultats nous ont finalement amene´ a` changer la pompe, ce qui a permis de de´bloquer
les expe´riences. En particulier, la section 6.4 montre comment nous avons pu obtenir les
premiers re´sultats d’instabilite´s de modulation vectorielles de type orthogonal dans le domaine
des te´le´communications, avec une pompe incohe´rente. Les re´sultats des sections 6.1 et 6.2
ont e´galement e´te´ obtenus avec des pompes incohe´rentes.
Par ailleurs, une discussion avec Alexandre Kudlinski, de l’Universite´ des Sciences et
Technologies de Lille 1, nous a permis de rapprocher ces observations de re´sultats inte´res-
sants obtenus par son e´quipe lors de la ge´ne´ration de supercontinua. Ces derniers semblent
en effet pre´fe´rentiellement se fonder sur l’automodulation de phase lorsqu’une pompe cohe´-
rente est utilise´e, et sur d’autres effets, telles les instabilite´s de modulation, avec une pompe
incohe´rente.
6.4 Ge´ne´ration d’intrication par instabilite´ de modulation vectorielle
Dans cette section, nous pre´sentons une expe´rience de ge´ne´ration d’intrication dans une
source entie`rement fibre´e, au travers d’une instabilite´ de modulation vectorielle de type ortho-
gonal, a` des longueurs d’onde appartenant au domaine des te´le´communications. Il est a` noter
que cette expe´rience est nouvelle, meˆme si des sources de photons intrique´s en polarisation
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ont de´ja` e´te´ re´alise´es dans le domaine des te´le´communications, mais par le biais d’instabilite´s
de modulation scalaires (voir par exemple Li et al. (2005) et Lee et al. (2006)). Une source
de photons intrique´s fonde´e sur une instabilite´ de modulation vectorielle de type orthogonal
a e´galement e´te´ re´alise´e re´cemment (voir Lorenz et al. (2013)), mais la pompe et les signaux
e´taient dans le visible ou le tre`s proche infrarouge (entre 600 et 800 nm). L’avantage d’utiliser
le type orthogonal est qu’il est possible d’utiliser le sche´ma en boucle de´crit sur la Fig. 3.4. Le
cube se´parateur de polarisation joue alors le roˆle d’un premier filtre pour le signal de pompe
et tous les signaux copolarise´s avec la pompe, y compris la majorite´ du signal Raman.
Comme nous l’avons remarque´ en de´but de chapitre, les sources de´crites dans la litte´rature
sont toujours filtre´es dans l’espace libre. Nous proposons ici une ge´ne´ration et un filtrage
entie`rement fibre´s. Parmi les avantages qu’on peut attendre d’un tel syste`me figurent la tre`s
grande stabilite´ dans le temps et l’absence d’alignement optique. Ces avantages sont de´cisifs
pour la conception de sources potentiellement de´ployables en-dehors du laboratoire.
6.4.1 Description de la source
Le principe de la source et du filtrage entie`rement fibre´s est de´crit a` la Fig. 6.6.
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CSPF
E
1/4 tour
CCC
C
C
C
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S1
S2
Figure 6.6 Sche´ma d’une source d’intrication en polarisation dans le domaine des te´le´commu-
nications. Cette source est fonde´e sur l’instabilite´ de modulation de type O. CP : controˆleur
de polarisation ; CSPF : cube se´parateur de polarisation fibre´ ; E : enroulement destine´ a`
rendre la fibre bire´fringente ; C : coupleur ; S1 : sortie optique du signal 1 ; S2 : sortie optique
du signal 2.
Les e´tapes de la ge´ne´ration d’intrication et de filtrage sont les suivantes :
1. Un laser pulse´ est injecte´ dans une fibre ; son e´tat de polarisation est pre´pare´ dans
l’e´tat “diagonal” |D〉 ≡ 1√
2
(|H〉+ |V 〉) graˆce a` un controˆleur de polarisation (CP sur
la figure). Il peut s’agir par exemple de boucles de Lefe`vre (voir Lefe`vre (1980)).
2. L’e´tat diagonal est injecte´ dans un cube se´parateur de polarisation fibre´ (CSPF sur la
figure).
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3. Les deux sorties du cube se´parateur de polarisation forment les deux extre´mite´s d’une
boucle de fibre optique.
4. Dans la boucle, la fibre est enroule´e (E sur la figure) sur une longueur d’environ 10 m,
afin de lui procurer une faible bire´fringence (de l’ordre de quelques 10−6). On fait subir
un quart de tour a` l’une des extre´mite´s de la fibre pour s’assurer que les photons de
pompe sont injecte´s sur le meˆme axe de la fibre (axe lent).
5. La bire´fringence de l’enroulement, ainsi que la dispersion normale de la fibre enroule´e,
favorisent une instabilite´ de modulation vectorielle de type O. Dans ce processus,
deux photons de pompe disparaissent au profit d’un photon de plus petite longueur
d’onde et d’un photon de plus grande longueur d’onde. Les deux photons signaux sont
copolarise´s et polarise´s orthogonalement aux photons de pompe.
6. L’intrication est cause´e par l’inde´termination du sens de parcours des photons de
pompe, impose´e par l’e´tat de polarisation “diagonal” a` l’entre´e du cube se´parateur de
polarisation.
7. Les photons signaux sortent par le quatrie`me port du cube se´parateur de polarisation ;
les photons de pompe, ainsi que tous les photons copolarise´s avec ceux-ci (comme la
majorite´ des photons issus de l’effet Raman stimule´ ; voir a` ce sujet la the`se de Kang
(2002)), ressortent par le port d’entre´e. Un circulateur optique (non montre´ sur la
figure) peut les re´colter pour e´viter un retour vers le laser. Ainsi, le cube se´parateur
de polarisation assure un premier filtrage des photons de pompe (environ 20 dB).
8. Plusieurs coupleurs (en vert sur la figure) forment une seconde e´tape de filtrage. Les
coupleurs permettent la se´paration de longueurs d’ondes dans les fibres optiques (voir
par exemple Bures (2009)). Ils sont l’une des spe´cialite´s de notre laboratoire. Les
coupleurs place´s directement en sortie du cube se´parateur de polarisation sont charge´s
de rejeter les photons de pompe re´siduels, tout en transmettant dans la meˆme branche
les deux photons signaux (la re´jection de pompe est d’environ 15 dB par coupleur).
9. Un coupleur (en violet sur la figure) se´pare les deux photons signaux et les envoie dans
deux branches distinctes.
10. Dans chaque branche, des coupleurs additionnels (en bleu et rouge sur la figure) re-
jettent les photons d’e´ventuels signaux additionnels observe´s dans le spectre, et en
particulier du signal Raman stimule´ (environ 15 dB de re´jection par coupleur).
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6.4.2 Instabilite´ de modulation vectorielle de type O dans le domaine des te´le´-
communications
Nous de´crivons ici ce que nous pensons eˆtre la premie`re expe´rience de ge´ne´ration d’in-
stabilite´ de modulation vectorielle de type orthogonal dans le domaine des longueurs d’onde
associe´es aux te´le´communications dans les fibres optiques. Pour parvenir a` ce re´sultat, nous
avons duˆ concevoir et faire fabriquer une fibre spe´ciale. L’objectif de la conception e´tait
double :
1. obtenir une dispersion normale dans le domaine des te´le´communications ;
2. re´aliser une fibre dont le diame`tre externe est d’environ 250 µm, afin de faciliter
l’enroulement et l’obtention d’une bire´fringence de l’ordre de quelques 10−6.
Conception de fibre
Nous avons conc¸u (et fait fabriquer par le groupe du Professeur Youne`s Messaddeq du
Centre Optique Photonique et Lasers de l’Universite´ Laval a` Que´bec) une fibre spe´cifiquement
destine´e a` eˆtre enroule´e autour du mandrin de la Fig. 5.1. Cette fibre posse`de une dispersion
normale autour de 1550 nm et un diame`tre externe de silice de 230 µm. Le profil d’indice
the´orique est illustre´ sur la Fig. 6.7, avec le profil d’indice re´el de la pre´forme. Afin d’obtenir la
dispersion voulue, il a fallu largement re´duire le diame`tre du cœur et augmenter le contraste
d’indice entre cœur et gaine par rapport a` la fibre commerciale SMF-28TM. Cette diminution
du diame`tre du cœur s’accompagne d’une diminution du diame`tre du mode, d’un facteur 2,4
environ, ce qui re´duit l’aire effective de ce dernier d’un facteur 5,7, et augmente d’autant le
coefficiet non-line´aire effectif.
n
r [µm]
δn = 0,027
1,5 115
Figure 6.7 Profil d’indice de la fibre conc¸ue pour l’enroulement. A` gauche, le profil the´orique
de la fibre (afin de montrer les de´tails, le profil n’est pas a` l’e´chelle). A` droite, le profil re´el
de la pre´forme (l’axe des abscisses montre des dimensions en millime`tres).
Apre`s enroulement sur le mandrin de´crit dans la section 5.2.2, il est possible de mesurer
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sa bire´fringence en la plac¸ant entre deux polariseurs. En effet, si on impose un e´tat de pola-
risation “diagonal”
1√
2
(|H〉+ |V 〉) en entre´e de fibre, l’e´tat de polarisation en sortie de fibre
doit eˆtre
1√
2
(|H〉+ ei2pi δnL/λ |V 〉), a` une phase globale pre`s. Si le polariseur en sortie de fibre
ne laisse passer que l’e´tat diagonal, la puissance en sortie de polariseur est alors proportion-
nelle a` cos2(pi δnL/λ). A` l’aide d’une source spectralement large, on peut alors mesurer la
variation de δn(λ)/λ, et donc la bire´fringence de groupe. Comme la bire´fringence est induite
par une contrainte me´canique, la bire´fringence ainsi mesure´e est conside´re´e comme identique
a` la bire´fringence de phase. La bire´fringence mesure´e dans le cas particulier de l’enroulement
est δn ' 2,6× 10−6.
L’une des caracte´ristiques inte´ressantes de la fibre ainsi conc¸ue est que, lorsqu’elle est
e´tire´e pour faire co¨ıncider son diame`tre externe avec celui de la SMF-28TM (afin de faciliter
l’e´pissure avec cette dernie`re), le diame`tre de son mode fondamental a` 1550 nm est proche
de celui de la SMF-28TM (voir la Fig. 6.8), ce qui re´duit les pertes de couplage.
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Figure 6.8 Diame`tre du mode fondamental (a` λp = 1550 nm) de la fibre conc¸ue pour l’en-
roulement, en fonction de son diame`tre d’e´tirage. La ligne rouge repre´sente le diame`tre du
mode fondamental de la SMF-28TM. Les diame`tres de mode sont proches lorsque le diame`tre
externe de la fibre conc¸ue pour l’enroulement est e´gal a` 125 µm, le diame`tre externe de la
SMF-28TM.
Re´sultats
La Fig. 6.9 montre les re´sultats obtenus avec la fibre de´crite ci-dessus. Nous pensons que
ces re´sultats constituent la premie`re de´monstration d’instabilite´ vectorielle de type orthogo-
nal dans le domaine des longueurs d’onde des te´le´communications. La pompe utilise´e pour
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cette expe´rience est un laser “microchip” de Teem PhotonicsTM(mode`le MNE-06E-0P1), de
longueur d’onde λp = 1535 nm, de dure´e d’impulsion 5 ns et de taux de re´pe´tition 3,2 kHz.
La puissance moyenne de pompe est au maximum de 21 mW. Les deux signaux sont obtenus
autour des longueurs d’onde λ1 ' 1497 nm et λ2 ' 1577 nm. Un calcul d’accord de phase de
type “force brute” (voir la section 2.4.2) donne ces meˆmes valeurs a` un nanome`tre pre`s.
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Figure 6.9 Premie`re de´monstration d’une instabilite´ de modulation de type orthogonal dans le
domaine des longueurs d’onde des te´le´communications. A` gauche, le spectre lorsqu’on pompe
sur l’axe lent. On distingue tre`s nettement les deux signaux autour de λ1 ' 1497 nm et
λ2 ' 1577 nm. A` droite, le spectre lorsqu’on pompe sur l’axe rapide. Les deux signaux ont
disparu car l’accord de phase n’existe en dispersion normale que pour une pompe sur l’axe
lent. Le signal Raman stimule´, tre`s important, n’est pas repre´sente´ ici car il est centre´ vers
1650 nm (voir Fig. 6.11).
Le re´sultat ainsi obtenu posse`de des caracte´ristiques qui permettent d’envisager son uti-
lisation comme une bonne source de biphotons. On remarque en particulier que les signaux
sont relativement e´troits (environ 1 nm a` 3 dB), et qu’ils se de´tachent nettement du bruit
de fond. La Fig. 6.10 montre l’e´volution du spectre de l’un des signaux en fonction de la
puissance creˆte de la pompe.
Notons que nous avons tente´, en vain, d’obtenir des re´sultats similaires avec une pompe
cohe´rente. Comme montre´ dans le chapitre 4, l’automodulation de phase empeˆche dans ce
cadre le de´veloppement de l’instabilite´ de modulation recherche´e. L’utilisation d’une pompe
incohe´rente est alors indispensable.
6.4.3 Filtrage
Le filtrage des signaux de sortie est une e´tape extreˆmement importante de la re´alisation
d’une source de photons. En particulier, la puissance de pompe est en ge´ne´ral une bonne
dizaine d’ordres de grandeur au-dessus de la puissance des signaux. Un calcul rapide d’ordre
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Figure 6.10 E´volution du spectre du signal a` λ1 ' 1497 nm en fonction de la puissance creˆte
de la pompe. La relation de puissance est exponentielle, comme le pre´voit l’e´quation 3.51.
De plus, la longueur d’onde centrale s’e´loigne de la pompe lorsque la puissance augmente,
comme le pre´dit la relation 2.67.
de grandeur peut nous en convaincre aise´ment. La formule 3.54 implique en effet que si
on veut un nombre moyen de biphotons par impulsion de l’ordre de µ ' 0,1, il faut avoir
ΓP L ' 0,3. L’ordre de grandeur de Γ varie de 10−3 a` quelques 10−2. La valeur de L ne peut
de´passer quelques dizaines de me`tres en raison du de´groupement (voir la section 5.4). Ainsi,
la puissance (creˆte) de pompe ne peut eˆtre de beaucoup infe´rieure a` 1 W . Cela correspond a`
environ 1019 photons par seconde dans le domaine des longueurs d’onde des te´le´communica-
tions. Meˆme avec un taux de re´pe´tition de l’ordre de la dizaine de MHz, il y a environ 1012
photons dans chacune des impulsions, soit 13 ordres de grandeur au-dessus du signal de´sire´.
Il faut donc imposer un filtrage d’au moins 130 a` 140 dB pour ramener le signal de pompe a`
un niveau raisonnable.
Comme nous l’avons vu plus haut, ce filtrage est ge´ne´ralement re´alise´ dans l’espace libre
pour ce type d’expe´rience. Nous pre´sentons ici une solution entie`rement fibre´e, principalement
fonde´e sur l’utilisation de coupleurs, comme le montre la Fig. 6.6.
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La premie`re se´rie de coupleurs permet d’e´liminer la pompe, tout en conservant les deux
signaux. Avec 5 coupleurs, on passe alors de la situation de la Fig 6.9 a` celle de la partie
gauche de la Fig. 6.11. La pompe a clairement disparu, mais il reste beaucoup de signal
Raman stimule´, et beaucoup de signal parasite autour des deux pics recherche´s. Ce signal
parasite est duˆ a` la pompe utilise´e. Il est e´limine´ en plac¸ant un coupleur imme´diatement
en aval de la pompe. Le signal Raman est quant a` lui e´limine´ par l’utilisation de coupleurs
spe´cifiques (en rouge et bleu sur la Fig. 6.6) dans chacune des branches, apre`s se´paration des
signaux par un coupleur spe´cial (en violet sur la Fig. 6.6).
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Figure 6.11 A` gauche : signal obtenu a` l’OSA apre`s 5 coupleurs. Si la pompe a bien disparu,
le signal Raman stimule´ reste tre`s important. Il reste e´galement du signal parasite (provenant
du spectre de la pompe) autour des signaux recherche´s. Ce signal parasite est e´limine´ par un
coupleur situe´ en amont de l’enroulement, comme montre´ sur la figure de droite. Sur cette
meˆme figure, les signaux ont e´te´ se´pare´s en deux branches, et le signal Raman stimule´ (centre´
a` 1650 nm) a e´te´ largement re´duit par l’utilisation de coupleurs spe´cifiques dans chacune des
branches.
Tous les coupleurs inse´re´s dans le montage ont e´te´ caracte´rise´s individuellement apre`s leur
fabrication. Cette caracte´risation permet de de´terminer le profil de filtrage dans chacune des
branches. Ce profil est repre´sente´ sur la Fig. 6.12. On remarque que l’extinction peut eˆtre
tre`s grande et les pertes tre`s faibles, ce qui constitue la force des coupleurs. Le revers de la
me´daille est que la plage de longueurs d’onde moins filtre´es est relativement large. Le filtrage
par coupleur se re´ve`le alors insuffisant pour e´liminer toutes les sources de bruit. Ce proble`me
ne peut eˆtre observe´ a` l’OSA. Il faut attendre les re´sultats en comptage de photons (voir la
section 6.4.4 ci-dessous) pour le remarquer.
6.4.4 Re´sultats en comptage de photons
La dernie`re e´tape de ve´rification du filtrage, avant de passer a` l’expe´rience elle-meˆme,
consiste a` ve´rifier que le nombre d’e´ve´nements compte´s dans chaque branche suit une loi
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Figure 6.12 Extinction mesure´e pour chaque branche apre`s insertion de l’ensemble des cou-
pleurs.
quadratique avec la puissance de pompe, comme le laisse supposer le de´veloppement de
Taylor de la formule 3.54 a` faible ΓP L soit
µ ≡ 〈N1(L)〉 ' (ΓP L)2 (6.1)
µ e´tant le nombre de biphotons ge´ne´re´s dans chaque impulsion.
Les meilleures mesures obtenues a` ce jour montrent cependant une forte composante li-
ne´aire associe´e au signal quadratique, comme le montre la Fig. 6.13. Comme on peut le
constater, le bruit line´aire est pre´ponde´rant, meˆme dans la meilleure branche. Nous interpre´-
tons ce bruit comme le signal Raman spontane´ pre´sent sur toute la plage qui reste peu filtre´e
par les coupleurs (car les signaux sont tre`s proches de la pompe) . Pour ame´liorer le signal,
il serait ne´cessaire d’utiliser une solution de filtrage supple´mentaire. Par exemple, on peut
envisager d’utiliser un circulateur et un re´seau de Bragg, comme indique´ sur la Fig. 6.14. En
fait, les courbes de la Fig. 6.13 ont e´te´ obtenues avec un montage comprenant cette e´tape de
filtrage. Malheureusement, les re´seaux de Bragg utilise´s e´taient encore beaucoup trop larges
(environ 10 nm). A` l’heure ou` ces lignes sont e´crites, nous n’avons pas pu re´aliser de montage
avec de meilleurs re´seaux. Il serait e´galement envisageable de refroidir la fibre en la baignant
dans l’azote liquide. Cela aurait pour effet de re´duire la population de phonons, et donc le
nombre de photons parasites, d’un facteur
e~δω/kBTamb. − 1
e~δω/kBTNliq. − 1 , (6.2)
ou` δω est le de´calage en pulsation entre la pompe et le signal, kB la constante de Boltzmann,
95
Tamb. la tempe´rature ambiante (300 K), et TNliq. la tempe´rature de l’azote liquide (77 K).
Le facteur de re´duction du nombre de photons parasites serait alors de l’ordre de 20. Cette
manipulation n’a pas non plus encore pu eˆtre effectue´e dans notre laboratoire.
Au stade actuel des choses, meˆme en imaginant qu’on puisse obtenir le meˆme rapport
signal sur bruit dans la branche a` λ = 1577 nm que dans la branche a` λ = 1497 nm, les
formules de´veloppe´es a` la section 3.2.3 permettent de montrer que l’e´tat mesure´ en sortie de
source serait loin d’eˆtre l’e´tat de Bell
∣∣Φ+〉 recherche´, comme le montre la reconstitution de
la matrice densite´ de vraisemblance maximale sur la Fig. 6.15. Les parame`tres utilise´s pour
cette reconstitution ont e´te´ tire´s des re´sultats expe´rimentaux illustre´s par la Fig. 6.13.
La section 3.2.3 montre qu’on peut e´galement, avec ces mesures, estimer la valeur qu’on
obtiendrait dans une expe´rience de type Bell-CHSH. Les parame`tres mesure´s de la source
donnent une valeur de S ' 0,63. On se trouve donc tre`s loin de la valeur minimale S = 2
d’une source non-classique. Ceci est duˆ a` la pente abrupte de la surface de la Fig. 3.6. On se
trouve de´ja` dans une zone ou` la valeur mesure´e du parame`tre S s’est effondre´e. En raison de
l’effet de seuil abrupt, il ne faut pas lire dans ce re´sultat une absence totale de corre´lations.
Elles existent bel et bien, mais elles sont domine´es par le bruit en exce`s. Nous ne nous situons
pas tre`s loin du seuil qui nous permettrait de repasser a` un parame`tre S non-classique. Nos
calculs indiquent qu’une re´duction du bruit d’un facteur 4 serait suffisante pour obtenir
S ' 2,27.
On peut e´galement calculer une mesure de “proximite´” entre la matrice densite´ calcule´e ρˆ
et la matrice densite´ de re´fe´rence ρˆre´f., au moyen du parame`tre de “fide´lite´” de´fini par
F ≡ Tr
[√√
ρˆre´f. ρˆ
√
ρˆre´f.
]
, (6.3)
ou` l’ope´rateur
√
ρˆ est de´fini, pour des ope´rateurs hilbertiens, par√
ρˆ =
∑√
νi |φi〉 〈φi| , (6.4)
les {νi} e´tant les valeurs propres (re´elles positives) de l’ope´rateur ρˆ, et les {|φi〉} les vecteurs
propres associe´s.
La valeur de F ainsi de´fini est comprise entre 0 et 1 pour des matrices densite´ d’e´tat
physiques. Une valeur proche de 1 montre une grande proximite´ entre ρˆ et ρˆre´f.. La valeur
calcule´e dans notre cas est F ' 0,64, ce qui est tre`s bas, comme on pouvait le craindre. Une
re´duction de bruit d’un facteur 4 permettrait d’atteindre F ' 0,92.
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Figure 6.13 A` gauche : variation du nombre moyen de photons par impulsion dans la branche
a` λ = 1497 nm en fonction de la puissance de pompe. A` droite : donne´es de la branche a`
λ = 1577 nm. Les e´quations quadratiques repre´sentent les meilleures valeurs d’interpolation.
Les points bleus sont les valeurs mesure´es. Les courbes bleues sont les courbes d’interpolation.
Les courbes rouges sont les parties line´aires des courbes d’interpolation (bruit). Les courbes
beiges sont les parties quadratiques des courbes d’interpolation (signal).
Entre´e
FBG
Sortie
Figure 6.14 Filtrage par circulateur et re´seau de Bragg. Le signal entre dans la premie`re
branche du circulateur, puis ressort par la seconde branche. Dans cette branche, un re´seau de
Bragg ne re´fle´chit qu’une petite plage de longueurs d’onde, qui sont ensuite renvoye´es dans
le circulateur pour ressortir par la troisie`me branche.
6.5 Re´sume´
De nombreuses expe´riences pratiques lie´es a` la conception de sources non-classiques ont
e´te´ re´alise´es au Laboratoire des fibres optiques de l’E´cole Polytechnique de Montre´al au cours
des dernie`res anne´es.
Nous avons par exemple
— re´alise´ la ge´ne´ration de second et troisie`me harmoniques dans les fibres effile´es, une
premie`re a` notre connaissance ;
— de´montre´ qu’il est possible de ge´ne´rer des instabilite´s de modulation vectorielles avec
des photons polarise´s circulairement, dans des fibres effile´es torsade´es ;
— re´alise´ la premie`re ge´ne´ration (a` notre connaissance) d’une instabilite´ de modulation
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de type O dans le domaine des longueurs d’onde des te´le´communications, a` l’aide d’une
fibre posse´dant une dispersion normale dans ce domaine, et un diame`tre externe double
de celui des fibres standard, afin de faciliter la ge´ne´ration d’une faible bire´fringence
par enroulement.
Nous avons e´galement mis en exergue le roˆle joue´ par la cohe´rence temporelle de la
pompe dans la ge´ne´ration de certains effets non-line´aires. Nous avons en particulier de´montre´
qu’une instabilite´ de modulation vectorielle, que nous n’avons jamais re´ussi a` observer a` l’aide
d’une pompe cohe´rente, est plus aise´ment ge´ne´re´e a` l’aide d’une pompe incohe´rente limitant
l’automodulation de phase. Ces re´sultats valident les calculs effectue´s a` l’aide du mode`le
de´veloppe´ au chapitre 4.
Dans le domaine quantique, nous avons re´alise´ une source de photons annonce´s (qui n’est
pas de´crite dans ce chapitre, car elle a fait l’objet d’une publication de´taille´e dans Slater
et al. (2010)), et pose´ les premiers jalons d’une source de photons intrique´s en polarisation
entie`rement fibre´e, dans le domaine des te´le´communications. A` cette occasion, nous avons
montre´ l’efficacite´ de solutions de filtrage entie`rement fibre´es, meˆme si nous n’avons pas
pu encore aller jusqu’au bout de la de´marche. Nous pensons cependant qu’il devrait eˆtre
possible au cours de la prochaine anne´e, a` partir des re´sultats de´ja` obtenus, d’obtenir une
source entie`rement fibre´e aux caracte´ristiques non-classiques inte´ressantes.
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Figure 6.15 Reconstitution de la matrice densite´ a` partir des donne´es expe´rimentales mesure´es
sur la courbe (en particulier le rapport signal sur bruit). En haut : Reconstitution a` partir des
donne´es re´elles, y compris le bruit. En bas : Reconstitution avec le bruit diminue´ d’un facteur
4. A` gauche : module des constituants de la matrice densite´ reconstitue´e. Au centre : partie
re´elle des constituants. A` droite : partie imaginaire des constituants. Pour cette reconstitution,
on imagine qu’on puisse obtenir le meˆme rapport signal sur bruit dans la branche a` λ =
1577 nm que dans la branche a` λ = 1497 nm. Les parame`tres sont les suivants : µ = 0,06,
η1 = η2 = 0,2 et d1 = d2 = 0,03 (en haut) ou d1 = d2 = 0,007 5 (en bas).
La matrice du bas se rapproche de la matrice ide´ale, qui ne devrait avoir de composantes
non nulles que sur les quatre “coins” (correspondant aux valeurs associe´es a` |HH〉 〈HH|,
|HH〉 〈V V |, |V V 〉 〈HH|, |V V 〉 〈V V |). La matrice correspondant a` un e´tat comple`tement
mixte (c’est-a`-dire comple`tement incohe´rent) ne posse´derait quant a` elle que des e´le´ments
(tous identiques) sur la diagonale.
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CHAPITRE 7
CONCLUSION
Les sources non-classiques fibre´es constitueront sans doute un e´le´ment important dans
l’architecture d’un potentiel re´seau de te´le´communications se´curise´ par la cryptographie quan-
tique. Nous montrons ici que la conception de ces sources requiert un e´ventail important de
connaissances physiques a` la fois the´oriques et pratiques.
Il est d’abord important d’identifier le processus non-line´aire au cœur de la future source.
Si les ge´ne´rations d’harmoniques permettent la re´alisation pratique de sources de photons
indiscernables, les instabilite´s de modulation vectorielles semblent particulie`rement indique´es
dans le cadre de l’e´laboration de sources de photons intrique´s. Les outils de calcul de´velop-
pe´s aux chapitres 2 et 5 permettent de de´terminer a` l’avance les parame`tres physiques qui
permettront la re´alisation de l’effet de´sire´. Nous montrons en particulier qu’il est possible
d’obtenir une faible bire´fringence a` l’aide d’un enroulement, et de favoriser ainsi un effet
d’instabilite´ de modulation vectorielle relativement proche de la pompe. Cette re´alisation
permet d’envisager la conception de sources efficaces dans le domaine des longueurs d’onde
des te´le´communications, autour de 1550 nm.
L’aspect quantifie´ de la lumie`re joue un grand roˆle dans le caracte`re non-classique des
sources utiles. Le chapitre 3 montre comment cet aspect est compatible avec la vision clas-
sique de la lumie`re en tant qu’onde. Il montre e´galement quels aspects spe´cifiques de la
lumie`re quantifie´e sont importants pour la re´alisation de sources non-classiques. L’informa-
tion la plus pertinente pour ces sources est contenue dans les corre´lations entre photons, ou
entre localisations d’un meˆme biphoton. Ces corre´lations peuvent eˆtre e´tudie´es relativement
simplement d’un point de vue purement statistique, ce qui permet de pre´voir en grande partie
le comportement d’une source en fonction de ses caracte´ristiques physiques, avant meˆme de
l’avoir re´alise´e. Il est ainsi possible de pre´voir a` l’avance la matrice densite´ de l’e´tat quan-
tique mesurable en sortie de source, en fonction des parame`tres physiques de la source et du
syste`me de caracte´risation.
La compe´tition entre processus non-line´aires est un proble`me pratique assez peu aborde´
dans la litte´rature. De ce point de vue, le chapitre 4 constitue une nouveaute´. Nous montrons
en particulier, en utilisant le formalisme que nous avons de´veloppe´, qu’il peut eˆtre avanta-
geux, dans certains cas, d’utiliser une pompe incohe´rente plutoˆt que cohe´rente pour obtenir
certains effets non-line´aires. C’est le cas pour les instabilite´s de modulation, qui sont en ge´-
ne´ral inhibe´es par l’automodulation de phase avec une pompe cohe´rente. Nous espe´rons avoir
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ainsi de´montre´ l’inte´reˆt de recherches plus pousse´es sur les effets non-line´aires dans le cadre
incohe´rent.
Ces dernie`res anne´es, le Laboratoire des fibres optiques de l’E´cole polytechnique de Mont-
re´al a mis en application les principes mis en avant dans ce travail. Nous avons ainsi observe´ la
ge´ne´ration de second et troisie`me harmonique dans des fibres effile´es, des effets non-line´aires
exploitant les e´tats de polarisation circulaire, mais aussi conc¸u et re´alise´ une source de photons
annonce´s.
Pour la premie`re fois, nous avons e´galement obtenu une instabilite´ de modulation vecto-
rielle de type orthogonal dans la plage de longueurs d’onde des te´le´communications. Il a fallu
pour cela utiliser tous les enseignements des the´ories pre´sente´es dans notre travail, ce qui nous
a permis de faire fabriquer une fibre adapte´e aux besoins spe´cifiques de cette application et
de se´lectionner la bonne source laser (qui, contrairement a` l’intuition, doit eˆtre incohe´rente).
L’effet non-line´aire ainsi obtenu nous a permis d’avancer dans la re´alisation d’une source
tout-fibre de photons intrique´s en polarisation. Le savoir-faire de notre laboratoire nous a
permis en particulier de montrer l’efficacite´ du filtrage par coupleurs, meˆme si ce dernier ne
peut constituer l’ensemble de la solution. On peut penser par exemple que l’utilisation de re´-
seaux de Bragg ou la cryoge´nisation permettront dans le futur de re´duire le bruit re´siduel qui
semble provenir de l’effet Raman spontane´. Il reste donc du travail a` effectuer, mais on peut
penser qu’une fois ces e´tapes franchies, cette source tout-fibre posse´dera les caracte´ristiques
requises pour une exploitation dans un futur re´seau quantique de te´le´communications.
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ANNEXE A
FONCTIONNELLES
Une fonctionnelle est une fonction d’une infinite´ continue de variables. On peut e´galement
la voir comme une fonction de fonction.
A.1 Fonction de variables discre`tes
On conside`re une fonction F des variables discre`tes {x1, · · · , xi, · · · } ≡ {x}. Le nombre
total de ces variables peut eˆtre fini ou infini.
Le de´veloppement de F en se´rie de Taylor, autour de la valeur {a} s’e´crit sous la forme
F [{a}+ {}] = F [{a}]
+
∑
j
∂F
∂xj
[{a}] j
+
1
2
∑
j,k
∂2F
∂xj∂xk
[{a}] j k
+ · · ·
+
1
n!
∑
i1,··· ,in
∂nf
∂xi1 · · · ∂xin
[{a}] i1 · · · in
+ · · ·
(A.1)
Dans ce cadre, la de´rive´e partielle est de´finie par
∂F
∂xj
[{a}] = lim
j→0
F [{a1, · · · , aj−1, aj + j, aj+1, · · · }]− F [{a}]
j
. (A.2)
A.2 Fonction d’une infinite´ continue de variables
On conside`re maintenant une fonction F d’une infinite´ continue de variables (variables
repe´re´es par un indice continu, t). On peut donc voir F comme une fonction de fonction,
F [x(t)].
En ge´ne´ralisant la formule de la section pre´ce´dente, on de´finit le de´veloppement en se´rie
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de Taylor autour de la fonction a(t) sous la forme
F [a+ ] = F [a]
+
∫
dt1
δF
δx(t1)
[a] (t1)
+
1
2
∫
dt1dt2
δ2F
δx(t1)δx(t2)
[a] (t1) (t2)
+ · · ·
+
1
n!
∫
dt1 · · · dtn δ
nF
δx(t1) · · · δx(tn) [a] (t1) · · · (tn)
+ · · ·
(A.3)
La de´rive´e fonctionnelle est de´finie par la fonctionnelle
δF
δx(t0)
[a(t)] ≡ lim
(t0)→0
F [a(t) + (t)]− F [a(t)]
(t0)
(A.4)
ou`  une fonction nulle partout sauf dans un voisinage de t = t0.
A.3 Ge´ne´ralisation du produit scalaire
Le produit scalaire entre vecteurs d’un espace dont la base est discre`te indexe´e par les
entiers i est de´fini par
u.v ≡
∑
i
ui vi. (A.5)
On peut e´tendre cette de´finition aux vecteurs d’un espace de base continue indexe´e par
la variable x, soit
〈u, v〉 ≡
∫
dx u(x) v(x), (A.6)
et pour des fonctionnelles vectorielles, on e´crit
〈u,v〉 ≡
∑
i
∫
dx ui(x) vi(x)
=
∫
dx u(x).v(x).
(A.7)
A.4 Application a` la polarisation d’un milieu
La polarisation est a priori une fonction du champ e´lectrique dans tout l’espace-temps.
C’est donc une fonctionnelle.
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En ge´ne´ral, on conside`re des valeurs du champ e´lectrique suffisamment faibles pour qu’on
puisse effectuer un de´veloppement de Taylor autour du champ nul. On e´crit donc (en prenant
quelques liberte´s avec les notations en raison du caracte`re tensoriel des expressions)
P ≡ Π[0 + E ]
= Π[0]
+
∫
dr1dt1
δΠ
δE(r1, t1) [0]
... E(r1, t1)
+
1
2
∫
dr1dt1 dr2dt2
δ2Π
δE(r1, t1)δE(r2, t2) [0]
... E(r1, t1).E(r2, t2)
+ · · ·
+
1
n!
∫
dr1dt1 · · · drndtn δ
nΠ
δE(r1, t1) · · · δE(rn, tn) [0]
... E(r1, t1) · · ·E(rn, tn)
+ · · ·
On de´finit alors
χ(n)(r − r1, t− t1, · · · , r − rn, t− tn) ≡
√
2pi
0 n!
δnΠ
δE(r1, t1) · · · δE(rn, tn) [0(r, t)], (A.8)
ce qui permet d’e´crire
P(r, t) ≡ 0√
2pi
∑
n≥1
∫
dr1dt1 · · · drndtn
χ(n)(r − r1, t− t1, · · · , r − rn, t− tn) ... E(r1, t1) · · ·E(rn, tn). (A.9)
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ANNEXE B
RE´SOLUTION DE L’E´QUATION DE PROPAGATION
B.1 Syste`me a` re´soudre
On cherche a` re´soudre une e´quation ge´ne´rique pour les instabilite´s de modulation, soit un
syste`me de deux e´quations couple´es
da1
dz
= i Gp a1 + i G12 a
∗
2 e
i∆βz,
da2
dz
= i Gp a2 + i G12 a
∗
1 e
i∆βz.
(B.1)
Le processus conside´re´ est donc la disparition de deux photons de pompe au profit d’un
photon du mode 1 et un photon du mode 2. Dans les e´quations, Gp repre´sente les effets de la
modulation de phase croise´e, et G12 les effets de l’instabilite´ de modulation proprement dite.
En posant
α1 = a1 e
−i∆βz
2 ,
α2 = a2 e
−i∆βz
2 ,
(B.2)
et en prenant le complexe conjugue´ de la seconde e´quation du syste`me, on se rame`ne a`
d
dz
[
α1
α∗2
]
=
i
(
Gp − ∆β
2
)
iG12
−iG12 −i
(
Gp − ∆β
2
)

[
α1
α∗2
]
≡
[
iγp iG12
−iG12 −iγp
][
α1
α∗2
]
.
(B.3)
B.2 Solution
Les solutions du syste`me B.3 sont
α1(z) = α1(0) cosh
(√
G212 − γ2p z
)
+ i
γp α1(0) +G12 α
∗
2(0)√
G212 − γ2p
sinh
(√
G212 − γ2p z
)
,
α2(z) = α2(0) cosh
(√
G212 − γ2p z
)
+ i
γp α2(0) +G12 α
∗
1(0)√
G212 − γ2p
sinh
(√
G212 − γ2p z
)
.
(B.4)
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Pour qu’il y ait gain, il faut donc respecter la condition |γp| ≤ G12, soit
2(Gp −G12) ≤ ∆β ≤ 2(Gp +G12), (B.5)
et la condition de gain maximal est
∆β = 2Gp, (B.6)
et la valeur maximale du gain est G12.
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ANNEXE C
TRANSITION THERMIQUE-POISSON
Nous montrons que la statistique thermique associe´e a` un mode unique devient une sta-
tistique poissonienne lorsqu’un grand nombre de modes est accessible aux signaux.
C.1 Ensemble multi-mode de processus thermiques
Nous supposons qu’un certain processus ge´ne`re des e´tats quantiques distribue´s parmi
K + 1 modes Ψ0 · · ·ΨK , accessibles de manie`re e´gale. Par la suite, nous notons |k; Ψi〉 un
e´tat a` k photons du mode Ψi. A` chaque mode est associe´e une phase ϕi ale´atoire.
On veut re´partir N photons sur les K modes. On de´finit donc
ΛN =
{
λ ∈ NK+1
∣∣∣∣∣
K∑
i=0
λi = N
}
. (C.1)
La dimension de ΛN est dim(ΛN) =
(
N +K
K
)
, ou`
(
N
K
)
est le nombre de combinaisons a`
K e´le´ments dans un ensemble a` N e´le´ments.
On suppose que la statistique de chaque mode est thermique. La probabilite´ d’avoir k
photons dans un mode donne´ est donc
p1 mode(k) =
1
α + 1
(
α
α + 1
)k
, (C.2)
ou` α =
µ
K + 1
et µ est le nombre de photons moyens dans chaque mode (suppose´s accessibles
de la meˆme manie`re).
L’e´tat quantique total est donc
|Ψ〉 =
+∞∑
N=0
∑
λ∈ΛN
ψλ
K⊗
i=0
|λi; Ψi〉 , (C.3)
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avec
ψλ =
K∏
i=0
eiλiϕi
√
1
α + 1
(
α
α + 1
)λi/2
= eiϕλ
(
1
α + 1
)(K+1)/2(
α
α + 1
)∑K
i=0 λi/2
= eiϕλ
(
1
α + 1
)(K+1)/2(
α
α + 1
)N/2
,
(C.4)
et
eiϕλ =
K∏
i=0
eiλiϕi . (C.5)
On a donc a` la fin
|Ψ〉 =
(
1
α + 1
)(K+1)/2 +∞∑
N=0
(
α
α + 1
)N/2 ∑
λ∈ΛN
eiϕλ
K⊗
i=0
|λi; Ψi〉 . (C.6)
C.2 Transition vers une distribution de Poisson
L’e´quation C.6 implique que la probabilite´ de mesurer exactement N0 photons dans tous
les modes accessibles est
pK modes(N = N0) =
〈∣∣∣∣∣∣
∑
σ∈ΛN0
K⊗
j=0
〈σj; Ψj|Ψ〉
∣∣∣∣∣∣
2〉
=
(
1
α + 1
)K+1(
α
1 + α
)N0 〈∣∣∣∣∣∣
∑
σ∈ΛN0
eiϕσ
∣∣∣∣∣∣
2〉
,
(C.7)
ou` 〈〉 de´note une moyenne prise sur un grand nombre d’expe´riences identiques.
Les phases des diffe´rents modes e´tant ale´atoires, la somme
∑
σ∈ΛN0
eiϕσ est une marche
ale´atoire dans le plan complexe. Une telle marche ve´rifie la condition de variance
〈∣∣∣∣∣∣
∑
σ∈ΛN0
eiϕσ
∣∣∣∣∣∣
2〉
= dim(ΛN0) =
(
N0 +K
K
)
. (C.8)
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On a donc
pK modes(N = N0) =
(
N0 +K
K
)(
1
α + 1
)K+1(
α
1 + α
)N0
=
µN0
N0!
(N0 +K)!
K!
(
1
1 + µ
K+1
)K+1( 1
K+1
1 + µ
K+1
)N0
.
(C.9)
Si K  1, on a
—
1
1 + µ
K+1
' 1− µ
K + 1
;
—
1
K+1
1 + µ
K+1
' 1
K + 1
.
La probabilite´ devient donc
pK modes(N = N0) ' µ
N0
N0!
(N0 +K)!
K! (K + 1)N0
(
1− µ
K + 1
)K+1
. (C.10)
Les relations suivantes sont e´galement ve´rifie´es :
— lim
K→+∞
(N0 +K)!
K! (K + 1)N0
= 1 ;
— lim
K→+∞
(
1− µ
K + 1
)K+1
= e−µ.
Finalement, on obtient
lim
K→+∞
pK modes(N = N0) = e
−µµ
N0
N0!
, (C.11)
ce qui montre que l’addition d’un grand nombre de modes fait tendre le processus vers une
statistique poissonienne.
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ANNEXE D
RECENTRAGE DES IMPULSIONS
En se plac¸ant dans le domaine des pulsations ω, on conside`re l’amplitude complexe d’un
mode centre´ autour de ω0, soit
a˜(z, ω) = A˜(z, ω) eiβ(ω)z. (D.1)
On conside`re le de´veloppement de β autour de ω0 comme
β(ω) = β0 + (ω − ω0)β1 + β2+(ω − ω0), (D.2)
ou` on a de´fini β0 ≡ β(ω0) et β1 ≡ dβ
dω
(ω0).
On de´finit alors
α˜(z, ω − ω0) ≡ A˜(z, ω) eiβ2+(ω−ω0)z, (D.3)
ce qui permet d’e´crire
a˜(z, ω) = α˜(z, ω − ω0) ei[β0+(ω−ω0)β1]z. (D.4)
Les amplitudes complexes dans le domaine temporel sont de´finies par les transforme´es de
Fourier
a(z, t) =
1√
2pi
∫ +∞
−∞
a˜(z, ω) e−iωt dω, et (D.5)
α(z, t) =
1√
2pi
∫ +∞
−∞
α˜(z, ω) e−iωt dω. (D.6)
Il existe alors une relation simple entre a(z, t) et α(z, t), soit
a(z, t) = α(z, t− β1z) ei(β0z−ω0t). (D.7)
Autrement dit, on passe de l’amplitude initiale a a` l’amplitude simplifie´e α en :
— recentrant le spectre du mode autour de ω = 0 ;
— suivant l’impulsion au cours de son de´placement (car β1 = 1/vg), ce qui a pour effet
de la recentrer autour de t = 0.
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ANNEXE E
FONCTION DENSITE´ DANS LE CAS GAUSSIEN
Nous illustrons ici la fonction densite´ telle que de´finie par l’e´quation 4.26, dans le cas ou` la
puissance instantane´e et le spectre ont des formes gaussiennes. C’est un exemple inte´ressant,
car il permet de passer de manie`re explicite et continue du cas incohe´rent au cas cohe´rent.
E.1 Cas ge´ne´ral
La puissance instantane´e est de´finie par
P (t) ≡ E√
pi τ
e−
t2
τ2 , (E.1)
ou` E est l’e´nergie contenue dans une impulsion et τ la longueur d’impulsion.
Le spectre de l’impulsion est de´fini par
S˜(ω) ≡ E τc√
pi
e−ω
2 τ2c (E.2)
ou` τc est le temps de cohe´rence, conforme´ment au the´ore`me de Wiener-Khintchine.
Les de´finitions E.1 et E.2 permettent de ve´rifier l’e´galite´ 4.1.
On a alors
P˜ (ω) =
1√
2pi
∫ +∞
−∞
dt P (t) eiωt
=
E√
2pi
e−
ω2 τ2
4 , et
(E.3)
S(t) =
1√
2pi
∫ +∞
−∞
dω S˜(ω) e−iωt
=
E√
2pi
e
− t2
4τ2c .
(E.4)
La de´finition 4.26 donne alors
ρ(t1, t2) =
E√
pi τ
e−
(t1−t2)2
4τ2 e
− (t1+t2)2
4τ2c , (E.5)
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et sa transforme´e de Fourier 4.28 est
ρ˜(ω1, ω2) =
E τc√
pi
e−
(ω1−ω2)2 τ2
4 e−
(ω1+ω2)
2 τ2c
4 , (E.6)
ce qui permet de bien comprendre la Fig. 4.2.
On note que dans ce cas, on a directement P (t) = ρ(t,−t) et S˜(ω) = ρ˜(ω, ω).
E.2 Cas cohe´rent
Le cas cohe´rent se de´duit du cas ge´ne´ral en posant τ = τc. L’impulsion ve´rifie alors la
condition 4.6. Elle est donc “Fourier limite´e” et les e´quations E.5 et E.6 deviennent
ρ(t1, t2) =
E√
pi τc
e
− t
2
1+t
2
2
2τ2c = a(t1) a
∗(−t2), (E.7)
avec
a(t) =
(
1
pi
) 1
4
√
E
τc
e
− t2
2τ2c , (E.8)
et
ρ˜(ω1, tω2) =
E τc√
pi
e−
(ω21+ω
2
2) τ
2
c
2 = a˜(ω1) a˜
∗(ω2), (E.9)
avec
a˜(ω) =
(
1
pi
) 1
4 √
E τc e
−ω
2 τ2c
2 . (E.10)
On retrouve les amplitudes classiques du cas cohe´rent. Il est donc possible d’utiliser le
cas gaussien pour e´tudier en de´tails et de manie`re explicite le passage du cas cohe´rent au cas
incohe´rent.
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ANNEXE F
PROPAGATION AVEC PERTURBATION
Dans cette annexe, nous nous inspirons des me´thodes de la me´canique quantique pour e´tu-
dier la propagation d’une amplitude complexe dans des conditions incluant une perturbation
de´pendant de la position.
F.1 Proble`me a` re´soudre
On cherche a` re´soudre le proble`me de propagation de´fini par l’e´quation
d
dz
X = [M + εN (z)]X, (F.1)
ou` X est un vecteur d’amplitudes complexes, M une matrice complexe constante, ε un
nombre petit devant l’unite´, et N (z) une matrice dont les composantes de´pendent de la
position.
F.2 Re´solution
Le proble`me non perturbe´ associe´ est de´fini par l’e´quation de propagation
d
dz
X = MX. (F.2)
On suppose qu’il existe une base de vecteurs orthonorme´s {Vn}, vecteurs propres de M
associe´s aux valeurs propres νn.
La solution de F.2 est alors
X(z) =
∑
n
An Vn e
νnz, (F.3)
ou` les An sont des constantes complexes qui de´pendent des conditions initiales.
Il est donc naturel de chercher une solution approche´e de la forme
X(z) '
∑
n
[An + εBn(z)]Vn e
νnz (F.4)
ou` les Bn sont des fonctions de z a` de´terminer.
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En injectant F.4 dans F.1, en ne gardant que les termes de premier ordre en ε et en faisant
le produit vectoriel a` gauche par le vecteur transpose´ de Vn, soit V
t
n , on obtient alors
Bn(z) '
∫ z
0
dz′
∑
m
Am V
t
n N (z
′)Vm e(νm−νn)z
′
. (F.5)
Si l’inte´grale peut eˆtre e´value´e, on obtient alors une solution approche´e du proble`me sous
la forme F.4.
F.3 Application : compe´tition entre type C et type O
On cherche a` re´soudre le syste`me complet d’e´quations de la forme 5.4. Ce syste`me peut
s’e´crire comme F.1 avec
X =

α1x
α∗2x
α1y
α∗2y
 , (F.6)
M =

0 2i γP 0 0
−2i γP 0 0 0
0 0 0 i
γP
3
0 0 −i γP
3
0
 , et (F.7)
N (z) = i
2γP
3
0 0 2 cos(γPz) e2i γPz ei γPz
0 0 −e−i γPz −2 cos(γPz) e−2i γPz
2 cos(γPz) ei
2 γPz
3 e−i
γPz
3
−ei γPz3 −2 cos(γPz) e−i 2 γPz3 0 0
 . (F.8)
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Les valeurs propres et vecteurs propres associe´s de la matrice M sont alors
νx+ = 2 γP, Vx+ =
1√
2

1
−i
0
0
 , (F.9)
νx− = −2 γP, Vx− = 1√
2

1
+i
0
0
 , (F.10)
νy+ =
γP
3
, Vy+ =
1√
2

0
0
1
−i
 , (F.11)
νy− = −γP
3
, Vy− =
1√
2

0
0
1
+i
 . (F.12)
Les valeurs des constantes complexes associe´es au proble`me non perturbe´ sont
Ax+ =
α1x(0) + i α
∗
2x(0)√
2
, (F.13)
Ax− =
α1x(0)− i α∗2x(0)√
2
, (F.14)
Ay+ =
α1y(0) + i α
∗
2y(0)√
2
, (F.15)
Ay− =
α1y(0)− i α∗2y(0)√
2
. (F.16)
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Enfin, les valeurs des fonctions complexes perturbatrices sont
Bx+(z) = i Ay+
{
1
17
[
e−
5γPz
3 [−8 cos (γPz)− 2 sin (γPz)] + 8
]
+
1
53
[
e−
5γPz
3 [−5 cos (3γPz) + 9 sin (3γPz)] + 5
]}
+ Ay−
{
1
29
[
e−
7γPz
3 [4 cos (γPz)− 10 sin (γPz)]− 4
]
+
1
65
[
e−
7γPz
3 [−9 cos (3γPz)− 7 sin (3γPz)] + 9
]}
, (F.17)
Bx−(z) = Ay+
{
1
29
[
e
7γPz
3 [4 cos (γPz) + 10 sin (γPz)]− 4
]
+
1
65
[
e
7γPz
3 [−9 cos (3γPz) + 7 sin (3γPz)] + 9
]}
+ i Ay−
{
1
17
[
e
5γPz
3 [8 cos (γPz)− 2 sin (γPz)]− 8
]
+
1
53
[
e
5γPz
3 [5 cos (3γPz) + 9 sin (3γPz)]− 5
]}
, (F.18)
By+(z) = i Ax+
{
1
13
[
e
5γPz
3
[
6 cos
(
γPz
3
)
− 4 sin
(
γPz
3
)]
− 6
]
+
1
25
[
e
5γPz
3
[
5 cos
(
5γPz
3
)
− 5 sin
(
5γPz
3
)]
− 5
]}
+ Ax−
{
1
25
[
e−
7γPz
3
[
8 cos
(
γPz
3
)
+ 6 sin
(
γPz
3
)]
− 8
]
+
1
37
[
e−
7γPz
3
[
−5 cos
(
5γPz
3
)
− 7 sin
(
5γPz
3
)]
+ 5
]}
, (F.19)
By−(z) = Ax+
{
1
25
[
e
7γPz
3
[
8 cos
(
γPz
3
)
− 6 sin
(
γPz
3
)]
− 8
]
+
1
37
[
e
7γPz
3
[
−5 cos
(
5γPz
3
)
+ 7 sin
(
5γPz
3
)]
+ 5
]}
+ i Ax−
{
1
13
[
e−
5γPz
3
[
−6 cos
(
γPz
3
)
− 4 sin
(
γPz
3
)]
+ 6
]
+
1
25
[
e−
5γPz
3
[
−5 cos
(
5γPz
3
)
+ 5 sin
(
5γPz
3
)]
+ 5
]}
. (F.20)
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ANNEXE G
PROGRAMMES MATLAB
G.1 Accords de phase
G.1.1 Programmes principaux
Accord de phase de type C (force brute)
function [l1,l2] = find_TypeC(lambda, n, lambda_p, gammaP)
% FIND_TYPEC - Find Type C phasematch.
%
% USE
% [l1,l2] = find_TypeC(lambda, n, lambda_p, gammaP);
%
% INPUT
% .lambda is a vector containing the wavelengths for the dispersion
% curve, in nm.
% .n is a vector containing the indices for the dispersion curve.
% .lambda_p is a vector containing the pump wavelegths, in nm.
% .gammaP is the value of the product between the nonlinear coefficient
% gamma (in W^{-1}.m^{-1}) and the peak power (in W).
%
% OUTPUT
% .l1 contains the values of the shorter wavelengths daughters, in nm.
% .l2 contains the values of the longer wavelengths daughters, in nm.
%
% NOTES
% .Only the three closest daughters to the pump are computed.
% .A plot of the phasematching curves is also provided.
%
lambda = lambda*1e-9;
lambda_p = lambda_p*1e-9;
lambda_max = max(lambda);
lambda1_min = lambda_p*lambda_max./(2*lambda_max-lambda_p);
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lambda1_max = lambda_p;
llp = length(lambda_p);
l1 = NaN*ones(llp,3);
l2 = NaN*ones(llp,3);
for nlp = 1:llp
lp = lambda_p(nlp);
np = simple_interp(lambda, n, lp);
ilambda1 = (lambda >= lambda1_min(nlp)) & ...
(lambda <= lambda1_max(nlp));
lambda1 = lambda(ilambda1);
n1 = n(ilambda1);
lambda2 = lp*lambda1./(2*lambda1-lp);
n2 = zeros(size(lambda2));
for i = 1:length(lambda1)
n2(i) = simple_interp(lambda,n,lambda2(i));
end
fz = n1./lambda1 + n2./lambda2 - 2*np/lp + gammaP/pi;
l1_prov = find_zeros(lambda1, fz);
l2_prov = lp*l1_prov./(2*l1_prov-lp);
l = length(l1_prov);
if l == 1
l1(nlp,1) = l1_prov*1e9;
l2(nlp,1) = l2_prov*1e9;
elseif l == 2
l1(nlp,1:2) = l1_prov(l:-1:l-1)*1e9;
l2(nlp,1:2) = l2_prov(l:-1:l-1)*1e9;
elseif l >=3
l1(nlp,:) = l1_prov(l:-1:l-2)*1e9;
l2(nlp,:) = l2_prov(l:-1:l-2)*1e9;
end
end
lambda_p = lambda_p*1e9;
plot(lambda_p, l1(:,1), ’b.’, lambda_p, l1(:,2), ’b.’, ...
lambda_p, l1(:,3), ’b.’, ...
lambda_p, l2(:,1), ’b.’, lambda_p, l2(:,2), ’b.’, ...
lambda_p, l2(:,3), ’b.’);
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Accord de phase de type O (force brute)
function [l1f,l2f,l1s,l2s] = find_TypeO(lambda, n, dn, lambda_p, gammaP)
% FIND_TYPEO - Find Type O phasematch.
%
% USE
% [l1f,l2f,l1s,l2s] = find_TypeO(lambda, n, dn, lambda_p, gammaP);
%
% INPUT
% .lambda is a vector containing the wavelengths for the dispersion
% curve, in nm.
% .n is a vector containing the indices for the dispersion curve.
% .dn is the birefringent index delta between the fast and slow axes.
% .lambda_p is a vector containing the pump wavelegths, in nm.
% .gammaP is the value of the product between the nonlinear coefficient
% gamma (in W^{-1}.m^{-1}) and the peak power (in W).
%
% OUTPUT
% .l1f contains the values of the shorter wavelength daughters for a pump
% on the fast axis, in nm.
% .l2f contains the values of the longer wavelength daughters for a pump
% on the fast axis, in nm.
% .l1s contains the values of the shorter wavelength daughters for a pump
% on the slow axis, in nm.
% .l2s contains the values of the longer wavelength daughters for a pump
% on the slow axis, in nm.
%
% NOTES
% .Only the three closest daughters to the pump are computed for each pump
% axis.
% .A plot of the phasematching curves is also provided. The red curves
% represent daughters obtained while pumping on the slow axis, and the
% blue curves represent daughters obtained while pumping on the fast axis.
%
lambda = lambda*1e-9;
lambda_p = lambda_p*1e-9;
lambda_max = max(lambda);
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lambda1_min = lambda_p*lambda_max./(2*lambda_max-lambda_p);
lambda1_max = lambda_p;
llp = length(lambda_p);
l1f = NaN*ones(llp,3);
l2f = NaN*ones(llp,3);
l1s = NaN*ones(llp,3);
l2s = NaN*ones(llp,3);
for nlp = 1:llp
lp = lambda_p(nlp);
np = simple_interp(lambda, n, lp);
ilambda1 = (lambda >= lambda1_min(nlp)) & ...
(lambda <= lambda1_max(nlp));
lambda1 = lambda(ilambda1);
n1 = n(ilambda1);
lambda2 = lp*lambda1./(2*lambda1-lp);
n2 = zeros(size(lambda2));
for i = 1:length(lambda1)
n2(i) = simple_interp(lambda,n,lambda2(i));
end
fz = n1./lambda1 + n2./lambda2 - 2*np/lp - gammaP/3/pi;
l1f_prov = find_zeros(lambda1, fz + 2*dn/lp);
l1s_prov = find_zeros(lambda1, fz - 2*dn/lp);
l2f_prov = lp*l1f_prov./(2*l1f_prov-lp);
l2s_prov = lp*l1s_prov./(2*l1s_prov-lp);
lf = length(l1f_prov);
ls = length(l1s_prov);
if lf == 1
l1f(nlp,1) = l1f_prov*1e9;
l2f(nlp,1) = l2f_prov*1e9;
elseif lf == 2
l1f(nlp,1:2) = l1f_prov(lf:-1:lf-1)*1e9;
l2f(nlp,1:2) = l2f_prov(lf:-1:lf-1)*1e9;
elseif lf >= 3
l1f(nlp,:) = l1f_prov(lf:-1:lf-2)*1e9;
l2f(nlp,:) = l2f_prov(lf:-1:lf-2)*1e9;
end
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if ls == 1
l1s(nlp,1) = l1s_prov*1e9;
l2s(nlp,1) = l2s_prov*1e9;
elseif ls == 2
l1s(nlp,1:2) = l1s_prov(ls:-1:ls-1)*1e9;
l2s(nlp,1:2) = l2s_prov(ls:-1:ls-1)*1e9;
elseif ls >=3
l1s(nlp,:) = l1s_prov(ls:-1:ls-2)*1e9;
l2s(nlp,:) = l2s_prov(ls:-1:ls-2)*1e9;
end
end
lambda_p = lambda_p*1e9;
plot(lambda_p, l1f(:,1), ’b.’, lambda_p, l1s(:,1), ’r.’, ...
lambda_p, l1f(:,2), ’b.’, lambda_p, l1s(:,2), ’r.’, ...
lambda_p, l1f(:,3), ’b.’, lambda_p, l1s(:,3), ’r.’, ...
lambda_p, l2f(:,1), ’b.’, lambda_p, l2s(:,1), ’r.’, ...
lambda_p, l2f(:,2), ’b.’, lambda_p, l2s(:,2), ’r.’, ...
lambda_p, l2f(:,3), ’b.’, lambda_p, l2s(:,3), ’r.’);
legend(’Pump on fast axis’, ’Pump on slow axis’, ’Location’, ’NorthWest’);
Accord de phase de type M (force brute)
function [l1a,l2a,l1b,l2b] = find_TypeM(lambda, n, dn, lambda_p, gammaP)
% FIND_TYPEM - Find Type M phasematch.
%
% USE
% [l1a,l2a,l1b,l2b] = find_TypeM(lambda, n, dn, lambda_p, gammaP);
%
% INPUT
% .lambda is a vector containing the wavelengths for the dispersion
% curve, in nm.
% .n is a vector containing the indices for the dispersion curve.
% .dn is the birefringent index delta between the fast and slow axes.
% .lambda_p is a vector containing the pump wavelegths, in nm.
% .gammaP is the value of the product between the nonlinear coefficient
% gamma (in W^{-1}.m^{-1}) and the peak power (in W).
%
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% OUTPUT
% .l1a contains the values of the shorter wavelength daughters for the
% first series of solutions, in nm.
% .l2a contains the values of the longer wavelength daughters for the
% first series of solutions, in nm.
% .l1b contains the values of the shorter wavelength daughters for the
% second series of solutions, in nm.
% .l2b contains the values of the longer wavelength daughters for the
% second series of solutions, in nm.
%
% NOTES
% .Only the three closest daughters to the pump are computed for each
% series of solutions.
% .A plot of the phasematching curves is also provided. The red curves
% represent daughters of the first series, and the blue curves the
% daughters of the second series.
%
lambda = lambda*1e-9;
lambda_p = lambda_p*1e-9;
lambda_max = max(lambda);
lambda1_min = lambda_p*lambda_max./(2*lambda_max-lambda_p);
lambda1_max = lambda_p;
llp = length(lambda_p);
l1a = NaN*ones(llp,3);
l2a = NaN*ones(llp,3);
l1b = NaN*ones(llp,3);
l2b = NaN*ones(llp,3);
for nlp = 1:llp
lp = lambda_p(nlp);
np = simple_interp(lambda, n, lp);
ilambda1 = (lambda >= lambda1_min(nlp)) & ...
(lambda <= lambda1_max(nlp));
lambda1 = lambda(ilambda1);
n1 = n(ilambda1);
lambda2 = lp*lambda1./(2*lambda1-lp);
n2 = zeros(size(lambda2));
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for i = 1:length(lambda1)
n2(i) = simple_interp(lambda,n,lambda2(i));
end
fz = n1./lambda1 + n2./lambda2 - 2*np/lp + gammaP/2/pi;
l1a_prov = find_zeros(lambda1, fz + dn*(1/lp-1./lambda1));
l1b_prov = find_zeros(lambda1, fz + dn*(1/lp-1./lambda2));
l2a_prov = lp*l1a_prov./(2*l1a_prov-lp);
l2b_prov = lp*l1b_prov./(2*l1b_prov-lp);
la = length(l1a_prov);
lb = length(l1b_prov);
if la == 1
l1a(nlp,1) = l1a_prov*1e9;
l2a(nlp,1) = l2a_prov*1e9;
elseif la == 2
l1a(nlp,1:2) = l1a_prov(la:-1:la-1)*1e9;
l2a(nlp,1:2) = l2a_prov(la:-1:la-1)*1e9;
elseif la >= 3
l1a(nlp,:) = l1a_prov(la:-1:la-2)*1e9;
l2a(nlp,:) = l2a_prov(la:-1:la-2)*1e9;
end
if lb == 1
l1b(nlp,1) = l1b_prov*1e9;
l2b(nlp,1) = l2b_prov*1e9;
elseif lb == 2
l1b(nlp,1:2) = l1b_prov(lb:-1:lb-1)*1e9;
l2b(nlp,1:2) = l2b_prov(lb:-1:lb-1)*1e9;
elseif lb >= 3
l1b(nlp,:) = l1b_prov(lb:-1:lb-2)*1e9;
l2b(nlp,:) = l2b_prov(lb:-1:lb-2)*1e9;
end
end
lambda_p = lambda_p*1e9;
plot(lambda_p, l1a(:,1), ’b.’, lambda_p, l1b(:,1), ’r.’, ...
lambda_p, l1a(:,2), ’b.’, lambda_p, l1b(:,2), ’r.’, ...
lambda_p, l1a(:,3), ’b.’, lambda_p, l1b(:,3), ’r.’, ...
lambda_p, l2a(:,1), ’b.’, lambda_p, l2b(:,1), ’r.’, ...
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lambda_p, l2a(:,2), ’b.’, lambda_p, l2b(:,2), ’r.’, ...
lambda_p, l2a(:,3), ’b.’, lambda_p, l2b(:,3), ’r.’);
legend(’First series’, ’Second series’, ’Location’, ’NorthWest’);
G.1.2 Programme auxiliaire
Fonction d’interpolation
function [yo, ypo] = simple_interp(x, y, xo)
%
% SIMPLE_INTERP - Linear interpolation
%
% USE
% [yo, ypo] = simple_interp(x, y, xo);
%
% INPUT
% .x is a vector containing x values.
% .y is a vector containing y values.
% .xo is the x-position where the interpolation will be performed.
%
% OUTPUT
% .yo is the interpolated value.
% .ypo is the derivative at the interpolated value.
%
l = min(length(x), length(y));
x = x(1:l);
y = y(1:l);
[x, ix] = sort(x);
y = y(ix);
if l == 1
yo = y(1);
ypo = 0;
else
is = find(x <= xo);
if ~isempty(is)
im = max(is);
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if im == l
ypo = (y(l)-y(l-1))/(x(l)-x(l-1));
yo = y(l)+ypo*(xo-x(l));
else
ypo = (y(im+1)-y(im))/(x(im+1)-x(im));
yo = y(im)+ypo*(xo-x(im));
end
else
ypo = (y(2)-y(1))/(x(2)-x(1));
yo = y(1)+ypo*(xo-x(1));
end
end
G.2 Tomographie quantique
G.2.1 Programmes principaux
Calcul de S
function S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, ...
eta_d1, eta_d2, d1, d2, theta, phi)
% COMPUTE_S - Compute S parameter for Bell inequality.
%
% USES
% S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta, phi);
% S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta);
% S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, eta_d1, eta_d2, d1, d2);
% S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, eta_d1, eta_d2, d1);
% S = compute_S(a, b, ap, bp, m, eta_l1, eta_l2, eta_d1, eta_d2);
%
% INPUT
% .a is the first angle of the analyzer in line 1.
% .b is the first angle of the analyzer in line 2.
% .ap is the second angle of the analyzer in line 1.
% .bp is the second angle of the analyzer in line 2.
% .m is the mean number of photon pairs per gate period.
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% .eta_l1 is the quantum efficiency of line 1.
% .eta_l2 is the quantum efficiency of line 2.
% .eta_d1 is the quantum efficiency of detector 1.
% .eta_d2 is the quantum efficiency of detector 2.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .theta is the polarization angle of the pump. The default is pi/4.
% .phi is the overall phase difference between vertical and horizontal
% components in the detection process. The default is 0.
%
% OUTPUT
% .S is the computed S parameter.
%
if nargin < 13
phi = 0;
end
if nargin < 12
theta = pi/4;
end
if nargin < 11
d2 = 0;
end
if nargin < 10
d1 = 0;
end
E1 = compute_E(a, b, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
E2 = compute_E(a, bp, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
E3 = compute_E(ap, b, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
E4 = compute_E(ap, bp, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
S=abs(E1-E2+E3+E4);
131
Calcul de E
function E = compute_E(alpha, beta, m, eta_l1, eta_l2, ...
eta_d1, eta_d2, d1, d2, theta, phi)
% COMPUTE_E - Compute correlation parameter E.
%
% USES
% E = compute_E(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta, phi);
% E = compute_E(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta);
% E = compute_E(alpha, beta, m, eta_l1, eta_l2, eta_d1, eta_d2, d1, d2);
% E = compute_E(alpha, beta, m, eta_l1, eta_l2, eta_d1, eta_d2, d1);
% E = compute_E(alpha, beta, m, eta_l1, eta_l2, eta_d1, eta_d2);
%
% INPUT
% .alpha is the angle of the analyzer in line 1.
% .beta is the angle of the analyzer in line 2.
% .m is the mean number of photon pairs per gate period.
% .eta_l1 is the quantum efficiency of line 1.
% .eta_l2 is the quantum efficiency of line 2.
% .eta_d1 is the quantum efficiency of detector 1.
% .eta_d2 is the quantum efficiency of detector 2.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .theta is the polarization angle of the pump. The default is pi/4.
% .phi is the overall phase difference between vertical and horizontal
% components in the detection process. The default is 0.
%
% OUTPUT
% .E is the computed correlation parameter.
%
if nargin < 11
phi = 0;
end
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if nargin < 10
theta = pi/4;
end
if nargin < 9
d2 = 0;
end
if nargin < 8
d1 = 0;
end
alphao = alpha+pi/2;
betao = beta+pi/2;
p1 = compute_pc(alpha, beta, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
p2 = compute_pc(alphao, betao, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
p3 = compute_pc(alpha, betao, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
p4 = compute_pc(alphao, beta, m, eta_l1, eta_l2, eta_d1, eta_d2, ...
d1, d2, theta, phi);
E = (p1+p2-p3-p4)/(p1+p2+p3+p4);
Calcul de probabilite´ de co¨ıncidence
function [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
eta_d1, eta_d2, d1, d2, theta, phi)
% COMPUTE_PC - Compute coincidence probability.
%
% USES
% [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta, phi);
% [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2, theta);
% [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1, d2);
% [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
% eta_d1, eta_d2, d1);
% [pc_t, pc_p] = compute_pc(alpha, beta, m, eta_l1, eta_l2, ...
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% eta_d1, eta_d2);
%
% INPUT
% .alpha is the angle of the analyzer in line 1.
% .beta is the angle of the analyzer in line 2.
% .m is the mean number of photon pairs per gate period.
% .eta_l1 is the quantum efficiency of line 1.
% .eta_l2 is the quantum efficiency of line 2.
% .eta_d1 is the quantum efficiency of detector 1.
% .eta_d2 is the quantum efficiency of detector 2.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .d1 is the average dark counts on detector 1 for each gate period. The
% default is 0.
% .theta is the polarization angle of the pump. The default is pi/4.
% .phi is the overall phase difference between vertical and horizontal
% components in the detection process. The default is 0.
%
% OUTPUT
% .pc_t is the coincidence probability for a thermal distribution.
% .pc_p is the coincidence probability for a poissonian distribution.
%
if nargin < 11
phi = 0;
end
if nargin < 10
theta = pi/4;
end
if nargin < 9
d2 = 0;
end
if nargin < 8
d1 = 0;
end
eta1 = eta_l1*eta_d1;
eta1 = max([0 eta1]);
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eta1 = min([eta1 1]);
eta2 = eta_l2*eta_d2;
eta2 = max([0 eta2]);
eta2 = min([eta2 1]);
bar1 = 1-eta1;
bar2 = 1-eta2;
ca = cos(alpha);
sa = sin(alpha);
cb = cos(beta);
sb = sin(beta);
ct = cos(theta);
st = sin(theta);
tphase = 0.25*cos(phi)*sin(2*theta)*sin(2*alpha)*sin(2*beta);
PHH = ct^2*ca^2*cb^2+st^2*sa^2*sb^2+tphase;
PHV = ct^2*ca^2*sb^2+st^2*sa^2*cb^2-tphase;
PVH = ct^2*sa^2*cb^2+st^2*ca^2*sb^2-tphase;
PVV = ct^2*sa^2*sb^2+st^2*ca^2*cb^2+tphase;
M_dc = [1 d1 d2 d1*d2; ...
0 1-d1 0 (1-d1)*d2; ...
0 0 1-d2 (1-d2)*d1; ...
0 0 0 (1-d1)*(1-d2)];
M_eta = [1 eta1*(PHH+PHV) ...
eta2*(PHH+PVH) eta1*eta2*PHH; ...
0 bar1*(PHH+PHV)+PVH+PVV ...
0 eta2*(bar1*PHH+PVH); ...
0 0 ...
bar2*(PHH+PVH)+PHV+PVV eta1*(bar2*PHH+PHV); ...
0 0 ...
0 bar1*bar2*PHH+bar1*PHV+bar2*PVH+PVV];
P0 = [0; 0; 0; 1];
M_t = M_dc*inv(eye(4)-m*M_eta/(m+1))/(m+1);
P_t = M_t*P0;
pc_t = P_t(1);
M_p = exp(-m)*M_dc*expm(m*M_eta);
P_p = M_p*P0;
pc_p = P_p(1);
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Tomographie simple
function [rho, t, e] = tomography(n, f)
% TOMOGRAPHY - Quantum tomography of polarization coded qubit.
%
% USES
% [rho, t, e] = tomography(n, f);
% [rho, t, e] = tomography(n);
%
% INPUT
% .n is a 16-long vector containing the coincidence results for the
% following bases:
% HH, HV, VV, VH, RH, RV, DV, DH, DR, DD, RD, HD, VD, VL, HL, RL.
% .f is an optional parameter. If f is true, plots will be provided. The
% default value is false.
%
% OUTPUT
% .rho is the tomography matrix.
% .t is the trace of rho*rho. For a physically meaningful density matrix,
% t should be in the interval [0;1].
% .e is a vector containing the eigenvalues of rho. For a physically
% meaningful matrix, all eigenvalues should be in the interval [0;1].
%
if nargin<2
f = false;
end
N = sum(n(1:4));
n = n/N;
p = 1+1i;
m = 1-1i;
rho = 0.5*n(1)*[2 -m -p 1; -p 0 1i 0; -m -1i 0 0; 1 0 0 0] + ...
0.5*n(2)*[0 -m 0 1; -p 2 1i -p; 0 -1i 0 0; 1 -m 0 0] + ...
0.5*n(3)*[0 0 0 1; 0 0 1i -p; 0 -1i 0 -m; 1 -m -p 2] + ...
0.5*n(4)*[0 0 -p 1; 0 0 1i 0; -m -1i 2 -m; 1 0 -p 0] + ...
0.5*n(5)*[0 0 2i -p; 0 0 m 0; -2i p 0 0; -m 0 0 0] + ...
0.5*n(6)*[0 0 0 -p; 0 0 m 2i; 0 p 0 0; -m -2i 0 0] + ...
0.5*n(7)*[0 0 0 -p; 0 0 -m 2; 0 -p 0 0; -m 2 0 0] + ...
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0.5*n(8)*[0 0 2 -p; 0 0 -m 0; 2 -p 0 0; -m 0 0 0] + ...
n(9)*[0 0 0 1i; 0 0 -1i 0; 0 1i 0 0; -1i 0 0 0] + ...
n(10)*[0 0 0 1; 0 0 1 0; 0 1 0 0; 1 0 0 0] + ...
n(11)*[0 0 0 1i; 0 0 1i 0; 0 -1i 0 0; -1i 0 0 0] + ...
0.5*n(12)*[0 2 0 -p; 2 0 -p 0; 0 -m 0 0; -m 0 0 0] + ...
0.5*n(13)*[0 0 0 -p; 0 0 -p 0; 0 -m 0 2; -m 0 2 0] + ...
0.5*n(14)*[0 0 0 -m; 0 0 m 0; 0 p 0 -2i; -p 0 2i 0] + ...
0.5*n(15)*[0 -2i 0 -m; 2i 0 m 0; 0 p 0 0; -p 0 0 0] + ...
n(16)*[0 0 0 1; 0 0 -1 0; 0 -1 0 0; 1 0 0 0];
rho = resize_complex_m(rho);
t = resize_complex(trace(rho*rho));
e = resize_complex(eig(rho));
if f
figure(1);
clf;
title(’Initial density matrix’);
subplot(221);
bar3(abs(rho));
title(’Module of density matrix’);
axis([0 5 0 5 0 1]);
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
subplot(223);
bar3(real(rho));
title(’Real part of density matrix’);
axis([0 5 0 5 -1 1]);
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
subplot(224);
bar3(imag(rho));
title(’Imaginary part of density matrix’);
axis([0 5 0 5 -1 1]);
137
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
end
Tomographie de vraissemblance maximale
function [mlrho, mlt, mle] = mltomography(n, f)
% MLTOMOGRAPHY - Maximum likelihood tomography.
%
% USE
% [mlrho, mlt, mle] = mltomography(n, f);
%
% INPUT
% .n is the original 16-long set of coincidence measurements.
% .f is an optional parameter. If f is true, plots will be provided. The
% default value is false.
%
% OUTPUT
% .mlrho is the maximum likelihood physically meaningful density matrix.
% .mlt is the trace of rho*rho. For a physically meaningful density matrix,
% mlt should be in the interval [0;1].
% .mle is a vector containing the eigenvalues of rho. For a physically
% meaningful matrix, all eigenvalues should be in the interval [0;1].
%
if nargin<2
f = false;
end
rho = tomography(n);
delta = det(rho);
m11 = minor1(rho,1,1);
m12 = minor1(rho,1,2);
m1122 = minor2(rho,[1 2],[1 2]);
m1123 = minor2(rho,[1 2],[1 3]);
m1223 = minor2(rho,[1 2],[2 3]);
t = zeros(1,16);
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z1 = resize_complex(sqrt(delta/m11));
z2 = resize_complex(sqrt(m11/m1122));
z3 = resize_complex(sqrt(m1122/rho(4,4)));
z4 = resize_complex(sqrt(rho(4,4)));
z56 = resize_complex(m12/sqrt(m11*m1122));
z78 = resize_complex(m1123/sqrt(rho(4,4)*m1122));
z910 = resize_complex(rho(4,3)/sqrt(rho(4,4)));
z1112 = resize_complex(m1223/sqrt(rho(4,4)*m1122));
z1314 = resize_complex(rho(4,2)/sqrt(rho(4,4)));
z1516 = resize_complex(rho(4,1)/sqrt(rho(4,4)));
t(1) = real(z1);
t(2) = real(z2);
t(3) = real(z3);
t(4) = real(z4);
t(5) = real(z56);
t(6) = imag(z56);
t(7) = real(z78);
t(8) = imag(z78);
t(9) = real(z910);
t(10) = imag(z910);
t(11) = real(z1112);
t(12) = imag(z1112);
t(13) = real(z1314);
t(14) = imag(z1314);
t(15) = real(z1516);
t(16) = imag(z1516);
bt = fminunc(@(x) tomodistance(x,n),t);
bT = [bt(1) 0 0 0; ...
bt(5)+1i*bt(6) bt(2) 0 0; ...
bt(11)+1i*bt(12) bt(7)+1i*bt(8) bt(3) 0; ...
bt(15)+1i*bt(16) bt(13)+1i*bt(14) bt(9)+1i*bt(10) bt(4)];
mlrho = ctranspose(bT)*bT;
mlrho = resize_complex_m(mlrho/trace(mlrho));
mlt = resize_complex(trace(mlrho*mlrho));
mle = resize_complex(eig(mlrho));
if f
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figure(2);
clf;
subplot(221);
bar3(abs(mlrho));
title(’Module of maximum likelihood density matrix’);
axis([0 5 0 5 0 1]);
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
subplot(223);
bar3(real(mlrho));
title(’Real part of maximum likelihood density matrix’);
axis([0 5 0 5 -1 1]);
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
subplot(224);
bar3(imag(mlrho));
title(’Imaginary part of maximum likelihood density matrix’);
axis([0 5 0 5 -1 1]);
set(gca,’XTick’, 1:4)
set(gca,’XTickLabel’,{’HH’,’HV’,’VH’,’VV’})
set(gca,’YTick’, 1:4)
set(gca,’YTickLabel’,{’HH’,’HV’,’VH’,’VV’})
end
G.2.2 Programmes auxiliaires
Calcul d’efficacite´ quantique de branche
function eta = compute_eta(eta_l, eta_d, alpha, theta, phi)
% COMPUTE_ETA - Compute quantum efficiency given analyzer orientation.
%
% USES
% eta = compute_eta(eta_l, eta_d, alpha, theta, phi);
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% eta = compute_eta(eta_l, eta_d, alpha, theta);
% eta = compute_eta(eta_l, eta_d, alpha);
%
% INPUT
% .eta_l is the efficiency of the line.
% .eta_d iks the efficiency of the detector.
% .alpha is the angle of the analyzer with respect to horizontal.
% .theta is the angle of linear polarization of the input pump beam. The
% default value is pi/4.
% .phi is the phase coefficient of the vertical component of the entangled
% state. The default value is 0.
%
% OUTPUT
% .eta is the computed total quantum efficiency.
%
if nargin < 5
phi = 0;
end
if nargin < 4
theta = pi/4;
end
ca = cos(alpha);
sa = sin(alpha);
ct = cos(theta);
st = sin(theta);
cp = cos(phi);
eta = eta_l*eta_d*(ct^2*ca^2+st^2*sa^2+2*cp*ct*st*ca*sa);
Distance dans l’espace des matrices
function d = tomodistance(ntest, n)
% TOMODISTANCE - Distance for maximum likelihood tomography.
%
% USE
% d = tomodistance(ntest, n);
%
% INPUT
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% .ntest is a 16-long set of real numbers.
% .n is a 16-long set of coincidence measurements. Alternatively, it is a
% 36-long set of coincidence measurements.
%
% OUTPUT
% .d is the computed distance.
%
% NOTES
% . For the 16-long case, the order of coincidence measurements should be:
% HH, HV, VV, VH, RH, RV, DV, DH, DR, DD, RD, HD, VD, VL, HL, RL.
% . For the 36-long case, it should be:
% HH, HV, HD, HA, HR, HL, VH, VV, VD, VA, VR, VL, DH, DV, DD, DA, DR, DL,
% AH, AV, AD, AA, AR, AL, RH, RV, RD, RA, RR, RL, LH, LV, LD, LA, LR, LL.
%
N = sum(n(1:4));
n = n/N;
nt = real(resize_complex(ntest));
T = [nt(1) 0 0 0; ...
nt(5)+1i*nt(6) nt(2) 0 0; ...
nt(11)+1i*nt(12) nt(7)+1i*nt(8) nt(3) 0; ...
nt(15)+1i*nt(16) nt(13)+1i*nt(14) nt(9)+1i*nt(10) nt(4)];
rho = ctranspose(T)*T;
rho = rho/trace(rho);
a = 1/sqrt(2);
b = -1/sqrt(2);
c = 1i/sqrt(2);
d = -1i/sqrt(2);
e = 1/2;
f = -1/2;
g = 1i/2;
h = -1i/2;
if length(n) == 16
r = [1 0 0 0 a 0 0 a e e e a 0 0 a e; ...
0 1 0 0 0 a a 0 g e e a 0 0 d h; ...
0 0 0 1 c 0 0 a e e g 0 a a 0 g; ...
0 0 1 0 0 c a 0 g e g 0 a d 0 e];
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elseif length(n) == 36
r = [1 0 a a a a 0 0 0 0 0 0 a 0 e e e e ...
a 0 e e e e a 0 e e e e a 0 e e e e; ...
0 1 a b c d 0 0 0 0 0 0 0 a e f g h ...
0 a e f g h 0 a e f g h 0 a e f g h; ...
0 0 0 0 0 0 1 0 a a a a a 0 e e e e ...
b 0 f f f f c 0 g g g g d 0 h h h h; ...
0 0 0 0 0 0 0 1 a b c d 0 a e f g h ...
0 b f e h g 0 c g h f e 0 d h g e f];
else
error(’Wrong size for n.’);
end
d = 0;
for k = 1:length(n)
p = ctranspose(r(:,k))*rho*r(:,k);
d = d + (p-n(k))^2/p;
end
d = resize_complex(d);
Premie`re mineure
function m1 = minor1(M, r, c)
% MINOR1 - Computes first minor.
%
% USE
% m1 = minor1(M, r, c);
%
% INPUT
% .M is an NxN square matrix. N must be at lest 2.
% .r is a row number; it must be lower than N.
% .c is a column number; it must be lower than N.
%
% OUTPUT
% .m1 is the determinant of the (N-1)x(N-1) matrix obtained by removing the
% rth row and cth column of M.
%
s = size(M);
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N = min(s);
if N<2
m1=0;
return
end
M = M(1:N,1:N);
if r==1
kr = 2:N;
elseif r==N
kr = 1:N-1;
else
kr = [1:r-1 r+1:N];
end
if c==1
kc = 2:N;
elseif c==N
kc = 1:N-1;
else
kc = [1:c-1 c+1:N];
end
M = M(kr, kc);
m1 = det(M);
Seconde mineure
function m2 = minor2(M, r, c)
% MINOR2 - Computes second minor.
%
% USE
% m2 = minor2(M, r, c);
%
% INPUT
% .M is an NxN square matrix. N must be at lest 3.
% .r is a 2-long vector containing row numbers that must be different and
% lower than N.
% .c is a 2-long vector containing column numbers that must be different
% and lower than N.
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%
% OUTPUT
% .m1 is the determinant of the (N-2)x(N-2) matrix obtained by removing the
% r(1)th, r(2)th rows and c(1)th, c(2)th columns of M.
%
s = size(M);
N = min(s);
if N<3
m2=0;
return
end
M = M(1:N,1:N);
r1 = min(r);
r2 = max(r);
if r1==r2
m2=0;
return
end
c1 = min(c);
c2 = max(c);
if c1==c2
m2=0;
return
end
if r1==1
kr = 2:r2-1;
else
kr = [1:r1-1 r1+1:r2-1];
end
if r2<N
kr = [kr r2+1:N];
end
if c1==1
kc = 2:c2-1;
else
kc = [1:c1-1 c1+1:c2-1];
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end
if c2<N
kc = [kc c2+1:N];
end
M = M(kr, kc);
m2 = det(M);
