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使用されている。動画像から人のシルエットの変化として binary motion energy imageや
motion history imageを生成し、人の動作を解析する方法 [3]や、局所特徴量のヒストグラム








応用する研究が近年盛んに行われている [11][12][13]。Xiaら [11]は、HOJ3D(Histograms of












Kinectセンサは Fig. 2.3に示すようにRGBカメラ、深度 (赤外線)カメラ、マルチアレイ
マイクと、様々なセンサが搭載されており、プレイヤーの位置、動き、声、顔を認識するこ
とができる。Kinectセンサの座標表記はFig. 2.3で示すように、Kinectセンサの中心を 0と











深度の取得範囲 0.8～4.0m(Near Mode 0.4m～、Extended Depth ～10.0m)
人物の検出範囲 0.8～4.0m(Near Mode 0.4m～3.0m)







OS Microsoft Windows 7以降
Connector USB 2.0以降
CPU Dual-Core 2.66GHz以上 (推奨)
GPU DirectX 9.0以上
RAM 2GB以上 (推奨は 4GB以上)
System 32bit or 64bit
SDK Kinect for Windows SDK1.5以降
Compiler Microsoft Visual studio 2010以降
Table 2.3: 開発環境
OS Microsoft Windows 7
Connector USB 2.0




SDK Kinect for Windows SDK2.0
Compiler Microsoft Visual studio 2010 Express C#(64bit)
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2.3 深度センサの原理













































































では 3人目以降 (最大 6人目まで)の人物に対してもHIP-CENTERに限り認識可能である。
骨格認識には Defaultモードと Seatedモードが存在する。Defaultモードは Fig. 3.5に示
すように全身骨格特徴量 20点を取得可能である。SeatedモードはKinect for Windows SDK




量 10点× 3次元座標 (x,y,z)=30点を骨格特徴量とした。
Fig. 3.5: 骨格認識で取得可能な全身骨格特徴量 20点
Fig. 3.6: 骨格認識で取得可能な上半身骨格特徴量 10点
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3.3.2 顔認識







標 (x,y,z)=5点を顔特徴量して用いた (Fig. 3.7の丸の部位)。











メージを Fig. 3.8に示す。時刻 tにおける各部位 p(p = 1, 2,    , 15)の 3次元速度ベクトル
は次のように表される:








方向の vp1st(t)のみを用いて、3次元ベクトル vp(t)を取得した。それぞれの部位 15点に主成
分分析を行うことで、以下のような 15次元の時系列データは以下のように表される。
V(t) = [v11st(t); v
2
1st(t);    ; v151st(t)]T (3.2)
Fig. 3.8: 主成分分析による次元圧縮
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Table 3.1: 各部位の第 1主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%)
頭 0.011 0.596 0.803 83.6
肩中央 0.025 0.120 0.992 79.6
左肩 -0.124 0.550 0.826 81.1
右肩 0.120 -0.151 0.981 79.7
左肘 -0.254 0.297 0.921 64.7
右肘 0.287 -0.191 0.939 65.3
左手首 -0.192 0.606 0.772 45.4
右手首 0.212 0.699 0.683 45.9
左手 -0.044 0.739 -0.672 47.6
右手 0.143 0.786 0.602 50.6
額 -0.035 0.999 -0.019 88.1
鼻 -0.030 0.992 -0.119 88.2
左目 -0.061 0.968 -0.243 89.1
右目 -0.011 0.999 0.042 89.4












囲として各部位の周波数が 1.25 Hz(d2=0.8(s))のWavelet係数に着目した。部位 1点を離散
Wavelet変換した例を Fig. 3.9に示す。
Table 3.2: 多重解像度解析を用いたときの時間範囲
データ 時間 (s) データ 時間 (s)
s 300 d5 6.4
d10 205 d4 3.2
d9 102 d3 1.6
d8 51.6 d2 0.8







































頭  0:944 10 5  0:031
肩中央  1:015 10 5  0:033
左肩  0:631 10 5  0:028
右肩  0:895 10 5  0:033
左肘  0:631 10 5  0:030
右肘  0:819 10 5  0:033
左手首  0:426 10 5  0:029
右手首 0:453 10 5  0:027
左手 1:221 10 5  0:036
右手  0:844 10 5  0:036
額 0:409 10 5  0:007
鼻 0:389 10 5  0:005
左目 0:367 10 5  0:005
右目 0:254 10 5  0:008
口 0:479 10 5  0:005
Fig. 4.1: 頭の一般モデルのヒストグラム Fig. 4.2: 右肩の一般モデルのヒストグラム
Fig. 4.3: 右肘の一般モデルのヒストグラム Fig. 4.4: 右手の一般モデルのヒストグラム
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4.2 多重解像度解析の結果




Fig. 4.5: 頭のWavlet係数 Fig. 4.6: 右肩のWavelet係数




とした。そのうち 77の動作を gold standardとして決定した。くせ検出例を以下に示す。Fig.
4.9は提案システムと gold standardのくせ検出結果のダイアグラムの例を示す。Fig. 4.11と
Fig. 4.13は true positiveの例、Fig. 4.15は false positiveの例、Fig. 4.17は false negativeの









Table 4.2: くせ検出の confusion matrix
Gold standard
くせ 非くせ
提案システム くせ 63 12
非くせ 14
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Fig. 4.10: true positiveの例 1(前) (6.1SD)
Fig. 4.11: true positiveの例 1(後) (6.1SD)
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Fig. 4.12: true positiveの例 2(前) (2.4SD)
Fig. 4.13: true positiveの例 2(後) (2.4SD)
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Fig. 4.14: false positiveの例 (前) (2.1SD)
Fig. 4.15: false positiveの例 (後) (2.1SD)
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Fig. 4.16: false negativeの例 (前) (0.6SD)




















高い値を取っている。Table 4.1より右手の平均値標準偏差は 0:844 10 5  0:036であ




る。Table 4.1より頭の平均値標準偏差は 0:944 10 5  0:031であることから一般モデ
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得点係数行列と寄与率をTable 6.1、Table 6.2に示す。Table 6.1より、累積寄与率は多くの
部位で約 80%ほどあり、半分の部位では 90%を超えていた。したがって、第 1主成分と第
2主成分を用いることで、かなり精度の高い精度で表すことができる。今回は次元の圧縮を
優先したので、第 1主成分のみを用いて次元圧縮をした。
Table 6.1: 各部位の第 2主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%) 累積寄与率 (%)
頭 0.232 0.779 -0.582 9.3 91.9
肩中央 0.170 0.978 -0.123 14.0 93.6
左肩 0.022 0.834 -0.552 13.7 94.9
右肩 0.095 0.986 0.140 13.1 87.2
左肘 -0.200 0.915 -0.350 22.5 78.2
右肘 -0.184 0.951 0.250 21.1 79.8
左手首 -0.246 0.732 -0.636 32.9 92.7
右手首 -0.277 -0.627 0.728 30.0 87.4
左手 0.261 0.658 0.706 32.2 75.9
右手 0.189 -0.619 0.763 30.0 80.6
額 0.203 0.026 0.979 8.6 96.7
鼻 0.142 0.122 0.982 7.0 95.2
左目 0.164 0.250 0.954 7.8 95.2
右目 0.164 -0.039 0.986 7.3 96.9
口 0.119 0.199 0.973 7.2 96.7
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Table 6.2: 各部位の第 3主成分の主成分得点係数行列と寄与率
部位 x y z 寄与率 (%) 累積寄与率 (%)
頭 0.973 -0.192 0.130 8.1 100
肩中央 0.985 -0.172 -0.004 6.4 100
左肩 0.992 0.050 0.116 5.1 100
右肩 0.988 -0.076 -0.132 7.3 100
左肘 0.946 0.273 0.173 12.8 100
右肘 0.940 0.244 -0.237 12.6 100
左手首 0.950 0.312 -0.009 21.8 100
右手首 0.937 -0.344 0.061 24.1 100
左手 0.964 -0.145 -0.222 20.2 100
右手 0.972 0.005 -0.237 19.4 100
額 0.979 0.031 -0.204 3.3 100
鼻 0.989 0.013 -0.145 4.8 100
左目 0.985 0.018 -0.174 3.1 100
右目 0.986 0.018 -0.163 3.3 100
口 0.992 0.014 -0.125 4.8 100
33




Fig. 6.1: 肩中央の一般モデルのヒストグラム Fig. 6.2: 左肩の一般モデルのヒストグラム
Fig. 6.3: 左肘の一般モデルのヒストグラム Fig. 6.4: 左手首の一般モデルのヒストグラム
Fig. 6.5: 左手の一般モデルのヒストグラム Fig. 6.6: 右手首の一般モデルのヒストグラム
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Fig. 6.7: 額の一般モデルのヒストグラム Fig. 6.8: 鼻の一般モデルのヒストグラム
Fig. 6.9: 左目の一般モデルのヒストグラム Fig. 6.10: 右目の一般モデルのヒストグラム
Fig. 6.11: 口の一般モデルのヒストグラム
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ある被験者の各部位 (頭、右肩、右肘、右手以外)の多重解像度解析の結果を Fig. 6.12～




Fig. 6.12: 肩中央のWavlet係数 Fig. 6.13: 左肩のWavlet係数
Fig. 6.14: 左肘のWavlet係数 Fig. 6.15: 左手首のWavlet係数
Fig. 6.16: 左手のWavlet係数 Fig. 6.17: 右手首のWavlet係数
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Fig. 6.18: 額のWavlet係数 Fig. 6.19: 鼻のWavlet係数
Fig. 6.20: 左目のWavlet係数 Fig. 6.21: 右目のWavlet係数
Fig. 6.22: 口のWavlet係数
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本研究で検出した他の true positiveの例 (前後)をFig. 6.23～Fig. 6.30に示す。これらの動
作も一般モデルから 2SD以上離れているためくせとして検出した。他の被験者でも頭を前
後に動かす動作や、手を前後左右に動かす動作が多くくせとして検出された。
Fig. 6.23: true positiveの例 3(前) (5.1SD) Fig. 6.24: true positiveの例 3(後) (5.1SD)
Fig. 6.25: true positiveの例 4(前) (2.5SD) Fig. 6.26: true positiveの例 4(後) (2.5SD)
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Fig. 6.27: true positiveの例 5(前) (3.8SD) Fig. 6.28: true positiveの例 5(後) (3.8SD)




・Automated habit detection system: A feasibility study, Hiroki Misawa, Takashi Obara
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2015. (International Symposium on Visual Computing 2015 (ISVC2015)).
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・Kinectセンサを用いた対話中での「くせ」の定量化における基礎検討, 見澤　弘樹、小
原　崇司、彌冨　仁, 2015年電子情報通信学会総合大会 (滋賀), 2015年 3月.
40
