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ABSTRACT
Ali, Amin Ahsan. Ph.D. The University of Memphis. December 2014.
Automated Detection of Cigarette Smoking Puffs from Mobile Sensors - A
Multimodal Approach. Major Professor: Santosh Kumar.
Smoking has been conclusively proved to be the leading cause of
preventable deaths in the United States. Extensive research is conducted on
developing effective smoking cessation programs. Most smoking cessation
programs achieve low success rate because they are unable to intervene at the
right moment. Identification of high-risk situations that may lead an abstinent
smoker to relapse involves discovering the associations among various contexts
that precede a smoking session or a smoking lapse. In the absence of an
automated method, detection of smoking events still relies on subject self-report
that is prone to failure to report and involves subject burden. Automated detection
of smoking events in the natural environment can revolutionize smoking research
and lead to effective intervention.
We investigate the feasibility of automated detection smoking puff from
measurement obtained from respiratory inductive plethysmography (RIP) sensor.
We introduce several new features from respiration that can help classify
individual respiration cycles into smoking puffs or non-puffs. We then propose
supervised and semi-supervised support vector models to detect smoking puffs.
We train our models on data collected from 10 daily smokers and show that our
model can still identify smoking puffs with an accuracy of 86.7%.
We further show accuracy of smoking puff detection can be improved by
fusing measurements from RIP and inertial sensors. We use measurements
obtained from wrist worn accelerometer and gyroscope to find segments when the
hand is at mouth. The segments are used to identify respiration cycles that can be
potentially puff cycles. A SVM classifier is trained using 40 hours of data collected
from 6 participants. The 10-fold cross validation results show that at 90.3% true
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positive rate, respiration feature based classifier produces on average 43.8 false
positives puff per hours which is reduced to 3.7 false positives per hour when both
wrist and respiration features are used. We also perform leave one subject out
cross validation and show that the method generalized well.
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Chapter 1
Introduction
1.1

Motivation
Since the first U.S. Surgeon General’s report in 1964 there has been

overwhelming and conclusive evidence that use of tobacco, especially in the form
of cigarette smoking, causes cancer in different organs throughout the body, leads
to cardiovascular and respiratory diseases, and harms reproduction [1]. Smoking
induced diseases account for nearly one of every five deaths in the United
States [2]. Smokers die 13-14 years younger and cost $193 billion annually [3]. In
addition, almost 60% of children are still exposed to secondhand smoking which
is also a known human carcinogen. To reduce such harmful effects of smoking,
there needs to be substantial progress in tobacco control, health education
programs, and development of interventions to aid smoking cessation.
Given the adverse impact of smoking on human health, significant
research is conducted on development of smoking interventions. Eight (out of 27)
divisions at National Institutes of Health (NIH) award research grants for smoking
cessation. Of these, National Cancer Institute (NCI) alone awards $100+ million
annually in smoking research. Despite extensive efforts, smoking continues to be
prevalent. Seventy percent of adult smokers want to quit completely, while 40%
try to quit each year - but most quit efforts end in relapse [4]. Each day about
2,000 people become new daily smokers [1].
Most smoking cessation programs achieve low success rate (i.e., less than
10%) because they are unable to intervene at the right moment. Smokers who
are trying to quit need to avoid high-risk situations and if they get into a high-risk
situation, need an intervention to break their urge. Given the ubiquity of smart
phones, such a smoking cessation assistant app can be developed for smart
phones that intervenes if a quitter is found to be in a high-risk situation. The
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challenge, however, is to automatically identify when the quitter is in a high-risk
situation. Considerable amount of research work is focused on identifying the
factors (called antecedents) that lead to high-risk situations (and, eventually
relapse) to design effective interventions [5], [6], [7] .
Identifying antecedents and precipitants of smoking lapse (i.e., an acute
condition such as stress that causes a lapse) requires conducting scientific user
studies in the natural environment so as to observe the psychological, social, and
environmental factors that may be associated with smoking instances [8], [9], [10],
[11], [12], [13], [14]. This is done by observing and recording the user’s context
when smoking occurs for daily smokers or when a smoking lapse occurs in those
trying to quit [15]. These studies must have some mechanism of detecting when
smoking occurs, so that physical, physiological, psychological, behavioral, social,
and environmental contexts before, during, and after a smoking session can be
identified. Most current studies on smoking behavior rely on various self-reporting
techniques, where subjects are asked to self-report each smoking episode. These
methods range from basic pen-paper methods and retrospective recalls, to
electronic diary keeping and ecological momentary assessments (EMA) [16], [15],
[17], [18]. These methods, in addition to imposing a burden on the study
participants, have the limitation of introducing biases when recalling events,
forgetting to report, among several others.
Technological methods to detect smoking episodes include the use of
external sensors such as carbon monoxide (CO) monitors (piCO+ ), CReSS
Pocket [19], Micro+ [20], instrumented cigarette lighters [21], RespiTrace R [22],
video cameras [23]. As discussed in more detail in Chapter 2, each of these
methods require manual intervention by subjects or an observer. In recent years,
there has been growing interest in the use of body worn sensors (e.g., inertial
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Fig. 1.1: Respiration signals captured during a typical smoking episode.

sensors [24], [25] and respiratory inductive plethysmography (RIP) sensors [26])
to detect smoking in the natural environment that is operator independent.
1.2

Objective
In this thesis, we first investigate the feasibility detecting smoking puff from

measurement obtained from RIP sensor. Second, we investigate whether we can
improve the accuracy of smoking puff detection by fusing measurements from
multiple sensing modalities. In particular, we combine measurements from RIP
and inertial sensors to detect cigarette smoking puffs.
We take the first step towards automatically detecting smoking in the
natural environment by developing mPuff, a model to automatically detect
smoking puffs from respiration measurements. mPuff uses respiration
measurements collected from a respiration band that the user wears underneath
their clothing. Detection of smoking puffs from respiration is feasible because they
are associated with deep inhalation and deep exhalation (see Figure 1.1 for an
example). It should be noted that a puff lasts only for one respiration cycle. Thus
in order to detect puffs we need to find appropriate features that can help
discriminate a smoking puff not only from usual respiration cycles, but also from
those respiration cycles that may represent speaking, stress, or physical activity
such as walking.
3

In order to achieve better accuracy to classify respiration cycles, we
investigate the utility of detecting hand gestures associated with smoking to locate
potential puff cycles. During smoking, the hand holding the cigarette moves
towards the mouth to put the cigarette between the lips, the hand remains
stationary for a short duration at the mouth while inhaling the smoke, and finally
the smoke is exhaled usually after the cigarette is removed from the mouth. Wrist
worn inertial sensors can be used to detect such gestures. However, trajectory of
the hand during a puff events depends on the posture and possible concurrent
activity the person is involved in (e.g., standing, sitting, lying, walking, talking, or
driving). Rather than tracking the trajectory of the hand we use a 6-axis inertial
sensor (3 axis accelerometer and 3-axis gyroscope) to detect the timing when the
hand is at mouth. As the exhalation of the smoke occur after the cigarette is
removed from the mouth, finding the timing of hand at mouth gesture enables us
to locate the respiration cycle that potentially corresponds to a puff. This process
reduces number of respiration cycles that are needed to be assessed. Moreover,
we find features from the accelerometer and gyroscope measurements during the
hand at mouth gesture segments and combine them with respiration features in
order to detect puffs.
In the following, we summarize the rest of this dissertation, that includes
related works (Chapter 2), a respiration only method for detecting smoking puffs
(Chapter 3), composing the respiration measurements with inertial sensor
measurements to improve the accuracy of detecting smoking puffs (Chapter 4),
and a description of conclusion and future works (Chapter 5).
1.3

Summary of the Dissertation
Chapter 2 presents the current state of art of smoking detection methods.

We also describe the works on human state detection (e.g., conversation and
stress) from respiration measurements.
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In Chapter 3 we describe the feature identification and model development
and evaluation of the mpuff system. In order to identify discriminatory features we
examine the morphology of respiration cycles during smoking and other
confounding events. A smoking puff tends to lengthen the duration of a respiration
cycle relative to its neighboring cycles. It also amplifies the degree of inhalation
and exhalation (i.e., both directions on y-axis) as compared to the usual level of
peak and valley, as well as that compared to the neighboring cycles. We build on
these insights to identify 12 new features in respiration measurements that
together with 5 previously known features are used in mPuff to detect smoking
puffs. A majority of these features are not person specific as they measure
relative changes of some basic characteristics of the respiration cycles. For those
features that depend on absolute values such as inspiration duration, we
normalize it by computing the z-score of the feature values using the
person-specific mean and standard deviation, thus accounting for the
between-person differences. Therefore, mPuff self-calibrates to each person and
does not need to be trained on a person prior to its usage.
In order to develop the mPuff model from the above mentioned features,
we use support vector machine (SVM) that is trained over the respiration features.
Given that various smoking researchers may need different sensitivities to false
positive and false negative rate, the model we use can be customized for a target
false positive or false negative rate. Given imperfection in automated models, the
smoking research studies may continue collecting self-reports. These self reports,
however, may not always be located before the start of a smoking session. They
in some cases may be located during or after a smoking session. We propose a
semi-supervised support vector model that improves the accuracy of detecting
smoking puffs by making use of the self-report markings. Our model can
potentially be used as a building block to develop a full-fledged smoking detector
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that can identify those smoking episodes that may not have received a self-report
marking.
To train mPuff, we collected respiration data during smoking from 10
volunteer daily smokers. During the collection of labeled data, we carefully
marked each puff in a smoking session. To ensure generalizability of our model,
we also used data sets from major confounding events, e.g., physical activity,
conversation, and stress, that may cause similar patterns in respiration as
smoking puffs. All these data sets constitute the training and testing data sets of
the supervised SVM. These data sets are supplemented by collection of
respiration data from 4 volunteers (out of the original 10 volunteers) who wore the
sensors for 7 continuous days in their natural environment and self-marked
smoking episodes. Together with the labeled data, this data set is used for the
training of the semi-supervised model.
Results: We find that smoking puffs can be detected with an accuracy of
91% within a smoking session. When applying the model to confounding events,
we obtain an accuracy of 83.85% for the supervised SVM model, which improves
to 86.7% by using a semi-supervised model that is able to use a much larger data
set from the field. We also find that the accuracy of the classifier increases by
more than 10% by using the newly proposed features. We applied mPuff to our
data set to observe patterns of smoking behavior. We find that the average
duration of a smoking session is 6.62 minutes, a smoking session contains an
average of 12 puffs, among several other interesting statistics.
In Chapter 4 we first describe the hand at mouth gesture detection method
that is based on wrist worn accelerometer and gyroscope measurements. We
identify the segments in the sensor data timeseries to identify where the hand is
relatively stable compared to its surrounding regions. We then screen out
segments based on their duration and the orientation of hand during those
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segments. The candidate segments are then mapped to respiration cycles and
we extract features from both the respiration cycle and candidate segments. We
propose 2 new respiration features and 12 features on the hand gesture
segments. To train the classifier, we collected 32 smoking episodes from 6
participants who wore the respiration and two wrist sensors for a total of 40.3
hours in free living conditions. These 32 smoking episodes include instances
where the participants smoked while standing, sitting, walking, and being in a
conversation. This is unlike the smoking data collected in mpuff system where the
participants smoked while standing and was not involved in confounding activities
such as conversation. 10-fold cross validation on the data collected produced 3.7
false positives per hour in non-smoking regions of the data while maintaining a
true positive rate of 90.3%. At the same true positive rate we obtain 43.8 false
positives per hour if only respiration based features are used. In order to evaluate
the generalizability of the classifier we perform leave-one-subject-out cross
validation. In this case, we use data from 3 of the 6 participants for each of whom
we have at least 5 hours of data. We observe that the classifier fairly
generalizable. For the 3 participants the true positive rate is 85%, 74%, and 85%
with 1.42, 5.3, and 9.55 false positive per hour respectively.
Finally in Chapter 5 we describe the future work and conclude the
dissertation.
Future Applications: Our model opens the opportunity for automated
detection of smoking episodes in the natural environment. Since respiration
measurements can be used to detect stress [27] as well, which has been found to
be a leading predictor of smoking relapse, smoking research can potentially be
revolutionized. It has been found that stress levels of abstinent smokers who
relapsed rises hours before a lapse [5]. Now, it can be found out what happens in
the minutes preceding a smoking lapse. Since several other contexts such as
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location, commuting, physical activity, and social interactions can also be detected
on a smart phone, rich contextual analysis can be conducted to find true
predictors of smoking lapses. Such analysis can then be used to design effective
interventions which can be delivered on a mobile phone, when and where
smoking urges may occur.
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Chapter 2
Background
In this chapter, we review existing smoking cessation treatments and
methods for monitoring of smoking events in the field environment targeted at
improving smoking cessation research. This will provide an appropriate context
for the smoking event detection work presented in this dissertation. To provide an
appropriate background from the technological perspective, we describe works on
detecting behaviors from respiration measurements that play a role in developing
the computational methods proposed in this dissertation.
We note that the mPuff system [28] described in this dissertation, to the
best of our knowledge, is one of the first works that presents the potential for
automated detection of cigarette smoking in the natural environment. Since the
publication of our work there has been growing interest1 in the detection of
smoking using respiration measurements [26] and other modalities (e.g., inertial
sensors [24], [25].
2.1

Tobacco Control and Smoking Cessation Programs
Smoking control and cessation strategies have evolved and expanded as

our understanding of smoking behavior and its risk has developed over the years.
Medical evidence linking smoking with cancer began to accumulate in 1930s and
1940s. In 1950 case-control studies published by Wynder and Graham [29] and
Doll and Hill [30] established the association between smoking and lung cancer.
These studies further stimulated the research on the health effects of smoking
and by late 1950s the causal relationship between smoking and lung cancer was
generally accepted [31]. In the subsequent decades smoking was established as
the cause nearly 40 diseases such as cancer, heart disease, stroke, lung
diseases (including emphysema, bronchitis, and chronic airway obstruction), and
1

The mPuff work has been cited 18 times in the 2 years since its publication.
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diabetes [32], [33], [34]. Subsequent research also established the harmful effects
of second hand smoking. Secondhand smoke refers to the involuntary exposure
to tobacco smoke of non-smokers. Secondhand smoke has been proved to the
cause of cancer and coronary heart disease in non-smokers. It also increases the
risk of asthma, respiratory infections, and sudden infant death syndrome [35].
Recognition of the harmful effects of smoking initially lead to efforts
organized by both the government and voluntary health organizations to educate
the public about the risks of smoking. In next couple of decades, several
regulatory measures were taken to add warning labels to cigarette packages, to
restrict and eventually ban cigarette advertising in media and smoking in federal
facilities and airlines. In the last decade, comprehensive clean indoor air laws
were introduced that prohibit smoking indoors in workplaces, restaurants, public
transports, hospitals, and educational institutes. This had direct impact on
reduction of secondhand smoke and overall consumption of cigarettes [36]. Over
the years there has also been steep increase in tobacco excise tax which has lead
to higher prices of cigarettes and reduced consumption [37], [38]. Increased
awareness about the problems created by smoking and the measures described
above has contributed to the decline of smoking prevalence and has encouraged
smokers to quit. Among the current adult smokers in US about 68% report that
they want to quit completely [39].
However, most quit attempts are unsuccessful. Only 6.2% of smokers
successfully abstained from smoking up to a year after quitting [39]. Different
pharmacological and behavioral treatments have been developed to assist
smokers to quit.
Pharmacological Treatments: Dependence on nicotine as the
fundamental reason of sustained smoking behavior has been widely accepted
only in the last 30 years [40], [41], [42]. Main purpose of pharmacological drug
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treatments is to attenuate nicotine withdrawal syndromes that include anxiety,
irritability, depression increased appetite, weight gain, restlessness, and
decreased heart rate [10], [43]. Pharmacological treatments include nicotine
replacement therapy (NRT) and bupropion (an antidepressant). Nicotine
replacement therapy is the most commonly used pharmacological treatment,
particularly among heavy smokers [44]. Five NRTs have been approved in the
USA and other countries that include slow-acting nicotine patch, and other
faster-acting formulations such as nicotine gum (polacrilex), nicotine inhaler,
nicotine nasal spray, and nicotine lozenges [45], [42]. The faster-acting NRTs are
effective to reduce craving whereas the slow-acting NRT supplies constant and
low levels of nicotine which can relieve withdrawal syndromes [46]. These
methods are popular in smoking cessation treatments because of their
effectiveness, ease of use, availability, and low cost [47]. There have been
numerous random control trial studies examining the effectiveness of NRT [48],
[49], [50], [51], [52]. Compared to placebo, NRT produces a 1.5 − 3-fold increase
in smoking cessation rates [53], [54]. Although not an NRT per se, use of
E-cigarettes or electronic cigarettes has gained popularity in recent years. It is a
battery powered device that vaporizes a solution containing nicotine and
propylene glycol. It has been marketed as a safer alternative to regular smoking
and is used as a smoking cessation aid. However, the effectiveness of their use
as a smoking cessation aid has not yet been assessed rigorously [55], [56].
Behavioral Treatments: Face-to-face counseling (in individual or group
sessions) [57], [58], [59], [60] and telephone counseling [61] are the most
prevalent behavioral treatment efforts in the United States [62], [63]. Other
behavioral methods include use of educational and self-help materials in form of
booklets or videos (also making them accessible over the internet), and computer
tailored interventions that provide specific advice or plans for quitting [64], [63],

11

[65], [66]. Mobile phone text messaging is also used as a delivery method of
behavior interventions in the form of motivational messages and
behavioral-change support [67], [68]. It has been shown that combining
behavioral and pharmacological treatments additively improves success rates and
is currently considered as the gold standard for treatment [63].
Recent developments in research on smoking relapse process indicate that
efficacy of smoking cessation programs can be significantly improved if the
behavioral interventions are provided at the moment the smokers need help to
avert relapse [12]. Research in smoking relapse process focuses on the
identification of immediate motives or triggers for smoking lapse and the
underlying processes that promote the progression from initial lapse to complete
relapse. Evidence from studies based on self-report of smoking suggest that
certain situations and contexts, such as negative affect, alcohol and coffee
consumption, viewing other people smoking, are likely triggers or antecedents of
smoking relapse [69], [70], [71], [72], [73], [74], [75]. However, the use of
retrospective self-reports have been shown to be limited in their accuracy due to
recall and subjective bias [76], [77], [78]. Ecological momentary assessment
(EMA) approach attempts to avoid these problems by collecting real time data in
the real world setting [79]. This approach uses devices, such as palm-top
computers or smartphones that repeatedly prompts users to report their current
experiences and behaviors. EMA is considered the current state of the art method
used in smoking cessation and relapse research studies to collect ecologically
valid repeated assessment of subjects behavior and experience.
Advent of wearable sensors and sensors on smartphones further enables
continuous and unobtrusive collection of such data and reduce the burden on the
subjects. Moreover, automated detection of smoking events and subject’s
experience and context from data collected from these sensors opens up the
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opportunity to identify true antecedents of smoking relapse, perform rigorous
analysis of influence of these antecedents on smoking relapse, and enable
researchers have a better insight into the relapse process which can lead to new
and improved smoking cessation treatments. In the next section we describe the
current technological methods to detect smoking.
2.2

Technological Methods to Detect Smoking
Technological methods to detect smoking episodes include carbon

monoxide (CO) monitors such as piCO+ , CReSS Pocket [19], Micro+ [20],
RespiTrace R [22], instrumented cigarette lighters [21], image processing [23], and
accelerometers or Inertial Measurement Units (IMU). We can categorize the
sensors used to detect or monitor smoking into two classes - external sensors and
body worn sensors.
External Sensors: piCO+ , and Micro+ are handheld devices designed for
use as motivational aid in smoking cessation programs. They display the amount
of smoke inhalation and carbon monoxide levels in a single breath exhaled,
measured through a mouthpiece attached to the devices. They also calculate and
display the percentage of carboxyhaemoglobin in the blood, thereby providing
visual motivation for the smoker to stop smoking. These device are, however, not
intended to be used for automatically detecting smoking in an operator
independent fashion.
Clinical Research Support System (CReSS) Pocket/CReSS Micro [19] is a
portable device that can be used to acquire the smoking behavioral information in
the smoker’s natural environment over weeks as they store the data on the
device’s memory. The subject is asked to insert a cigarette into a holder of
CReSS and smoke through a mouthpiece attached to the device. The device then
is able to compute several measures of smoking behavior including puffs per
cigarette, puff volume, and puff duration, and also the timestamps of cigarette

13

insertion and removal. All this data can be downloaded later to a computer.
Although CReSS has been used in some studies outside of the laboratory
settings, it has been mostly in studies by tobacco researchers to establish brand
differences [80], [81], [82] by observing the smoking pattern and the degree of
tobacco intake. For example, it was observed that with light cigarettes, smokers
take more frequent puffs in order to inhale the same amount of tobacco as in a
heavy cigarette [81], negating the purpose of making lighter cigarettes. CReSS
requires subject’s compliance since each time they smoke, they need to smoke
through CreSS. Furthermore, it may be embarrassing for the subjects to use it in
the natural environment, since the device on their mouth will be visible to others in
the vicinity.
Scholl et al. propose the use of sensors embedded in cigarette lighters to
detect when the lighters are lit [21]. This is a very simple and effective method to
detect the start time of smoking episodes. However, it cannot provide any
information of puffing behavior (e.g., duration of smoking episodes and number of
puffs per episode) and therefore has limited utility.
If the place of smoking is under the coverage of a video camera, then
movement of hands and presence of cigarette in the mouth can be detected by
image processing to automatically detect smoking [23]. Use of this method,
however, requires installment of video cameras in all locations where a subject
may smoke. Alternatively, the subject may be asked to have a portable video
camera (e.g., on a smart phone) pointed to them before they smoke, which again
requires the involvement of subject each time they smoke.
In summary, each of the above technological methods that involve external
sensors require subject compliance and hence are not suited for widespread
usage in smoking research in the natural environment. Therefore, smoking
researchers continue to rely on self-report method today.
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Body Worn Sensors: Respiratory Inductive Plethysmography (RIP) that
uses a respiration band worn around the chest and possibly abdomen, wrist worn
inertial sensors, and proximity sensors are examples of body worn sensors that
have been used in the detection of smoking.
Respitrace R is a device that uses a RIP sensor, such as RespiBand Plus,
that measures the chest’s expansion as the wearer breathes in and out. The
timing of each puff is marked manually by an observer who presses a push button
switch when the subject places the cigarette on lips. Authors in [22] make use of
these measurements to analyze post-puff breathing patterns in smoking. The use
of Respitrace R has been restricted to lab settings to study smoking patterns since
it requires manual marking of each puff and is not a portable device.
Over the past two decades there has been extensive research on human
activity recognition using inertial sensors, specially accelerometers (see [83], [84]
for surveys on activity detection from inertial sensors). Only recently, with the
advent of consumer electronic products such as Nitendo Wii remote and
smartphones there has been much interest in inertial sensor based hand gesture
detection with the aim to facilitate gesture based human computer interaction [85],
[86], [87], [88], [89], [90], [87], [91]. Wrist worn smartwathches that include
inertial sensors provides the opportunity to detect hand gestures in the natural
environment. There has been only a few works on smoking gesture detection from
wrist worn inertial sensors. Below we provide a brief description of these works.
A promising recent approach of smoking detection based on hand gesture
is presented in [24]. In this work, data from 15 volunteers are collected for a total
of 17 smoking episodes. The smoking episodes included smoking alone, in a
group while having a conversation and smoking while walking around. The
volunteers wore a 9-axis inertial measurement unit (IMU) on the wrist for an
average of 2 hours each. The IMU fuses information of a 3-axis accelerometer, a
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3-axis gyroscope, and a magnetometer to provide position of the wrist in 3D
space. Due to the use of magnetometers the trajectory computed from the IMU is
in world co-ordinate system. This creates problem because the gesture trajectory
becomes dependent on the orientation of the body. To address this issue, the
points in the trajectory are transformed into points in the elbow’s frame of
reference producing a relative trajectory. Assuming the elbow is stationary during
a smoking gesture, the relative trajectory then also becomes invariant to whether
the person is smoking while being stationary or walking. The trajectory data is
then segmented based on the idea that a gesture starts from a rest position (a low
wrist velocity point) and ends at another.
Using the distance from the most recent rest point the whole segment is
divided into 3 sub-segments by finding the peaks and troughs in the distance time
series. A trough-peak-trough pattern is observed which corresponds to a typical
smoking gestures where the hand goes through an ascending stage (trough to
peak corresponding to rest position to mouth), then a stationary stage (hand is
close to mouth), and finally, peak to trough (back to the rest position). Different
duration, velocity and displacement features are computed from the
sub-segments. Also different angle features are computed based on the roll and
pitch measurements obtained from the orientation data.
The authors show that the use of a classifier (e.g., random forest) to make
independent classification of these segments into smoking or not smoking, is
outperformed by a linear chain conditional random field (CRF) that jointly
classifies the whole sequence of segments. The CRF model is constructed based
on the assumption that consecutive gestures are most likely to have the same
rather than different labels. The CRF model achieves 10 fold cross validation
accuracy of 95.74% where recall and precision are 81% and 91% respectively.
However, in leave-one-out evaluation it is observed that for some participants the
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recall goes to 0, which implies none of the puffs were correctly recognized. This is
due to the fact that these participants had a completely different smoking gestures
and temporal properties of these gestures compared to others.
Tang et al. present a wrist accelerometer based smoking puff detection
method [25]. Smoking data from 6 participants are collected in a somewhat
naturalistic setting. The participants smoked in the patio of a restaurant and the
research stuffs annotated the timing of smoking, puff taking, posture of the
participants (e.g., sitting, standing, and walking) and concurrent activities (e.g.,
talking, eating, drinking, and using the phone) performed by the participants while
smoking.
This paper highlights the high variability observed in both with-in and
between person smoking behavior characteristics such as duration of smoking,
duration of puffing, number of puffs per smoking episode, and inter-puff duration.
Such variability is most pronounced when a participant is also engaged in
concurrent activities. Moreover, the puff signature in the accelerometer data is
also observed to vary substantially depending on the body posture, concurrent
and interleaved hand activities, and position of the hand at the start and end of a
puff. The proposed method to detect smoking puffs involves segmentation of
accelerometer data in fixed length sliding windows and feature extraction from the
windows. Fifty one features are extracted from each accelerometers placed on
each wrist. These features include statistical features (e.g, mean, standard
deviation, kurtosis, skew etc.), SNR, and RMS of each window. Additionally,
peak-to-peak amplitude, peak rate, correlation and crossing rate between
accelerometer axes are computed. F1-score (harmonic mean of recall and
precision) of 0.7 is achieved for the detection of puff by applying a Random
Forrest classifier. F1-score of 0.75 and 0.40 achieved by individualized model and
leave-one-out evaluations respectively, underscores the variability across
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participants’ smoking behavior. Also, puffs instances that come of the periods
while the participant was engaged in concurrent activities were miss-classified
most often.
The paper also presents a smoking episode detector that utilizes smoking
topological information, namely puffing frequency which computed by dividing the
number of puffs by the duration of a smoking episode. A Gamma distribution is
fitted to the puffing frequency observed in the training data. In order to detect
smoking episodes, puffing frequency of a certain window of time is computed by
counting the number of puffs detected by the puff classifier within the window.
Score of detecting smoking at a particular time point is computed by a weighted
average of scores obtained from the Gamma distribution for the past 1, 4, and 8
minutes. An empirical threshold of 0.3 on this score is used to decide whether a
smoking episode is present within the last 8 minutes. This method achieves an F1
score of 0.79.
Both of the above work only focus on hand gestures to detect smoking. As
discusses above the presence of confounding events such as drinking and eating
and the within and between subject variability of smoking behavior indicate that
the gestures lack specificity in the real world. Therefore, a multimodal approach
that fuses complementary information from different modalities has the potential
to improve the accuracy and reliability of the detectors.
Multimodal Approach: Lopez-Meyer et al. [26] propose a multimodal
smoking detector system that combines hand gesture detected by a proximity
sensor and respiration measurements. A radio frequency transmitter-receiver
proximity sensor is used to capture hand-to-mouth gestures. The transmitter is
placed on the wrist while the receiver antenna is attached to the chest area. The
receiver is tuned to the same operating frequency of the of the transmitter and
hence can detect the proximity of the wrist to the mouth (within 30-17cm). A
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hand-to-mouth gesture is detected whenever the amplitude of the received signal
rises above and then drops below a certain threshold. Respiration measurements
are captured by two respiration bands worn worn around the chest and abdomen.
The tidal volume signal computed by averaging the signals obtained from the two
respiration bands and airflow signal computed by taking the first derivative of the
tidal volume signal are used as respiration features to classify smoking puffs.
From each of the signals (i.e., tidal volume, airflow, and proximity signal) 500
samples from the start point of the detected hand gesture is used to construct a
feature vector of length 1500. Three additional features - duration, average
amplitude, and maximum of the hand gesture signal are used to form the the final
feature vector. The classifier is trained using smoking (while sitting and standing)
data and data collected from 10 other activities (e.g., sitting, reading, walking,
eating, and drinking) in a lab setting. An average F1-score of 81.25% is reported
for the leave-one-out evaluation of the SVM classifier.
This method has similarities to the method proposed in this thesis.
However, the method presented in our work has several advantages. First, the
proximity sensor is susceptible to electromagnetic interference and requires
wearing an additional device (the receiver antenna and circuit) limiting the use the
sensors in naturalistic settings. Second, our method proposes several respiration
features that are interpretable and can be reused in the detection of other
activities. Use of fixed number of samples from the raw signals as features does
not provide similar interpretability. Third, across the 20 participants’ data there
were only 4,402 hand gestures and out of them only were 531 puffs. Use of a
1503 length feature vector may have over-fitted the training data and hence is
responsible for the low F1 score for some participants.
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2.3

Analytical Methods to Infer Human States from Respiration
Respiration sensors have existed for quite some time, most notably for use

in sleep studies. With its integration in wearable and wireless sensor suites, its
use have been explored for detection of various human behaviors from changes
they induce on breathing patterns. These include works for inferring stress [27]
and conversation [92]. In [27], respiration measurements are processed to infer
physiological and perceived stress. Various features such as inhalation duration,
exhalation duration, minute ventilation, and respiration rate are computed from
each minute of respiration measurements. Machine learning models are then
trained over these features to infer whether the subject is stressed. In [92],
features used in [27] are supplemented with some new features such as
B-Duration, computed from 30 seconds of respiration measurements to detect if
the subject is speaking, listening, or quiet. These states are then composed
together in a Hidden Markov Model (HMM) to identify conversation episodes.
While some features identified in the above works can help in detecting
smoking puffs, the features and models used in these and other works are not
directly applicable to detecting puffs for several reasons. First, robust statistics
such as mean and median of various features are used in the detection of stress
and conversation since there are several respiration cycles in 30 seconds or 1
minute. For smoking, each puff needs to be identified reliably. Second, there is a
pattern of transitions among the speaking, listening, and quiet states that can be
leveraged in an HMM to detect conversation episodes, such patterns are not
observable in a smoking session. Third, the timing or number of respiration cycles
between successive smoking puffs can vary widely among different subjects, and
among different smoking session for the same subject, for instance, when
smoking in a group or when smoking alone during work hours.
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Fourth, the accuracy of detecting a smoking puff may need to be
customizable for various use cases. A study on observing smoking behavior may
want good accuracy for detecting an entire smoking session, whereas another
study on abstinent smokers may want to detect individual puffs, at the cost of a
higher false positive rate, since even a single puff can lead to a full relapse. The
first puff in such scenarios constitutes the moment of lapse (also called first lapse)
and is the main event which is used in the analysis for identifying antecedents and
precipitants of smoking relapse. It is critical to be able to obtain the timing of the
first lapse, and the entire subject data may need to be removed if the first lapse is
not detected [15]. False positives may be acceptable, especially, if the analysis is
to be done post-facto, where the goal is to be able to pinpoint the timing of
relapse. Each puff may be presented to the subject to identify the one that may
correspond to the actual first lapse. None of the above works present a way to
customize the model to a given rate of false positive or false negative.
Fifth, none of the above works use a semi-supervised model to use the
data collected from the field to improve the accuracy of the model. In a smoking
research study, subjects are usually asked to mark each smoking episode in the
field. These marks, however, may be before, during, or after the smoking episode.
Some smoking episodes may have no marks at all. Hence, the marks provide a
label for smoking episodes, but these labels are a noisy source. We develop a
semi-supervised approach to make use of these noisy labels to improve the
accuracy of our model. In summary, the requirements for the development of a
smoking detector are more stringent than other works on detecting psychological
and behavioral states from respiration measurements and hence require a new
approach to model development.
In summary, the work presented in this dissertation advances the
state-of-the-science in both improving the detection of smoking in the field
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environment (with significant implications on smoking cessation research) and in
detecting human behaviors from respiration measurements.
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Chapter 3
mPuff: Detection of Smoking Puffs from Respiration Measurements
In this chapter, we present mPuff - a novel system to automatically detect
smoking puffs from respiration measurements We introduce several new features
from respiration that can help classify individual respiration cycles into smoking
puffs or non-puffs. We then propose supervised and semi-supervised support
vector models to detect smoking puffs.
3.1

Data Collection
In this section, we describe the AutoSense sensor suite we used to capture

respiration measurements and the data collection procedure for collecting
respiration measurements for developing, training, and testing the mPuff model.
3.1.1

The AutoSense Sensor Suite
We use the Autosense sensor suite [93] that includes a Respiratory

Inductive Plethysmograph (RIP) band to measure relative lung volume and
breathing rate. AutoSense also includes ECG, galvanic skin response and 3-axis
acceletometer sensors, but only respiration measurements are used in this work.
The sampling rate of RIP is 21.3 samples/sec. RIP uses a conductive thread that
is sewn in a zigzag fashion to the elastic band. An alternating current source is
applied to the resulting loop of wire, which, in turn, generates a magnetic field that
opposes the current whose strength is proportional to the area enclosed by the
wire according to Lenz’s law. The ratio of the magnetic flux to the current is called
self-inductance. Therefore, changes to the chest circumference can be measured
by measuring the changes to the self-inductance of the band. The inductance
measurement purely depends on the geometry of the band and is not related to
the tension in the band. As a result, the measurement is not prone to the trapping
of the band and associated artifacts due to changes in tension. The sensors
transmit data to an Android mobile phone in real-time over a low-power wireless
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Fig. 3.1: Respiratory Inductive Plethysmograph band (in blue color) is worn
around the chest area and the wearable AutoSense sensor unit clips to the belt. A
3-axis Acceloerometer, ECG, and Galvanic Skin Response sensors are also
included in the same sensor unit. Two coins (a quarter and a penny) are also
shown in the picture to indicate the form factor.

link. We use the FieldStream mobile phone software available in [94]. Using the
FieldStream software, we obtained the raw data files collected in the phone.
3.1.2

Data Collection for Model Development
To develop a model for smoking detection, we collected data from 10

volunteer participants over 13 individual smoking sessions. Each participant was
a daily smoker. They wore the RIP sensor of the Autosense suite in their natural
environment and were accompanied by an observer. The observer marked each
puff the participant took by pressing a button on the mobile phone that also
received the respiration measurements via wireless channel. The timing of the
button press was saved. Marking the puff times on the same phone that received
the measurements reduced the time lapse between the markings and sample
timestamps. In order to get a more precise marking, the data from smoking
session was visualized with the markings. The markings of puffs were then
adjusted to match each puff, which is visually distinctive due to deep inhalation
and exhalation associated with a puff.
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Out of the 10 participants, 4 participants wore the sensor suite for 7 days in
their natural environment during their awake hours. They were asked to
self-report the each time they smoked a cigarette. We modified the interface of
data collection software (FieldStream framework) on the phone to facilitate self
reporting. Though the participants were asked to mark the smoking sessions as
they light up a cigarette, we do not expect that the self reported times exactly
corresponds to the beginning of the sessions; they can be anywhere (before,
during, or after) in the vicinity of the smoking episode. Visual inspection confirmed
this hypothesis. In total, we have 136 self-reports of smoking from these 4
participants.
3.1.3

Data Sets for Model Evaluation
We expect a smoking session to be confused with acute stress,

conversation, and physical activity, since they all affect respiration measurements
in a similar pattern as smoking. We call these events confounding events. In order
to evaluate the model’s performance on different confounding events, we use the
data collected in our previous user studies [27], [92]. Both of these studies also
made use of the AutoSense sensor suite. The first data set is from a study on 21
participants who were exposed to three real-life stressors (e.g. public speaking,
mental arithmetic, and cold pressor tasks) in a lab setting [27]; successive stress
periods were separated by rest periods. The second data set consists of
conversation episodes from 12 participants. The start/end of each conversation
episode as well as the start and end of speaking and listening periods in the
conversation episode was marked. Total amount of data collected for this set is
around 46 hours [92]. In addition to these two data sets, we also collected data
from 5 participants that captured different levels of physical activities ranging from
running and walking to sitting quietly. This data set consists of 1 hour worth of
data.
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3.2

Puff Detection
In this section, we describe the development of the mPuff model that

classifies each respiration cycle into smoking puffs and non-puffs. We first run a
peak-valley detection algorithm to find the peaks and valleys in each respiration
cycle. We use the peak-valley detection method proposed in [92]. Once peaks
and valleys are located, features of interest can be computed to use in a
classification algorithm. In Section 3.2.1, we describe the features we identify for
use in puff detection. We then describe (in Section 3.2.2) the development of a
supervised classifier that uses labeled data to detect smoking puffs. This model
can be configured for prescribed target false positive or false negative rate. We
next describe (in Section 3.2.3) a semi-supervised model that uses self-report
labels obtained from field data to improve the accuracy of puff detection.
3.2.1

Feature Computation
Other works that use respiration measurements to infer human states such

as [27], [92] make inferences on time windows that are 30 seconds or longer.
Hence, these works are able to compute statistics over multiple respiration cycles
making them robust to noise and outliers. In contrast, in this work, we need to
make accurate decision at the level of an individual cycle since a smoking puff
lasts only one respiration cycle. This makes the task of identifying appropriate
features more challenging.
We identify 17 distinct features that are computed from the respiration
signal. We identify 5 features from existing work and propose 12 new features.
The new features are selected through visual inspection of data collected during
smoking and other non-smoking episodes such as physical activity, stress and
conversation. Computation of the features involves the identification of the
respiration cycles, which are composed of an inhalation and an exhalation period.
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We now define all features in the following and illustrate three of them in
Figure 3.2.
Existing Features: We first describe five features that have previously
been proposed for identifying stress and conversation events from
respiration [27], [92]. Inhalation Duration corresponds to the time elapsed from a
valley of a respiration cycle, to the subsequent peak. The amplitude difference in
signal values between these points is the maximum expansion of the chest during
a respiration cycle (see Figure 3.2). Exhalation Duration corresponds to the time
duration between a peak and the subsequent valley in a respiration cycle. IE
Ratio is defined as the ratio of inhalation duration to the exhalation duration in a
respiration cycle. Respiration Duration is the sum of inhalation and exhalation
duration. Stretch is defined to be the difference between the maximum
(legitimate) amplitude, and the minimum (legitimate) amplitude the signal attains
within a respiration cycle (see Figure 3.2).
These features have been shown to be effective in identification of stress
and conversation from respiration [27], [92]. As we show in Section 3.3, using
these features provides an accuracy of 73.55%, which improves to 86.7% once
the new features described below are added.

Fig. 3.2: Illustration of three features extracted from respiration cycles.
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New Features: Figure 3.3 shows the respiration patterns during smoking
and three confounding events (stress, conversation and running). We observe
that features such as stretch and expiration duration are distinct during a
respiration cycle containing a puff as compared to respiration cycles in speaking,
stress, or activity, and hence have discriminatory power. We further observe that
the relative change in stretch and exhalation duration from one respiration cycle to
the neighboring cycles are higher when there is a puff involved during smoking.
On the other hand, we do not see such magnitude of change during running or
conversation events. This is because it is quite unusual to take two consecutive
puffs without taking any breaths in between. We define the first difference feature
and ratio features in order to capture these information concerning relative
change.

(a)

(b)

(c)

(d)

Fig. 3.3: The four figures above show the respiration signal during smoking and
three confounding events. We observe that the stretch of a respiration cycle is
higher during running and puffs, as compared to speaking and stress. We further
observe that unlike during running events, during smoking sessions, the non-puff
cycles around the puff do not have as high of a stretch. This simple visual
inspection suggests the use of change in stretch relative to its neighboring cycles
in discriminating puffs from conversation, stress, and running events. Similar
observations can be made for other new features such as relative change in
exhalation duration, and upper and lower stretch as described in Section 3.2.1.
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We also observe that during a puff, the respiration signals stretch in both
upward (called Upper Stretch) and downward directions (called Lower Stretch),
extending the peak amplitude and reducing the valley amplitude respectively, as
compared to usual respiration cycles. This suggests that the measurement of
relative change in the upper and lower stretch as compared to the running mean
of the valley in respiration cycles, can further improve the accuracy of identifying
smoking puffs. We now describe the 12 new features.
• Forward and Backward First Differences of a feature is derived by
computing the first order differences of the feature values from their previous
and next feature values respectively. We compute these first order
differences for inhalation, exhalation and respiration durations and stretch
and use them as features. Altogether, this procedure creates a total of eight
new features.
• Stretch Ratio of a particular cycle c, is defined as the ratio of its stretch to
the average stretch value in a window of five cycles, with the window
centered on cycle c. When computing the average, we exclude cycle c. We
use a window of five cycles because we never see successive puffs
occurring in a window of five cycles, if the window is centered on a puff
cycle.
• Exhalation Ratio of a particular cycle is similarly computed from the
average exhalation duration in a window of five cycles.
• Upper and Lower Stretch values are the two features computed from the
stretch of each cycle, by splitting it into two parts. The upper stretch
magnitude is computed by taking the difference of peak amplitude and
running mean value of the valley amplitudes of signal cycles (V alleyM ean).
Similarly, the lower stretch magnitude is computed by taking the absolute
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difference of minimum amplitude in a respiration cycle and V alleyM ean.
During the computation of the running mean, V alleyM ean, any valley
amplitude two standard deviations away from the current mean value is
discarded in the computation.
In order to visualize the effectiveness of the features, we use the Fisher’s
Linear Discriminant method [95] to project the 17-dimensional data vectors to a
single dimension using y = wT x. The idea is to adjust the components of w in
such a way that the projection maximizes the class separation. The discriminant
method maximizes the difference between the projected class means while
minimizing the projected class scatter. This method can actually be used as a
classifier albeit a weak one as much of the information inherent in the data gets
lost in the projection. It, however, provides an easy way to visualize the separation
of the classes and separation of the classes in the one dimension does hint to the
fact that the features may be promising for classification in the higher dimensional
space. Figure 3.4 shows the projected data points and it can be readily observed
that there exists good enough separation of the puff and non-puff classes.

Fig. 3.4: Projection of data on the Fisher’s Linear Discriminant Line. The y-axis is
used to spread the data points on the line for visual aid. The x-axis presents the
value of the projection.
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3.2.2

Classifier: Supervised Learning Model
The supervised classifier we use to detect individual puffs is learned using

a supervised learning algorithm. The standard classification supervised learning
framework is formulated as follows. Given an example set of input observations
X = xi ∈ Rn |i = 1 . . . N , e.g., matrix of n RIP features by N inhalation cycles, with
corresponding class labels Y = yi ∈ +1, −1|i = 1 . . . N , e.g., puffs and not puffs,
the training algorithm learns a classification function fα (x), which estimates the
class label ŷ for a given unlabeled/novel input observation x. The function f is
parameterized by the parameter vector α.
Our puff from non-puff classification function is learned using the
industry-standard Support Vector Machines (SVM) algorithm, which has been
demonstrated to be highly competitive on a great number of problems and tasks,
owing to its combination of high learning capacity, i.e., ability to learn highly
complex classification functions, with a mathematically rigorous handling of the
overfitting/training error trade-off via regularization in the space of kernel
functions. Formally, the SVM classification function is defined, using the dual
formulation, as

fα (x) = sign (gα (x)) .
X
gα (x) =
αi K(xi , x) + b.

(3.1)

i∈XSV

In the above formulation, αi ’s and bias constant b are the parameters
learned in the course of training, and the set XSV contains the training
observations, called support vectors, that define the boundary separating the two
classes. The function K(,̇)˙ is the special kernel function that allows SVM to learn
highly complex functions f , corresponding to a highly non-linear separation
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boundaries. This so-called kernel-trick makes it possible to implicitly transform all
observations to a space of much higher dimensionality, called kernel feature
space, where difficult problems are simplified. Formally, the kernel function
K(u, v) corresponds to a dot product between the original vectors u and v in the
kernel feature space, making the explicit transformation unnecessary. One
2

powerful class of kernels is the Radial Basis Functions class: K(u, v) = eγku−vk ,
leading to classification functions capable of classifying very complex datasets.
The training formulation is based on regularized empirical risk minimization,
whereby the algorithm minimizes the error on the training observations, while
minimizing the L2-norm of the function f , which works to minimize its complexity.
The formal definition of the SVM primal learning problem is

N

X
1
max(1 − yi (wT xi + b), 0)
argmin kwk2 + C
2
w,b
i

(3.2)

where the primal variables/parameters w and b represent the linear
decision boundary. Note that minimizing the L2-norm of f is equivalent to
maximizing separation margin. The more useful formulation, however, is the
Wolfe dual, which also specifies the implicit transformation of the problem into the
kernel feature space.

argmax
α

N
X
i

N

1X
αi −
αi αj yi yj K(xi , xj )
2 i,j

0 ≤ αi ≤ C,
n
X

αi yi = 0.

i=1
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(3.3)

The algorithm requires tuning of the two parameters: 1) the C constant,
which directly penalizes the error on the train set, as per equation (3.2), by which
it indirectly manages the trade-off between overfiting and training error, and 2) the
choice of kernel function, along with any constants in it. We use the RBF kernel,
and vary the γ hyper-parameter, in conjunction with the C constant, in order to
attain the best performing function f . As per standard practice, we defined a set
of candidate C’s and a set of candidate γ’s, and try all combinations of values
from these sets. For both C and γ, the candidate values ranged from 2−10 to 210 ,
increasing in steps of 20.5 .

(a) Cross-validation ROC curve

(b) Test ROC curve

Fig. 3.5: ROC curves plotted for (a) cross-validation with optimal (C, γ) =
(1.415190 , 11.314685), average accuracy of 83.85% and AUC = 0.88, (b) the
withheld test set with accuracy = 86.23% and AUC = 0.89. Optimal (C, γ) =
(2.829404 , 16.971539).

We follow the standard stratified cross-validation approach to evaluate the
learned model, with the number of cross-validation partitions equal to 10. Each
fold contains roughly the same proportions of the two types of class labels. For
each pair of (C, γ) values we run cross-validation and use the accuracy metric to
assess the performance of the model. The optimal pair of (C, γ) is found to be
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(1.415190,11.314685). We also split data into training and testing datasets. C
and γ values are tuned and the model is trained using the training dataset. The
optimal (C, γ) = (2.829404,16.971539). We run the fine tuned trained model on
the withheld test dataset. Figure 3.5 contains the cross-validation ROC curve and
the test ROC curve showing the performance of the trained model on withheld
test dataset.
ROC curve shows the true positive rate against the false positive rate at
various SVM score thresholds. In order to build a model with a target true positive
or false positive rate, we train an SVM classifier using the entire dataset and
select the threshold on the SVM scores that produces the target true positive or
false positive rate.
3.2.3

Using Unlabeled Data: Semi-Supervised Model
In this section, we describe a specific semi-supervised model that makes

use of unlabeled data obtained from the field data collected from the four
participants (see section 3.1.2). Semi-supervised learning has been shown to
improve the classification accuracy when there is a scarcity of labeled data but
there is a large amount of unlabeled data. We use the Semi-supervised Support
Vector Machine (S3VM) model [96] that extends the basic supervised SVM to
incorporate unlabeled data.
The basic intuition behind S3VMs is that if we have unlabeled data
together with labeled data the decision boundary obtained by the learning
algorithm should be such that it separates the labeled data with a maximal
margin, while simultaneously maximizing its distance to unlabeled examples. The
second part in the model formulation is motivated by the notion that the model
should have as little ambiguity in classifying the unlabeled examples as possible,
even if there’s not assurance that these classifications are correct (given that
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there are no labels for them). This intuition is incorporated by modifying the
objective function of the basic SVM, and is given by

N

X
1
argmin kwk2 + C
max(1 − yi (wT xi + b), 0)
w,b 2
i
+ C∗

M
X

(3.4)

max(1 − |wT zj + b|, 0)

j

where, {zj ∈ Rn |j = 1 . . . M } is a set of unlabeled input data. We
essentially add penalty in the objective function for the unlabeled data points that
are too close to the decision boundary, specifically for which −1 < |wT zj + b| < 1,
thereby, forcing the decision boundary to go through a low density area of the
unlabeled instances. The S3VM experiments were conducted with the SVMlin
toolbox [97].
The challenge in developing the semi-supervised learning model is to
identify a feature that can connect the self-report to the smoking puffs, knowing
that the self-report can be before, during, or after a smoking episode. The new
feature we identify is the time distance of the respiration cycle in consideration to
the closest self-report timestamp in the field data. As there should exist a marking
before, during, or after every smoking session reported, the time distance from
each cycle to the nearest self-report time should help the learning algorithm. Note
that we do not have actual self-report time for the labeled data, but we can
reasonably assume the existence of a hypothetical accurate self-report at the
beginning of the carefully labeled smoking sessions (see section 3.1.2).
3.3

Training & Evaluation
In this section, we present the performance of the classifiers for detecting

smoking puffs. The training data set for the supervised classifier is comprised of
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the instances of puffs cycles and instances of non-puff cycles from the smoking
sessions. The other sources of non-puff instances are data from the stress,
conversation, and physical activity data sets. These data sets do not include any
smoking events. Inclusion of these data sets are required in order to create a
robust classifier that should generalize to the natural field environment better than
a classifier that uses only the puff and non-puff cycles from the smoking session.
Moreover, as stress, conversation and physical activity have been shown to be
inferrable from respiration, they form the set of plausible confounding factors in
smoking detection. In total, we have 161 puff instances and the same number of
non-puff instances. The non-puff instances with equal proportion come from
smoking sessions and the 3 confounding data sets.
The training data set for the semi-supervised model set includes the same
labeled data set as described above and a large amount of unlabeled data taken
from the field data sets obtained from 4 participants. However, not all data from
the field data is included as it amounts to 28 hours worth of data. Such a large
amount of data proved to be infeasible to run on the SVMlin tool. Experimenting
with different amounts of data, we ended up including 10 times the amount of
cycles in the labeled data. We ensured that data was included both from the
neighborhood of self-report times (±5 minutes) and far away of from any self
reports, thereby ensuring that the unlabeled data included both puffs and
non-puffs.
Training and Testing Performance: Tables 3.1 and 3.2 present the
performance of the classifiers on labeled data set. Table 3.1 shows the
performance of the classifiers on whole data set with 10-fold cross validation. As
mentioned above for supervised classification, we use Support Vector Machine
(SVM). Also for greater generalizability, we split our labeled data set into training
and test sets — one subset contains 66% of the whole data set and other subset
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contains the remaining 34%. For this case, the classifier performance on the test
data is presented in Table 3.2. Data used in the supervised classifier are carefully
labeled. But, when we add the noisy labeled data set from the field, we use the
S3VM classifier which is a semi-supervised support vector machine. For the first
experiment, when we use all the labeled data, SVM provides 83.85% accuracy;
S3VM is able to improve this accuracy to 86.7%.

Table 3.1: Performance of classifiers with 10-fold cross-validation.
Classifier
SVM
S3VM

Accuracy(%)
83.85
86.7

Precision
0.83
0.91

TP rate
0.85
0.81

FP rate
0.17
0.08

In the second experiment, when we apply the trained classifier models on
the testing data set, we observe the performances of the classifiers are also
similar to the training accuracies (as shown in Table 3.2). In both of these
experiments, we get high precision, high recall or high true positive rate.
Moreover, if the training set consists of only the non-puffs taken from the smoking
session the testing accuracy is 91.43% for the SVM classifier. This indicates that
the classifier is quite efficient in detection of puffs and non-puffs in the absence of
confounding factors.

Table 3.2: Performance of classifiers on test dataset when data is split into
training and test sets.
Classifier
SVM
S3VM

Accuracy(%)
86.23
87.27

Precision
0.86
0.91

TP rate
0.81
0.83

FP rate
0.097
0.08

Figure 3.6 presents the accuracy incurred when the puff detection model is
run on the stress, conversation, and physical activity datasets. We note that that
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these datasets do not include any smoking sessions and therefore respiration
cycles not correctly identified implies it was detected as a puff. We observe that
conversation is the most confounding event for the puff detection model. One
reason is that during speaking, we tend to take deep breaths at the beginning of
the speech and that is sometimes detected as puffs.

Fig. 3.6: Accuracy of the classifier on the datasets for four confounding events.

Feature Analysis: The performance of the classifiers presented in the
Tables 3.1 and 3.2 uses all the 17 features. Here, we present the effect of adding
the 12 new features on the performance of the classifier. We partition the set of all
the new features into 3 sets, namely, the set of first differences, the set of the
stretch and exhalation duration ratio, and the set of Upper and Lower stretches.
All the accuracy values reported are for the SVM classifier. The basic set of
features comprising only the existing 5 features produces an accuracy of 73.55%
on the whole labeled data set. From Table 3.3, we observe that among the three
new sets of features, adding the first differences to the basic set improves the
accuracy most, reaching up to 81.1% . With this set of features, adding the stretch
and exhalation duration ratios increases the performance of the classifier most.
With these 2 new sets of features, we obtain an accuracy of 82.7%.
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Table 3.3: Effect of new features on the classification accuracy. The classification
accuracy obtained using only the existing features is 73.55%. They constitute the
basic set of features. Three different sets of features are introduced in this paper.
Let S1 = set of forward and backward first differences of basic features, S2 =
{Stretch ratio, Exhalation ratio} and S3 = {Upper Stretch, Lower Stretch}. X
denotes the inclusion of the set to the basic set of features.
S1
X

S2

Accuracy(%)
81.1
76.33
77.86
82.7
81.32
75.79

S3

X
X
X
X

X
X

3.4

X
X

Conclusion
As a first step towards building a reliable smoking episode detector, in this

work we presented a model to automatically detect smoking puffs in the natural
environment from respiration measurement. We achieve 87% accuracy on the
detection of puffs even when there exists potential confounding events in the
collected data. For the purpose of building the model, we identified 12 new
respiration features that are found to be effective compared to the use of only the
existing respiration features available in the literature. We also presented a
semisupervised moded that improves the accuracy of the model when we provide
unlabeled data with self reports that is also collected in the natural environment
from participants who are daily smokers.
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Chapter 4
Combining Hand Gesture and Respiration to Improve Puff Detection
Although the current puff detection model described in chapter 3 achieves
87% classification accuracy, it can be readily seen that it is bound to produce a
large number of false positive and false negatives when it is applied to
participant’s data collected in a whole day. This is because there are, on average,
14 respiration cycles per minute, which results in more than 8,500 cycles in the
usual 10-11 hours of wearing time per day. Then the total number of misclassified
cycles amount to more than 1,000 per day. As confounding factors (e.g, physical
movement, conversations) in the natural environment significantly alter the
respiratory pattern during smoking, we, therefore, believe a more robust detector
is required in order to detect smoking episodes in the field. In this chapter, we
present a multi-modal method that combines both respiration and hand gestures
measurements to detect smoking episodes in the field. First, we describe the
label data collection procedure and then the method to fuse the multi-modal
measurements.
4.1

Data Collection
In order to collect both respiration and hand gesture data we used the

newer version of the AutoSense sensor suit and a pair of wristbands (one on each
wrist as participants can smoke with either hand).
Enhanced AutoSense Sensor Suit: It has a thinner packaging and is
thus more comfortable to wear. It uses the same chest band to capture the
respiration data at 21.33Hz. These samples are transmitted wirelessly using ANT
radio to a Sony Ericsson Xperia X8 smart phone at the rate of 28 packets/second.
Each of the packets are 8 bytes long and contains 5 samples. The sensors now
last more that 10 days on a 750 mAh battery.
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Wristband: The participants wore a pair of new wristbands, one on each
wrist, that includes a 3-axis accelerometer and a 3-axis gyroscope, a 3-axis
magnetometer, and two ambient-light sensors and a temperature sensor. The
accelerometer (ADXL335) and gyroscope (ST Microelectronics A3G4250D) will
be sampled at 10 Hz at each axis to capture fine-level wrist motion, helping us
improve automated detection of smoking by capturing smoking gestures of
smoking arms. However, we have turned off the power hungry magnetometer
(Honeywell HMC5883L) sensor in order to preserve battery life and have the
sensor last 3 days. The two light sensors (Hamamatsu S1087 and S1087-1)
capture light energy in different parts of the visible spectrum (320-730nm and
320-1100nm), allowing us to differentiate between outdoor (natural light) and
indoor (artificial light) environments. In this work, we use the measurements
obtained from the accelerometers and gyroscopes only.
4.1.1

Data Collected
We collected data from 6 volunteer participants who are regular smokers.

The participants wore the sensors for a total of 40.3 hours in their natural
environment as they went on performing their daily activities. Each time they
smoked they were accompanied by an observer who marked each puff by
pressing a button on the phone. As it is difficult to mark the precise start and end
of hand gesture during smoking, the observer was instructed to mark the puff
when the participant held cigarette between the lips and inhaled smoke. From the
marking, we therefore, obtained the timing when the hand is at mouth during
smoking. The data we obtained contains 32 smoking episodes and 470 puff
marking. In 179 instances out of the 470 puff markings, there were data loss due
to wireless transmission losses and noise due to physical movement or loosening
of the respiration belt. As a result, we obtained 291 puff instances for which we
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have respiration and wrist sensor data. The 32 episodes included smoking while
standing, sitting, walking, and being in a conversation.
4.2

Detection of Hand-at-mouth Gestures during Puffs
Hand gesture during puffing a cigarette is typically composed of three

sub-gestures occurring in the following sequence - hand moving to mouth, hand
being at mouth while taking a puff, and hand moving away from the mouth. In this
section, we describe a method to locate puff events by detecting the segments in
the wrist sensor timeseries that contain hand-at-mouth gestures.

Fig. 4.1: Autosense Wristband.

The wristband contains a 3-axis accelerometer and a 3-axis gyroscope
providing us with 6 timeseries. The x, y and z axes of the 3-axis accelerometer
and 3-axis gyroscope on the wristband are aligned with each other. The directions
of the axes of the wristband sensors are shown in Figure 4.1. When an
accelerometer is stationary, any accelerometer axis aligned exactly with the
earth’s downward gravitational field will result in a measurement of -1g in that
axis. So, we observe a positive value on y-axis when the right hand is held in an
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upward direction whereas we get a negative value on the y-axis of the left wrist
accelerometer. However, when an accelerometer is moving an axis will measure
the combination of linear acceleration due to movement and the component of
gravity in the direction of that axis. The gyroscope axes, on the other hand,
measures the rate of change of rotation or angular velocity about the axes. We
use the measurements obtained from both the accelerometers and gyroscope for
the detection of hand-at-mouth gestures.
4.2.1

Detection Method
One approach to detect the complete smoking hand gesture from inertial

measurements, as proposed in [24], is to track the trajectory of the hand using 3D
orientation data obtained from a wrist worn 9-axis inertial measurement unit
(IMU). In this work, we propose a simpler method to locate puffs based on the
observation that during inhaling smoke from the cigarette the hand is at mouth
and for a couple of seconds the hand must remain stationary at that position. We
argue that this method of locating puffs by detecting hand-at-mouth gesture is
more robust than tracking the hand trajectory which can vary substantially
depending on the body posture (i.e., sitting, standing, and walking) and position of
the hand as the hand starts moving towards the mouth. In order to detect
hand-at-mouth gesture, first, segmenting of the sensor data from both wrists to
relatively stationary and non-stationary segments and discarding all
non-stationary segments. For this purpose we utilize the gyroscope
measurements which, unlike accelerometers, is only affected by movement of the
hands and not gravity. However, there will be many such segments where the
hand is relatively stationary compared to its surrounding non-stationary segments.
We, therefore, screen out segments that are unlikely to contain hand-at-mouth
gestures based on their duration and the orientation of the hand during these
segments. Orientation of the hand during these relatively stationary segments is
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obtained by the roll and pitch angles computed from the accelerometer
measurements. Detailed description of detection of stationary segments and the
screening procedure is presented below.
In order to find the location of where the hand is relatively stationary, we
use the magnitude of the gyroscope axes. Any movement of the hand will
manifest as a rotation about one of the gyroscope axes and cause the magnitude
value to increase independent of the direction of rotation. When there is very little
movement of the hand the gyroscope magnitude will be low since it is not affected
by gravity. Therefore, a hand-at-mouth gesture can be detected by finding
segment is where the magnitude timeseries attains low values and is preceded
and followed by peaks. The first peak is due to the hand moving towards the
mouth and the second one is due to the hand moving away from the mouth.
However, it should be noted that simply thresholding the magnitude values to
locate the segments does not work well in practice. The average magnitude of a
hand-at-mouth segment during walking will be higher than that of stationary
segments during standing or sitting. This is because, when a person is walking
the whole body is moving and there will always be some movement of the hands.
Even when the hand is at mouth while taking a puff, there is some movement of
the wrists due to taking steps. Therefore, for the hand-at-mouth gestures during
walking we expect to find segments that attain low magnitude values only
relatively compared to the average magnitude during walking. Moreover, in many
instances we observe that the these relatively low amplitude values are
sometimes higher than the amplitude of peaks corresponding to the hand
movements before and after the hand-at-mouth stationary segments. The
amplitude of these peaks depend on the rest position of the hand before and after
the puff. While standing or walking usually the hand hangs beside the body and
therefore we observe larger peak amplitude. On the other hand, while sitting, the
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hands may be resting on the thighs, or on the armrest of a chair. In these cases,
the hand is moving a shorter distance to the mouth and hence the peak
amplitudes are lower. Also, in many instances the participants were observed to
smoke with their hand hanging near the mouth and in these instances the amount
of movement is even lower producing the lowest peak amplitudes. Therefore,
setting the threshold value as high as the amplitude hand-at-mouth segments
during walking will not correctly identify hang-at-mouth segments in many other
instances. This necessitates a segmentation method that is adaptive to the
current level of movement to find segments that are relatively stationary. The
procedure to find relatively stationary segments is described below.
This procedure makes use of a two moving averages based method to
detect rise and fall in the gyroscope magnitude timeseries. Such methods are
commonly used to compute indicators used by investors in stock markets to
identify price rise and fall [98].
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Fig. 4.2: Hand at mouth segment detection. (AX , AY , AZ ) and (GX , GY , GZ )
present the signals of accelerometer and gyroscope x, y, and z axes. The
magnitude of the gyroscope and the two moving average signals are shown last.
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• Compute a fast (0.8 second window) and a slow (8 second window) moving
averages of the gyroscope magnitude. The fast moving average closely
follow the dynamic nature of the signal while the slow moving average
represents the level of movement in the neighborhood (see Figure 4.2). The
window size of the slow moving average is corresponds to the length of a
smoking hand gesture length which usually lasts from 3-7 seconds [99].
Because of this window size, during smoking hand-at-mouth gestures the
slow moving average is computed over windows that always contain the
peaks due to hand moving towards and away from the mouth. Therefore,
during these segments the slow moving average attains higher values
compared to the fast moving average. The 0.8 second window size for the
fast moving average is empirically chosen so that all segments that contain
hand-at-mouth gesture during puffs are detected.
• Select the segments where the fast moving average lies below the slow
moving average. These segments are demarcated by two consecutive
crossing over points of the two moving averages. The first of them
corresponds to the location after which the fast moving average moves
below the slower one and the second crossing over point corresponds to the
location after which the fast moving average rises above the slower one.
The selected segments are, therefore, the ones where the magnitude values
are relatively lower than the average magnitude of the neighborhood.
The method described above essentially over-generates segments that
may contain a hand-at-mouth gesture. Before building a model we screen out
segments that have properties substantially different from the segments
corresponding to puffs.
Screening: We find the segments that corresponds to hand-at-mouth
gestures during puffs by checking whether the segment contains a puff marking.
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We call these segments puff segments. We use properties of these segments to
discard some of the other segments that are generated. First, we remove the
segments that are either too long or too small in duration compared to puff
segments. We discard all segments that have duration more that three standard
deviation away from the mean duration of segments corresponding to puffs.
Second, we compute the mean distances between the fast and slow moving
averages for each of the puff segments. Use the minimum of these distances as a
threshold (tm ) and discard all segments for which the mean distance is lower than
the threshold.
Screening based on Hand Orientation: For each segment we find the
orientation of the hand by computing the pitch and roll angles. The pitch and roll
angles at a particular orientation indicate the amount of rotation about the x and y
axis respectively required to reach the particular orientation from an initial
orientation. We assume the in the initial orientation, the hand is kept horizontal
with the palm facing down (z-axis is aligned with the gravitational field). Roll and
pitch angles can be computed from either accelerometer or gyroscope. However,
in the presence of linear acceleration the orientation angles computed from
accelerometers are usually less accurate. On the other hand, roll and pitch angles
can be computed by integrating the angular velocity measurements obtained from
gyroscope. However, a small error in angular velocity measurement gives rise to
large integration errors. In order to obtain better accuracy, accelerometer and
gyroscope measurements are therefore fused using a Kalman filter [100].
However, since we are interested in computing the orientation when the hand is
relatively stationary, relying on only accelerometer measurements are sufficiently
accurate for our purpose. For each segment we compute the average of each
axis forming the vector (ax , ay , az ). Following the method proposed in [101], we
compute the pitch(θ) and roll(φ) angles using the following equations:
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tan θ =

tan φ =

−ay
−az



a
p x
2
ay + az 2

(4.1)

!
(4.2)

Since the direction of x-axis (and y-axis) of the accelerometer on the left
and right wrists are opposite to each other, we first negate the x and y axis
measurements of the left wrist sensor. In this way, the corresponding the axes
point in the same directions in both wrist sensors. By convention the roll and pitch
angles are positive when there is clockwise rotation about the y-axis and x-axis
respectively. Therefore, when either arm is lifted from the horizontal position pitch
angles will have the same negative sign. However, inward (or outward) rotation of
the left hand is in the opposite direction for an inward (or outward) rotation of the
right hand. Therefore, in order to obtain same sign of the roll angles in both hand
for orientations that are only mirror images of each other, we negate the sign of
the roll angles obtained for the left hand.
The scatter plot of roll and pitch angles for puff segments (red dots) and
other segments (blue dots) is presented in Figure 4.3. We observe that the roll
and pitch angles are slightly correlated with each other. For each segments we
compute the Mahalanabis distance from the distribution of roll and pitch angles of
puff segments. Mahalanabis distance d is computed by, d = (x − µ)S −1 (x − µ)0 ,
where x = (xroll , xpitch ) is the vector representing the roll and pitch angles of a
segment, µ and S are the mean vector and co-variance matrix computed from roll
and pitch angles of puff segments. Since for the puff segments the distance
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Fig. 4.3: Scatter plot of roll and pitch angles for the puff and non-puff segments.

should be lower than other segments, we find a threshold td so that all puff
segments are below it. We discard all segments that have distance greater td .
4.2.2

Performance of Hand-at-mouth Gesture Detection
As mentioned above, the proposed method to detect relatively stationary

segments over-generates potential hand-to-mouth gestures. When we run the
method on the 40.3 hours of data that we collected, on average it detects 20.51
and 20.37 segments/min from the left and right wrist sensor respectively.
Screening based on duration and the threshold tm reduces the number of
segments of the left and rights wrists by 67.67% and 64.6% respectively. After
screening using the orientation of the hands, the total of number of candidate puff
segments is reduced to 4721 segments (1.95 segments/min) from both hands.
This includes all the hand-at-mouth gesture segments corresponding to the 291
puff events.
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4.3

Puff Detection
In this section, we describe the development of the puff classifier based on

hand-at-mouth gestures and respiration measurements. First, we find the
respiration cycles by computing the peak and valley locations in the respiration
signal. Second, we select one respiration cycle for each candidate segment. The
respiration signal reaches the peak once the smoke is completely inhaled and
exhaling the smoke usually occurs once the cigarette is removed from the mouth.
For each candidate hand-at-mouth gesture segments detected, we, therefore,
select the first respiration cycle whose peak occurs after the end of the segment.
A respiration cycle, however, can be associated with two different candidate
segments, one from each hand, whose end times are close to each other. To
avoid the situation where the training data contains a puff and a non-puff instance
that are both associated with the same respiration cycle but different candidate
segments, we only consider the non-smoking regions of the dataset as the source
of non-puff instances. We extract features from both the candidate segments and
the corresponding respiration cycle. We train a two class SVM classifier to detect
puffs using the extracted features.
4.3.1

Features
From each respiration cycle we compute the 17 respiration features

presented in 3.2. In addition to these respiration features, we propose to two more
features. These features are computed from the rate of change signal obtained by
taking the first derivative of the respiration signal. The maximum and minimum
values that the rate of change signal attains within a respiration cycle is used as
features.
From the candidate hand-at-mouth gesture segments we compute the
mean, median, standard deviation, and quartile deviation of magnitude, pitch, and
roll. This gives us a total of 12 features.
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Fig. 4.4: True positive rate vs. false positive per hour of three classifiers based on
respiration features, wrist sensors features, and features from both sensors.

4.3.2

Training and Evaluation
The training data for the puff classifier consists of a total of 291 puff

instances and 3545 non-puff instances. We build three different classifiers based
on only respiration features, only wrist sensor features, and combining the
features from both sensors. Figure 4.4 presents the true positive rate of puffs
detected versus number of false positive puffs per hour for the classifiers for 10
fold cross validation. As the non-puff instances were taken from regions outside
smoking episodes the false positive per hour metric represents the false positives
incurred only in those regions. We observe that by combining the features from
the two sources we obtain much higher true positive rate without incurring too
many false positives. At 90.3% true positive rate there is approximately 3.7 false
positives per hour in the non-smoking regions of the data when features from both
sensors are used. On the other hand, at 90.3% true positive rate the wrist and
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respiration sensors based classifiers attains an average of 30.4 and 43.8 false
positives per hour respectively.

Table 4.1: Leave one subject out cross validation results (TPR = True positive
rate, FP = False positive).
Participant id
1
2
3

TPR
0.85
0.74
0.85

FP per hour
1.42
5.30
9.55

We further investigate the generalizability of the classifier based on the
combined features by performing leave one subject out cross validation. Out of
the six participants, we obtained 5 or more hours of data from three participants.
We use data from these three participants in this experiment. A puff detection
model is learned from 2 of the participant’s data and then we evaluate it on the
third. We first prepare the training data from the 2 participants by finding the
candidate segments. This process also produces the different thresholds used for
screening. An SVM classifier is trained using the training data and the threshold
on the score of the classifier is set to a value so that is achieves 95% true positive
rate on the training data. The true positive rate and false positives per hour
metrics on the test data, represents the number of respiration cycles that are
correctly or incorrectly classified. If a respiration cycle is associated of two test
instances, we consider it to be detected as a puff if either instance is classified as
a puff. Table 4.1 presents the cross validation results. We find the true positive
rates all participant are high which indicate that our method can generalize to new
user. The difference in false positive rate or false detection can be attributed to
the difference in the proportion of confounding activities (e.g., conversation and
physical activity) present in each participant’s data.
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4.4

Conclusion
In this chapter, we describe a method to combine hand gesture and

respiration measurements for the detection of smoking puffs. We use the
accelerometer and gyroscope measurements obtained from wrist worn sensors to
first find the candidate segments when the hand is at mouth. The segments are
then used to identify respiration cycles that can be potentially puff cycles. A SVM
classifier is trained using data collected from 6 participants wearing sensors as
they go on their daily lives. The 10-fold cross validation results indicate that
combining these two modalities significantly reduces the number of false
positives. At 90.3% true positive rate, respiration feature based classifier
produces on average 43.8 false positives puff per hours which is reduced to 3.7
false positives per hour when both wrist and respiration features are used. We
also perform leave one subject out cross validation which shows our method is
able to produce generalizable models.

53

Chapter 5
Future Work & Conclusion
This dissertation presents, to the best of our knowledge, the first work that
attempts to detect cigarette smoking puffs in the natural environment. We
explored the feasibility of the use of respiration measurements for the detection of
smoking puffs. We presented a model to automatically detect smoking puffs in the
natural environment from respiration measurement. We achieve 86.7% accuracy
on the detection of puffs even when there exists potential confounding events in
the collected data. For the purpose of building the model, we identified 12 new
respiration features that are found to be effective compared to the use of only the
existing respiration features available in the literature. We also presented a
semisupervised moded that improves the accuracy of the model when we provide
unlabeled data with self reports that is also collected in the natural environment
from participants who are daily smokers.
We also demonstrated that fusion of respiration and wrist worn inertial
sensor measurements can further increase the accuracy of detection of puffs. We
proposed a method to detect when the hand is at mouth using wrist worn inertial
sensors (accelerometer and gyroscopes) and used it to temporally locate
respiration cycles that are potentially puffs. Combining features from respiration
cycles and segments of accelerometer and gyroscope timeseries corresponding
to hand at mouth gesture significantly improves the accuracy of puff detection.
Using 10-fold cross validation we observed that at 90.3% true positive rate, a
classifier based on only respiration features produces 43.8 false detections per
hour which is reduced to 3.7 false detections per hour when we combine features
from respiration and wrist sensors measurements. We also performed
leave-one-subject-out cross validation to analyze the generalizability of the puff
detector. The results indicate that our method is able to generalize to new users.
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This work presents the first steps towards the development of a smoking
episode detector. As a future work, we plan to develop a smoking episode
detector that utilizes the puff detector. We will explore different sequence labeling
methods such as conditional random fields for this purpose. As the first step, we
plan to conduct a field study to collect more data in the participant’s natural
environment. We envision several challenges that needs to be addressed in order
to develop reliable smoking episode detector. First, as sensors are to be self-worn
by the participants methods need to be developed to determine if the sensors are
worn correctly. For example, the participants may take off the wrist sensors and
when they put them back on they may flip the orientation of the sensors or switch
the sensor intended to be worn on one wrist to the other. Second, obtaining fine
grained ground truth in the field is also challenging. A smoking topography device
can be useful to obtain puff level labels. Use of such a device may result in
change in the natural smoking behavior and hand gestures associated with
smoking and thereby limiting its utility. We may be able to obtain only coarse level
ground truths, such as markings that indicate the beginning or end of an episode
in the vicinity of the marking. Third, the episode detector needs to take into
account the false detection miss-classification of puffs due to inherent inaccuracy
of the puff detector, data loss, or noise. Information at the episode level such as
inter-puff duration, number of puffs per episode etc. can be useful to detect
episodes. However, being involved in other activities (e.g., drinking or talking)
while smoking can cause wide variation in inter-puff durations and number of
puffs per episode.
Another direction of future research on smoking detection is to explore the
feasibility of using other sensing modalities. As smoking involves exhaling smoke,
one can potentially use smart eyeglasses to detect smoke in the surrounding.
However, limited battery life of such devices prohibits capturing video or images
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continuously. Therefore, a triggering mechanism based on some other sensor
needs to be developed that can trigger the smart-glasses to capture images or
video.
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