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ABSTRACT
Combining graph representation learning with multi-view data
(side information) for recommendation is a trend in industry. Most
existing methods can be categorized as multi-view representation
fusion; they first build one graph and then integrate multi-view data
into a single compact representation for each node in the graph.
However, these methods are raising concerns in both engineering
and algorithm aspects: 1) multi-view data are abundant and infor-
mative in industry and may exceed the capacity of one single vector,
and 2) inductive bias may be introduced as multi-view data are of-
ten from different distributions. In this paper, we use a multi-view
representation alignment approach to address this issue. Particularly,
we propose a multi-task multi-view graph representation learning
framework (M2GRL) to learn node representations from multi-view
graphs for web-scale recommender systems. M2GRL constructs
one graph for each single-view data, learns multiple separate repre-
sentations from multiple graphs, and performs alignment to model
cross-view relations. M2GRL chooses a multi-task learning para-
digm to learn intra-view representations and cross-view relations
jointly. Besides, M2GRL applies homoscedastic uncertainty to adap-
tively tune the loss weights of tasks during training. We deploy
M2GRL at Taobao and train it on 57 billion examples. According
to offline metrics and online A/B tests, M2GRL significantly out-
performs other state-of-the-art algorithms. Further exploration on
diversity recommendation in Taobao shows the effectiveness of
utilizing multiple representations produced by M2GRL, which we
argue is a promising direction for various industrial recommenda-
tion tasks of different focus.
CCS CONCEPTS
• Information systems→Recommender systems; •Comput-
ing methodologies → Multi-task learning; Learning latent
representations.
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1 INTRODUCTION
Recently, graph-based recommendation algorithms have signifi-
cantly improved the prediction performance in academia via learn-
ing structural relations from graph data. But in industry there still
remains many challenges to build a scalable graph-based recom-
mendation algorithm and beat other industrial algorithms, one of
which is how to incorporate graph representation learning with
side information (e.g., item’s price, user’s profile). Side information
(or multi-view data 1) depicts different aspects of items (or users)
and plays an important role in industrial recommender systems.
In Taobao we have billions of items and each item has hundreds
of features, and industrial experiences have shown that the huge
volume of multi-view data could alleviate the sparsity problem and
improve the recommendation performance [21, 24].
There are mainly two lines of research that explored how to
utilize multi-view data in graph representation learning. One line
of research is treating multi-view data (except rating data) as the
attributes of items, which are then fed as input of graph-based algo-
rithms. The other line of research is constructing a heterogeneous
graph with multi-view data, and then applying graph represen-
tation learning techniques (e.g., metapath2vec [4]) to learn item
embeddings. From the perspective of multi-view learning, these
two kinds of research can be categorized into multi-view represen-
tation fusion. That is, data from multiple views are integrated into
a single compact representation. In practice, these methods can
effectively address the sparsity problem in recommendations [21].
However, multi-view representation fusion methods raise con-
cerns in both engineering and algorithm aspects when deployed
to web-scale recommendation tasks. First, one single vector of rep-
resentation may lack the capacity to embed multi-view data. In
1We use “multi-view data” to denote “side information” because we argue that “multi-
view data” is a more general and reasonable term in the industrial scenario. In this
paper, “multi-view data’ also includes the user-item rating data.
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Figure 1: An example of users’ behavior sequences and the
corresponding multi-view graphs. Multi-view graphs con-
structed from shop, item, and category sequences separately.
Different graphs have different structures.
industry there are billions of items and every item may serve multi-
ple interests and needs. But due to engineering concerns, the size of
representation vector is often set to 128 or 256 even for algorithms
based on rating data (single-view), which is already a trade-off
between efficiency and accuracy. Fusing multi-view data into one
small vector may further sacrifice the accuracy. Second, multi-view
data may come from different distributions; inductive bias may
be introduced if they are not properly handled. For example, as
shown in Figure 1, we can construct three single-view graphs from
users’ behavior sequences (self-loops are ignored), i.e., the shop-
view graph, the instance-level (item) graph, and the category-level
graph. These three graphs have different structures and contain
unique information, which is ignored by multi-view representation
fusion methods. A more proper utilization of graph representation
learning with multi-view data is needed in industry.
Instead, we argue that a more plausible method is to first learn a
separate graph representation for each view of data, and then model
cross-view relations between different graphs. More concretely, in
Figure 1 we can learn three independent sets of representations
from three graphs, i.e., the green, blue, and yellow graph. Then,
relations of nodes of different graphs should be modeled to make
the learned representations more reasonable and interpretable. For
example, the ID 1 shoe I1 belongs to category C2 and is sold in
shop S1, so the I1 − C2 and I1 − S1 cross-view relations should
influence the final representations of the three nodes. The idea of
modeling cross-view relations is initially inspired bymulti-view rep-
resentation alignment [15], another branch in multi-view learning,
which seeks to perform alignment between representations learned
from multiple different views. Following this methodology, we can
circumvent the two above-mentioned concerns of multi-view repre-
sentation fusionmethods: 1) We use multiple representation vectors
to represent multi-view data and the procedure can be distributedly
perfromed. So we do not need to configure size of representation
vectors especially, which could save a lot of engineering efforts. 2)
We explicitly preserve the local structure of single-view data and
model cross-view relations, which is more reasonable and should
decrease the risk of inductive biases.
Particularly, in this paper, we propose a multi-task multi-view
graph representation learning framework (M2GRL) to learn node
representations for web-scale recommender systems. M2GRL con-
structs one graph for each single-view data and learns multiple
separate representations from multiple graphs, and then performs
alignment to model cross-view relations. M2GRL is composed of
two types of tasks: intra-view task and inter-view task. The intra-
view task learns the representations of nodes within a single view,
and the inter-view task models the cross-view relations of two
different graphs. As M2GRL tends to have many intra-view and
inter-view tasks, we apply homoscedastic uncertainty [13] to adap-
tively tune the loss weights of tasks during training. The main
contributions of this paper are:
• We propose a novel framework M2GRL for graph representa-
tion learning with multi-view data. To our best knowledge, it
is the first work to applymulti-view representation alignment
in web-scale recommender systems.
• Our M2GRL is scalable, flexible and extensible. M2GRL sup-
ports unlimited number of views of data and can be distribut-
edly deployed to handle billion-scale data samples. Also, ex-
isting graph representation learning algorithms can be easily
incorporated into M2GRL. Besides, the multiple representa-
tions learned by M2GRL provide embeddings of items from
different aspects, which can benefit downstream recommen-
dation tasks with different focus.
• Through extensive offline experiments and online A/B tests,
we show that M2GRL achieves state-of-the-art performance
compared to other industrial recommendation algorithms.
Further, a use case of diversity recommendation in Taobao
demonstrates the effectiveness and benefit of the use of mul-
tiple representations learned by M2GRL.
The rest of the paper is organized as follows. In Section 2, we in-
troduce the related works, including graph representation learning
for recommendation and recommendation with multi-view data.
Our proposed M2GRL and its implementation details are presented
in Section 3. We then show offline and online experimental results
in Section 4. In Section 5, we describe a use case of diversity rec-
ommendation in Taobao with multiple representations produced
by M2GRL. Finally, we conclude our work in Section 6.
2 RELATEDWORK
In this section, we discuss the following two lines of research work
that are closely relevant to this paper.
2.1 Graph Representation Learning for
Recommendation
Graph representation learning is a hot topic in research commu-
nity as it can learn structure informations from graph data. In
the past few years, many algorithms have been proposed to learn
graph representations. These methods could be categorized into
three broad categories: 1) Factorization methods (e.g., LINE [1],
NetSMF [19]) aim to approximately factorize the adjacency matrix
and preserve structural proximities. 2) Random walk based tech-
niques(e.g., DeepWalk [18], Node2Vec [6], metapath2vec [4]) use
random walks on graphs to obtain node representations; they can
be easily deployed in a distributed manner and thus are widely
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used in industrial applications. 3) Graph convolutional networks
(GCNs) [2, 8, 9] perform (approximate) spectral convolutions to
aggregate information from node’s neighborhood in graphs. GCNs
have shown superiority against factorization methods and random
walk based method in small datasets. But GCNs suffer from the ef-
ficiency and over-smoothing problems, which prevent their further
expansion in industry. In the recommendation area, all the three
kinds of methods have been explored to improve the performance
of recommender systems. Especially, in industry, Wang et al. [21]
propose a graph embedding algorithm that first uses random walks
to generate samples and then apply word2vec [17] to learn node
representations for recommendation at Taobao. Ying et al. [24] de-
velop a GCN algorithm that combines random walks and graph
convolutions to generate embeddings of nodes for recommendation
at Pinterest. In this paper, we propose a general framework that
can cope with all the three kinds of methods.
2.2 Recommendation with Multi-view
Learning
In multi-view representation learning, there are two major kinds of
methods: 1) multi-view representation fusion, which tries to fuse
multi-view data into a single compact representation. 2) multi-view
representation alignment, which aims to capture the relationships
among multiple different views through feature alignment. In rec-
ommendation literature, multi-view data except rating data are
collectively called side information, such as temporal information,
item’s description, and users’ social network. Currently multi-view
representation fusion methods are the main stream in recommenda-
tion area [10, 16, 22, 25, 26]. However, there are also somemulti-view
representation alignment methods. For example, Elkahky et al. [5]
use a deep learning approach to map users and items to a latent
space where the similarity between users and their preferred items
is maximized. Jiang et al. [12] introduce a deep cross-modal retrieval
method, which considers learning a multi-modal embedding from
the perspective of optimizing a pairwise ranking problem while
enhancing both local alignment and global alignment. However,
these works are not designed for graph data, whereas the focus of
this paper is to align embeddings of nodes cross different graphs.
3 M2GRL FRAMEWORK
In this section, we first introduce the problem setup and how we
construct graphs from users’ behavior history. Then we present
the overall structure of our M2GRL framework and explain its
components in detail.
3.1 Problem Setup
Our task is to learn high-quality representations of items in E-
commerce scenarios. These representations can then be used for
recommendation by either a nearest-neighbor lookup or many
downstream ranking algorithms. As an item contains sets of fea-
tures that reflect different aspects of the item, we generate multiple
representations for items based on their features. Concretely, we
use three-view data in this paper: 1) The instance-view data records
the user-item rating data. 2) The category-view data records the
category information of items. Category information is a high-level
abstract of items. 3) The shop-view data records the shop informa-
tion of items. Taobao is a consumer-to-consumer (C2C) platform
with millions of shop selling goods on it. Many shops may sell a
same item but with different prices and services. Note that M2GRL
is scalable to more views of data. For clarity and convenience, below
we will describe our method with the above three-view data.
Graph construction. We first construct three graphs (i.e., item
(instance) graph, category graph, and shop graph) for M2GRL from
users’ sequential behaviors. Take the item graph for example, we
assume that two items are connected if they occur consecutively
in one user’s behavior history. The construction of category and
shop graph are similar to that of item graph. Figure 1 shows an
example of graph construction on three-view data. As we remove
consecutive duplicates, the three graphs are of different structures.
Node sequence sampling. A common method to generate
node sequences for training samples is randomwalk and its variants.
In practice, we generate training samples via extracting sessions
from users’s behavior history. The main phases are as follows:
• Data Clean. We noticed that users may click one item and
quickly go back to previous pages, which indicates that users
are probably not interested about that item.We remove items
whose duration of the stay after a click are less than two
second. This operation is also applied in graph construction.
• Session split and merge. We extract timestamps from log data
that record when user open and close the Taobao App, and
use these timestamps to split user behaviors into sessions.
Sometimes a session will be hours-long (e.g., running App
in the background), so we split a session into two sessions
if there is a one-hour idle period. As for session merge, we
merge two consecutive sessions if the time span is less than
30 minutes.
The category and shop data is bundled with item data, so once an
item session is determined we can easily get the corresponding
category and shop sessions.
3.2 Overall Structure
We present the graphical structure of M2GRL in Figure 2. Particu-
larly, M2GRL consists two types of tasks: the intra-view task learns
the representations of item within a single-view graph, and the
inter-view task models the relations of nodes between two differ-
ent views. We choose five tasks where three tasks are intra-view
tasks and the others are inter-view tasks. All the representations
generated by the intra-view and inter-view tasks are collectively
called multiple representations.
3.3 Intra-view Representation Learning
We treat the intra-view task as a representation learning problem on
a homogeneous graph. The intra-view tasks are conditionally inde-
pendent given the inter-view tasks, so we can apply state-of-the-art
graph representation learning methods without much modifica-
tion. Here we choose the skip-gram model with negative sampling
(SGNS), a simple but effective model, to learn node embeddings.
SGNS is scalable and can be easily deployed in a distributed manner;
many works have shown its effectiveness in extreme large graphs.
We first generate node sequences with the node sequence sam-
pling method discussed in Sec. 3.1. Then we apply the Skip-Gram
KDD ’20, August 22 -27, 2020, San Diego, CA Wang, et al.
Instance view
Multi-task loss
Shop view
Intra-view task
Inter-view task
Category view I-C alignment I-S alignment
Figure 2: Graphical architecture of M2GRL with three intra-view tasks and two inter-view tasks.
algorithm [17] to learn node embeddings. The training objective
of the Skip-gram model is to find node representations that are
useful for predicting the surrounding nodes in a node sequence.
More formally, take the item graph for example, given a sequence
of training items i1, i2, i3, . . . , iT , the objective of the Skip-gram
model is to maximize the average log probability
Lintrai =
1
T
T∑
t=1
∑
−c≤j≤c, j,0
logp(it+j |it ) (1)
where c is the window size of the context nodes in the sequences.
In practice, we find c = 9 is a good tradeoff between accuracy
and training efficiency. The basic Skip-gram formulation defines
p(it+j |it ) using the softmax function:
p(iO |iI ) =
exp
(
v ′iO
⊤viI
)
∑W
w=1 exp
(
v ′w⊤vwI
) (2)
where vw and v ′w are the “input” and “output” vector representa-
tions ofw , andW is the number of items in the item vocabulary.
We use the negative sampling method to approximately max-
imize the log probability of the softmax function. We first apply
negative sampling to generate k negative samples for each positive
example, and then Eq. (2) can be transformed into
logσ (v ′iO
⊤viI ) +
k∑
i=1
Eii∼Pn (i)
[
logσ (−v ′ii
⊤viI )
]
(3)
where Pn (i) is the noise distribution for negative sampling, and
σ is the sigmoid function σ (x) = 11+e−x . The goal of Eq. (3) is
to distinguish the representation of the target item and negative
samples. The final loss function is Eq. (1) with logp(it+j |it ) replaced
by Eq. (3).
3.4 Inter-view Alignment
The goal of inter-view tasks is to model the cross-view relations
(e.g., instance - category (I-C) and instance - shop (I-S)). If one item i
has attribute x , we define there is a cross-view relation (i-x) between
the item and x , and vice versa. Instead of directly adding constraints
to two different embedding spaces, we propose an inter-view align-
ment technique to transform information across views and learn
associations of entities in a relational embedding space. Note that
one inter-view task is responsible for one type of cross-view rela-
tions (e.g., I-C relations or I-S relations). Specifically, taking the I-C
alignment task for example, we first map two different embeddings
into one relation space via an alignment transformation matrix
Wic . Then, a loss of a inter-view task is formulated as Eq. 4,
Linteri−c =
∑
(i,c)∈S (i,c)
σ (Wic · ei )T σ (Wic · ec )
−
∑
(i,c ′)<S (i,c)
σ (Wic · ei )T σ (Wic · ec ′),
(4)
where σ is the sigmoid activation function, and c ′ are chosen by neg-
ative sampling. The inter-view tasks also generate representations;
σ (Wic · ei ) and σ (Wic · ec ) can be regarded as two representations
from different aspects in the relational embedding space.
3.5 Learning TaskWeights with Homoscedastic
Uncertainty
M2GRL is concerned about learning a global optimization with
respect to multiple related tasks. A naïve but popular approach to
compute the final loss function is to simply perform a weighted
linear sum of the loss of each individual task:
Ltotal =
∑
i
wi · Lintrai +
∑
j
w j · Linter j , (5)
where {wi } and {w j } are hyper-parameters that balance the impor-
tance of losses. However, manually tuning these hyperparameters
are expensive and intractable in web-scale recommendation sce-
narios. An alternative approach [23] in practice is to optimize each
task iteratively, which, may stick at a local optimum and fail to
perform well in some tasks.
Instead, we use the idea of homoscedastic uncertainty [13] to
weigh the loss of each task automatically during model training.
Follow the work of [14], we adjust each taskâĂŹs relative weight
in the final loss function by deriving a multi-task loss function
based on maximizing the Gaussian likelihood with task-dependant
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uncertainty. Note that the intra-view and inter-view tasks are classi-
fication tasks. We rewrite the loss function (equation (5)) as follows:
Ltotal (X ;Θ, Σ) =
T∑
t
Lt (xt ;θt ,σt ). (6)
where Lt is the classification loss function for task t . xt and θt are
the data and model parameter for task t (either intra-view task or
inter-view task). σt is the corresponding task uncertainty.
We represent the likelihood of the model for each task as a scaled
version of the model output ft (x) with the uncertainty σt squashed
through a softmax function:
P(C = c |xt ,θt ,σt ) =
exp( 1
σ 2t
fc (xt ))∑
c ′=1 exp( 1σ 2t fc ′(xt ))
. (7)
Using the negative log likelihood, we express the classification loss
with uncertainty as follows:
Lt (xt ,θt ,σt ) =
C∑
c=1
−Cc loдP(Cc = 1|xt ,θt ,σt )
=
C∑
c=1
−Cc loд(exp( 1
σ 2t
fc (xt ))) + loд
C∑
c ′=1
exp( 1
σ 2t
fc ′(xt )).
(8)
Applying the same assumption in [14]:
1
σ 2
∑
c ′
exp( 1
σ 2
fc ′(xt )) ≈ (
∑
c ′
exp(fc ′(xt )))
1
σ 2 (9)
allows to simplify Eq. 8 to:
Lt (xt ,θt ,σt ) ≈ 1
σ 2t
C∑
c=1
−Cc loдP(Cc = 1|xt ,θt ) + loд(σ 2t ). (10)
We use the approximated form of Eq. (10) for each task t in Eq. (6)
and get the final multi-task loss. The σt can be interpreted as the
relative weight of the loss of task t . When σt increases, the corre-
sponding weight decreases. Additionally, loд(σ 2t ) serves as a regu-
larizer to avoid overfitting. For numerical stability, we trained the
network to predict loд(σ 2t ) instead of σ 2t . All network parameters
and the uncertainty tasks weights are optimized with stochastic
gradient descent (SGD).
4 SYSTEM DEPLOYMENT
In this section, we introduce the deployment of M2GRL in Taobao’s
recommendation platform as shown in Figure 3. In the candidate
generation stage, the system constructs multiple single-view graphs
after extracting multi-view data from the raw log. Then the sys-
tem runs M2GRL in a distributed manner to produce the multiple
representations. In Taobao we have many recommendation mod-
ules (downstream tasks) and we use different strategies (e.g., task
1 and task 2 in Fig. 3) to generate I2I (item2item) similarity map
based on the goal of each module. Given an item as a request, items
with high similarity scores in the map are chosen as candidates.
Note that the size of candidates is much smaller (usually thousands)
compared with the size of the corpus (hundreds of millions). Then
in the ranking stage, rank models request I2I similarity maps for
Figure 3: Deployment of M2GRL in Taobao’s recommenda-
tion platform. M1 and M2 denote two modules.
candidates and use online models to score candidates. Items with
top scores are finally displayed to users as recommendations.
Training one version ofM2GRL takes a dozen hours, so themodel
is deployed offline in a daily-run mode. We currently support two
downstream tasks. One is general recommendation that generates
the similarity map using inner product search on the instance-view
representations of M2GRL. The other is diversity recommendation
that first uses the multi-view metric model introduced in Sec. 6.1 to
produce new representations, and then generate the similarity map
via inner product search. More downstream tasks with different
focus are under development.
5 EXPERIMENTS
In this section, we conduct comprehensive experiments to verify
the effectiveness of our proposed M2GRL framework.
5.1 Offline Evaluation
5.1.1 Datasets and Experimental Settings. We choose two datasets
for evaluating recommendation performance. One is Taobao is
extracted from Mobile Taobao App, containing historical behaviors
of users on top ten million popular items of Taobao in 3 days (Sep.
02. 2019 to Sep. 05. 2019). The user behaviors on Sep. 06. 2019 is used
as the test data. The other dataset is Movielens 20M 2, which is one
of the most widely-used public dataset for recommendations. For
Taobao, we construct three single-view graphs (i.e., shop, instance,
category) according to Section 3.1. For theMovielens, we treat tag of
a movie as the movie’s category information and construct single-
view graphs similarly. Note that Movielens does not have shop
information. So we only use two graphs in M2GRL for Movielens.
The statistics of the two datasets are shown in Table 1.
5.1.2 Baselines. We evaluate the performance of M2GRL against
the following state-of-the-art graph-based and deep learning base-
lines that generate embeddings of items:
2https://grouplens.org/datasets/movielens/
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Table 1: Datasets Statistics.
Dataset #Item #Category #Shop #Item-edges #Cate-edges #Shop-edges #Item-Cate links # Item-Shop links
Taobao 1.0 × 107 1.2 × 104 1.3 × 106 1.8 × 1010 3.5 × 108 4.4 × 108 1.5 × 108 1.4 × 108
Movielens 27,278 1,128 - 10,463,449 1,712,087 - 9,110,188 -
Table 2: Comparisons of different models on offline datasets.
Models Taobao MovielensHitRate@50 Recall@50 Precision@50 F1@50 HitRate@50 Recall@50 Precision@50 F1@50
LINE 9.55% 1.96% 0.22% 0.40% 24.89% 11.08% 0.62% 1.17%
DeepWalk 31.66% 12.11% 1.13% 2.06% 34.72% 17.43% 0.97% 1.83%
Node2Vec 31.79% 12.20% 1.14% 2.08% 36.43% 18.14% 1.01% 1.91%
EGESasy 32.42% 12.45% 1.17% 2.13% 42.46% 22.01% 1.23% 2.33%
GraphSage 7.16% 1.98% 0.19% 0.35% 2.23% 0.76% 0.05% 0.09%
GRU4Rec 27.32% 11.45% 1.08% 1.97% 30.81% 13.39% 0.76% 1.44%
YouTube-DNN 29.07% 11.97% 1.11% 2.03% 38.27% 18.73% 1.06% 2.01%
M2GRL 33.24% 12.65% 1.19% 2.17% 42.62% 22.16% 1.24% 2.35%
• Deepwalk [18]. This approach learns low-dimensional fea-
ture representations for nodes in graphs by simulating uni-
form random walks.
• LINE [20]. This method learns graph embedding via a cus-
tomized loss function to preserve the first-order or second-
order proximities in graphs separately.
• Node2Vec [6]. This algorithm treats feature learning in
graphs as a search-based optimization problem. It takes a
biased random walk that is a tradeoff between DFS and BFS.
• EGESasy [21]. This method incorporates side information
into graph embedding via a weighted average layer to ag-
gregate the embeddings of side information. It is a typical
multi-view representation fusion method.
• Graphsage [8]. This method learns node embeddings via
aggregating information recursively from neighborhoods
of the nodes in a graph. It is a variant version of graph
convolutional networks.
• GRU4Rec [11]. A GRU-based RNN model for session-based
recommendations, which outperforms traditional methods
significantly.
• YouTube-DNN [3]. A deep neural network based recom-
mendation approach proposed by YouTube, which is popu-
larly used for industrial recommendation systems.
Hyperparameter tuning is conducted by grid search, and each
method is tested with best hyperparameters for a fair compari-
son. For M2GRL we generate recommendations via inner product
search on the instance-view(item) representations.
5.1.3 Offline metrics. To evaluate the offline performances of dif-
ferent methods, we use HitRate@K, Precision@K, Recall@K
and F1@K metrics.
HitRate@K represents the proportion of test cases (nhit ) which
has the correctly recommended items in a top K position in a rank-
ing list, defined as
HitRate@K = nhit
N
where N denotes the number of test data.
Derive the recalled set of items for a user u as Pu (|Pu | = K ) and
the user’s ground truth set as Gu . Precision@K reflects how many
interested items for a user in the candidates. It is calculated as
Precision@K(u) = |Pu ∩Gu |
K
Recall@K represents the ability of coverage in the user’s ground
truth. It’s calculation is
Recall@K(u) = |Pu ∩Gu ||Gu |
5.1.4 Offline Experimental Results. We show the experimental re-
sults in Table 2, from which we can find that M2GRL outperforms
other baselines consistently on both datasets. This demonstrates the
effectiveness of our proposed method. Further, we can get the fol-
lowing findings: 1) EGESasy is the best baseline. It beats Node2Vec,
DeepWalk, and LINE (the same line of algorithms), mainly due to
the utilization of side information. Side information can alleviate
the sparsity problem and thus improve the performance of recom-
mendations. However, in EGESasy embeddings of side information
are directly averaged with item embedding, ignoring the hetero-
geneities of items and side information. Our method M2GRL takes
a multi-view representation alignment method to address this issue
and outperforms EGESasy . 2) Node2Vec and DeepWalk outperform
LINE because Line only preserve information of a two-hop neigh-
borhood, while Node2vec and DeepWalk can learn information
from a variable-length range of neighborhood. Moreover, Node2vec
takes weighted random walks and is superior to DeepWalk on both
the Movielens and Taobao datasets. 3) We notice that Graphsage
performs very poorly. One main reason is that the item graph is
built on users’ sequential behaviors and it is dense and noisy, which
may interfere the effectiveness of Graphsage because the training
phase of Graphsage aims to learn aggregator parameters rather than
representations of each node in a graph. In addition, the shallow
structure of Graphsage (two or three layers) also limits the perfor-
mance of learned representations. 4) GRU4Rec and YouTube-DNN
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Figure 4: Online CTRs of different methods in 7 days in No-
vember 2019
are sequential recommender systems, and they are empirically in-
ferior to random-walk-based methods (e.g, DeepWalk and M2GRL).
Meanwhile, deploying sequential recommendation algorithms to
online environment needs extra engineering efforts and compu-
tation overhead: the system has to call users’ sequential behavior
to predict and rank items for every recommendation request. In
contrast, M2GRL uses a lookup table. From the above analysis, we
can conclude that M2GRL is scalable and competitive.
5.2 Online A/B Test
We report the online A/B test experiments of M2GRL and other
deployed indusitrial algorithms (i.e., EGES and Item-CF) at Taobao.
We choose top popular 150million items and use 57 billion samples
for training. M2GRL is implemented on PAI-tensorflow (a machine
learning platform in Alibaba), and is trained in a distributed manner
with 25 server nodes and 100 worker nodes. The total amount of
memory used in training is 2000GB. The chosen metric is Click-
Through-Rate (CTR) on the homepage of Mobile Taobao App. We
implement the above three methods and then generate a number
of similar items for each item as recommendation candidates. The
final recommending results on the homepage in Taobao is gener-
ated by the ranking engine, which is built on a deep neural network
model. We use the same method to rank the candidate items in the
experiment. As mentioned above, the quality of the similar items
directly affects the recommending results. Therefore, the recom-
mending performance, i.e., CTR, can represent the effectiveness
of different methods in the matching stage. We deploy the four
methods in an A/B test framework and the results of seven days in
November 2019 are shown in Figure 4. Note that the item-based CF
method is an enhanced version of the classical Item-CF model; it
has been deployed in Taobao for several years and is still running
in some tasks. It computes similarities between items according to
item co-occurrences and user voting weights.
From Figure 4, we can see that M2GRL outperforms EGES, Deep-
Walk, and Item-CF consistently in terms of CTR, which demon-
strates the effectiveness of utilization of muti-view graph embed-
ding. Compared with the best baseline EGES, M2GRL achieves a
5.76% improvement on average, which is a significant boost in rec-
ommendation performance considering that we have hundreds of
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Figure 5: σ 2 and losses of the instance - category (I-C)) inter-
view task and the instance (I) intra-view task. Note that the
horizontal axis is the number of training steps and the loss
weight of each task is 1/σ 2.
Table 3: Performance (HitRate@50) of different loss weight-
ing strategies.
M2GRLunif orm M2GRLstatic M2GRLadapative
Movielens 42.24% 42.50% 42.62%
Taobao 33.08% 33.11% 33.24%
millions of active users in Taobao everyday. Further, EGES outper-
forms DeepWalk consistently, which reveals the effectiveness of
the side information. The results is similar to what we conclude in
the offline experiments.
5.3 Analysis of Loss Weighting
To evaluate the influence of the adaptive loss weighting mechanism
(denoted by M2GRLadaptation ), we experiment with two variants
ofM2GRL:M2GRLunif orm uses uniformweights andM2GRLstatic
uses manually assigned weights. We perform a grid search and find
the optimal weights are approximately proportional to the distri-
bution of the train data. Concretely, we set 0.05 as the loss weight
for the instance-view task, and 1 for other tasks. From Table 3,
we can find that M2GRLadaptation outperforms other two ver-
sions on two datasets, showing the superiority of the adaptive loss
weightingmechanism. Note thatM2GRLstatic performs better than
M2GRLunif orm , but finding proper task weights is too expensive.
It’s almost impossible to search task weights manually for a daily
updated industrial algorithm due to computation cost concerns.
Besides, in Figure 5 we display the uncertainty variable σ 2 (loss
weight is 1/σ 2) and losses of two tasks of M2GRLadaptation : the
I-C) inter-view task and the I intra-view task. Note that the loss
weights are unnormalized and we set a threshold (0.05) to avoid
weight explosion. The procedure is similar to gradient clipping: if
updated weights are below the threshold, we set the weights to the
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threshold. First we can see that σ 2 in Figure 5a decreases as the
training step increases, and σ 2 in Figure 5b is below threshold so the
loss weight is set to 200. Compared with the I task, the loss weight
of the I-C task increases relatively. Then in Figure 5c and 5d the loss
of both tasks decrease smoothly as the training steps increase. Note
that the loss of I-C task is much smaller and thus is prone to be
interfered by the I task. The adaptive weight mechanism helps to
prevent loss fluctuations and guarantee convergence of each task.
5.4 Visualization
In this section, we present some representations of real-world cases
in Taobao to further illustrate the effectiveness of M2GRL. We visu-
alize the instance embeddings of items via the Embedding Projector
3, a visualization tool provided by Tensorflow. We apply principal
component analysis (PCA) and draw the results in Figure 6. In Fig-
ure 6a, we choose five cloth-related categories (i.e., T-shirt, coat,
suit, windcheater, and cheongsam), and display 1000 randomly cho-
sen items for each category. Here one color indicates one category
of items. We can find that items of one category are clustered in
the feature space and distances between different categories are
different. There are two interesting observations: the T-shirt clus-
tering is far away from other clusterings, and the clusterings of
windcheaters and coats have many overlaps. The far distance can
be explained that T-shirts have short sleeve and sometimes treated
as undergarment, while items of other four categories are outer
garment. The reasons of overlaps are that windcheaters and coats
are similar in function and windcheaters are annotated as coats in
some shops in Taobao. Although users may click these cloth-related
items iteratively in a short time, M2GRL can well capture their cate-
gory relations, which demonstrates the effectiveness of the learned
embeddings of M2GRL with multi-view data. In Figure 6b, we also
display the embeddings of 12, 000 categories in the Taobao dataset.
We can find that theses categories are distributed unevenly. Some
categories tend to form clusterings and others are rather discrete,
which further reveal M2GRL’s ability to model category relations.
6 BEYOND RECOMMENDATION ACCURACY
A high recommendation accuracy is not a silver bullet to a suc-
cessful recommender system; there are many other factors need
to be considered to evaluate broader aspects of user satisfaction,
such as diversity, utility, and user coverage. We argue that utiliz-
ing multiple representations is a promising direction for various
recommendation tasks with different focus. Below we describe
a use case of diversity recommendation in Taobao with multiple
represenrations.
6.1 Diversity Recommendation with Multiple
Representations - A Downstream Use Case
In Taobao, recommendation diversity is an important metric with
respect to user’s long-term experience. Customers will get bored if
the system keeps recommending similar items of one category (e.g.,
skirts with different colors). Diversity recommendation in Taobao
refers to recommending items whose categories did not appear
in users’ recent behavior logs (usually two weeks). In traditional
3https://projector.tensorflow.org/
(a) Instance-view embeddings. (b) Category-view embeddings.
Figure 6: Visualization of the learned embeddings.
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Figure 7: An example of the “favorite theme” recommenda-
tion task.
recommendation algorithms, items with the same category tend to
have a high similarity score, which contradicts the goal of diver-
sity recommendation. We argue that the multiple representations
learned by M2GRL can be utilized for diversity recommendation in
a principled way. Heuristically, diversity recommendation is about
find two items that are close in instance-view embedding space but
far away in category-view embedding space. Thus, we propose a
simple multi-view metric learning model. We use two representa-
tions, one is ei from instance-view embedding space and the other
is eic = σ (Wic · ei ) from instance-category relational embedding
space. For a item pair (a,b), we use two metric matrices (i.e., Mi
andMic ) to measure their distance:
di (a,b) = (eai − ebi )TMi (eai − ebi )
dic (a,b) = (eaic − ebic )TMic (eaic − ebic )
d(a,b) = di (a,b) + dic (a,b)
(11)
Then we use contrastive loss [7] to learn the metric matrices,
which is
Lmetr ic =
1
2N
N∑
n=1
yd2 + (1 − y)max(marдin − d, 0)2, (12)
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Figure 8: The ‘Discovery CTR’ of the metric model and the
base model. The numbers above histograms are improve-
ments of the metric model against the base model.
where N is the number of training samples, y is the label indicat-
ing whether the item pair is positive or negative, andmarдin is a
threshold to constrain the distance of negative samples.
The above model is deployed at Taobao on the task of “favorite
theme". As shown in Figure 7, the “favorite theme" task first shows
a green card with an item and a theme (short text) to users. If users
click that card, the screen will jump to the detailed recommendation
page showing a subset of items within the clicked theme. The goal
of the “favorite theme" task is to increase the diversity of recom-
mendations and broaden the scope of users’ knowledge of items, so
the main challenge is to choose proper items with proper categories
for the green cards. We used an empirical metric coined ‘discovery
CTR’, which is defined as #clicks in new categories#all clicks , to evaluate diver-
sity recommendation. The new categories denote categories that a
user did not interact with in past 15 days. We report the results of a
seven-day online A/B test in Figure 8. The base model directly uses
representations of M2GRL for candidate generation, and we can see
that M2GRL+metric model achieves an average 3.79% improvement
on the ‘discovery CTR’. The results show the effectiveness of multi-
ple representations in the “favorite theme" task. M2GRL plus the
metric model is like a ‘pretrain+finetune’ pattern. Since there are
various recommendation tasks with different goals, we argue that
this pattern is a promising direction for industrial recommender
systems and the multiple representations generated by M2GRL can
provide more aspects of information to the downstream tasks.
7 CONCLUSIONS
We propose M2GRL, a multi-task multi-view graph representation
learning framework for web-scale recommender systems. M2GRL
constructs one graph for each single-view data, learns multiple
separate representations from multiple graphs, and performs align-
ment to model cross-view relations. M2GRL supports unlimited
number of views of data and can be distributedly deployed to han-
dle billion-scale data samples. We also design an adaptive weight
tuning mechanism to make M2GRL more scalable. We deployed
M2GRL at Taobao, and the offline experiments and online A/B
test both shown the superiority of M2GRL over other competi-
tive benchmarks. Besides, we explore a multi-view metric model
for diversity recommendation with two representations learned
by M2GRL, which shows a promising result. As there are many
recommendation tasks with different focus in industry, we argue
that useful representations generated by M2GRL can be further
utilized in the future to tackle these, e.g., tag recommendation and
recommendation with explanations.
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8 APPENDIX
8.1 Data preprocessing
The data preprocessing of Taobao dataset is described in Sec 3.1
and 5.1. Here we introudce the data preprocessing of movielens
dataset. For theMovielens, we treat tag of movie asmovie’s category
information and construct single-view graphs similarly. Note that
Movielens does not have shop information. So we only use two
graphs in M2GRL for Movielens. The main preprocessing phases
are as follows:
• Data Clean. In Movielens user’s rating is range from 1 to
5. It is commonly assumed that ratings below 3 indicate
that users dislike the corresponding films. So we delete the
ratings that are below 3. As user only have to rate one film
once, we do not have duplicate ratings. Note this operation
is also applied in graph construction.
• Session split. We use timestamps to split user behaviors into
sessions. We noticed that users’ sequential behaviors is more
sparse in Movielens; the time lag between two consecutive
rated films may be larger than multiple years. To get a proper
length of data sessions for M2GRL. Wo we split a session
into two sessions if there is a one-year idle period. Moreover,
if a session is too long (larger than 50), we split the session
into two sessions.
After preprocessing, we construct item graph and category graph.
Take the item graph for example, we assume that two items are
connected if they occur consecutively in one user’s behavior history.
8.2 Running Environment
All the models are experimented on MaxCompute 4, which is a
data processing and computing platform in Alibaba. To be fair, all
of these models share the same training and testing datasets. For
Taobao, we use 10 parameter severs (PSs) and 50 GPU workers. For
Movielens, we use 1 PS and 1 GPU worker. For online experiment,
we use 20 PSs and GPU 100 workers. Computing resources: 1) CPU:
each PS has 20 cores and 30GB memory, and each worker has 8
cores and 10GB memory. 2) GPU: Tesla P100-PCIE-16GB.
8.3 Algorithm settings and parameters
In this section we describe some algorithm settings and parameters
related to the experiments. EGESasy is DeepWalk, Node2Vec, Line,
and Graphsage are tested on the Aligraph, a graph representation
learning paltform in Alibaba. We implement distributed versions of
GRU4Rec and YouTube-DNN to support the big data. Wemainly use
the original parameters for baselines. Below we list some important
parameters of each algorithm. If not specifically noted, the batch
size is set to 256.
4https://cn.aliyun.com/product/odps
• M2GRL: we set batch size to 2048, epoch num to 10, and the
number of samples to 1000. Adam optimizer with learning
rate 0.01 is used to update parameters and gradient clipping
is adopted by scaling gradients when the norm exceeded a
threshold of 1.
• EGESasy : The settings of EGESasy are the same as those of
M2GRL.
• DeepWalk: We set vector dimen to 64, negtive sampling num
to 7, batch size to 512, epoch num to 100, and random walk
length is set to 5. We have tuned the walk length to 18 and
set window size to 9 in order to match EGESasy and M2GRL,
but the performance is worse than current setting.
• Node2Vec: The settings of Node2Vec are the same as those
of DeepWalk except that q = 0.5, p = 1.
• LINE: We choose to preserve the second-order proximity in
the graph. The number of negative samples is 10, and the
number of vector dimension is set to 64
• Graphsage: We train Graphsage in an unsupervised manner,
and set batch size to 256 and dropout to 0. We choose a two-
layer structure and dimensions for the first layer and the
second layer are 20 and 10 separately. Due to concerns of
engineering efforts, we did not use the attributes information
of item.
• GRU4rec: We set the sequence length to 30, the number of
epoch to 10, GRU layer number to 1, bucket size to 10, and
the number of samples to 1000.
• Youtube-DNN: the sequence length is set to 30, number of
units to 64, embedding size to 64, and the number of samples
to 1000.
8.4 Code Release
We have prepared an experiment version of M2GRL code to release.
It will take sometime to be available online due to company’s policy.
