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Abstract An important preprocessing step in most data analysis pipelines aims to extract a small
set of sources that explain most of the data. Currently used algorithms for blind source separation
(BSS), however, often fail to extract the desired sources and need extensive cross-validation. In
contrast, their rarely used probabilistic counterparts can get away with little cross-validation and
are more accurate and reliable but no simple and scalable implementations are available. Here we
present a novel probabilistic BSS framework (DECOMPOSE) that can be flexibly adjusted to the data,
is extensible and easy to use, adapts to individual sources and handles large-scale data through
algorithmic efficiency. DECOMPOSE encompasses and generalises many traditional BSS algorithms
such as PCA, ICA and NMF and we demonstrate substantial improvements in accuracy and
robustness on artificial and real data.
Introduction
Making sense of experimental data is challenging and requires flexible data analysis pipelines that
are able to identify and extract meaningful dimensions in the data. A core component of most
pipelines are blind source separation (BSS) algorithms such as principal component analysis (PCA)
or independent component analysis (ICA). The goal of these algorithms is to identify a small set of
interpretable sources that explain most of the variability in the data.
To make this more concrete we will consider applications from Neuroscience throughout this
manuscript. A core question in this field is to understand the complex interactions between
neurons in the nervous system. Current electrical (Jun et al., 2017) and optical (Ahrens et al., 2013)
techniques record the intermingled activity of large neural ensembles, with data acquisition rates
exceeding 1TB/h. In such data sets BSS aims to identify somas, dendrites, axons, and other neuropil
structures by separating their signals from each other and from background noise.
Different BSS algorithms extract different sources from the data (see Figure 1). Which sources
are the desired ones is mostly subjective and depends on expert knowledge and the goal of the
analysis. This expert knowledge can often be translated into certain statistical properties one
expects the desired sources to have. In the case of 2p imaging of neural populations we expect
each source to correspond to a neuron, and each neuron is expected to cover only a small part of
the image space (sparsity in space), to be seldomly active (sparsity in time) and to generate only
non-negative calcium responses. In statistical parlance we would say that the desired sources (the
neurons) feature a double-sparse (time and space) non-negative distribution. Every BSS algorithm
makes different statistical assumptions about the underlying sources which explains why different
algorithms often extract very different sources, Figure 1. It is thus crucial to select the right prior
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Figure 1. DECOMPOSE consists of a large number of methods including many established ones. Each methodenforces certain prior assumptions that have a strong effect on the source separation. (Left) Example data from2p calcium imaging (average intensity across space). (Center) PCA fails to extract individual cells while NMF failsto separate the a cell from the background. (Right) Novel BSS method implemented in DECOMPOSE is able tocorrectly identify and extract the underlying cells. DECOMPOSE encompasses many traditional methods like PCAor NMF as well as many novel ones.
assumptions to find the desired sources. The core problem this paper aims to address is that
currently available BSS algorithms are often too limited to incorporate these assumptions and
require complex hyperparameter tuning to adapt to the data.
We differentiate two classes of BSS algorithms: probabilistic and non-probabilistic methods.
A crucial difference between the two is that probabilistic methods track the uncertainty in the
estimate of a source. In contrast, non-probabilistic methods track only the most likely state of
source and forget about the uncertainty of its estimates. That makes non-probabilistic methods
easier to implement and faster to run which is why methods from this class are ubiquitously
used in practice. But compared to probabilistic methods that comes with a seldomly discussed
drawback: non-probabilistic BSS algorithms require the user to hand-pick all hyperparameters.
The hyperparameters are part of the priors and determine their exact shape and thus the exact
statistical assumption on the sources. More concretely, a general sparsity assumption about
the source can be encoded in the exponential distribution of the prior but the hyperparameters
determine the exact level of sparsity we expect. Finding these hyperparameters often requires
extensive cross-validation which is convoluted and error-prone (Bro et al., 2008).
Probabilistic methods, in contrast, can tune the hyperparameters of the priors automatically.
The reason is that probabilistic methods track the exact likelihood of all extracted sources given
the data and the current hyperparameters and can thus tune everything jointly. In contrast, non-
probabilistic methods like iterated conditional modes (ICM) (Besag, 1986) are "too sure" about their
estimates. They in turn get the hyperparameters wrong and thereby bias the source estimates
which in turn biases the hyper-parameters even more. Szeliski et al. (2008) show that ICM is prone
to be trapped quickly in poor local minima.
Another key benefit of probabilistic BSS algorithms is that the priors can be adapted to each
source individually. For example, this allows these algorithms to differentiate between sources with
different levels of sparsity (e.g. neurons and background activity). Non-probabilistic BSS algorithms,
on the other hand, typically assume that all sources share the same statistical signature in order to
reduce the number of hyperparameters which the user needs to select.
Despite the advantages of probabilistic BSS algorithms there exist only a few isolated implemen-
tations available to researchers and data analysts (Schmidt et al., 2009; Ahn et al., 2015; Paisley
et al., 2014), none of which are widely used in practice due to their limited scopes and inconsistent
interfaces. In this paper we introduce a comprehensive and unifying probabilistic BSS framework
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Figure 2. Overview of the decomposition performed in DECOMPOSE. Datasets (left column) can have arbitrarydimension. For illustration, we show spatiotemporal data (Calcium imaging data from the mouse motor cortex,see section 19 for details) with two spatial dimensions 푥 and 푦 (blue) and one temporal dimension 푡 (orange).DECOMPOSE assumes an additive decomposition (middle left column) into 퐾 sources and Gaussian noise, whereeach source 푆푘 is given by an outer product (middle right column) of spatial (blue) and temporal filters (orange)respectively. BSS aims to find sources that reconstruct the data but for which the filters (more precisely thehistogram over the filter elements) follow certain prior distributions (right column).
named DECOMPOSE that 1) can be flexibly adopted to the statistical signatures of the desired sources
making it more robust and more accurate than current state-of-the-art BSS algorithms, 2) is easy
to extend to novel prior distributions, 3) is easy to use and 4) scales well to large data sets. The
framework is flexible because it allows varied combinations of different prior assumptions that
encompass and generalise a wide range of established methods including probabilistic versions of
PCA, sparse PCA, ICA and non-negative matrix factorisation (NMF). The framework is easy to use
because its interface is close to the popular and widely used sklearn package and because the
probabilistic implementation frees the user from parameter guessing or extensive hyperparameter
cross-validation. Finally, the framework scales well to large data sets because parameters are
updated efficiently, memory is saved through an additional dimensionality reduction step and the
implementation can utilise GPUs if available. The code of DECOMPOSE is available as an open source
python package at https://github.com/bethgelab/decompose.
Results
The probabilistic BSS algorithms implemented in DECOMPOSE assume that the true signal is cor-
rupted by additive Gaussian noise during recording (Figure 2). The signal itself is assumed to
be the sum of the sources. Each dimension of a source (e.g. space and time) is described by a
filter or component that models the variability of that source along this dimension (Figure 2 third
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Figure 3. Automatic recovery of multiple sources with different sparsity from synthetic data. A The data isgenerated as a sum of three non-negative sources (bottom row) with varying degrees of sparsity 훽푖 (distributionsin top row) and an additional dense i.i.d. noise term (bottom term, right column) with variance 휎. B Sparsity ofthe individual sources as estimated by probabilistic sparse non-negative PCA for different signal-to-noise ratios(solid lines). The estimates are very close to the true sparsity values (dashed lines). The shaded region showsthe (very narrow) interquartile range over N=100 samples. C Correlation of the weakest extracted source withthe weakest ground-truth source. For low signal-to-noise ratios (SNR) the source is perfectly reconstructed byprobabilistic sparse PCA. The performance gradually decreases for higher SNR. D Same as B but we enforce thesame sparsity value for all sources. This assumption is used by basically all non-probabilistic BSS algorithmsused in practice. E Same as C. Enforcing the same sparsity value drastically decreases the separation of theweakest source against the background (dashed).
column). Finally, the elements of each filter are assumed to be distributed according to a given prior
distribution (e.g. Gaussian or Exponential). In other words, the histogram over the values of each
filter should roughly fit to the desired prior (Figure 2 right column). The goal of a BSS algorithm is
to find sources that match the chosen prior distributions and reconstruct the data.
Automatic hyperparameter estimation on synthetic data
Finding the right hyperparameters for a BSS algorithm can be tedious. The hyperparameters are
part of the priors and determine the statistical structure of the extracted sources. For example,
in sparse PCA one needs to set the ’right’ sparsity level in order to balance the sparsity of the
sources and the reconstruction of the data set. If the sparsity level is set too high the sources
become zero (maximally sparse) and the data is not reconstructed. If the sparsity level is too low
then the data is well reconstructed but the sources are dense and do not fit well to the desired
statistical signature. We illustrate the advantage of probabilistic BSS algorithms for automatic
hyperparameter estimation in a concrete but simple toy example (Figure 3). Here we generated
a synthetic data set that consists of only three sources with different levels of sparsity 훽1, 훽2, 훽3
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and some background noise with variance 휎2 (see Data for details). Probabilistic sparse PCA as
implemented in DECOMPOSE (see Methods for details) is able to automatically discover the correct
sparsity level 훽푖 for each of the sources over a wide range of signal-to-noise ratios (Figure 3B). Thatallows it to separate even the weakest source against the background noise (Figure 3C). In contrast,
standard (non-probabilistic) sparse PCA implementations assume that all sources share the same
level of sparsity1. We can restrict DECOMPOSE in the same way which still allows it to discover a
suitable intermediate sparsity level (Figure 3D) but makes it much more difficult to separate the
weakest source from the background noise (Figure 3E).
Performance on realistic imaging data with ground truth
The analysis above demonstrates the usefulness of data-driven hyperparameter estimation. Next
we evaluate the framework on real data. To this end we choose a two-photon calcium imaging
recording in the motor cortex of a behaving mouse (Frady and Kristan Jr (2015), Peters et al. (2014),
for details see the Data section). The duration of the recording is about two minutes and we crop an
imaging window of the size 118µm × 125µm. The analysis has two goals: first, we want to quantify
how much impact the prior has on the extraction of single cells. Second, we want to compare the
quality of the reconstruction achieved by DECOMPOSE against commonly used non-probabilistic
algorithms like ICA or NMF.
How can we quantitatively compare different priors and different algorithms on real data for
which no simple ground-truth exists? We here solve this problem by injecting single cells as "ground-
truth" into the data set as follows (see Figure 4A): we spatially split the video into two parts, then
we extract one hand-selected cell from one part and place it into the other (see details in the Data
section). This maintains much of the correlated response statistics between the ground-truth cells
and all other cells as well as the background. We control the signal-to-noise ratio, and thus the
difficulty of the task, by varying the contrast of the injected cell (see details in the Data section). The
final quality measure is the maximum correlation that any extracted source has with the injected
ground-truth cell.
In a first experiment (Figure 4B) we test four different prior combinations. The first three
correspond to NMF (red), l2-regularised NMF (green) and double-sparse NMF (orange). All three
algorithms are available as probabilistic implementations in DECOMPOSE and as non-probabilistic
implementations in the sk-learn package. In DECOMPOSE the three algorithms are distinguished by
their prior assumptions on the spatial and temporal filters. For instance, NMF assumes that the
elements of both filters follow a non-negative uniform distribution. In other words, for NMF all
values are equally likely as long as the elements are non-negative. Double-sparse NMF, on the other
hand, assumes that the elements follow an exponential distribution. That means higher values are
assumed to be less likely than smaller values close to zero thus encouraging sparsity. The fourth
algorithm tested in Figure 4B (blue) does not correspond to any classic BSS algorithm and assumes
a Lomax distribution on the spatial filter and a non-negative Student-T distribution on the temporal
filter. Both distributions are more heavy-tailed than the standard exponential distribution and thus
encourage sparsity even more strongly. The difference between Student-T and Lomax distribution
is that the latter more strongly encourages values to be exactly zero.
Every combination of priors is evaluated for different signal-to-noise ratios (Figure 4B). For very
high signal-to-noise ratios all methods extract one source that basically matches the ground-truth
cell (correlation > 0.8). Note that this is only true for the prior combinations evaluated here; other
BSS algorithms like ICA or PCA fail to extract the ground-truth cell even for high signal-to-noise
ratios (not shown). The difference between the chosen prior combinations is exposed for more
challenging signal-to-noise ratios (SNRs). In particular the reconstruction quality of NMF and l2-
regularised NMF decays quickly for lower SNR. Within the set of conventional BSS algorithms double
sparse NMF performs best at extracting the correct ground-truth cell even for relatively low SNR,
1It would be practically unfeasible to hand-tune or cross-validate hyperparameters for each source.
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Figure 4. DECOMPOSE provides reliable and accurate source recovery for realistic data sets. A Procedure togenerate a realistic experimental 2p calcium recording with a ground-truth cell. In a first step the field of view issplit into two halves. On one half a neuron is isolated and extracted and which is then superimposed on thesecond half of the video with varying contrast. B DECOMPOSE (solid) outperforms sk-learn (dashed) in recoveringthe ground-truth source over a wide range of signal-to-noise ratios (x-axis) and for different types of priors(different colours, see legend). C Source recovery (median correlation with ground-truth source) for differentprior combinations. Rows refer to the spatial prior, columns refer to temporal priors. D Robustness of thesource recovery of sparse NMF (sk-learn, dashed) and probabilistic sparse NMF (DECOMPOSE, solid). Plotted isthe distribution of the source recovery for the five different sources (columns) over 50 different runs.
but it is still surpassed by the novel combination of Lomax and Student-T priors only available within
DECOMPOSE.
In a second experiment we compare the probabilistic implementation of NMF, double-sparse
NMF and l2-regularised NMF in DECOMPOSE against the standard and widely used deterministic
implementation in sk-learn (see Figure 4B, solid vs dashed). All hyperparameters of sk-learn were
intensively cross-validated and the results reported here reflect the maximum performance that can
realistically be achieved on a real-world data set. Across the whole range of signal-to-noise ratios
and across all three algorithms we consistently find that DECOMPOSE outperforms their counterparts
in sk-learn by a sizeable margin.
In a third experiment we fix the signal-to-noise ratio (grey vertical bar in Figure 4B) and test a
range of different prior combinations (Figure 4C). Here the rows refer to the prior on the spatial
filters of the sources whereas the columns refer to their temporal responses. Overall the results
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highlight how important the choice of a good prior distribution is. All priors combinations that allow
for negative values are basically unable to reconstruct the ground-truth cell. Among non-negative
prior combinations the reconstruction performance gradually increases the more sparsity-inducing
(i.e. heavy-tailed) the distributions are. That’s not surprising given that the desired ground-truth cell
is both sparse in space as well as in time.
We finally focus on a single prior combination (both exponential) and test the variability of
the estimates. To this end we run sparse PCA from sk-learn and DECOMPOSE 50 times and record
the correlation with the ground-truth cell for each run. The distribution of correlations is plotted
in Figure 4D for each of the five ground-truth cells. We observe highly variable results for the
non-probabilistic implementation of sparse PCA ranging from nearly optimal to no reconstruction.
The results of the probabilistic implementation is much more stable and the correlation with the
ground-truth cells is tightly distributed around the mean performance.
In summary, the probabilistic algorithm in DECOMPOSE performs source separation more accu-
rately and more reliably than existing state-of-the-art implementations and frees the user from
extensive cross-validation.
Blind source separation with automatic sparsity estimation on real data
Next we perform a complete source separation for a real data set without known ground-truth.
The data set is the same as in the previous experiment but now we apply the analysis on the full
imaging window spanning 472µm × 502µm (Figure 5A) and containing approximately 70 neurons
in the selected imaging plane (manually counted). Here we perform blind source separation using
DECOMPOSE with 100 sources and with a Lomax prior for the spatial domain and Exponential for
the temporal domain.
Figure 6 shows an unbiased selection of the extracted sources. Sources vary widely in variance
(Figure 5B) and sparsity (Figure 5C), ranging from dense components that model the background
(Figure 6 bottom right) to many single cells (Figure 6 left column). Background and single-cells
are easily distinguished by their kurtosis. There is a correlation between the spatial and temporal
sparsity, i.e. sources that are sparse in space (like cells) tend to be sparse in time (Figure 5C).
To understand the separation of sources in more detail it is informative to look at how the
luminance changes in a single pixel of the video are explained by the individual sources. We look at
three cases (Figure 5A, green squares): (1) a pixel that is dominated by a single cell (Figure 5D (i)),
(2) a pixel that is dominated by the background (Figure 5D (ii)) and (3) a pixel that sits right at the
boundary of two cells (Figure 5D (iii)).
In the first case a pixel is dominated by a single component (Figure 5D (i), source 1) that explains
more than 70% of the luminance variance of that pixel (Figure 5D (i) pie chart). This source clearly
exposes a single cell as is visible from its sharply localised spatial distribution as well as its sparse
temporal response. Most of the residual variance is explained by non-localised sources that model
partially visible cells and potentially dendrites or axions that are vertically aligned to the image
plane.
In the second case there is no clear structure that would be identified by the human eye as
a meaningful source (Figure 5D (ii)). Indeed the first and third source (with respect to how much
luminance variance they explain) are spatially and temporally dense. Hidden between those two,
however, is a source with a localized spatial distribution that resembles the shape of a small soma
with its dendritic tree to one side.
Finally, in the last case the pixel sits right between two cells which is again difficult to identify by
the human eye (Figure 5D (ii)). DECOMPOSE, however, extracts two cells with a spatial profile that
touch at this point but have a very different temporal response profile (Figure 5D (ii) center column).
Discussion
In the context of larger and more complex data sets, blind source separation (BSS) algorithms are
essential tools to automate data pre-processing. We here implemented and analysed DECOMPOSE,
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Figure 5. Decomposition of a two-photon calcium imaging recording in the layer 2/3 motor cortex from abehaving mouse with automatic sparsity estimation. A Temporal average of the calcium activity shown for thecomplete field of view. Three patches (highlighted in green) are analysed in panel D. B Distribution of temporaland spatial sparsity (measured in terms of the log-ratio between the 퐿1 and the 퐿2 norm) over sources withhighlights for the sources shown in panel D. Overall there exists a correlation between temporal and spatialsparsity. C Distribution of the variance of the extracted sources. Values cover around four orders of magnitude.The variances of the extracted sources covered a wide range, almost 4 orders of magnitude. The largest varianceis absorbed by background tissue sources (top left), due to their spatial extent. Localised, neural sourcescontribute much lower variance (2-3 orders of magnitude), but are nonetheless recovered reliably (see panel D).D Decomposition of single pixels in the recording (left column, green circle in top left patch) into contributionsfrom different sources (left column, patches 1-3). The centre columns show the temporal filters for the threemost contributing sources with the sum of the individual responses at the top (yellow line). The amount ofvariance explained by each source is displayed on the right. Three scenarios are shown: (i) a pixel dominated byone source, (ii) a pixel with several weak sources and (iii) a pixel at the boundary of two cells.
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Figure 6. Temporal and spatial filters of an unbiased subset of all estimated sources. We subsampled thesources by ordering them according to their kurtosis and by selecting every second cell.
9 of 21
the most comprehensive and scalable open-source framework for probabilistic BSS. Departing from
the common non-probabilistic approach, DECOMPOSE’s probabilistic formulation gives it five key
benefits: (1) ease of use, (2) high flexibility to match the desired statistical properties across many
application domains, (3) increased accuracy, (4) increased reliability and, in many cases, (5) reduced
overall runtime. Furthermore, we took care to design DECOMPOSE both on the algorithmic as well as
on the implementation level in a way that makes it (6) scale to massive data sets and (7) easy to
extend with new prior distributions. Below we elaborate on these advantages in more detail.
Ease of use
The probabilistic formulation allows DECOMPOSE to estimate optimal parameters of the priors
(hyperparameters) alongside the sources in a single run (see Figure 3). As a result users do not
need to manually tune or cross-validate any hyperparameters other than the number of sources.
High flexibility
DECOMPOSE is not restricted to neuroscientific data but is flexible enough to be applied to data sets
from many domains. We implemented a wide range of prior distributions that can be flexibly com-
bined to match the statistical assumptions about the data. Most commonly used BSS algorithm like
PCA, ICA, NMF, sparse NMF or sparse PCA are part of our framework. The scope of our framework
thus encompasses and overreaches all areas in which BSS algorithms have been used in the past.
Beyond neuroscience (including fMRI Xie et al. (2017) and neurophysiological recordings Lambert-
Shirzad and Van der Loos (2017)) this includes geophysics (e.g. extraction of volcanic tremor from
seismic data, Carniel (2014)), astronomy (e.g. removing the milky way from imaging data recorded
with the Green Bank TelescopeWolz et al. (2017)), finance (e.g. monitoring co-movement of equity
prices Raschid et al. (2017)) or environmental sciences (e.g. source apportionment of pollution in
groundwater source area, Guo et al. (2017)) to name just a few.
Increased accuracy
Optimising the hyperparameters directly enables an individualised fit of the priors to each source
(Figure 3). Fitting priors to each source is important because the data typically consists of different
sources with varying variance or varying sparsity (e.g. dense background versus sparse neuron,
see Figure 5). Non-probabilistic methods typically make the same prior assumption for all sources
because cross-validating even a small number of hyperparameters quickly becomes computationally
unfeasible.
Increased reliability
The individualised hyperparameter fit enables probabilistic methods to better separate weak signals
from the background (Figure 3). Overall, DECOMPOSE therefore obtains more stable and reliable
reconstruction of single cells compared to previous methods (Figure 4).
Reduced total runtime
The total runtime of a BSS estimation is equal to the time required for parameter estimation times
the number of crossvalidation runs. Non-probabilistic algorithms typically estimate parameters
much faster (e.g. 100-1000× for the sk-learn algorithms) than their probabilistic counterparts. How-
ever, in contrast to probabilistic methods, non-probabilistic algorithms need many cross-validation
runs to estimate the hyperparameters. With zero or one hyperparameter the number of runs for
cross-validation will be less than 100, thus giving an edge to non-probabilistic implementations.
With each additional parameter the number of runs easily grows by a factor of 10 giving an edge to
probabilistic algorithms. Hence, in particular for realistically large and heterogeneous data sets the
present implementation will provide substantial advantages in run time.
Scaling to massive data
The present implementation is based on TensorFlow (Abadi et al. (2016)) which allows DECOMPOSE
to automatically take advantage of specialised accelerator hardware like GPUs. DECOMPOSE can
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optionally utilise a low rank approximation of the data to save memory space and computational
time (see Methods and Materials for details). This feature is especially useful for large data sets
that contain only a small number of sources.
Extensibility
New prior distributions can be easily added as long as the maximum likelihood estimates of its
hyperparameters can be calculated and the product of the prior density and a normal density is
tractable (i.e. it is possible to sample and calculate the mode of the conditional posterior distribution
efficiently).
Comparison with previous frameworks
There is no framework that provides a similarly broad spectrum of models as DECOMPOSE. The
most notable framework used in practice is scikit-learn (Pedregosa et al., 2011) which provides
non-probabilistic implementations for many commonmodels like PCA, SPCA, ICA, NMF, and SNMF. A
similar framework with a focus on sparse methods is the Sparse modelling software (SPAMS) (Mairal
et al. (2011)). Other frameworks focus on a subset of models with certain prior characteristics
like non-negativity (Li and Ngom, 2013; Cichocki and Zdunek, 2006; Zhang and Zhang, 2017) or
exponential distributions (ICA) (Rachakonda et al., 2008;Makeig et al., 2000).
All frameworks mentioned above implement non-probabilistic algorithms and thus do not
provide automatic hyperparameter optimisation. They all run exclusively on CPUs and cannot take
advantage of specialised accelerator hardware like GPUs. In addition, the number of possible prior
combinations available in DECOMPOSE goes far beyond any existing framework.
Future work
An important avenue for future work is to extend the framework with more prior or noise distribu-
tions. A very useful extension would be prior distributions that model the smooth changes of a
source between two consecutive time steps. In this way, temporal pre-filtering could be directly
integrated into the framework, and thus also benefit from automatic hyperparameter estimation. It
would also be useful to generalise our assumptions about the distribution of the residuals. So far we
assume that the residuals adhere to a Gaussian distribution, but quite frequently they contain a few
entries with very high magnitude. In such cases more heavy tailed distributions like t distributions
would provide a better match.
Taken together, in this work we demonstrated the various benefits of probabilistic blind source
separation algorithms for automatic source discovery and introduced a comprehensive framework
that allows practitioners to use them. We hope that the release of DECOMPOSE as an open-source
python package at https://github.com/bethgelab/decompose will spur their wide adoption in
tomorrow’s data analysis pipelines.
Methods and Materials
BSS as regularised matrix factorisation
Blind source separation (BSS) can be described as problem of matrix factorisation. Matrix factori-
sations approximate a data matrix 퐗 ∈ ℝ푀×푁 as a low rank matrix 퐗̂ ∈ ℝ푀×푁 which factorises into
퐔퐕⊤ with 퐔 ∈ ℝ푀×퐾 ,퐕 ∈ ℝ푁×퐾 and 퐾 < 푁,푀 . 퐗̂ is often referred to as the signal, while 퐔 and 퐕 are
called factors or filter banks. The factors 퐔 and 퐕may be forced to satisfy certain constraints (e.g.
sparsity). Most algorithms used in practice define the solution to the BSS problem as the minimum
of the following cost function:
퐔∗,퐕∗ = argmin
퐔,퐕
||퐗 − 퐔퐕⊤||22 + 푟휃(퐔,퐕). (1)
The cost function consists of two parts: a squared 퐿2 loss that enforces that the approximation is
close to the data and an optional regularisation penalty 푟휃(퐔,퐕) that enforces the constraints onthe factors.
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The regularisation function 푟휃 depends on hyperparameters 휃. Consider a sparsity-inducing 푙1penalty as a concrete example: in this case the term 푟휃 has the form 휃|퐔|1. Optimising Equation 1for 휃 would in this case yield the trivial solution 휃 = 0. As a result those hyperparameters cannot be
optimised simultaneously with the parameters 퐔, 퐕 but have to be handpicked or cross-validated.
Neither of the two options remains practical as the size of the data increases and the number
of regularisation parameters becomes larger. To circumvent this problem we now formulate
Equation 1 from a probabilistic perspective.
Probabilistic matrix factorisation
In the probabilistic matrix factorisation model (Mnih and Salakhutdinov, 2008) we assume that the
data 퐗 is a superposition of the signal 퐗̂ and independent Gaussian noise (with precision 훼) and
that the signal 퐗̂ factorises into 퐔퐕⊤. These assumptions allow us to compute the likelihood of the
data given the factors and the precision as
푝(퐗|퐔,퐕, 훼) =∏
푚,푛
 (푋푚,푛|(퐗̂)푚,푛, 훼−1)
=
∏
푚,푛
 (푋푚,푛|(퐔퐕⊤)푚,푛, 훼−1). (2)
To model the constraints on the factors we assume that the elements of 퐔,퐕 are drawn from some
prior distributions,
푝(퐔|휃푈 ) =∏
푚,푘
푓 (푢푘푚|휃푈푘 ),
푝(퐕|휃푉 ) =∏
푛,푘
푔(푣푘푛|휃푉푘 ). (3)
Parameter inference
The goal of probabilistic matrix factorisation is to determine a distribution of factors 퐔,퐕 and
hyperparameters Θ (i.e. the parameters of the prior distributions 휃푈푘 and 휃푈푘 and the noise precision
훼) that maximise the likelihood of the data. More precisely, we are going to minimise the negative
log-probability of the data,
횯∗,퐔∗,퐕∗ = argmin
횯,퐔,퐕
− log 푝(퐗,퐔,퐕,횯)
with 횯 = 훼, 휃푈 , 휃푉 .
(4)
Note that the cost function derived from the probabilistic formulation given in Equation 4 is
very similar to the cost function of the non-probabilistic formulation used in Equation 1. The links
become explicit when we expand the negative log-probability:
− log 푝(퐗,퐔,퐕,횯) = − log 푝(퐗|퐔,퐕,횯) − log 푝(퐔,퐕|횯) − log 푝(횯)
=훼
2
||퐗 − 퐔퐕⊤||22 + 푟̃휃(퐔,퐕) + 푐
with 푟̃휃 = − log(푝(퐔|휃푈 )) − log(푝(퐕|휃푉 )),
푐 = log
(√
2휋훼−1
)
+ log(푝(횯)).
(5)
Comparing Equation 1 with Equation 5 we note several additional terms which come from the
normalisation factors of the prior distributions. In principle we could directly optimise Equation 5
in a non-probabilistic manner by finding the factors and hyperparameters with the maximum
likelihood. However, empirical evidence suggests that such an optimisation gets trapped very
quickly in poor local minima (Szeliski et al., 2008).
We can circumvent this problem by optimising Equation 5 in a fully probabilistic way. The crucial
difference is that instead of estimating only single points (the maximum likelihood solutions, or
MAP estimates) we now infer probability distributions over 퐔,퐕,횯 which encodes the uncertainty
or confidence in our estimates. To this end we split the optimisation of Equation 4 into two
subproblems. In the first subproblem we utilise an expectation maximisation (EM) algorithm
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(Dempster et al., 1977) to optimise the log probability with respect to the hyperparameters Θ and
an estimate of the distribution over the parameters 푝(퐔,퐕|횯). In the second subproblem we utilise
a block coordinate descent (BCD) algorithm (Bertsekas, 1999) to find the MAP estimates of the
parameters that maximise 푝(퐔,퐕|횯) for the optimal hyperparameters 횯∗ determined in the first
subproblem. We choose this approach because EM and BCD algorithms are robust, entail simple
algorithms, and have no hyperparameters that need to be adjusted. We describe the details of
both steps in the next paragraphs. An overview of the complete algorithm is shown in Algorithm 1.
Hyperparameter inference (EM algorithm)
In the first subproblem we solve the following optimisation problem:
Θ∗ = argmax
Θ
log 푝(퐗|Θ). (6)
This optimisation is intractable because of the complicated dependency of the observed data 퐗 on
the hyperparameters Θ. The dependencies are much simpler if we take into account the factors
퐙 = 퐔,퐕 and rewrite Equation 6 as
log 푝(퐗|Θ) = log∫ 푝(퐗,퐙|Θ)푑퐙
= log∫ 푝(퐗|퐙,Θ)푝(퐙|Θ)푑퐙.
We know both 푝(퐗|훼,퐙) and , 푝(퐙|휃) in closed-form. To make the integral tractable we rely on a trick
from importance sampling: most values of 퐙 yield zero likelihood 푝(퐗|훼,퐙) and so we do not need
to integrate over that part of the space. Instead we estimate a distribution 푞̃(퐙) over the "relevant"
part of the 퐙 space and turn the integral into an expectation value,
= log∫ 푝̃(퐙)푝̃(퐙)푝(퐗|퐙,Θ)푝(퐙|Θ)푑퐙
= log퐸푝̃
[
푝(퐗|퐙,Θ)푝(퐙|Θ)
푝̃(퐙)
]
.
Using Jensen’s inequality we can derive a lower bound,
≥ 퐸푝̃
[
log 푝(퐗|퐙,Θ)푝(퐙|Θ)
푝̃(퐙)
]
= 퐸푝̃
[
log 푝(퐗,퐙|Θ)] +퐻[푝̃]
= −퐷퐾퐿 [푝̃(퐙)||푝(퐙|퐗,Θ)] + log 푝(퐗|Θ).
The expectation value can be efficiently estimated by sampling from 푞̃(퐙). From the last line we
observe that the lower bound gets tight whenever 푞̃(퐙) is equal to 푝(퐙|퐗,Θ). Hence, maximising the
lower bound with respect to 푞̃(퐙) will ensure that we approximate the true posterior. Due to the
importance of this lower bound we identify it by the function 퐹 .
= 퐹 (Θ, 푝̃)
Every local (global) maximum Θ∗, 푝̃∗ of 퐹 is also a local (global) maximum Θ∗ of equation
Equation 6 (Neal and Hinton, 1998). We can find a local maximum 푝̃∗, Θ∗ of 퐹 using block coordinate
descent with the following block updates:
• Set 푝̃(푡) = argmax푝̃ 퐹 (Θ(푡−1), 푝̃) = 푝(퐙|퐗,Θ(푡−1))(E-step)
• Set Θ(푡) = argmaxΘ 퐹 (Θ, 푝̃(푡)) = argmaxΘ 퐸푝̃ [log 푝(퐗,퐙|Θ)](M-step)
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The Θ and 푝̃ updates are equivalent to the E-, and M-steps of the EM algorithm (Neal and Hinton,
1998). Computing those updates is computational very expensive for our model. Therefore we do
not conduct them optimally as stated above but only approximately by partial steps in the direction
of the optimal solution.
In the E-step the distribution 푝(퐙|퐗,Θ(푡−1)) is not tractable and we approximate the distribution
with samples from a Markov chain using a blocked Gibbs sampler. Due to efficiency we do not drive
the chain until it reached equilibrium state but stop very early after just one sample and use this
sample to warm start the chain in the next coordinate descent iteration. Nonetheless, it can be
shown that posterior approximations based on single samples decrease the value of 퐹 (Neal and
Hinton, 1998). We define the blocks of the blocked Gibbs sampler as the columns of 퐔 and 퐕 i. e.
푃 (퐔푘|퐔−푘,퐕,Θ,퐗) which can be sampled efficiently.In the M-step the parameters Θ are updated with their maximum likelihood estimates which
can often be computed exactly using a closed form expression. On the other hand, if the updates
can be computed only numerically we do not iterate until convergence but again stop early before
convergence and warm start in the next iteration of the coordinate descent algorithm. Cases in
which the maximum likelihood estimators cannot be calculated analytically are for example mixture
distributions.
Parameter inference (BCD algorithm)
The EM algorithm yields approximations for the hyperparametersΘ and a sample from the posterior
distributions over퐔 and퐕. We then determine determine (local) maxima of the conditional posterior
densities over 퐔 and 퐕 by optimising
퐔∗,퐕∗ = argmin
퐔,퐕
− log 푝(퐔,퐕|Θ, 푋). (7)
This optimisation can be computed efficiently using the block coordinate descent (BCD) al-
gorithm. We use the same blocks that we already used during blocked Gibbs sampling, i.e. the
columns of 퐔 and 퐕. An optimal block update is given by the mode of the conditional distribution
over the elements of the block (instead of a sample that we used during blocked Gibbs sampling).
The update, i. e. the mode of the distribution, is often available analytically in closed form and can
be calculated efficiently. Only few block updates are needed, since the last sample of the blocked
Gibbs sampler serves as a very good initial value for the BCD algorithm.
Efficient implementation
The most costly step of our method is the computation of the conditional posterior distributions
which are needed throughout the algorithm: we sample from them during the blocked Gibbs
sampling step when optimising Θ and we calculate their mode during the BCD algorithm when
optimising the columns of 퐔 and 퐕. The naive derivation of those distributions yields for a column
퐔푘:
푃 (퐔푘|퐔−푘,퐕,Θ,퐗)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
posterior
= (퐔푘|||흁(푘), 휎(푘))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
likelihood
푓 (퐔푘|휃푈푘 )
⏟⏞⏞⏟⏞⏞⏟
prior
with 흁(푘) = 퐗̃(푘)퐕푘
퐕⊤푘퐕푘
, 휎(푘) = 1√
훼퐕⊤푘퐕푘
,
퐗̃(푘) = 퐗 − 퐔−푘퐕⊤−푘
(8)
and analogously for the columns of 퐕 (not shown). We use two techniques that reduce the
computational work needed to obtain those distributions. Subsequently we only consider the case
of updating a column 퐔푘 but the same applies for columns of 퐕 which is not written down explicitly.First, we apply a technique introduced in Cichocki and Phan (2009) that circumvents the costly
computation of the residuals 퐗̃(푘). Instead of calculating the residuals for every 푘 we define matrices
퐀 = 퐗퐕 and 퐁 = 퐕⊤퐕 and use them to update all 퐾 columns:
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Input: data 퐗, number of sources 퐾 , prior distributions 푓 (1), 푓 (2), . . .
Output: parameters 퐔(1), 퐔(2), . . . , hyperparameters 휃푈 (1) , 휃푈 (2) , . . . , 훼
1 random initialise 퐔(1), 퐔(2), . . . , 휃푈 (1) , 휃푈 (2) , . . . , 훼;
2 while not converged do // Expectation-maximisation iterations
3 훼 ← argmax훼 푝(훼,∼); // M-step (1): ML-estimate
4 foreach factor 퐔 in (퐔(1), 퐔(2), . . . ) do
5 foreach column 퐔퐤 do
6 휃푈푘 ← argmax휃푈푘 푝(휃푈푘 ,∼); // M-step (2): ML-estimates
7 퐔푘 ∼ 푝(퐔푘| ∼); // E-step: conditional samples
8 end
9 rescale columns; // for numerical stability
10 end
11 end
12 while not converged do // Block coordinate descent iterations
13 foreach factor 퐔 in (퐔(1), 퐔(2), . . . ) do
14 foreach column 퐔퐤 do
15 퐔푘 ← argmax퐔푘 푝(퐔푘| ∼); // Block updates: conditional mode
16 end
17 rescale columns; // for numerical stability
18 end
19 endAlgorithm 1: Fitting the parameters and hyperparameters of a DECOMPOSE model.
흁(푘) =
퐀푘 − 퐔퐁푘 + 퐔푘퐵푘,푘
퐵푘,푘
, (9)
휎(푘) = 1√
훼퐵푘,푘
. (10)
Second, we exploit that the number of sources 퐾 is typically much smaller than the dimen-
sionality of the data i.e. 퐾 ≪ 푀,푁 . Therefore we can project the data to a much smaller space
using orthonormal projection matrices without loosing much information and calculate 흁(푘) and
휎(푘) using less computational time and memory. We obtain projection matrices 퐐(푈 ) ∈ ℝ푀×푀 (푅) and
퐐(푉 ) ∈ ℝ푁×푁 (푅) using random projections (Halko et al., 2011). The projection matrices provide a
low rank approximations of the filter banks 퐔 ≈ 퐐(푈 )퐔(푅). Analogously to the calculations in the
full space we define 퐀(푅) = 퐗(푅)퐕(푅) and 퐁(푅) = 퐕(푅)⊤퐕(푅) where 퐗(푅) = 퐐(푈 )⊤퐗퐐(푉 ) is the low rank
approximation of the data. Hence, 흁(푘) and 휎(푘) can be approximated efficiently as follows:
흁(푘) ≈ 퐐(푈 )⊤
퐀(푅)푘 − 퐔
(푅)퐁(푅)푘 + 퐔
(푅)
푘 퐵
(푅)
푘,푘
퐵(푅)푘,푘
, (11)
휎(푘) ≈ 1√
훼퐵(푅)푘,푘
. (12)
Importantly, Equation 11 and Equation 12 do not depend on the data 퐗 anymore but only on
its low rank approximation 퐗(푅).
The calculation of the mean and the variance of the likelihood (Equation 8) can be conducted
exactly (Equation 9, Equation 10) or approximately with random projections (Equation 11, Equa-
tion 12). The decision for one or the other approach depends on a trade-off between speed and
accuracy which in turn depends on the number random projections 푀 (푅), 푁 (푅), the number of
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Figure 7. Assessing how dimensionality reduction benefits computational savings (blue) and affects datareconstruction quality (green) on a 2p calcium imaging recording with 128 × 128 pixels and 500 time steps (seesection Data for details). We employ random projections in the spatial domain to reduce the dimensionality ofthe data. With 500 random projections it is possible to recover the full data set while reducing the computationalcomplexity (in terms of floating points operations) by more then 92% (for 퐾 = 100 sources).
sources 퐾 and the dimensionality of the data푀 , 푁 e.g. the number of pixels and the number of
time steps.
In Figure 7 we discuss the trade-off using a 2p Calcium imaging recording with 128 × 128 pixels
and 500 time steps (see section Data for details). Here we apply the dimensionality reduction only
in the spatial domain. As expected, reducing the number of random projections leads to a decrease
in computational demand (blue) and a less accurate reconstruction of the data (green). The benefit
increases with the number sources. However, for a small number of sources or a large number of
random projections the overhead of the dimensionality reduction step can also offset the benefits.
In the example in Figure 7, for 100 sources a good trade-off is achieved with 500 random
projections. In this case the number of floating point operations per iteration is reduced by more
than 92% while still maintaining perfect reconstruction. Even larger savings can be achieved if the
dimensionality reduction is applied to all data dimensions.
Prior distributions
In principle any probability distribution can be used as a prior distribution, but unfortunately only
a subset of them can be implemented efficiently. A large number of tractable prior distributions
are already implemented in the framework as listed in table Table 1. Others such as truncated
distributions, discrete distributions, and smoothness inducing priors can easily be integrated into
our framework later.
There are three requirements to add a new prior. First, there must exist a tractable maximum-
likelihood estimator for the hyperparameters of the prior (which is used in line 6 of Algorithm 1).
Such an estimator can be calculated analytically or numerically using an iterative approach as
long as the updates are calculated efficiently and increase the likelihood of the data. The other
two requirements concern the posterior distribution induced by the new prior. The density of the
posterior distribution is proportional to the product of a normal density (coming from the likelihood)
times the prior density. Our algorithm is required to sample efficiently from the posterior (used in
line 7 of Algorithm 1) and calculate its mode (used in line 15 of Algorithm 1).
Sampling from conditional posterior distributions
Tensorflow (API r1.5 at the time of writing) provides highly optimised sampling methods for common
distributions such as Normal distributions but not for some uncommon ones like non-negative
normal. Therefore we ported a truncated normal sampling algorithm described in Chopin (2011)
to TensorFlow. We implemented a vectorised version that allows us to sample whole filters at
once even when every element is drawn from a distribution with different hyperparameters. This
implementation allows us to sample efficiently from non-negative normal distributions which are a
special subset of truncated normal distributions. The T and Lomax distribution are compound dis-
tributions whose conditional posterior distributions (which we need to sample) reduce to tractable
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Table 1. Overview of the prior distributions. Rows refer to types of distributions and columns refer to propertiesof distributions. A cell of the table refers to a specific family of distributions which is depicted by the density ofan example element of the family. Currently implemented prior distributions are plotted in blue and not yetimplemented prior distributions are plotted in red.
Normal and Exponential distributions respectively.
Maximum likelihood estimation of the hyperparameters
For most distributions like Normal or Laplace priors it is straight-forward to compute the optimal
hyperparameter update. One exception are the shifted non-negative versions where no closed
form of the optimal parameter updates exist. In those cases we perform an inexact line search
along the gradient which is guaranteed to improve the likelihood with every update.
Another exception are T and Lomax distributions for which no closed-form update exists. We
update the parameters of the T distribution according to Liu and Rubin (1995) which utilises the fact
that T distributions are compound distributions which allows the application of the EM algorithm.
In our framework we adapt the same technique to update the parameters of Lomax distributions.
However the technique could not be applied to the shifted non-negative versions of the distributions
because calculating the expectation over the latent variables leads to an intractable integral.
Data
The synthetic data set in Figure Figure 3 consists of three sources plus background noise. Each
source is an outer product of a dense filter and a sparse filter. The dense factors are normalised,
non-negative, zero mean, and normally distributed. The sparse filters are exponentially distributed
with scales 훽1, 훽2, and 훽3, respectively. The signal is perturbed by independent Gaussian noise withvariance 휎2. The filters have a size of 1000 elements each which leads to data sets of size 1000 ×
1000. The results in Figure Figure 3 are averaged across 100 randomly sampled data sets.
The experimental data set (used in Figure 5, Figure 6, and Figure 7) is a publicly available two-
photon calcium imaging recording of a population of neurons Frady and Kristan Jr (2015). The data
set is analogously recorded to the data sets published in Peters et al. (2014). The data captures
the activity of a population of layer 2/3 neurons in the motor cortex of a behaving mouse using
the GCaMP5G indicator. The field of view spans 472µm × 502µm using a resolution of 512 × 512
pixels. The duration of the recording is about 2 minutes using a sampling rate of 28 Hz. The publicly
available data set is subsampled to a spatial resolution of 128 × 128 pixel and a temporal resolution
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Figure 8. Temporal and spatial filters of the ground truth cells.
of 500 frames. For more information about the experimental protocol please consult Peters et al.
(2014).
The augmented data sets used in Figure 4 are based on the experimental data set introduced
above. The augmentation is performed by a superposition of the real data with a ground truth cell
of variance 휎2퐺푇 . The result of the augmentation is a realistic data set 퐗휎2퐺푇 for which ground truthinformation is available.
The augmentation process starts with spatially splitting the experimental data set into two parts:
the first part of the data (퐗푖푛) has a reduced spatial extend to cover only a small patch of 32 × 32pixels. The second part of the data (퐗표푢푡) covers all pixels not included in the first part. On the latterpart we run our method using a lomax - exponential prior combination. Among the separated
sources we pick five sources that are very likely related to a neuron and consider them as ground
truth cells (listed in Figure 8). We crop the spatial filters of the ground truth cells such that each cell
lies inside a 32 × 32 window. Finally, we adjust the variance of each ground truth cell 푆푘 to match acertain target variance 휎2퐺푇 and superimpose them on 퐗푖푛:
퐗휎2퐺푇 =
5∑
푘=1
푆푘푐푘 + 퐗푖푛. (13)
This technique results in ground truth data that is very realistic with respect to noise, background
activity, and the spatial and temporal correlations among sources. Further, the technique allows us
to control the separation difficulty by varying the variance of the ground truth source 휎2퐺푇 using ascaling coefficient 푐푘.
Performance measure
Our goal is to use the ground truth data set to objectively evaluate the performance of different
BSS models. The performance measure should capture how good different models are able to
recover the ground-truth sources. Let 푆푖 be the ground truth cell and 푆̂푘 the 푘-th source recoveredby a model. The pearson correlation 휌(푆푖, 푆̂푘) is a good measure for how well the two match and itsabsolute value is normalised to be between 0 (no match at all) and 1 (perfect match). For each run
푛 and ground-truth cell 푆푖 we determine the highest pearson correlation max푘 휌(푆푖, 푆̂ (푛)푘 ). The finalscore of a model is defined as the average over the medians of the highest correlations:
score(model) = mean
푖
(
median
푛
(
max
푘
휌
(
푆푖, 푆̂
(푛)
푘
)))
. (14)
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