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We study the topological properties of magnon excitations in three-dimensional antiferromagnets,
where the ground state configuration is invariant under time-reversal followed by space-inversion
(PT -symmetry). We prove that Dirac points and nodal lines, the former being the limiting case of
the latter, are the generic forms of symmetry-protected band crossings between magnon branches.
As a concrete example, we study a Heisenberg spin model for a “spin-web” compound, Cu3TeO6, and
show the presence of the magnon Dirac points assuming a collinear magnetic structure. Upon turning
on symmetry-allowed Dzyaloshinsky-Moriya interactions, which introduce a small non-collinearity in
the ground state configuration, we find that the Dirac points expand into nodal lines with nontrivial
Z2-topological charge, a new type of nodal lines unpredicted in any materials so far.
Introduction The theoretical proposal [1, 2] and exper-
imental discovery [3–5] of Weyl semimetals have opened
up a new research field called topological semimetals[6].
Physically, the essence of topological band theory, that
the Bloch wavefunction on a closed surface in momentum
space can have nontrivial topological structures, is inde-
pendent of the statistics of the constituent particles [7–9].
By replacing the electronic spin polarization in the above
example by light polarization, for instance, one obtains
a topological band crossing in photonic crystals. Such
ideas of generalization have inspired researchers to find
topologically nontrivial band crossings in boson systems
of photons [10, 11], phonons[12] and magnons in three[13]
and lower dimensions[14–16].
Topological classification solely depends on symmetry
class and dimensionality. There have been many studies
on topological band crossings protected by lattice space
group symmetries[17–28], and a (almost) full classifica-
tion of this type has appeared in the literature[29]. In
this paper, we focus on a new type of symmetry groups:
the magnetic groups, which naturally rise in magneti-
cally ordered systems. The difference between a magnetic
group and a space group is that the former generically
contains elements of the form ST , where S is some space-
group operation and T time-reversal [30], while neither S
nor T is a symmetry. Band crossings protected by mag-
netic groups can be found in the electronic band struc-
tures in magnetic materials, as well as the band structure
of magnons (coherent spin excitations) over a magnetic
ground state.
We choose for our study one of the simplest mag-
netic groups, generated by PT , where P is spatial in-
version. This magnetic group pertains to various antifer-
romagnets with centro-symmetric crystal lattices, where
two spins related by inversion have opposite polariza-
tions in the ordered state. We first study the case
where there is, in addition to PT , a global U(1) spin-
rotation symmetry, seen in most collinear antiferromag-
nets with or without an easy axis. We find that in the
spin wave dispersion the generic band crossings among
the magnon branches are Dirac points having integer
monopole charges. Furthermore, we find that when
the U(1) symmetry is broken (e.g., by Dzyaloshinsky-
Moriya interactions (DMI)[31, 32] or other anisotropic
effects), but PT still preserved, each Dirac point nec-
essarily becomes a nodal line. Unlike all nodal lines
so far predicted in materials[33], this nodal line cannot
continuously shrink to a point and disappear, because
it is protected by a new Z2 monopole charge[34], aside
from the pi-Berry phase common to all nodal lines[34–
38]. We apply the general theory to a three-dimensional
“spin-web” compound, Cu3TeO6[39, 40], which develops
a long-range and almost collinear antiferromagnetic order
below TN ≈ 61 K. We use a J1-J2 (J1 > J2 > 0) Heisen-
berg model to describe the spin interactions and calcu-
late the magnon band structure using linear-spin-wave
approximation, where multiple pairs of Dirac points are
identified between two optical magnon branches. Then
we add Dzyaloshinsky-Moriya interactions to the model,
and calculate the new classical ground state as well as
the spin wave excitations over the non-collinear ground
state. Comparing with the previous results, we find that
each Dirac point now becomes a nodal line, whose size
is proportional to the strength of DMI squared. Experi-
ments for detecting key features of Dirac and nodal line
magnons are proposed.
General theory We begin by noting that when the
total Sz is preserved (i.e., with U(1) symmetry), all
single-particle excitations can be labeled by their spin
quantum numbers. For magnons, these numbers are
+1 and −1, and magnons with opposite spins are de-
coupled in a quadratic Hamiltonian. Next we look
at how the magnetic-group symmetry PT acts on the
magnons. Physically, spatial-inversion preserves spin and
time-reversal inverts it, making the composite symmetry
PT invert the spin quantum number of a magnon. Based
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2on these observations, we see that the single-particle
Hamiltonian decouples into two sectors, one for each spin
quantum number, or symbolically
H = H+ ⊕H−, (1)
where H± is the Hamiltonian for the spin-±1 sector in
the spin system. Magnetic group symmetry PT then
requires
H+ = H
∗
−. (2)
When H+ is defined in three-dimensional Brillouin zone,
there can be Weyl points in the spectrum as band
crossings[1]. Due to Eq. (2), H− and H+ have the same
band structure and therefore when a Weyl point appear
in H+, there must be another Weyl point in H− at the
same (crystal) momentum. Since PT -symmetry reverses
the Berry curvature, these two Weyl points are of op-
posite monopole charge, so together they make a Dirac
point. Below are some basic properties of these Dirac
points in the bulk. (i) The Weyl points in H+ are not
pinned to any high-symmetry point, line or plane, so the
Dirac point may appear at any momentum in the Bril-
louin zone, in contrast to previously studied Dirac points
that are pinned to high-symmetry points and lines. (ii)
Since the Weyl points in H+ must appear in pairs, so do
the Dirac points in H. (iii) For each Dirac point we can
define a monopole charge as the monopole charge of the
associated Weyl point in H+, a Z-index.
In realistic magnetic materials, besides the isotropic
Heisenberg terms, other terms, such as site-dependent
single-ion anisotropy and exchange anisotropy, may
break the U(1) spin-rotation symmetry but will leave the
space-time symmetry PT intact (or there would be fer-
roelectricity). For example, when the bonds connecting
two magnetic atoms to their common ligand atom make
an angle less than 180◦, DMI is in general present. When
U(1) symmetry is broken, a Dirac point is no longer sta-
ble, and as long as PT is still preserved, Weyl points are
disallowed [1], so in principle a Dirac point must be ei-
ther fully gapped out or broken into a nodal line. Further
analysis rules out the former possibility, and shows that
each Dirac point becomes a nodal line upon turning on
these anisotropic perturbations. To see this, we notice
that as long as PT -symmetry is preserved, even in the
absence of U(1)-symmetry, a Z2 topological invariant can
still be defined on a sphere surrounding the Dirac point,
which is found to be nontrivial [see Ref.[41] for calcula-
tion] for any sphere containing one (or an odd number
of) Dirac point(s). According to Ref.[34], the nontrivial
invariant indicates that the Dirac point is but a limiting
case of a nodal line, which cannot be gapped out as long
as PT is preserved. To our best knowledge, while nodal
lines without Z2 monopole charge have been proposed
in many fermionic and bosonic systems[33], nodal lines
carrying nontrivial Z2 monopole charge have so far not
been predicted in any real materials.
FIG. 1. The Cu2+ sublattice of Cu3TeO6 in a cubic unit cell,
with spin-up and -down ions represented in different colors.
Nearest-neighbor (J1) and next-nearest-neighbor (J2) inter-
actions are indicated.
Dirac magnons in Cu3TeO6 Three-dimensional
collinear antiferromagnets are the best platform for us
to realize these topological band crossings in k-space.
Here we have chosen Cu3TeO6, which was reported to
host a novel spin lattice[39], dubbed a three-dimensional
spin web[40, 42]. The lattice consists of almost coplanar
Cu2+ hexagons that are perpendicular to one of the four
space diagonals of the cubic unit cell (Fig. 1), featuring
a hybrid between a 3D spin-1/2 network and a low
connectivity of interactions between neighbors: each
Cu2+ ion is shared by two hexagons and has only four
nearest neighbors (and four next nearest neighbors).
Below TN ≈ 61 K, the system develops long-range
antiferromagnetic order that leaves clear signatures in
magnetic susceptibility and neutron diffraction measure-
ments [39]. Without loss of generality, we believe that
the large yet highly symmetric magnetic primitive cell of
Cu3TeO6 is favorable for symmetry-protected magnon
band crossings.
Furthermore, we note that the lattice structure of
Cu3TeO6 is very similar to those of C-type sesquioxides
R2O3 (R = Y, Sc, In, or rare-earth elements) [43]. The
spin lattice of Cu3TeO6 can be realized in the latter, if the
Wyckoff 24d and 8a sites can be occupied by magnetic
and non-magnetic ions, respectively. Given the rather
broad distribution of the R3+ ionic radii, ranging from
81 pm (Sc and In) to 106 pm (La), it might be possible
to synthesize solid solutions of them, such as Nd3ScO6,
with minimal inter-site disorder [44]. Along with the rich
magnetic properties of rare-earth elements, this renders
our analysis of Cu3TeO6 potentially applicable to a large
family of interesting magnetic materials.
Available neutron diffraction data are consistent with
a collinear antiferromagnetic spin configuration depicted
in Fig. 1, although a slightly non-collinear tilting can-
not be ruled out [39]. Within this part, we assume the
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FIG. 2. (a) A typical band structure of the spin-wave disper-
sion along high-symmetry lines with J2 = 0.134J1 > 0, where
the inset shows a zoomed-in region near P. (b) Positions of all
Dirac points in the first Brillouin zone. Red and yellow col-
ors indicate the monopole charge of +1 and -1, respectively.
For clarity, only one of the eight D3 points is displayed in the
three-dimensional Brillouin zone in (b). Above the Brillouin
zone, we schematically show how, upon adding DMI, a Dirac
point at P expands either into a nodal ring about [111] or into
a line along [111], preserving the threefold rotation along the
[111]-axis.
collinear ground state, i.e., U(1) spin rotation symme-
try; and in the next we include Dzyaloshinsky-Moriya
interactions to account for the effect of non-collinearity.
The collinear ground state is most easily understood by
assuming the unfrustrated nearest-neighbor Heisenberg
exchange interaction JSi · Sj . Yet, due to the geometric
configuration of the atoms, the next-nearest-neighbor ex-
change may also have an appreciable magnitude, whose
sign is likely to be also positive (antiferromagnetic). We
thus model the spin interactions in Cu3TeO6 using the
following J1-J2 Heisenberg model
H = J1
∑
〈ij〉
Si · Sj + J2
∑
〈〈ij〉〉
Si · Sj . (3)
The classical ground state of H depends on the relative
magnitude of J1 and J2, and when J2 < Jc = J1/3,
the ground state configuration matches the experimen-
tal one shown in Fig. 1. It is easy to check that this
spin configuration preserves both PT and Sz, and hence
it may host Dirac magnons. Assuming strongly local-
ized moments and negligible quantum fluctuations, we
treat the magnon excitations using the linear spin-wave
approximation. There are twelve spins in each prim-
itive cell, with six pointing positive (along a domain-
dependent 〈111〉-direction [39], which we refer to as the
[111]-direction) and six negative in the ground state.
(Note that the magnetic order does not enlarge the lat-
tice primitive cell.) We perform the standard Holstein-
Primakoff transformation on the up spins
S+ =
√
2Sa, Sz = S − a†a, (4)
and down spins
S+ = −
√
2Sb†, Sz = −S + b†b, (5)
where S+ ≡ Sx + iSy. We remark that under spin rota-
tion along z-axis through θ, spin wave operator a trans-
forms as a → ae−iθ on up spins and b → beiθ on down
spins, making them Sz = +1 and −1 operators, respec-
tively. All spin-wave operators can thus be divided into
two sets by their spins: {a, b†} having Sz = +1 and
{a†, b} having Sz = −1. As long as the U(1) symme-
try is present, these two sets do not couple to each other
in a quadratic spin-wave Hamiltonian. The steps we take
to find and solve the spin wave Hamiltonian are given in
Ref.[41].
For J2 = 0.134J1 (but see Ref.[41] for other values
of J2), the magnon bands along high-symmetry lines in
the Brillouin zone are plotted in Fig. 5(a). Distinct lin-
ear band crossings can be found between two optical
branches in pale yellow. Calculation of the monopole
charge using the Wilson loop technique confirms that all
these band crossings are Dirac points (or Weyl points in
H+): there are six positive Dirac points along ΓH and
its symmetry equivalents (denoted by D1), two positive
Dirac points at two P’s (D2) and eight negative Dirac
points along ΓP and its symmetry equivalents (D3).
More detailed search shows that there is no other band
crossing between these two branches.
We remark that the limited experimental data in the
literature on this compound cannot fully justify the J1-
J2 model (or any spin model), so that the positions of
D1,3 and even their appearance depend on specifics of
the model. Nonetheless, we emphasize that the high-
symmetry point P (D2) is always a Dirac point. This
model independent Dirac point deserves some detailed
analysis given below. The three screw rotations Rx,y,z
and PT are elements of the little group at P. It is straight-
forward to check that
{Ri, Rj} = −2δij . (6)
iRi’s are hence generators of a Clifford algebra, the sim-
plest choice of which are the Pauli matrices, i.e., Ri = iσi.
Since both space inversion and time-reversal commute
with Ri, PT commutes with Ri, so that Ri must be real.
But since iσx,z are imaginary, PT excludes this simplest
choice. The next choice is that Ri are Dirac matrices,
and out of the five generators one can pick Rx = iσysx,
Ry = isy, Rz = ±iσysz, which are real and satisfy Eq.(6).
This proof shows that all levels at point P are at least
fourfold degenerate. When U(1)-symmetry is present the
two P’s in the BZ are found to have the same monopole
charge of either +1 or −1.
Topological nodal lines in Cu3TeO6 Due to the less
than 180◦ bond angle of the Cu-O-Cu bond, the DMI
generally exists between nearest neighbor spins:
HDM =
∑
〈ij〉
Ddˆij · Si × Sj , (7)
where D is the magnitude and dˆij is the normal direction
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FIG. 3. (a) The classical ground state configuration for
D/J1=0.2. Spin-up and -down ions are represented in dif-
ferent colors with nearest-neighbor (J1) and next-nearest-
neighbor (J2) interactions indicated. (b) The same config-
uration projected on the (111)-plane. (c) Table of the exact
direction of each polarization, where angle θ and φ are defined
in the corner panels of (a,b).
of the triangle made from the three atoms in the Cu-O-
Cu bond.
The collinear ground state is unstable upon turning
on the interaction, but when D is small, there are sta-
ble configurations close to the collinear one with spins
pointing along a 〈111〉-direction. In Fig.3(a,b), we show
the classical ground state configuration for D/J1 = 0.2
(calculated from quasi-Newton method), and the direc-
tions of all spins are given in polar coordinates in the
table of Fig. 3(c). This result is fully consistent with the
neutron diffraction results [39], and in the limit that D
is infinitesimally small, it provides a natural explanation
for the (collinear) ground state spin orientation along the
[111]-direction, which cannot be explained by the Heisen-
berg model.
While the non-collinear ground state breaks many
symmetries of the lattice, such as the three screw axes,
it preserves PT and threefold rotation along the [111]-
direction. To calculate the spin wave excitations above
the non-collinear ground state, one only needs to notice
that the spin components in the absolute frame of ref-
erence and those in the frame of reference on each site
are related by a site-dependent rotation matrix Ri. The
spin-wave Hamiltonian becomes
H ′ = J1
∑
〈ij〉
RiSi ·RjSj + J2
∑
〈〈ij〉〉
RiSi ·RjSj
+ D
∑
〈ij〉
dˆijRiSi ×RjSj , (8)
where the components in Si are given in Eq.(4,5). Since
both the spin interactions and the non-collinear ground
state configuration preserve PT and C3, H
′ also has these
symmetries. The experimental tilting angle is small, im-
plying that DMI may be considered as a perturbation to
the original Hamiltonian in Eq.(3). In this case, we can
expand Ri in powers of D, and collect all terms up to D
2
into δH ≡ H ′−H. To gain an understanding of how DMI
affects the Dirac points, we project δH onto the subspace
spanned by the four degenerate states at P, finding a k ·p
effective Hamiltonian for the spin waves near P. Because
of the C3-symmetry, we expect a Dirac point at P either
breaks into a ring around the [111]-direction or extends
into a straight line along [111], which may be considered
the limiting case of an eclipse with a vanishing short axis
(see the upper panel of Fig.5(b) for schematics of the two
scenarios). In Ref.[41], we show that both scenarios may
happen, depending on which four degenerate states at
P are considered: (i) the Dirac point between the first
and the second band (both degenerate) at P becomes
a nodal ring and (ii) the Dirac point between the third
and the fourth band is stretched into a straight line. In
both cases, however, the length of the nodal line is found
proportional to D2, and the center of the nodal line is
displaced from P by a distance proportional to D. Here
we only picked Dirac points at P for this analysis; this
is because they are the only Dirac point whose existence
and position are independent of specifics of the Heisen-
berg model, and are hence mostly likely to be observed
in experiments.
Discussion Finally, we remark on possible experiments
that will be able to justify our assumptions and testify
to our predictions. The Dirac points as well as nodal
rings in the bulk can be directly measured with inelas-
tic neutron scattering, and they are further expected to
exhibit gap-opening behaviors in a magnetic field. Since
magnons of each spin form many Weyl points, there are
thermal Hall currents for each spin component. How-
ever, because the total Hall current of magnons must
vanish due to PT , a spin-resolved measurement of the
magnon currents is required to observe this effect. The
surface arcs states, however interesting [see Ref.[41] for
detailed calculation], are difficult to directly observe by
inelastic neutron scattering due to the very small sample
volume from the surfaces. One may be able to detect
these states using surface-sensitive probes, such as high-
resolution electron energy loss spectroscopy, or helium
atom energy loss spectroscopy.
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6APPENDIX A: SPIN WAVE HAMILTONIAN FOR CU3TEO6
In this supplemental section, we construct the spin wave Hamiltonian for Cu3TeO6 and consequently show that it
decouples into two separate sectors, one for each spin quantum number. To illustrate the case, we denote operators
for six up spins from 1-6, and the number for each down spin is the same as that for the up spin connected by
centro-symmetry. The information of atom positions is from Pearson database[1].
Starting from the Heisenberg model Eq.(3), we perform the standard Holstein-Primakoff transformation (Eq.(4,5))
on up and down spins respectively as explained in the main text. Since the magnetic moments on nearest neighbor
atoms are antiparallel, the nearest neighbor spin interaction terms have the general form:
J1Si · Sj = J1S(a†iai + b†jbj + aibj + a†i b†j), (9)
where we assume that Si pointing upward and Sj downward. The magnetic moments on next-nearest-neighbor atoms
are parallel, so the spin interaction terms for up spins have the general form:
J2Si · Sj = J2S(−a†iai − a†jaj + a†iaj + aia†j), (10)
while for down spins a†i , ai are replaced with b
†
i , bi.
After the Fourier transform aq =
1√
Nsite
∑
R aiRe
−iq·(R+di) and bq = 1√Nsite
∑
R biRe
−iq·(R+di), the linear spin
wave Hamiltonian reads
H = HNN +HNNN =
∑
q
Ψ†(q)H(q)Ψ(q), (11)
in the basis of Ψ†(q) = (a†1,q, a
†
2,q, · · · , a†6,q, b1,−q, b2,−q, · · · , b6,−q, a1,−q, a2,−q, · · · , a6,−q, b†1,q, b†2,q, · · · , b†6,q). Note
that this Hamiltonian is block-diagonalized:
Hˆ =
∑
q
Ψ†(q)
(
H+(q) 0
0 H−(q)
)
Ψ(q), (12)
where H+(q) and H−(q) are 12-by-12 Hermitian matrices that satisfy H+(k) = H∗−(k) due to U(1) and PT symmetry.
To “diagonalize” H±(q), we for example consider the equation of motion of the basis vector of H+, namely,
Ψ+(q) = (ai=1,...,6,q, b
†
j=1,...,6,−q)
T :
ia˙i,q = [ai,q, Hˆ] =
∑
j=1,··· ,6
Hi,j+ (q)aj,q +
∑
j′=1,··· ,6
Hi,j
′+6
+ (q)b
†
j′,−q, (13)
ib˙†i,−q = [b
†
i,−q, Hˆ] = −
∑
j=1,··· ,6
Hi+6,j+ (q)aj,q −
∑
j′=1,··· ,6
Hi+6,j
′+6
+ (q)b
†
j′,−q,
or simply
EΨ+(q) =
(
I6 0
0 −I6
)
H+(q)Ψ+(q). (14)
APPENDIX B: MAGNON BAND STRUCTURES AT OTHER PARAMETERS
At this point, we do not know the relative values between J2 and J1 except that J2 < J1/3 for the stability of the
collinear antiferromagetic ground state. In the main text, the value of J2 = 0.134J1 was chosen so that the three types
of Dirac points have similar energy, optimizing the visibility of the surface arcs. Here, we show the band structures of
the spin wave Hamiltonian for different J2/J1 = 0.18, 0.23, 0.28,−0.134 respectively in Fig.4. In Fig.4(a-c) we see that
a “band inversion” actually happens at P point as one increases J2, and that despite the difference, the Dirac points
along ΓH and those at P remain. In Fig.4(d) we see that even a ferromagnetic J2 cannot alter the main results: all
Dirac points D1,2,3 still exist along ΓH, at P and along ΓP , while moving to different energies.
7FIG. 4. The bulk band structure of the spin waves for J2/J1 = 0.18, 0.23, 0.28,−0.134, respectively.
APPENDIX C: Z2-MONOPOLE CHARGE OF THE DIRAC POINT
In the main text, we claim that each Dirac point protected by PT -symmetry and U(1)-symmetry, is a special case
of a nodal ring protected by PT when U(1) is broken by perturbation, and that each nodal ring emerging from a
Dirac point when U(1)-symmetry is broken must have nontrivial Z2-monopole charge.
Before going to the calculation, let us first comment on the physical consequence of the Z2-monopole charge. All
nodal rings so far studied in the literature (with the exception of double-nodal ring) are protected by the Berry phase
of pi, along any loop that encircles the nodal line, which is a Z2-index. But nodal lines protected by PT in three
dimensions can have a second Z2 invariant, defined on a sphere enclosing the whole loop. When this invariant is zero
(trivial), the nodal loop inside can continuously shrink to a point and be gapped; when it is nonzero, the nodal ring
inside the sphere can shrink to a point but not be gapped. In fact, suppose one tunes some parameter monotonically,
then one can see the nodal ring gradually shrinks to a point, but after that the point grows back into a nodal ring
with finite radius. For more information on this Z2-invariant, see Ref.[2].
In this work, at each Dirac point, each of the two sectors H± contributes a Weyl point Hamiltonian, and we have
H+ = H
∗
−, so the four-by-four k · p-model near the Dirac point is
H(q) = qxΣ0x + qyΣzy + qzΣ0z, (15)
where Σµν=0,x,y,z = σµ ⊗ σν , and the symmetry is represented by
PT = KΣx0. (16)
We make a basis change by
U =
(
i −1
−i −1
)
⊗ σ0/
√
2, (17)
after which we have
PT → K
H(q)→ qxΣ0x − qyΣyy + qzΣ0z. (18)
Eq.(18) is exactly the same as Eq.(5) of Ref.[2] without a mass term, where it is shown by explicit calculation to have
nontrivial Z2 monopole charge.
APPENDIX D: TOPOLOGICAL NODAL LINES IN A FOUR-BAND k · p MODEL
We apply the general theory of symmetry-protected nodal line to a specific Dirac point P(D2), and accordingly
illustrate how the Dirac point evolves into a nodal line when breaking U(1)-symmetry but still preserving P ∗ T -
symmetry.
8To begin with, the four-by-four k · p-model near the four degenerate states at P is
Heff (q) =
4∑
i,j=1
(
〈ψi|H ′qx(P )|ψj〉qx + 〈ψi|H
′
qy (P )|ψj〉qy + 〈ψi|H
′
qz (P )|ψj〉qz
)
. (19)
For the crossing of the first and the second band (each doubly degenerate) at P, the effective Hamiltonian without
DMI is
Heff12(q) = 0.0284(qmΣ0x + qnΣzy + qlΣ0z), (20)
where qm = (−0.8140, 0.3596, 0.4556), qn = (0.0553,−0.7328, 0.6784), ql = 1√3 (1, 1, 1), and the frame of reference of
the pseudo-spin space is rotated as
1
2
Σµx +
√
3
2
Σµy → Σµx, (21)
−
√
3
2
Σµx +
1
2
Σµy → Σµy.
For the crossing of the third and the fourth band (each doubly degenerate) at P, similarly we have the effective
Hamiltonian without DMI:
Heff34(q) = 0.0284(q1Σ0x + q2Σzy − q3Σ0z), (22)
where q1 = (−0.3591, 0.4549,−0.8153), q2 = (−0.7326, 0.6780, 0.0553), q3 = 1√3 (1, 1, 1), and we have rotated the
frame of reference of the pseudo-spin space as
1
2
Σµx −
√
3
2
Σµy → Σµx, (23)
√
3
2
Σµx +
1
2
Σµy → Σµy.
Upon turning on DMI, the stable ground state configurations become non-collinear. Thus, we define a local frame of
reference for each spin so that the ordered moment is along +z-direction, and perform the standard Holstein-Primakoff
transformation as Eq.(4). If the ordered moment Si is along (Θ,Φ) in the absolute frame of reference, its components
are related to those in the local frame of reference S˜i by a site-dependent rotational matrix Ri as
Si = RiS˜i, (24)
Ri = R(Θ,Φ) = Rz(Φ)Ry(Θ) =
cos Φ − sin Φ 0sinΦ cos Φ 0
0 0 1
 cos Θ 0 sin Θ0 1 0
− sin Θ 0 cos Θ
 , (25)
which rotates vectors by Θ about the y-axis first and then Φ about the z-axis. In the case of the collinear ground
state with spins pointing along a 〈111〉-direction, Ri0 is R
(
arctan
√
2, pi4
)
for spin up and R
(
pi+arctan
√
2, pi4
)
for spin
down, which is actually equivalent with the procedure described in Section I.
Considering that D is small and DMI may thus be considered as a perturbation, we draw support from a new frame
in the basis of
iˆ =
1√
6
(1, 1,−2), jˆ = 1√
2
(−1, 1, 0), kˆ = 1√
3
(1, 1, 1), (26)
so as to better illustrate the deviation from the original direction. The non-collinear ground state could be described
by the polar angle θ and the azimuthal angle φ in the new frame, as shown in the main text for a specific parameter
set. Then we expand dΘ and dΦ in powers of θ:
dΘ = cosφθ +
√
2
4
sin2 φθ2, (27)
dΦ =
√
6
2
sinφθ −
√
3
2
cosφ sinφθ2.
9By assuming θ = cD, we can further expand the rotational matrix in powers of D,
Ri =Ri0 +
(
cosφ
∂Ri
∂Φ
+
√
6
2
sinφ
∂Ri
∂Θ
)
cD +
(
−
√
3
2
cosφ sinφ
∂Ri
∂Φ
+
√
2
4
sin2 φ
∂Ri
∂Θ
+
1
2
(
√
6
2
sinφ)2
∂2Ri
∂Φ2
+
√
6
2
cosφ sinφ
∂2Ri
∂Φ∂Θ
+
1
2
(cosφ)2
∂2Ri
∂Θ2
)
c2D2. (28)
Following the convention of the main text, δH expressed by rotational matrices is
δH = H ′ −H
= J1
∑
〈ij〉
(
RiSi ·RjSj −Ri0Si ·Rj0Sj
)
+ J2
∑
〈〈ij〉〉
(
RiSi ·RjSj −Ri0Si ·Rj0Sj
)
+D
∑
〈ij〉
dˆij ·RiSi ×RjSj .
(29)
Therefore, the spin wave Hamiltonian around P is
H ′eff (q) = Heff (q) +
4∑
i,j=1
〈ψi|δH(P )|ψj〉. (30)
Before discussing specific results of two crossings at P, we remark that terms of Σ00 and Σ0z are trivial since they
do not change the shape of dispersion relation, just effecting the energy level as a whole. Still, the latter can change
the position of Dirac point or nodal line in momentum space. Thus, such terms like Σ00 in δH are ignored below.
For the crossing of the first and the second band at P, the new effective Hamiltonian with DMI is
H ′eff12(q) = 0.0284(qmΣ0x + qnΣzy) + (0.0284ql + d)Σ0z + aΣxx, (31)
where
d = 0.249D − 0.295cD2 + 0.370c2D2, (32)
a =
√
A2 +B2 =
√
(0.206cD2 − 0.115c2D2)2 + (−0.385cD2 + 0.429c2D2)2,
and the frame of reference of the pseudo-spin space is rotated as
A√
A2 +B2
Σxν +
B√
A2 +B2
Σyν → Σxν , (33)
− B√
A2 +B2
Σxν +
A√
A2 +B2
Σyν → Σyν .
If d′ and a′ are defined as d′ = d/0.0284, a′ = a/0.0284, then the spectrum is given by
E(q) = ±0.0284
√
(a′ ±
√
q2m + q
2
n)
2 + (ql + d′)2, (34)
which is exactly the same as Eq.(5) of Ref.[2] with a mass term if we replace ql with q
′
l = ql + d. The Dirac point
at P breaks into a nodal ring perpendicular to the [111]-direction with its radius proportional to D2 if a 6= 0. As a
changes from positive to negative, the nodal line on ql = −d and
√
q2m + q
2
n = |a′| decreases and shrinks to a point at
a = 0, and then increases again.
For the crossing of the third and the fourth band at P, the new effective Hamiltonian with DMI is
H ′eff34(q) = 0.0284(q1Σ0x + q2Σzy) + (d− 0.0284q3)Σ0z + aΣx0 + aΣxz, (35)
where
d = 0.249D − 0.150cD2 + 0.215c2D2, (36)
a =
√
A2 +B2 =
√
(−0.127cD2 − 0.085c2D2)2 + (0.282cD2 − 0.249c2D2)2.
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FIG. 5. (a) A typical band structure of the spin-wave dispersion along high-symmetry lines with J2 = 0.134J1 > 0, where the
inset shows a zoomed-in region near P. (b) Positions of all Dirac points in the first Brillouin zone and their projections onto
the (001)- and (111)-surface Brillouin zones. Red and blue colors indicate the monopole charge of +1 and -1, respectively. For
clarity, only one of the eight W3 points is displayed in the three-dimensional Brillouin zone in (b).
Here we have rotated the frame of reference of the pseudo-spin space:
A√
A2 +B2
Σxν +
B√
A2 +B2
Σyν → Σxν , (37)
− B√
A2 +B2
Σxν +
A√
A2 +B2
Σyν → Σyν .
If d′ and a′ are defined as d′ = d/0.0284, a′ = a/0.0284, then the spectrum is given by
E(q) = 0.0284
(
a′ ±
√
(a′ + q3 − d′)2 + q21 + q22
)
, 0.0284
(
− a′ ±
√
(a′ − q3 + d′)2 + q21 + q22
)
. (38)
The band crossing could be found where d′ − |a′| < q3 < d′ + |a′| and q1 = q2 = 0. Therefore, the Dirac point is
stretched into a short straight nodal line along the [111]-direction with its length proportional to D2 if a 6= 0. As a
changes from positive to negative, the nodal line decreases and shrinks to a point at a = 0, and then increases again.
Here the nodal line can be seen as the special case of a closed ring.
APPENDIX E: TOPOLOGICAL SURFACE STATES WITH “DOUBLE-ARCS”
Due to the widely acknowledged bulk-edge correspondence principle, bulk topological states in d-dimensions have
anomalous surface states that cannot be realized on a d− 1-dimensional lattice without breaking certain symmetries.
For topological band crossings, the surface bands form a helicoid structure surrounding the projection of the bulk
node. To be specific, if two bulk bands cross each other at a Dirac point, then in the surface Brillouin zone, inside the
gap between the two bands, there are surface states, and the dispersion of the surface states form a double-helicoid
(two helicoids winding in different directions) centered at the projection of the Dirac point. As stated in Ref.[3], the
equal energy contours of a double-helicoid are two arcs[4, 5] emanating from the Dirac point projection, ending at the
projection of another Dirac point of opposite charge.
We consider two typical open surfaces of the (001)-plane and the (111)-plane. For the (001)- and (111)-surfaces,
the surface Brillouin zones are shown in Fig. 5(b) by projecting the bulk Brillouin zone. The Dirac points are also
projected onto the surface Brillouin zone and there are instances when two Dirac points in the bulk Brillouin zone
project to the same point on the surface. We set the parameters to J2 = 0.134J1 such that D1,2,3 are close in energy.
Then we choose an energy E0 that is the average energy of D1,2,3 and plot the equal energy contours in the surface
Brillouin zone.
To calculate the dynamic susceptibility on the top surface (or bottom surface), we first do a partial Fourier transform,
leaving the coordinate vertical to the open surface in the real space (denoted by z), and transforming the two parallel
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FIG. 6. The imaginary part of susceptibility χ+(q, ω = E0) (a, b), χ
−(q, ω = E0) (c, d) on the (001)-surface (a, c) and the
(111)-surface (b, d) at E0 = 1.436J1 are shown. The projections of the positively (negatively) charged Dirac points in the
surface Brillouin zone are marked in red (deep blue).
directions into momentum space
Sx,y,zi (z,q‖) =
1√
N
∑
R‖
Sx,y,zi (R)e
−iq‖·R‖ , (39)
where i runs through the twelve spins in one unit cell and R denotes the lattice points. The susceptibility on the top
surface is defined as
χ±(q‖, ω) =
∫ ∞
0
dteiωt〈S±(z = 0,q‖, t)S∓(z = 0,−q‖, t = 0)〉, (40)
where 〈〉 takes the expectation value over the ground state. The susceptibility, after rewriting the spin operators in
terms of the spin wave operators, is nothing but the Green’s function of the spin wave field on the top surface. These
Green’s functions for semi-infinite systems are calculated using the iterative method proposed in Ref.[6 and 7].
χ±(q, ω) receives contribution from H+ and H− respectively. For clarity, the imaginary parts of χ±(q, ω = E0)
are separately plotted in Fig. 6, yet in a spin-unpolarized experiment, the two patterns (upper and lower) should be
superimposed. Since the energy dependence of χ(q, ω) takes the form (ω − E(q) − iη)−1, where E(q) is the energy
dispersion of the surface band, the maxima of the imaginary part of χ(q, E0) give the equal energy contour of E(q)
at E0. We see that the projection of each positive Dirac point is connected to that of a negative Dirac point by an arc
and vice versa; and the projection of two positive Dirac points is connected to the two projections of negative Dirac
points and vice versa. Since the positive and negative Dirac points are set far apart in the Brillouin zone, the arcs
connecting their projections are long, a desirable feature for experimental observation. Additionally, we note that due
to the symmetry PT , the two opposite surfaces have identical dispersions of the surface states.
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