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ABSTRACT
Cameras generally have a 60◦ field of view of and can capture only a portion
of their surroundings. Panoramic cameras are used to capture the entire
360◦ view known as panoramic images. Virtual reality makes use of these
panoramic images to provide a more immersive experience compared to seeing
images on a 2D screen. Most of the panoramic cameras are expensive. It
is important for the camera to be affordable in order for virtual reality to
become a part of daily life. This is a comprehensive document about the
successful implementation of the cheapest 360◦ video camera, using multiple
lenses on a mobile phone. With the advent of technology nearly everyone
has a mobile phone. Equipping these mobile phones with the technology to
capture panoramic images using multiple lenses will convert them into the
most economical panoramic camera.
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CHAPTER 1
INTRODUCTION
1.1 Virtual Reality
Virtual reality is an immersive multimedia which artificially creates sensory
experiences such as sight, hearing, touch and smell. The most popular virtual
reality medium is the head mounted display.
A typical HMD has either one or two displays with lenses, a gyroscope and
an accelerometer embedded into it.
1.2 Panoramic Images
Panoramic images are 360◦ images which captures the entire surrounding.
These images are more immersive compared to images captured on cameras
which have a 60◦ to 90◦ field of view. Google street view is one of the first
implementations of panoramic images [3]. Android phones have features
that can capture panoramic images using the position of the phone when the
images are captured [2].
Figure 1.1: Panoramic Image
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1.3 Panoramic Videos
Panoramic videos consists of multiple panoramic images in a sequence with
more than 11 frames per second. The region of the video can be viewed by
moving around using a mouse or using the HMD. Hurst and Wittmer [8]
explain the various ways of moving around in panoramic videos. Panoramic
videos can currently be viewed in YouTube.
1.4 Panoramic Stereo Videos
Recording two panoramic videos, one for each eye produces the intended
depth information when viewed on an HMD. To record a panoramic stereo
video, cameras are placed such that the distance between them is equivalent
to the inter-pupillary distance.
Sensing accurate depth is very complicated and most solutions to increase
the accuracy are highly inefficient [6]. We will not be using stereo videos for
our project because mobile phones only have one camera on either side.
1.5 Related Work
Panoramas are widely used in virtual reality, computer game environment
and immersive displays [11] [12]. Due to the greater FOV of ultra wide
fisheye lens the number of cameras required to capture the panorama can be
reduced. Ultra wide fisheye lenses have a FOV greater than 180 ◦ and thus
two fisheye images are enough for panorama generation.
Uyttendaele el al [11] used six ultra wide angle lenses arranged around a
pentagon with one on each corner and one in the bottom. But this technique
is computationally heavy because of the six image stitching process. Bakstein
and Pajdla [13] built a mosaic which involved the user to manually select the
matching points in the two fish eye images.
Li [14] explains how two fisheye lens images are warped on two hemispheres
to convert it into a panoramic image. Although Li uses two hemispheres,
both the hemispheres used here have the same configuration and work only
for images. When applied to live videos they have lag due to the complex
projections.
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This thesis provides a novel method of projecting images by mapping pixels
of the images on spherical objects.
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CHAPTER 2
COMPONENTS
2.1 Concept
Certain mobile phones have features that enable them to use both front and
back cameras to capture videos simultaneously. By adding ultra wide fish
eye lens that captures more than 180◦ on the front and the back of the phone,
360◦ panoramic video can be captured. Figure 2.1 shows the basic setup.
2.2 Components
2.2.1 Hardware Components
• Samsung Note 4
• Two 235◦ fish eye lens
• Tripod stand to hold the phone
• Clips to put the lens on the phone
• Oculus Rift - DK2
2.2.2 Software Components
• Unity 5.1.1
• Blender
• Oculus SDK
• Android SDK
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2.2.3 Samsung Note 4 VS Samsung S6
Both of them have a dual camera feature.However in the S6, the video record-
ing zooms in, there by reducing the FOV compared to the FOV in the Note
4. This reduces the FOV of the image and increases the blank space in the
sphere. For these reasons Note 4 is preferred over the S6.
2.2.4 235◦ Fish Eye Lens
These are ultra wide fish eye lens which have a field of view of 235◦ which
can be placed on any mobile phone camera. Even though the lens claims to
have a FOV of 235◦, based on the tests we conducted we found it to have a
FOV of 210◦. Lenses greater than 180◦ should be enough to help us capture
the entire surrounding.
2.2.5 Tripod Stand to Hold the Phone
The camera has to be at a height which is equal to the height of the headset
worn by the user when seated. Since most of them use the headset while
being seated, the camera has to be placed at that height. This is done to
increase the sense of reality. A person knows at what height they are at all
points even though they are using the headset.
2.2.6 Oculus Rift - DK2
The Rift is a virtual reality Head Mounted display developed by Oculus VR.
It has a single screen with a resolution of 1080 * 1200 per eye, 90Hz re-
fresh rate and a field of view of 110◦. The Rift has rotational and positional
tracking. The rotational tracking is tracked by the Gyroscope and the Ac-
celerometer present in the head set. The positional tracking is performed by
a USB stationary IR sensor, which normally sits on the user’s desk, allowing
the Rift to be used while sitting, standing, or walking around the same room.
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2.3 Benefits
2.3.1 Cost
Currently the cheapest 360◦ camera to capture an image and to record videos
is the Ricoh Theta which costs about $300. But the 360◦ camera using the
mobile phone can be made by using 2 fisheye lens which costs $10.
2.3.2 Portable
Every individual has access to smartphones and would only need to carry
an additional fisheye lens. Attaching the lens on to the phone is a simple
hassle-free process.
6
Figure 2.1: Setup
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CHAPTER 3
IMPLEMENTATION
3.1 Stages of The Project
The implementation was broken down into five main stages.
3.1.1 Single Image from the Back Camera
The first stage of the project is to capture an image using only one camera.
After the 180◦ image has been captured, the distortion on the image is cor-
rected and then it is warped on to a hemisphere [7]. For Unity, the image
has to be made into a square image before warping it onto the hemisphere.
The OVR player has to be placed at the center of the hemisphere to make it
viewable through the HMD.
3.1.2 Images from the Front and the Back Camera
The images from both the front and the back camera are captured simul-
taneously. Distortion on both the images are different due to the difference
in focal length. This distortion is corrected using different attributes which
is explained in Section 3.3. Once the distortion is corrected, the images are
then stitched together to form a panoramic image which is then warped onto
a sphere [3] [7].
Stitching the front and the back images together can be done by finding the
overlapping area in the two images. The Scale-invariant Feature Transform(
SIFT) algorithm is used to find the matching points in the two images within
the overlapping region to stitch the images together.
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Figure 3.1: Single camera with lens
3.1.3 Single Video on the Sphere
To play videos a new texture has to be added to the sphere. Unity has
a feature knows as movie player which plays videos on an object. This is
basically a texture which can be warped onto any object and takes the shape
of the object. Once the movie player has been added on to the sphere, the
video from the single camera can be played on it. The distortion correction
for video is the same process as that for an image in Step 1 and hence applied
to every frame in the video.
3.1.4 Both the Videos on the Sphere
By correcting the distortion on the videos on both the front and the back
camera and using the video texture feature of Unity, dual camera videos can
be implemented. For this purpose, the movie player is implemented on both
the hemispheres. The left half of the video is cropped and warped on one of
the hemispheres and the right half is used for the other hemisphere.
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Figure 3.2: Dual Camera Mode with lens
Figure 3.3: Angle covered by the
back camera with the lens
Figure 3.4: Angle covered by the
front and the back camera with lenses
3.1.5 Live Video Stream
A single video which comprises of both the front and the back videos is
directly streamed onto the sphere. This is done by passing the video to a
computer which has the headset and then the video is warped onto the sphere
[1]. This part of the project was not completed because it was found that
the video did not need distortion correction and could be directly played
onto the sphere for live videos. This process makes the latency negligible.
Rondao Alface, Macq, Verzijp and Wittmer [10] compare the bandwidth
used by different of spherical videos and compare the latency based on the
compression involved.
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Figure 3.5: Image on a QTVR cube
3.2 Important Decisions
3.2.1 Full Sphere vs QTVR Cube
The video can be played on two different object shapes, namely QTVR Cube
or a Sphere. The characteristics of both these objects are different based on
the video input format.
Quicktime virtual reality cube has six faces with each face having video
playing on it. An example shot of the six faces is shown in Figure 3.5. All
of the videos are shot using six cameras with a 90◦ field of view [6]. Since
these cameras do not have ultra wide angle lens on them, there is no need for
distortion correction [8]. Playing videos on a 2D surface is easier compared
to playing spherical videos on a sphere [8]. QTVR cube can be applicable to
videos which do not involve distortion.
A UV sphere automatically removes the distortion when an image from
a ultra wide angle lens is used. It has to be noted that the sphere has to
be inverted because the camera is placed at the center of the sphere and
thus only the inside of the sphere can be viewed. The sphere is made of
triangles. As the number of triangles are increased the resolution of the
11
Figure 3.6: Sphere and QTVR Cube
images increases. Thus the sphere is made to have the highest resolution.
Since typical videos experience higher distortion and also since the sphere
has the highest resolution and easy distortion correction, sphere is preferred
over the QTVR cube.
3.2.2 Dual Camera vs Single Camera(180◦ vs 360◦)
The Oculus Rift has a field of view of 110◦, and the user wears the Rift while
seated. If the camera is used to record a football game the audience seated
behind can be simulated using a camera with a 180◦ FOV. By choosing a 180◦
camera the processing time is reduced, as there is no stitching involved. To
get the best virtual reality experience 360◦ video are the best option. Even
though this is process heavy due to the stitching involved, 360◦ is preferred
over 180◦ due to increased immersion. Movies and video calls use 360◦ videos
for the best experience.
Hence we can conclude that based on the usage of the video the FOV of
the camera can be determined.
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Figure 3.7: Types of Spherical Projections
3.2.3 Movie Texture vs Script to Play Movies
Every video is made up of multiple images and it is required to have at least
12 frames per second to perceive motion.
During the initial implementation, the input video was broken down into
frames and each frame was corrected for distortion. Due to the large process-
ing times, the correction of distortion was limited to 24 frames per second.
Subsequently, Movie Player was used instead of the script. Movie player is
a texture in Unity that plays videos on the Game Object. The frame rate is
equivalent to the frame rate of the video and has the resolution of the object.
This will not break down the video and will automatically play the video on
the object with no additional cost.
3.3 Distortion Correction
A full 360◦ panoramic image is required to completely cover the sphere as
shown in Figure 1.1. Figure 3.2 shows the input received from the mobile
phone. The front camera image and the back camera image is obtained from
the input and converted to a full 360◦ panoramic image.
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Figure 3.8: Orthographic Projection
3.3.1 Spherical Projection
The input obtained is two dimensional and has to be converted to three
dimensional image by warping over a sphere [4][9]. For example, a world
map is obtained by projecting the globe on a 2D surface. Projecting 3D on
2D is known as spherical projections. The concept of spherical projections
is also used to project a 2D image on 3D object. There are several ways of
implementing spherical projections based on the point on the 3D object from
its 2D projection. The advantages and disadvantages of a few methods are
discussed below.
Orthographic projections are made from the plane to the sphere perpen-
dicular [4]. This type of projection makes a circle into an ellipses or a straight
line. Figure 3.8 shows how Orthographic projection are implemented. A rect-
angular image is warped onto a sphere. A orthographic projection does not
expand the edges of the circle where the distortion is the highest [15].Since
the image we get is heavily distorted around the edges, projecting this image
using orthographic projection is not suitable.
Stereographic projections are made by projecting from the 2D plane to
a point opposite to the point of tangency on the sphere. In stereographic
projection a circle on the plane is projected as a circle on the sphere. This is
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Figure 3.9: Stereographic Projection
the only projection which can retain the shape of the object. Sterographic
projection is mainly used to correct radial distortion [4]. Radial distortions
are caused by lenses where the distortion is radially symmetric, or approxi-
mately so. Images obtained as input from the camera have radial distortion
due to the fish eye lens and can be corrected using Stereographic projections
[15]. Figure 3.9 shows how stereographic projection is implemented. The
second projection encompasses more detail as showcased by the red and the
yellow region in both projections.
Gnomic projections are made by projecting from the 2D plane to the cen-
ter of the sphere. Circles on the 2D plane are projected as a straight line
on to the sphere [15]. Figure 3.7 shows how Gnomic projection is imple-
mented.Gnomic projections are mainly used to correct extreme radial distor-
tion and are complicated. Since this type of distortion correction is process
heavy and unnecessary stereographic projection is preferred over Gnomic
projection.
Equal Area projections are made by projecting an arc from the 2D plane to
points on the sphere.Figure 3.7 shows how an Equal Area projection is imple-
mented. These type of projections require solving of equations representing
arcs. This adds to its complexity and renders its use unnecessary.
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Figure 3.10: Bulls Eye Figure 3.11: Checker Board
3.3.2 Bulls Eye for Verification
To correct the distortion caused by the lens, it is important to know the
properties of the lens. The lens we use does not have any information about
the focal length, distortion, etc. Capturing its surroundings with no reference
points and correcting the distortion will contain errors. A reference image
is required to verify the distortion correction. For this, a picture of a bulls
eye is captured and the distortion on this image is corrected. The bulls eye
used here has black and white circles of equal sizes. The corrected image is
verified by checking the radius of all the circles. Every circle in the Bulls eye
has to have uniform radius after the distortion has been corrected. Figure
3.10 shows the bulls eye used.
Using the bulls eye it was observed that the distortion increases as the
radius increases. This is mainly due to the shape of the lens. The lens has a
non uniform radius which is greatest at the ends. This causes the images to
have the highest distortion at the ends and the least at the center.
3.3.3 Checker Board for Verification
Bulls eye is used to verify distortion correction based on the radius of the
lens. There are other distortions which need to be verified. In Figure 3.12 the
final image shows how the Barrel distortion is corrected. The lines are not
straight as compared to the original image. It is important for us to make
these lines as straight as possible. The checker board is used as a reference
image to help correct this distortion. Li [14] uses similar techniques where a
room of checker board is simulated to verify the distortion correction in ultra
wide fish eye lens.
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Figure 3.12: Distortion Correction
Figure 3.13: Actual Image Figure 3.14: Corrected Image
3.3.4 Barrel Distortion Correction
Barrel distortion is caused due to wide angle lens on the camera. The amount
of magnification reduces as the distance form the optical axis decreases. Thus
it has the highest distortion in the corners and the least at the center. Pin-
cushion distortion is the inverse of Barrel Distortion.
Barrel distortion can be corrected using a Polynomial distortion correction.
But since we are warping the spherical image onto a sphere, the sphere
removes most of the distortion. The image has to be scaled and centered
in such a way that the distortion is least when viewed from the center of the
sphere [4].
3.4 Play Movie on the Sphere
Videos can be played on the sphere based on how the image pixels are mapped
and the shape of the object. Following are the methods implemented to play
the video.
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3.4.1 Panoramic Video on Sphere
Transform the input into a panoramic video that can then be warped on the
sphere with no additional cost [9]. Xiaoming Deng, Fuchao Wu, Yihong Wu,
Chongwei Wan and Wittmer [9] explain similar implementation where SIFT
and RANSAC algorithms are used. This is the easiest method to implement.
The steps involved to process each frame of the input video are:-
1. Recordings from the front and the back camera are separated from the
input. Circular images are cropped from these recordings.
2. For each image the distortion is corrected using barrel distortion correc-
tion as discussed in Chapter 3.3. Since both the images have different
FOV their distortion correction parameters are different.The images
are then converted from circular to square images as shown in Figure
3.12 and 3.13.
3. Both images are stitched together and converted into a panorama. This
panorama is made up using two square images from the font and the
back whose length is twice the breadth [9].
4. The panorama is warped onto a UV sphere. U and V are used to
denote the two axis of texture of the object since X,Y and Z denote
the position of the object. Directional light has to be used to brighten
the sphere
5. The camera is placed at the center of the sphere. Since the image can
only be warped on the outside of the sphere, the sphere is inverted after
the image is warped.
6. An HMD is attached to view the video through the camera. Positional
tracking is disabled, because the users do not experience depth when
there is a change in position that reduces the immersion.
Currently Youtube uses this technique to play their 360◦ videos. It seems to
work well for recorded videos and videos which use more than two cameras.
For live videos, the computational time is high and thus live videos will have
a delay depending on the resolution of the video.
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3.4.2 Sphere with a Pin Cushion
Instead of using a sphere, we can use an object which is similar to the sphere,
that removes all the unnecessary parts of the images and corrects the distor-
tion. The black part in the images are removed but the required circles are
warped on the sphere. Since we have two cameras of different configurations
which cover 180◦ each, it is important for us to use hemispheres instead of a
complete sphere. Li [14] explains how distortion correction is easier by using
two hemispheres which the panorama is built by using two cameras.
To construct the object, a plane in the shape of a pin cushion is inserted
through the center of the sphere. The size of the plane and the angle of
the curve on the sides are based on the distortion. Movie texture is used to
play a video on the object. There is no cost of cropping the image and then
stitching them back to a panorama. The shape of the object is determined
based on the FOV of the cameras and the depth of the unwanted region
surrounding the circular image, etc. This makes it hard to determine the
shape.
This works great with live and recorded videos. However this works only for
panoramic videos recorded using two cameras. When using multiple cameras,
different shapes can be used based on how the cameras are placed.
3.4.3 Map Each Pixel of the Image on the Sphere
Instead of converting the input to a panoramic video, the video is directly
mapped to the sphere based on the pixel. Following are the steps involved
in the process.
1. Measure the distance between the lens and the camera on the mobile
phone. The distance gives the radius of the circle that has to be cropped
2. Morphological transformation is used to find the perfect circle around
the image. The image is converted into a green and black image to get
rid of the gamma issues.
3. The image is transformed to polar coordinates and its angle is reduced
until the image is aligned properly.
Mapping pixel on the sphere works best for distortion correction and has the
least latency[ 10 ]. For live videos, there is no lag in the video because there is
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no cropping or building a panoramic video. More about the implementation
is discussed in the next section.
3.5 Implementation of Mapping Input Pixels on the
Sphere
In Unity, the UV sphere is broken down into triangles. Each of these trian-
gles are assigned a pixel and the distortion is corrected. Following are the
parameters used in the implementation.
3.5.1 FOV of the Image
This is the FOV of the camera and the lens put together. This helps de-
termine the field of view of the hemisphere on which the image has to be
warped. It is important to have both the spheres to overlap and thus has to
be greater than 180◦.
3.5.2 Center of the Lens
Currently we find the center of the lens by finding the center of the circular
image captured by the camera. The center of the lens remains same if the
lens is fixed to the camera. Since we are using clips to hold the lens, the
difference can be corrected using image offset
3.5.3 Aspect Ratio
It is important for us to note that we should not use 16:9 aspect ratio. Note
4 uses a 16:9 aspect ratio and has to be converted to 1:1 for all our future
computations. Thus the captured image has to be converted to a square.
3.5.4 Diameter of the sphere
Diameter of the sphere is based on the focal length of the camera. The
greater the focal length, the greater diameter of the sphere. Since both the
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cameras have different focal length, the hemisphere with the front camera
video is made smaller compared to the hemisphere with the back camera
video.
3.5.5 Image Offset
Because the lens does not have a fixed position on the camera it is possible
for center of the image to be not aligned with the center of the lens. To
figure out the actual center of the lens we can manually move it across the
x and y axis until the distortion correction seems perfect. Even though the
distortion may not be a lot, it is important for us to use image offset to get
the perfect output. This can be solved by using a lens rig which makes the
offset zero.
3.5.6 Image Scale
Since both the cameras have different focal lengths, it is important for us to
scale the image accordingly. The back camera has a lesser field of field of
view and thus requires lesser scaling compared to the front camera.
3.5.7 Stitching the Hemispheres
It is important to stitch both the hemispheres together. There are two ways
of doing it:-
1. Crop both the hemispheres exactly at a point
This is the simplest stitching method as the sphere’s FOV can be ad-
justed. Once the front and back hemispheres are cropped at 180◦s,
they can be placed in such a way that it looks like it has been stitched.
However the two cameras have 1 centimeter gap between them. Be-
cause of this gap the two images intersect at only one point that is at 3
feet from the camera as shown in Figure 3.14. If all the objects in the
surrounding are at a distance of 3 feet then this technique will work
perfectly. However this is not always the case.
2. Blend the hemispheres at the intersection
Instead of cropping the spheres at a certain FOV we can blend both the
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spheres in such a way that it takes the average of both the pixels in the
overlapping region. This works better than the previous method and
is not restricted by the proximity of the objects in the surroundings.
3.5.8 Settings for Samsung Note 4 and 235◦ Lens
1. Front camera
FOV of the camera - 195.1◦
Center of the lens - 0.98 units 1 unit
Aspect Ratio - 1.717538
Diameter - .335 units
Image Offset - X = 0.5725 Y=0.2123126
Image Scale - X = 0.335 Y=0.5753748
2. Back camera
FOV of the camera - 195.1◦
Center of the lens - 0.01 units 0.95 units
Aspect Ratio - 1.717537
Diameter - 0.45 units
Image Offset - X = 0.03 Y=0.08855423
Image Scale - X=.45 Y=0.7728915
Image offset and image scale are relative to the size of the image. For exam-
ple, if X=0.03, it means that X = 0.03 /times Length of the Image.
3.6 Additional Details
3.6.1 Resolution
Currently the Note 4 has a 16 Mega pixel back camera and an 3.7 Mega pixel
front camera. The difference between the resolutions can be seen in Figure
3.2 which shows that the back camera’s image to be much better than the
front camera’s image. Thus the two hemispheres can be clearly differenti-
ated. For the best experience, the main portion in the surrounding should
be captured using the back camera. The resolution of the back camera with
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Figure 3.15: FOV of both the cameras
the lens on can be calculated as :-
Resolution of the back camera = 5312 x 2988 pixels = 15872256 pixels
The FOV of the Note 4 back camera is 120◦ × 90◦
The FOV of the Note 4 back camera with the lens on is 210◦ × 160◦
Thus, resolution while watching the video on the rift =
Resolution = FOV oftheNote4backcamera×ResolutionofNote4
FOV oftheNote4backcamerawiththelenson
120×90×15872256
210×160 = 5101796 pixels
Since both the front and the back camera images are put onto a single
image, the resolution of the pictures technically become half of their initial
value..
The resolution on the rift is approximately 1080 pixels. Even though we
should be able to get the best resolution through the back camera, there are
a lot of factors which reduce the resolution, like the lens quality, distance
between the camera and the lens, extra part captured in the camera, etc.
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All of these can be improved and have been discussed in future work. In
the future with the advancement of technology, this camera setup should be
enough to record high definition videos.
3.6.2 Height of the Camera
It is important to improve the perception of the users wearing the headset
based on the height of the camera. As described in Oculus Best Practices
guide [ 5 ], even though the user wears the head set the user is aware of what
height he is at in reality. Most of the users wear the headset while being
seated on a chair. For users to have the same experience, it is important for
us to capture the video at the same height. Currently we are using a tripod
stand at a height of 1 meter.
3.6.3 Rig to Hold the Two Lenses
Currently clips are being used to hold the lens on to the phone. Because of
the slight curve on the back of the Note 4 it is really hard mount the lens.
Removing the back cover of the phone makes this much easier. Because
there might be a slight change in the position of the lens each time they are
placed, the configuration of the lens can be made better by having a lens rig
which holds the lenses together. Figure 3.16 shows an example lens rig which
can hold the lens together. By doing this, each phone can have a constant
configuration to correct the distortion.
3.6.4 Different Focal Length of the Two Cameras
Currently the back camera of the phone has a greater focal length compared
to the front camera, thus making the FOV of the camera lesser compared to
the front camera.
In the Unity Scene, instead of using a single sphere we use 2 hemispheres of
different radii due to the difference in the FOV. The front image is projected
on to a smaller hemisphere and the back image on to bigger hemisphere. In
Figure 4.4 we can see how both the hemispheres are being used and how one
is larger than the other.
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Figure 3.16: Lens Rig
3.6.5 Audio Setup
Implementing audio is really important to improve the perception of the
experience. Unity has a built in configuration to take the audio from the
video and placing the speaker at the center of the sphere. The experience
can be greatly improved by using more audio cells and implementing them
the same way in the scene.
The speaker was rotated based on the rotation of the headset, but it did
not seem to make any difference based on the rotation.
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CHAPTER 4
RESULT
4.1 Output
Once the unity program is built, the Rift displays the output. The sphere
has the video playing in loop and different parts of the sphere and the video
have been shown in Figure 4.4. The following observations made from the
output.
4.1.1 Resolution
Since the resolution of the video is being divided overall, the output currently
seems to be lesser than 1080 pixels. It can be seen in Figure 4.1 the front
view of the sphere captured using the back camera has a better resolution
than the back view captured using the front camera. To meet the Rift’s
resolution of 1080 pixels both the cameras have to have 24 mega pixels and
we could use the same lenses.
Figure 4.1: Front view of sphere when
viewed on Rift
Figure 4.2: Back view of sphere when
viewed on Rift
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Figure 4.3: Problem with stitching the chair together
4.1.2 Missing Region in the Sphere
There are two regions missing on the top and the bottom of the sphere. This
is mainly because we do no get to capture the entire surroundings. We get to
capture the whole surroundings at the horizontal center because the camera
has an aspect ratio of 16:9. This can be corrected by either having greater
FOV or by making the aspect ratio of 1:1. Figure 4.7 shows how the region
missing in the sphere.
4.1.3 Stitching the Hemispheres
Since both the cameras have different configurations the parameters for each
of the sphere is different. By using fit stitch, the image captured is as shown
in Figure 4.5. In this the images are cropped at specific locations and then
stitch together. By doing this, the overlap may or may not happen based on
the distance of the objects. Currently this is the best solution since it gives
better results than theory stitch in most of the cases.
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Figure 4.4: PhotoSphere while playing videos
Figure 4.6 shows us how theory stitch has been implemented. In theory
stitch the image becomes worse because the objects in the image are greater
than 3 feet. This would be efficient if we knew the depth of the objects by
using a depth camera.
4.1.4 Objects Horizontal to the Mobile Phone
Objects which are horizontal to the mobile phone are impossible to stitch.
The two cameras are at a distance of one centimeter to each other. There
is a region which is along the line horizontal to the mobile phone, where
the stitching of the two images becomes impossible. For example in Figure
4.3 we can see a black chair near the stitching region. It is not possible to
stitch the chair perfectly because the two cameras capture the either sides of
the chair. This is one of the problems of using only two cameras. Multiple
cameras will solve this problem.
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Figure 4.5: Fit Stitch Figure 4.6: Theory Stitch
4.2 Perception
4.2.1 Objects within One Meter
Objects appear to be much bigger than they are when they are at a distance
lesser than one meter When users tried the headset to view the videos, they
found that they saw objects becoming bigger much faster while waking to-
wards the camera than they actually would in real life. The camera sensor
is .5 centimeter diagonally and the Rift is about 5 cm diagonal. The image
captured on the sensor is being projected onto the headset which makes us
believe that the objects are bigger than they actually are.
he only way to correct this is by using camera’s which have sensors whose
size is equal to that of the display on the Rift. By doing this the same size
can be perceived on the Rift.
4.2.2 Display
Since the image is captured using a single camera but viewed from 2 eyes
it is currently impossible to give the perfect display experience to the user.
Even if multiple cameras are used, this experience is limited.
The resolution currently for all the headsets are limited. Humans can know
the difference in resolution up to 576 megapixels. Headsets currently do not
have the ability to reach 576 megapixls.
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Figure 4.7: Top of the sphere
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CHAPTER 5
FUTURE WORK
• Depth cameras such as Google Tango can be used to get the depth data
If every object could be mapped on to the scene based on the depth
the images can be warped on the objects accurately.
• If the lens has uniform curvature, the distortion correction becomes
easier. Currently the lenses are not uniform or smooth due to which
curved lines are seen on the images.
• If the camera sensor is curved such that the information obtained is
similar to the eye. Right now we are capturing images on to a rect-
angular sensor and then warping it on to a spherical object. Images
can be obtained from a spherical sensor warped on a sphere with no
distortion correction.
• Increasing the FOV of the cameras and having a square camera sensor
is helpful. Since we need a square image, the square sensor will be
helpful.
• Currently 235◦ lens are being used. There are lenses that have a FOV
of 280◦. These are expensive, but in the future they can be bought
for much less. By having higher field of view we could eliminate the
missing region on top and the bottom. This would give us the complete
360◦ panoramic video.
• Spatial audio can be implemented. Currently the audio on the phone is
a single cell. By having additional audio microphones that can capture
bi-directional audio, the experience can be made better.
• Having both the cameras setup right behind each other will make it
easier to stitch the images together without any offset in the images.
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• Stereoscopic images and videos can be captured using two cameras in
the front and back of the phone.
• If live video is implemented it can be useful in every day to day activity
for Video conference.
• Samsung Developer version of Dual camera
Right now Samsung allows us to use cameras by calling them separately
on different threads. But this is not the most efficient way of doing it.
It can be done better by providing tools to capture both at the same
time. Right now HTC has developer functions on their phone that
captures both the front and the back at the same time.
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CHAPTER 6
DISCUSSION
• Shot on Kickstarter -
Shot is an European company who started a kick starter campaign the
August of 2015 to raise $100K. They had exactly the similar idea but
were using IPhones, thus they could only do one video at a time.
• Samsung Note 6 and S7 to have 4k 360◦ recording-
Samsung in their press conference in Japan on October 4 told that
the future mobile phones would have multiple cameras to capture 3D
photos and also would have a feature to record 360◦ live video at the
same time.
• YouTube and Facebook-
Both YouTube and Facebook have implemented panoramic video player.
This feature helps users to move around in the video and also plug in
the head set. Both of them use a totally different set. YouTube seems
to be doing the best in this by using a sphere.
• Mobile Phone video -
Every year mobile phone cameras have been getting better with reso-
lution and frame rate. Currently the best cameras are about 16 Mega
Pixels at 60FPS. As the cameras get better the video from the lens will
get better and this will help us improve the immersion.
• Current Applications of panoramic videos-
Currently Samsung Gear VR streams the United States Presidential
debate live on the Rift. This application was built by Next VR. For
this a single camera with ultra wide lens are being used, which makes
the user view only the front of the sphere.
Superbowl in 2015 was streamed onto the Rift using a complete 360◦
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camera. It was live stream and had a few hundred users. Users com-
plained that the resolution of the Rift made it difficult to notice smaller
objects. Also the camera angle did not change and remained the same
throughout the game which was not well received.
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