ABSTRACT Intrusion detection has been an important countermeasure to secure computing infrastructures from malicious attacks. To improve detection performance and reduce bias towards frequent attacks, this paper proposes a two-step hybrid method based on binary classification and k-NN technique.
I. INTRODUCTION
The prompt development of computer networks, especially the Internet, has brought considerable convenience to people in their daily lives, enterprises in their business dealings, organizations in their provision of services, etc. At the same time, various network security threats have become critically serious due to the continuous appearance of new vulnerabilities, and attack methods. Therefore, security mechanisms that can defend against these threats and maintain the confidentiality, integrity, and availability of computational resources have been indispensable.
An intrusion detection system (IDS) that is able to identify and prevent malicious network traffic has become an important security countermeasure [1] , [2] . It monitors network events and collects network packets in a computing infrastructure. By analyzing the packets, an IDS detects abnormal behaviors and blocks malicious connections from attackers or intruders. In the last decade, the study of intrusion detection has captured increasing attention from security researchers [2] - [4] .
In general, intrusion detection approaches are categorized as misuse-based detection and anomaly-based detection depending upon the fashion of analysis [5] - [7] . A misusebased detection system identifies an intrusion by matching it with predefined signatures. Thus, profiles of attacks are required when building a misuse-based detection system. It is able to reliably detect known network attacks with a low false alarm rate, but new attacks slip through because their signatures are unknown. Alternatively, anomaly-based detection systems identify an attack by capturing the deviation from normal activity. Unlike misuse-based systems, anomalybased systems are likely to recognize unknown intrusion behaviors. Because new attack methods keep emerging, anomaly-based detection systems have become increasingly important in protecting network security, notwithstanding the fact that they may suffer from a high false alarm rate [7] . In recent years, with the great efforts of researchers, anomalybased detection systems based on machine learning and data mining techniques have been proposed to provide reliable detection results [3] , [6] , [8] , [9] .
In essence, anomaly-based intrusion detection can be considered as a classification problem, one that determines network attacks by classifying network traffic into normal and abnormal connections [10] - [13] . Accordingly, supervised learning techniques, such as Bayesian methods, Artificial Neural Networks (ANNs), Support Vector Machines (SVMs), k-nearest neighbors (k-NN), decision trees, are promising methods for facilitating the development of IDSs [11] , [14] - [16] . In the studies of IDS, hybrid approaches, such as ensemble or hybrid classifiers, have become the mainstream, since they are superior to single classification technique in terms of accuracy [9] , [17] , [18] . The intuition behind a hybrid approach is to enhance the performance of an IDS by combining several machine learning and data mining techniques.
However, there are several limitations in some existing studies. First, exact intrusion information is not reported. Some intrusion detection methods only determine the occurrence of attacks, but do not provide their types. Actually, exact intrusion information is very important for network administrators to take relevant security actions. The second limitation is low detection performance for low-frequency attacks. The reason is that the intrusion detection dataset is very imbalanced (see Table 2 ). Compared with highfrequency attacks, low-frequency attacks have few instances and may be considered as outliers. Low-frequency attacks, e.g., user to root (U2R) attacks, may have more serious threats than high-frequency ones, e.g., Probe attacks. Thus, detecting low-frequency attacks with high performance is critical for an IDS. The last limitation is too many parameters. Some intrusion detection models, especially hybrid models, have many parameters. Setting values for those parameters is not easy. Some studies search for the best values by means of an optimization algorithm, such as the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) algorithm. However, this policy will increase the training time, and the obtained values are not necessarily optimal. Unoptimized values may affect detection performance negatively. Therefore, reducing the number of parameters in intrusion detection models is necessary.
In this work, we propose an effective hybrid approach based on binary classification and k-NN [19] techniques to detect network intrusion. The detecting procedure of the proposed approach is composed of two steps. First, step 1 makes use of several binary classifiers (BCs) to identify abnormal connections and detect their types. In step 1, one BC is in charge of distinguishing normal and abnormal behaviors, and other BCs are responsible for classifying abnormal behaviors. Due to the working mechanism of the proposed method, there may be a group of connections whose classes are still uncertain after step 1. Next, those connections are classified by means of k-NN in step 2. Afterwards, abnormal connections will be reported to network administrators with their attack types.
In the proposed method, we consider intrusion detection as a binary classification problem in step 1. A classification problem with only two classes is known as a binary classification problem. In contrast, when the class number is greater than two, the classification problem is referred to as a multiclass classification problem. Essentially, intrusion detection is a multiclass classification problem. However, in this paper, we employ several independent BCs to take over this job. By converting intrusion detection into a binary classification problem, we can reduce the negative impact caused by the imbalance of the intrusion detection dataset. In the proposed method, one BC concerns one class. Therefore, it can address classes with very few representative examples. In this paper, we adopt the C4.5 algorithm [20] , a non-parametric decision tree algorithm (see Subsection II-B), to learn those BCs. In consequence, there is only one parameter in our model, i.e., k in k-NN. In Subsection V-A, we will show reasonable values of k.
The performance of our hybrid method is evaluated by conducting experiments on the NSL-KDD benchmark dataset [21] . First, we analyze the results of each step of our method. Then, the detection performances of our method and five supervised learning methods are compared in terms of accuracy, precision, detection rate, F1-score, and false alarm rate. The experimental results demonstrate that the proposed method has the ability to report reliable results.
The rest of the paper is organized as follows. The related work is described in section II. Section III provides insight into the benchmark dataset and evaluation criteria. Section IV introduces the proposed hybrid method. In Section V, the experimental settings and performance analysis of the proposed method are presented. Finally, Section VI concludes this work.
II. RELATED WORK A. HYBRID METHODS
Aburomman and Ibne Reaz [10] developed an ensemble construction method based on SVM, k-NN and PSO for intrusion detection. Six SVM experts and six k-NN experts were trained in their method, and two ensemble classifiers were generated by combining the opinions of 12 experts with weighted majority voting. Weights of experts were generated by PSO. In the first ensemble, the parameters of PSO were manually selected, and in the second, those parameters were optimized using local unimodal sampling. Wang et al. [22] presented an ensemble classifier that was applied to anomaly intrusion detection based on fuzzy clustering (FC) and ANN. In that work, the FC technique was used to generate different training sets, and the ANN method was adopted to train different prediction models based on the generated training sets. Finally, they employed a fuzzy aggregation module to aggregate the results of all models. Eesa et al. [23] proposed a hybrid intrusion detection model. They used the Cuttlefish algorithm (CFA) as a search strategy to produce the optimal subset of features, and a decision tree algorithm as a detection technique on the optimal feature subset. Kuang et al. [9] presented an intrusion detection model based on SVM and kernel Principal Component Analysis (KPCA) with GA. They adopted KPCA to reduce the dimensions of feature vectors and SVM to identify attack activities. To improve the detection performance, they developed an improved radial basis kernel function for SVM. The parameters of SVM were optimized by GA. De la Hoz et al. [24] proposed a hybrid model to solve the network intrusion detection problem. In that paper, a multi-objective optimization approach, i.e., the NSGA-II algorithm [25] , was applied to feature selection, and Growing Hierarchical Self-Organizing Maps (GHSOMs) [26] were used for both anomaly detection and attack classification. De la Hoz et al. [27] presented another anomaly detection approach by hybridizing Principal Component Analysis (PCA), Fisher Discriminant Ratio (FDR), and Probabilistic Self-Organizing Maps (PSOMs). In their study, PCA and FDR were considered for feature selection and noise removal, and a PSOM was used to distinguish normal and abnormal connections. Erfani et al. [28] designed a hybrid intrusion detection model in which an unsupervised deep belief network (DBN) [29] was used to learn robust features, and a one-class SVM (1SVM) [30] was adopted to train the detection model. Singh et al. [31] presented a technique based on the Online-Sequential Extreme Learning Machine (OS-ELM) to handle intrusion detection. In the proposed technique, alpha profiling and beta profiling were used to reduce the time complexity and size of the training dataset, respectively. An ensemble feature selection technique based on Filtered, Correlation and Consistency was adopted to discard irrelevant features. Bostani and Sheikhan [32] proposed an intrusion detection approach based on a modified Optimum-path forest (OPF) model [33] . This approach employed k-means to partition the original training set into k different homogeneous training subsets, which would be used as the training sets of OPFs. To speed up the OPF, the concepts of centrality and prestige in social network analysis were used to prune training sets by identifying the most informative samples. Karami and Gueerero-Zapata [34] presented a fuzzy anomaly detection system for ContentCentric Networks [35] . The training phase hybridized PSO and k-means to determine the optimal number of clusters, and the detection phase employed a fuzzy approach to detect anomalies. In Table 1 , we summarize some recent related studies.
B. C4.5 ALGORITHM
The decision tree technique is a non-parametric supervised learning method used in various disciplines such as statistics, pattern recognition and machine learning; it is independent of domain knowledge and can cope with high-dimensional data. A decision tree is a classifier depicted by a flowchartlike tree structure, in which each internal node partitions the instance space according to the value of a feature, each branch represents an outcome of the partition, and each leaf node holds a class label for a group of instances. The topmost node in a decision tree is the root node. A path from the root to a leaf denotes a classification rule. Using a decision tree classifier, new samples are classified by walking down this tree from the root to a leaf based on their feature values.
A decision tree classifier is learned by constructing a decision tree from a class-labeled training set. A decision tree is constructed by partitioning the training set into subsets according to a feature selection metric. The process is repeated on each outcome of the previous partition in a recursive manner, unless the instances in this outcome have the same label or other stopping criteria are reached. Therefore, a key problem is which feature should be selected to best split the set of instances in each recursion. Different implementations of decision tree use different feature selection metrics to measure which is ''best.'' For example, ID3 makes use of information gain [47] , C4.5 employs the gain ratio [20] , and CART uses the Gini index [48] .
C4.5 is a decision tree algorithm developed by Quinlan in 1993 [20] , and it was voted one of the top-10 data mining algorithms [49] . C4.5 improved Quinlan's earlier ID3 algorithm [47] . Some of the improvements are as follows:
(1) Use of the gain ratio instead of information gain as the feature selection metric to avoid bias toward features with a large number of values; (2) Can address both continuous and discrete features; (3) Can handle features with missing values; (4) Remove branches that do not help to avoid over-fitting when building the tree. As mentioned above, C4.5 uses the gain ratio to select the ''best'' splitting feature when building a decision tree. We now provide definitions of the gain ratio and other related conceptions.
Let D be a class-labeled training set whose samples fall into h classes: C 1 , · · · , C h . The excepted information (i.e., entropy) needed to classify a sample in D is defined in
where p i is the probability that an arbitrary sample in D belongs to class C i . Info(D) is the average amount of information needed to search for the class label of a sample in D.
Suppose we can partition D into k disjoint subsets:
the values of feature A. After this partitioning, the amount of information still required to arrive at an exact classification is defined in
The amount of information reduced after splitting D on feature A is measured by information gain. That is,
The ID3 algorithm uses information gain as the feature selection metric [47] . However, this metric biases toward partitions with many outcomes [49] . To overcome this weakness, C4.5 adopts the measure of gain ratio [20] . That is,
where SplitInfo(A) is the ''split information'' that describes the potential information generated by splitting D into v outcomes according to feature A. It is defined in
In C4.5, the feature with the maximum value of gain ratio is selected as the partitioning feature.
C. k-NEAREST NEIGHBORS ALGORITHM
The k-nearest neighbors (k-NN) algorithm is a simple and effective supervised learning technique [19] and was also elected as one of the top-10 data mining algorithms [49] . This algorithm assigns a class label to an unlabeled object based on the class labels of its k nearest neighbors. Consider a class-labeled dataset D and an unlabeled object o. To predict VOLUME 6, 2018 
where l(o) is the predicted label of o, c is a class label, and l(s) is the class label of o's neighbor s. In (6), I (·) is an indicator function that returns 1 if c equals to l(s), and 0 otherwise. One of the key elements in k-NN is the distance measure. We use the Spearman rank correlation coefficient (Spearman coefficient for short) to measure the distance between two samples in this paper. The Spearman coefficient is a non-parametric and distribution-free statistical method for measuring the rank correlation between two independent variables, which is appropriate for continuous, discrete and ordinal variables [50] .
be two variables and L X , L Y be the corresponding lists stored x i , y i in descending order, respectively. The ranks of x i , y i in L X , L Y are respectively marked as x i , y i . The distance between X , Y measured by the Spearman coefficient is defined as
III. DATASET AND EVALUATION CRITERIA A. DATASET
In the field of intrusion detection, only a few public datasets are available to evaluate the performance of IDSs. The NSL-KDD dataset [21] is an effective benchmark, which improved the famous KDDCup99 dataset by solving some inherent problems existing in it. The NSL-KDD dataset provides one training set, KDDTrain + , and two testing sets, KDDTest + and KDDTest −21 . KDDTrain −21 , a subset of the KDDTest + , does not include records that are correctly classified by all 21 classifiers. Table 2 lists the numbers of instances in the training set and testing sets. As seen in Table 2 , the number of instances in the NSL-KDD dataset is in the reasonable range, which makes it affordable to conduct experiments on the entire dataset. For the KDDCup99 dataset, researchers have usually run experiments on randomly selected small portion, which may cause inconsistent evaluation results. Each instance in the NSL-KDD dataset consists of 41 input features and a class label. The class label specifies whether the status of an instance is either normal or attack. Attacks in NSL-KDD are grouped into four types: denial of service (DoS), Probe, user to root (U2R), and remote to local (R2L). Detailed information regarding those features and attack types can be found in Ref. [51] . Table 2 also shows the numbers of instances of normal events and different attack types. Obviously, R2L and U2R are low-frequency attacks in KDDTrain + .
The 41 features in the NSL-KDD dataset contain three symbolic, two binary, and 36 continuous features. Symbolic features should be converted into numeric features, as most classifiers only accept numeric values. In this paper, we adopt the simple scheme used in Refs. [10] , [52] to handle symbolic features. The scheme maps symbolic values to integer values with a range from 1 to M , where M is the number of distinct symbols for a feature. For class labels, Normal is mapped to 0, DoS to 1, Probe to 2, R2L to 3, and U2R to 4.
B. EVALUATION CRITERIA
In this paper, the performance of intrusion detection models is evaluated by five widely used measures: accuracy, precision, detection rate 1 (DR), F1-score, and false alarm rate (FAR) [22] , [31] , [42] . The definitions of these measures are based on a confusion matrix, as shown in Table 3 . That is,
In Table 3 , TP is the number of attacks correctly classified as abnormal, TN is the number of normal connections correctly classified as normal, FP is the number of normal connections incorrectly classified as abnormal, and FN is the number of attacks incorrectly classified as normal.
IV. METHODOLOGY
In computer systems, vulnerabilities always exist, and new vulnerabilities will be discovered continuously. This results in various network intrusions that try to compromise the confidentiality, integrity, and/or availability of computer systems. An IDS is a security mechanism to minimize those risks. Attracted by the ability to identify known and unknown network intrusions, researchers have paid more attention to anomaly-based detection approaches [24] , [41] , [53] . Furthermore, to protect network security, identification of the type of an intrusion is more valuable than just determining that an attack occurred. It is crucial to provide the exact intrusion information to network administrators so that they can take relevant actions to secure the computing infrastructure.
To implement effective intrusion detection, we propose a two-step hybrid method in this paper. The overview of its detection procedure is shown in Fig. 1 . In step 1, the proposed method employs (l + 1) BCs and one aggregation module to classify network connections. For a connection, each of the (l + 1) BCs may assign a class label to it, and then the aggregation module summarizes those results and makes a final decision. After step 1, those connections whose classes are uncertain will be further classified in step 2 by k-NN.
A detailed description of the proposed method will be presented in the following subsections.
A. STEP 1 In step 1, the proposed method uses several BCs and one aggregation module to determine the class of a network connection. Each BC is responsible for one class. That is, given a connection x, BC i (i ∈ [0, l]) detects whether or not x belongs to class i. The number of BCs, denoted as (l+1), is equal to the number of classes. In this study, there are five classes in the benchmark dataset, i.e., Normal, DoS, Probe, R2L, and U2R. Among the five classes, Normal denotes normal events, and the other four are attack types. As described in Subsection III-A, the five classes are mapped to 0, 1, 2, 3, and 4, respectively. Accordingly, BC 0 is used to distinguish normal and abnormal connections, and the other BCs are used to predict attack types. Specifying the exact type of an attack is quite necessary for an IDS. System administrators can take relevant actions to secure the computing infrastructure according to attack types.
In the proposed hybrid approach, (l +1) BCs determine the classes of connections separately. One BC takes charge of one class. For a connection x, if BC i considers that it belongs to class i, we define BC i (x) = 1, and otherwise BC i (x) = 0. The aggregation module collects the outcomes of (l + 1) BCs, and then makes a final decision. There are three cases:
(1)
That is, only one class label is assigned to x.
That is, x is assigned two or more class labels. In case 1, x's class is certain. In case 2, x's class is unknown, and in case 3, x's class is ambiguous. For cases 2 and 3, we define that x's class is uncertain.
In general, the network intrusion dataset is imbalanced. For instance, in KDDTrain + , U2R has very low frequency. However, the severity of the impact of U2R is higher than that of DoS or Probe. In our hybrid approach, one BC focuses only on the focal attack type. Hence, the bias that towards frequent types will be reduced. Additionally, only when l i=0 BC i (x) = 1, the aggregation module considers that x's class is certain. If two or more BCs label x with the corresponding classes, x's class is uncertain. Based on this strategy, the precision of the proposed method can be improved.
Algorithm 1 shows the procedure for detecting the class label of a network connection. By using Algorithm 1, connections can be partitioned into two groups: the certain class label group and uncertain class label group. These two groups will be sent to step 2 separately to further analyze the classes of connections in the uncertain class label group. This work will be described in Subsection IV-B.
In this paper, we employ the C4.5 algorithm [20] to train the BCs. C4.5 is a multiclass classification technique, and it is competent for binary classification of course. The description return uncertain; 9: end if of C4.5 was given in Subsection II-B. In addition to the advantages mentioned in Subsection II-B, one significant reason that we use C4.5 is that it incorporates a feature selection technique. In many research studies, feature selection is a critical step before training an intrusion detection model [9] , [18] , [24] , [27] . However, when using C4.5 as in this paper, we no longer need to perform feature selection in advance.
In this study, we train BC 0 and other BCs, separately. To learn BC 0 using C4.5, we need to represent the intrusion detection dataset as a binary classification dataset, and then apply C4.5 on the new dataset. The formal description of the learning process is as follows.
Given an intrusion detection training set D, x ∈ D is an instance. Let l(x) denote the class label of x and l (x) be its new class label. The value of l (x) is defined as
Note that the class label of Normal events is mapped to 0. For each instance in D, we replace its class label in light of (13) . Then, we mark the new dataset as D . After that, we run C4.5 on D to learn BC 0 . That is,
To train BC 1 , · · · , BC l , we generate a new training set (marked as D A ), that contains all abnormal instances of the original intrusion detection training set. Because BC 1 , · · · , BC l are adopted to predict attack types of possible abnormal connections, we use the new training set, D A , rather than the original training set to train them. The learning of BC 1 , · · · , BC l is similar to that of BC 0 ; the procedure is shown in Algorithm 2. In Algorithm 2, l (x) denotes x's new label in D i A .
B. STEP 2
After step 1, there may exist a group of connections whose classes are uncertain. For those connections, their classes are further identified in step 2. In this step, we employ the k-NN algorithm (see Subsection II-C) to undertake this task. for each x ∈ D do 4: if x belongs to class i then 5: l (x) = 1 6:
l (x) = 0 8: end if 9: end for 10 :
k-NN is a type of lazy learning technique in which all computations are deferred until a query is given. In this step, for a connection whose class is uncertain, we search its k nearest neighbors from the connections whose classes are certain, and then determine its class by majority vote of its k nearest neighbors. As mentioned in Subsection II-C, the distance between two connections is measured by the Spearman coefficient [50] . When finishing this operation, all connections' classes are determined. For abnormal behaviors, the connections will be prevented, and their attack types will be reported to administrators.
V. EXPERIMENT RESULTS
To evaluate the detection performance of the proposed hybrid method, a series of experiments were conducted on the NSL-KDD dataset. The training set and testing sets were described in Subsection III-A. All experiments were implemented in the MATLAB 2012b environment.
A. SETTING OF PARAMETER k
In our hybrid method, a primary parameter is the k in the k-NN algorithm used in step 2, which affects the detection performance of our method. For each connection in the uncertain class label group, step 2 searches its k nearest neighbors from the certain class label group, then identifies its class label according to the k nearest neighbors. In this paper, the optimal value of k is decided based on the detection accuracy on two testing sets. Fig. 2 heuristically shows the accuracy with different values of k. We can see from Fig. 2 that the accuracy on KDDTest + and KDDTest −21 have roughly the same trend. The best possible solution for the value of k ranges from 10 to 16. In this study, we set k = 15.
B. PERFORMANCE ANALYSIS
The proposed hybrid method is composed of two steps. In this subsection, we experimentally analyze the performance of these two steps as well as the combination of the two steps (i.e., the proposed method). Tables 4 and 5 list the confusion matrices obtained by the proposed method over KDDTest + and KDDTest −21 , respectively. In both tables, we only consider normal events and attack activities, that is, we do not care about the types of abnormal connections. In Table 4 , the number of attack connections correctly identified in step 1 is 8,634, while the number of incorrectly detected is merely 41. For step 2, the corresponding numbers are 3,208 and 113, respectively.
By combining the results of steps 1 and 2, the proposed method (i.e., Step 1 & 2 in Table 4 ) successfully recognizes 11,842 attack connections on KDDTest + ; only 154 normal connections are incorrectly predicted as attacks. Thus, the precision of the proposed method is up to 98.72% (see Table 6 ). For normal events, the proposed method pinpoints 9,557 out of 9,711 instances such that the false alarm rate is as low as 1.59% (see Table 6 ). In Table 5 , the proposed Table 6 ). Based on the results in Tables 4 and 5 , we obtain the overall performance of the proposed method in detection of abnormal activities in terms of accuracy, precision, detection rate, F1-score, and false alarm rate. The results are shown in Table 6 . On both testing sets, step 1 achieves very high detection performance with respect to accuracy, precision, detection rate, and F1-score. However, the false alarm rates of step 2 are lower than those of step 1 on two testing sets. On KDDTest + , the precision and detection rate of step 1 are respectively up to 99.53% and 97.72%, and its false alarm rate is as low as 1.88%. These results indicate that the strategy of using binary classifiers and the aggregation module in step 1 is successful. Although the overall performance of step 2 is lower than that of step 1, it is decent. The reason is that the instances classified in step 2 are those that cannot be identified in step 1. Benefitting from the contributions of steps 1 and 2, the proposed method can achieve reliable results. In addition, the performance on KDDTest −21 is lower than that on KDDTest + . That is a normal phenomenon, because KDDTest −21 removes 10,694 instances that are easily classified from KDDTest + (see Table 2 ).
Furthermore, we list the numbers of instances of four attack types detected in each step in Table 7 . In Table 7 , TP indicates the numbers of instances whose types are correctly assigned, and FP shows the numbers of instances whose types are wrongly assigned. We can observe from Table 7 that step 1 identifies more instances than step 2 for DoS and Probe attacks but recognizes less instances than step 2 for R2L and U2R attacks on both testing sets. This scenario results from the imbalance of the NSL-KDD dataset. For DoS and Probe attacks, there are enough instances to train the corresponding BCs used in step 1. Therefore, step 1 can correctly identify most of instances whose types are DoS and Probe. Alternatively, R2L and U2R are two low-frequency attacks in KDDTrain + . However, these two types have more instances in the testing sets than in the training set. In particular, R2L attacks are not low frequency. Thus, step 1 only detects a small portion of instances for R2L and U2R types. However, depending on the results of step 1, step 2 correctly identifies a great deal of instances that belong to these two attack types.
In addition, the numbers of instances detected in step 2 for each attack type on both testing sets are the same or very close. This phenomenon is reasonable because the instances that are not easy to detect are the same in both testing sets. Table 7 depicts the detection performance of two steps for four attack types in terms of quantity. Next, we describe the effectiveness in terms of precision. The precision of the proposed method for each attack type is calculated according to Table 7 . The corresponding results are shown in Fig. 3 . On the whole, the results are fairly good. As shown in Fig. 3 , step 1 yields a precision of 95.84% and 91.27% for DoS on KDDTest + and KDDTest −21 , respectively. Considering the results in Table 7 , we can conclude that step 1 of the proposed method is very effective for detection of DoS attacks. For this type, the instances that are difficult to detect are further classified in step 2. For those instances, the precision of step 2 is 91.10% and 97.73% on KDDTest + and KDDTest −21 , respectively. By integrating these two steps, the proposed method (i.e., Step 1 & 2 in Fig. 3 ) achieves the precision of 95.37% and 92.34% on KDDTest + and KDDTest −21 , respectively. Consequently, the proposed method is highly competent in detection of DoS attacks. For Probe, the precision of step 1 is a little low, however, step 2 obtains high precision. The practice effectiveness of step 2 yields a precision of the proposed method of approximately to 80% in the detection of Probe attacks. For U2R attacks, step 1 only detects a small portion of instances (see Table 7 ), and its precision is just 60%. Fortunately, step 2 makes up for the weakness. Its precision is up to 84.3% and 85% on KDDTest + and KDDTest −21 , respectively. Depending on the contribution of step 2, the proposed method presents approximately 82% of precision for U2R attacks on both testing sets. This is a quite satisfactory result compared with other methods (see Subsection V-C). In the detection of R2L attacks, step 1 achieves higher precision than step 2; conversely, step 2 detects far more instances than step 1 (see Table 7 ). Taking the low frequency of R2L over the training set into account, we deem that the performance of both steps is sufficient. According to the results of the two steps, the proposed method manifests a precision of approximately 82% for R2L attacks on both testing sets. In comparison with other methods (see Subsection V-C), this result is extremely decent. In summary, the combination of steps 1 and 2 makes the proposed method an effective intrusion detection model.
In Fig. 3 , step 2 seems more effective than step 1. Actually, this is not the case. In Fig. 4 , we show the total precision of the proposed method for detection of four attack types. The precision is also computed based on Table 7 . In Fig. 4 , the precision of step 2 is slightly higher than that of step 1 on KDDTest −21 but lower than that of step 1 on KDDTest + . Note that step 1 detects far more instances than step 2 (see Table 7 ) and sends the remaining parts to step 2.
Step 2 cannot work independently; it is based on the outcome of step 1. Thus, the two steps of the proposed method are an organic whole. By combining the two steps, the proposed method demonstrates pleasing performance.
Finally, we list the detection rates of the proposed method for four attack types in Table 8 to comprehensively exhibit its performance. As we can see from Table 8 , for the two lowfrequency attack types, i.e., R2L and U2R, the corresponding detection rates are approximately 62% and 55.5%, respectively. Considering the precision for these types presented in Fig. 3 , we can conclude that the proposed method is fairly effective in detection of R2L and U2R attacks. However, we hope to further improve the detection rate for U2R attacks in our future work. For the other two types, the proposed method provides better detection rates than for R2L and U2R. On the basis of the results in Fig. 3 and Table 8 , we can see that the proposed method is adept at detecting DoS attacks. For Probe attacks, the performance of the proposed method has some room for improvement.
C. PERFORMANCE COMPARISON
In this subsection, we evaluate the detection performance of the proposed method by means of experimental comparison. The techniques for comparison include C4.5, Random Forests (RF), k-NN, Backward Propagation Neural Network (BPNN), and Naïve Bayes (NB), which are often used for intrusion detection. Parameter settings for the competing methods are as follows:
• The default settings in MATLAB 2012b are used for C4.5 and RF.
• k is set to 15 for k-NN.
• The number of hidden units is 18 for BPNN.
• A multinomial distribution is used for NB. For the sake of convenience, we name our method BC+k-NN. Table 9 lists the experimental results on KDDTest + and KDDTest −21 in terms of accuracy, precision, detection rate (DR), F1-score, and false alarm rate (FAR). The best results on each testing set are highlighted in boldface. What is noteworthy is that the values in Table 9 were calculated based on the results obtained by each method for distinguishing normal and abnormal events. It is evident from Table 9 that our method (i.e., BC+k-NN) achieves the highest accuracy, precision, detection rate, and F1-score, as well as the lowest false alarm rate. On KDDTest + , the accuracy and detection rate of our method are 94.92% and 92.28%, respectively, whereas the highest accuracy and detection rate among the results of other methods are only 81.01% and 69.02% (both obtained by C4.5), respectively. For precision, our method achieves a very high result that is up to 98.72%. It seems that the competing methods also get high performance in terms of precision, but their detection rates are somewhat lower than that of the proposed method. Therefore, the best value of F1-score, a measure that synthesizes both precision and detection rate, obtained by those methods is just 80.54%, while our method achieves 95.39% for F1-score. In addition, the proposed method reduces the false alarm rate to 1.59% on KDDTest + . This proves that the detection results of our method are very reliable. On the whole, the corresponding detection performance of all methods on KDDTrain −21 is weaker than that on KDDTest + . The reason is that KDDTrain −21 does not include the instances that are easy to classify. Even so, our method still achieves commendable results. Its accuracy and F1-score are up to 91.35% and 94.49%, and its false alarm rate is as low as 5.11%. Compared with the other methods, the performance of our method is much improved. Table 9 displays the overall performance of different intrusion detection methods in distinguishing normal and abnormal instances. In the following, we will present the performance for detecting individual attack types of the proposed method in comparison with other techniques. Table 10 provides the numbers of instances whose attack types are correctly assigned by all methods. As shown in Table 10 , our method correctly recognizes more instances than other methods for DoS, R2L, and U2R attacks. For Probe, Naïve Bayes (NB) identifies the most instances, and our method is next after it. Taking the total instances correctly classified into consideration, our method far outnumbers the others. Table 11 demonstrates the detection rates obtained by the six methods. We can evidently see from Table 11 that the detection rates of competing methods are much lower in comparison with the proposed method for low-frequency types, i.e., R2L and U2R.
Next, we show the precision of the six methods for the four attack types in Table 12 . It is interesting to note that k-NN acquires the best precision for R2L attacks on both testing sets. However, this result does not indicate that k-NN is effective in the detection of R2L attacks because its detection rate is just 3.01% on both testing sets (see Table 11 ). Although Naïve Bayes gets the highest detection rates for Probe attacks, as shown in Table 11 , its precision is much lower compared with others. To fairly evaluate the capabilities of all methods in detecting network intrusion, we display the F1-scores obtained by all methods in Table 13 . As seen in Table 13 , our method exhibits its superior performance. Specifically, for R2L and U2R attacks, our method is far better than the others. Therefore, our method is very effective in the detection of network intrusion.
Finally, Table 14 shows a performance comparison of the proposed method with some recent hybrid methods using the NSL-KDD dataset in terms of accuracy and false alarm rate. The results in Table 14 are evaluated on the testing set of KDDTest + . It can be seen from the table that the BC+k-NN method ranks third and second with respect to accuracy and false alarm rate, respectively. Although MOPF [32] ranks first based on false alarm rate, its accuracy is lower than that of BC+k-NN. For the metric of accuracy, GHSOM+NSGA-II [24] and OS-ELM+FST [31] perform better than BC+k-NN, but their false alarm rates are higher than that of BC+k-NN. In addition, the proposed method only has one parameter. Conversely, the competing methods usually contain many parameters. For instance, the MOPF method [32] has four parameters. Thus, our method is competitive.
VI. CONCLUSION
This paper has presented an effective two-step hybrid intrusion detection approach based on binary classification and k-NN technique. In step 1, the proposed method uses several binary classifiers and one aggregation module to identify abnormal connections. By means of a binary classification technique, the proposed method reduces the bias that towards frequent attack types. In addition, the strategy used in the aggregation module improves the detection performance of the proposed method. In this study, we employ the C4.5 algorithm to train binary classifiers in consideration of its several advantages. For the connections whose classes are uncertain after step 1, the proposed method further classifies them in step 2 using the k-NN algorithm.
Step 2 is a useful supplement to step 1. The combination of two steps makes the proposed method an effective intrusion detection technique.
Two experiments were conducted on the NSL-KDD dataset. The first experiment shows that step 1 not only correctly detects more abnormal connections than step 2 but also achieves better performance than step 2 for detecting abnormal connections in terms of accuracy, precision, detection rate, and F1-score. For individual attack types, step 1 correctly classifies more instances than step 2 for DoS and Probe attacks but correctly detects fewer instances than step 2 for R2L and U2R attacks. The reason lies in the imbalance of the NSL-KDD dataset. The results obtained from the second experiment demonstrate that the proposed method outperforms baselines (i.e., C4.5, Random Forests, k-NN, Backward Propagation Neural Network, and Naïve Bayes) with respect to various performance metrics in the detection of abnormal behaviors. For detection of the four attack types, the proposed method presents superior performance, especially for low-frequency attack types (i.e., R2L and U2R), in terms of F1-score. SHENSHEN BAI was born in 1983. She is currently pursuing the Ph.D. degree in computer science, Lanzhou University. Her research interests include data mining and complex network analysis.
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