Abstract. In this article, we study an anisotropic rotating system arising in magnetohydrodynamics (MHD) in the whole space R 3 , in the case where there are no diffusivity in the vertical direction and a vanishing diffusivity in the horizontal direction (when the rotation goes to infinity). We first prove the local existence and uniqueness of a strong solution and then, using Strichartz-type estimates, we prove that this solution exists globally in time for large initial data, when the rotation is fast enough.
Introduction
The fluid core of the Earth is often considered as an enormous dynamo, which generates the Earth's magnetic field due to the motion of the liquid iron. In a moving conductive fluid, magnetic fields can induce currents, which create forces on the fluid, and also change the magnetic field itself. The set of equations which then describe the MHD phenomena are a combination of the Navier-Stokes equations with Maxwell's equations.
In this paper, we consider a MHD model, which describes the motion of an incompressible conducting fluid of density ρ, kinematic viscosity ν, conductivity σ, magnetic diffusivity η and permeability µ 0 . We suppose that the fluid is fast rotating with angular velocity Ω 0 around the axis e 3 . We also suppose that the fluid moves with a typical velocity U in a domain of typical size L and generates a typical magnetic field B. We introduce following dimensionless parameters
which describe the Ekman, Rossby, Elsasser and Reynolds numbers respectively.
In geophysics, since the Earth is fast rotating, the Earth's core is believed to be in the asymptotic regime of small Ekman numbers (E ∼ 10 −15 ) and small Rossby numbers (ε ∼ 10 −7 ). In [16] , using these considerations, Desjardins, Dormy and Grenier introduced the following MHD system (1.1)
with the following asymptotic conditions (1.2) ε → 0, Λ = O(1), εθ → 0 and E ∼ ε 2 , and where u, p and b denote the velocity, pressure and magnetic field of the fluid.
In the case of large scale fluids in fast rotation, the Coriolis force is a dominant factor and leads to an anisotropy between the horizontal and the vertical directions (see the TaylorProudman theorem, [15] , [20] or [33] ). Taking into account this anisotropy, we suppose that the diffusion term in the vertical direction is negligible, compared with the one in the horizontal direction. Thus, we replace the Laplacian operator ∆ in all direction by the "horizontal" Laplacian operator ∆ h = ∂ 2 1 + ∂ 2 2 in the equation of the fluid velocity. We emphasize that to understand the case where there is no magnetic diffusion is a chalenging case in both physical and mathematical points of view (see F. Lin and P. Zhang [26] and F. Lin and T. Zhang [27] ). In this paper, we consider the case of zero vertical magnetic diffusion which is an intermediate mathematical model between the case with full magnetic diffusion and the case with zero magnetic diffusion. We also refer to the work of C. Cao et al. [7] , [6] , [8] where some anisotropic situations on the MHD system were considered. Thus, the case where the Laplacian is replaced by the horizontal Laplacian in both equations presents a lot of mathematical interest.
All along this paper, we always use the index "h" to refer to the horizontal terms and horizontal variables, and the index "v" or "3" to the vertical ones. Taking into account the classical vectorial identities,
and curl (u ∧ e 3 ) = ∂ 3 u (since div u = 0), we will consider the following mathematical model of fast rotating MHD systems in R 3 , where ν, ν ′ > 0 are diffusion coefficients in the horizontal direction and where we put together the gradient terms and we still denote the obtain quantity ∇p to simplify the notation. To the best of my knowledge, there are only few known results, concerning local existence and uniqueness of solution, and global existence of solutions in the case of small initial data of systems of the same type as the MHD system, in both isotropic ( [16] , [17] , [35] , [3] ) and anisotropic cases ( [1] , [4] ).
The first goal of this paper is to establish Fujita-Kato type results about the local existence and uniqueness of a strong solution (global for small data) of the anisotropic system (1.3). One can already find a proof of the local existence in [4] . Here, in order to have a self-contained paper, we give another proof for the local existence result. Let F and F −1 be the Fourier transform and its inverse and throughout this paper, we also use the simplified notation u = F(u). In order to state these results, for any σ 1 , σ 2 ∈ R, we introduce the anisotropic Sobolev spaces 1 , defined by
We prove the following theorem 1 We remark that in this paper, we use bold letters, e.g. 
with
Moreover, there exists a constant c > 0 such that if u 0 H 0,s + b 0 H 0,s ≤ c min {ν, ν ′ }, then the solution exists globally in time, that is
The goal of the second and main part of this paper consists in proving that this local strong solution is actually global in time, even if the initial data are large, provided that the rotation is fast enough. Following the ideas of [12] , [29] and [9] , we wish to show that the large Coriolis force implies global existence of the solutions for large initial data. Notice however that the MHD system is much more complex than the system of general rotating fluids ( [12] , [29] ) or the system of primitive equations ( [9] ). Here, we address the case where the horizontal viscosity also goes to zero as the rotation goes to infinity, i.e.
(1.4) ν = ν ′ = ε α , α > 0, and µ = 1 ε .
These considerations lead us to the following system (1.5)
To state the second result, for any σ 1 , σ 2 ∈ R, we define the following spaceṡ
< +∞ ,
In this paper, we will also use the anisotropic Lebesgue spaces L
The main result of this paper is the following global existence result. Ys,η ≤ r 2 0 , the system (1.5) has a unique, global strong solution,
The strategy of proving this theorem consists in cutting off the system (1.5) in frequencies. For 0 < r < R, let
and let χ : R → R be a C ∞ -function such that
Next, we define the following frequency cut-off function:
and we remark that support of Ψ is included in the set C r
2
,2R and Ψ is identically equal to 1 in C r,R . Then, we decompose the system (1.5) into two parts. The linear part is (1.9)
. The nonlinear part is the following system:
The outline of the paper is as follows. In Section 2, for the convenience of the reader, we give the detailed proof of the local existence (global existence for small data) and uniqueness of a strong solution of the system (1.3). The main result of this paper (Theorem 1.2) will be given in Section 3. We first establish the needed Strichartz estimates for the linear system (1.9) and then, using an appropriate frequency cut-off, we show that the nonlinear system (1.10) is globally well-posed, and we prove Theorem 1.2. In the appendix, we brieftly recall some elements of the Littlewood-Paley theory.
Classical Fujita-Kato-type results
In this section, we prove Theorem 1.1 about local existence and uniqueness results of strong solutions (the solutions are global for small data) for the system (1.3). To simplify the proof, we can suppose, without any loss of generality, that ν = ν ′ > 0. We also remark that, using the divergence free property of u and b, we can calculate the pressure term as follows
2.1.
Global existence for small initial data. In order to prove the global existence of a strong solution for small initial data, we apply the method of approximation of Friedrichs. For any n ∈ N, let
where F is the Fourier transform and B(0, n) is the ball with center 0 and radius n. Then, we consider the following approximate system
Since this system is an ODE in L 2 (R 3 ), the Cauchy-Lipschitz theorem implies the local existence in time of a unique solution
is also a solution of this system. Then, the uniqueness implies that J n U n = U n . Thus, U n is a solution of the following system (2.2)
Now, we take the L 2 product of the first equation of (2.2) with u n and of the second equation with b n . Classical algebraic properties of the non-linear terms and integrations by parts give
and
Thus, summing the two obtained equations, we have
Since the solution U n (t) remains bounded in L 2 -norm on its whole maximal interval of existence [0, T n [, we deduce that T n = +∞.
To be able to take the limit in the non-linear term as n → +∞, we will need more regularity for the approximate solutions. In what follows, we will estimate the norm of u n in the spaces
For more details of these spaces and of the frequency localisation operators ∆ v q , we send the reader to the appendix. We remark that, for any p ≥ 2, we have
By applying the operator ∆ v q to the system (2.2), taking the L 2 -inner product of the first equation of the obtained system with ∆ v q u n and of the second equation with ∆ v q b n and then summing the two obtained equations, we get (2.4) 1 2
A simple integration by parts proves that
Inequality (A.26) of Appendix A and Young's inequality imply that
,
where (d q ) is a summable sequence of positive constants of sum 1.
In the same way, Inequality (A.27) implies that
.
From Equations (2.5) to (2.9), we deduce that
By multiplying (2.10) by 2 2qs and then summing with respect to q, we finally have
≤ (cν) 2 , from Inequality (2.11), we deduce that, for any t, 0 ≤ t < T * n ,
So, Inequality (2.12) and the continuity of the application t → U n
for N large enough (e.g. N > 2). Then, the Arzela-Ascoli theorem implies the existence of a subsequence of (U n ) n (which will also be noted by
, using an interpolation, we conclude that
for any − N ≤ δ < 0, and for a.e. t ≥ 0. Since (U n (t)) n is also bounded in H δ ′ loc , for any δ ′ < 1 2 , the Sobolev product law implies that 
Thus, we can deduce that U (t) verifies the system (1.3) in the sense of distributions. Next, we remark that the Banach-Alaoglu theorem implies that
Finally, we prove the continuity in time of the above constructed solution. Applying the operator ∆ v q to the system (1.3), taking the L 2 -inner product of the first equation of the obtained system with ∆ v q u and of the second equation with ∆ v q b and then summing the two obtained equations, we get
, for any T > 0 in the existence interval of U . Then, we deduce that the right-hand side of (2.13) is locally integrable in time. Thus, 
loc ), we deduce that ∆ v q U n weakly converges towards ∆ v q U , uniformly in any time interval [a, b] included in the existence interval of U . Thus, the continuity of ∆ v q U n implies the weak continuity of
is continuous in L 2 with respect to the time variable.
Since ∆ v q U is continuous with respect to the time variable, there exists δ > 0 such that if
Then, we deduce from (2.14) and (2.15) that
2.2.
Local existence for large initial data. In order to prove the existence of a local strong solution for large initial data, we decompose the system (1.3) into two parts: the linear (smooth) part containing the "low Fourier frequencies" and the non-linear part containing "high Fourier frequencies". First, we write the initial data
where N is large enough and will be chosen later. We consider the following linear system:
This system has a unique global solution U N = u N b N , which satisfies the following energy estimate
It is easy to deduce from (2.18) that (2.19)
Now we write:
where
So proving the existence of a local strong solution U = u b of (1.3) is equivalent to proving the existence of a local strong solution of (2.21). We point that all the estimates given below are a priori estimates, which can be justified by using the method of Friedrichs as in the previous section and then by passing to the limit.
We apply the operator ∆ v q to the system (2.21). Next, taking the L 2 -inner product of the first equation of the obtained system with ∆ v q u N and of the second equation with ∆ v q b N and summing the two obtained equations, we get
, and Young's inequality give
Using Lemma A.7 and Young's inequality, we get
Likewise, using Lemma A.7, Estimates (2.19) and Young's inequality, we obtain
Using Lemma A.6, Estimates (2.19) and Young's inequality, we also obtain
In the same way, we have (2.28)
Finally, Lemma A.8, the Cauchy-Schwarz inequality and the estimates (2.19) imply that
Taking into account the estimates (2.23) to (2.36), we deduce from (2.22), after having summed up in q, that
and T 0 > 0 small enough, depending of C 0 , N , and ν, such that
We deduce that T * = T 0 . Arguing as in Section 2.1, by using the Friedrichs scheme of approximation and then taking the limit of the family of approximate solutions, we obtain the existence on [0, T 0 ] of a solution (u N , b N ) of (2.21) and so of a solution (u, b) of (1.3).
Finally, we remark that the continuity in the time variable of the solution can be proved in the same way as in Section 2.1.
2.3.
Uniqueness of the strong solution. This section is devoted to the proof of the uniqueness of the strong solution of (1.3) constructed in the previous sections. As remarked by D. Iftimie in [23] , since the vertical viscosity is zero, we do not have enough regularity properties to estimate the difference of two solutions in H 0,s . The difficulty comes from terms of the form u 3 ∂ 3 v, for which we need the estimate of ∂ 3 v in H 0,s . This means that we need H 0,s+1 -regularity results, which we do not know because of the zero vertical viscosity. Here, inspired by the idea of [23] , we will prove the uniqueness of the solution in H 0,s−1 . We remark that unlike [23] , we will use the dyadic decomposition method as in [12] and [32] to prove this uniqueness result. More precisely, we prove the following theorem:
Then, for any 0 < t ≤ T 0 , we have:
As a consequence of this theorem, by performing an integration in time and then, by using Gronwall lemma, we deduce that, for any t ∈ [0, T ], U 1 (t) = U 2 (t) in H 0,s−1 . Thus, the solution of (1.3) is unique.
Proof of Theorem 2.1: Since (u 1 , b 1 ) and (u 2 , b 2 ) are solutions of (1.3), (u, b) satisfies the following system
We apply ∆ v q to the system, then we take the L 2 scalar product of the first equation with ∆ v q u and of the second equation with ∆ v q b. Summing the two obtained equations, we get
Using Lemma A.9, with s 0 = s > 1 2 and s 1 = s − 1, and Young's inequality, we obtain
Using Lemma A.10, with s 0 = s > 1 2 and s 1 = s − 1, and Young's inequality, we also have
The estimate of the "horizontal term" R h is quite easy. Indeed, using Sobolev product law in R 2 h and Lemma A.2, we get
Here, we use the fact thatḢ
Replacing w 1 , w 2 and w 3 by the terms appearing in R h , we easily get
The estimate of the "vertical term" R v is more delicate because of the lack of viscosity in the vertical direction. Let
The Bony decomposition in paraproducts and remainders allows us to write
where N 0 is an appropriate integer and where the operators S v q are defined by
Using Bernstein lemma A.1, Cauchy-Schwarz inequality and the fact that div u = 0 and s > 1 2 , we can write
Lemma A.2 implies the existence of square-summable sequences of positive numbers such that
Then, using the fact thatḢ
is an interpolant between L 2 (R 2 ) andḢ 1 (R 2 ) and the Cauchy-Schwarz inequality, we can define new squaresummable sequences of positive numbers 
Using Young's inequality, we deduce that
is a summable sequence of positive numbers.
Similarly, since s > 1 2 , using Bernstein lemma A.1, Cauchy-Schwarz inequality, we have:
We remark that the term A 3 can be bounded in the same way as the term A 1 and we also have (2.49)
Thus, summing the inequalities (2.47) to (2.49), we obtain (2.50)
Likewise, we obtain the following estimates for the quantities B, C and D.
Finally, adding the inequalities (2.43) to (2.46) and (2.50) to (2.53), we deduce from the estimate (2.40), that for any 0 < t < T 0 ,
Theorem 2.1 is then proved.
Global existence of strong solutions when the rotation is fast
In this section, we are interested in the MHD system in the case where the rotation is very fast. The idea is that, when the rotation goes to infinity, the Coriolis force becomes a dominant factor, and strongly limits the movements of the fluid in the vertical direction (Taylor-Proudman theorem). As a consequence, the limiting behavior of the fluid is twodimensional. In the case of R 3 , the fact that the energy is finite implies that this "limit" is in fact zero. This dispersion was proved in the case of rotating fluids ( [12] , [29] ) or in the case of primitive equations ( [9] ) in the form of Strichartz type estimates, which allows to prove the global existence of strong solutions for large initial data when the rotation is fast enough.
For the MHD system, we already know from Theorem 1.1 that there exists a unique local strong solution for any initial data in H 0,s , s > 1 2 , and that this solution is global if the initial data is small enough. The question then arises whether this solution exists globally in time, for large initial data, when the rotation is fast enough.
We remark here that the MHD system is very complex and is composed of six equations (three equations for the velocity and three equations for the magnetic field of the magma). So, in general, it is difficult to obtain Strichartz-type estimates for the linear system. In this section, we show that, in some particular cases, when the different parameters of the MHD system are well chosen, an explicit spectral study of the associated linear system is possible. As a consequence, we can prove Strichartz-type estimates for the linear system, which play a very important role in the proof of the global existence of strong solutions of fast rotating MHD system for large initial data.
3.1. Strichartz-type estimates for the linear system. Taking the Leray projection and then the Fourier transformation of the linear system (1.9), we obtain
where the matrix
We can write the obtained system in the following form
In what follows, we study the spectral properties of the matrix B(ξ, ε).
Eigenvalues:
By direct calculations, we find that the characteristic polynomial of B(ξ, ε) is
where Id is the identity matrix and where
Simple calculations show that the roots of P (Y ) are
Thus, the eigenvalues of the matrix B(ξ, ε) are Eigenvectors: Associated to the six above eigenvalues, we choose the following eigenvectors
• Associated to
It is easy to see that, in the domain C r,R (see (1.7)), W 3 , W 4 , W 5 and W 6 are orthogonal to the vectors 
and W 1 and W 2 are not. Then, the divergence free property of u and b implies that
where C i , i = 3, ..., 6 depend on ξ and U 0 = u 0 b 0 . Using the divergence free property of U 0 , we can rewrite (3.3) as:
, and
Then, we have
which is strictly positive in the domain C r 2 ,2R , and Cramer's rule gives
, for any i = 3, 4, 5, 6.
Replacing A and B by their values (see (3.1)), we easily get the following estimates
Thus,
where C is a generic positive constant which can change from line to line. By the definition of C i , it is also easy to prove that C i = 0 if ξ ∈ C r 2 ,2R (since the support of U 0 is included in C r 2 ,2R ).
Next, for i ∈ {3, 4, 5, 6}, we estimate C i e λ i t W i , using the method of duality as in [12] and [29] . To this end, let Γ A (ξ) = Aξ 3 and Γ B (ξ) = Bξ 3 , with A and B given by (3.1). Then, we can easily calculate the derivatives of Γ A and Γ B with respect to ξ 2 and we set
In the domain C r
2
,2R , with r = R −β , β ≥ 1 and R ≫ 1, it is easy to prove that there exists a constant C β > 0 such that
Similarly, since
we can choose C β such that
For any (θ, τ, z h , ξ 3 ) ∈ R 4 , we introduce the following functions
where Ψ is defined by (1.8) . Let
which are operators acting on the ξ 2 variable. We remark that the invariance by rotation in (ξ 1 , ξ 2 ) allows us to suppose that z 2 = 0. So, L A and L B satisfy
and L B (e ±iθΓ B ) = e ±iθΓ B .
Then, we can write
By simple calculations, we obtain
Thus, Estimates (3.5) to (3.8) lead to
and we can prove the following lemma: Lemma 3.1. Let R be large enough, r = R −β , β ≥ 1 and p ≥ 1. Then,
r 2 τ , and
r 2 τ .
Now, we consider the following operators
where f is a tempered distribution. Then, we have
The main result of this section consists in the following theorem, the proof of which is based on the duality argument, called the T T * method. Although the proof of this theorem is close to those of [11, Theorem 3] , [12, Theorem 5] , or [29, Theorem 3.1], we still will provide the main lines of it for the convenience of the reader.
we have
Proof
In what follows, we only consider Ψ(D)G 
All we need to do is to estimate
Plancherel theorem, Hölder inequality and Estimate (3.13) imply
ε α t+s R 2β dtds.
By the change of variables (s
which, combining with (3.14), finally gives
We remark that, using Bernstein lemma A.1, we can also write
Thus, it remains to interpolate between L 1 t and L ∞ t to obtain Estimate (3.11). Theorem 3.2 is proved.
As a corollary of Theorem 3.2, we have the following Strichartz-type estimates for the solution of the linear system. Theorem 3.3. We keep R, r, and β as given in Theorem 3.2. Let U be the (global) solution of (1.9). Then, for any p ≥ 1,
Proof
Let us go back to (3.3). Using Theorem 3.2, Plancherel's theorem and the Hölder inequality and the fact that C i = 0 outside the domain C r 2 ,2R , for any i ∈ {3, 4, 5, 6}, we get
Now, we remark that in the domain C r
2
,2R , with r = R −β , β ≥ 1, R ≫ 1, it is easy to prove that A, B ≤ C β R β . So,
Using (3.4) and Hölder inequality, we deduce from Inequality (3.18) that
where C is a generic positive constant which can change from line to line. Theorem 3.3 is then proved.
3.2.
Proof of the existence of a unique global strong solution. The goal of this paragraph is to prove Theorem 1.2. To this end, we will show that, when ε is small enough, with an appropriated cut-off in frequencies, the nonlinear system (1.10) becomes a 3D Navier-Stokes-like system with small initial data. As a consequence, we obtain a global strong solution for the nonlinear system, and so, for the system (1.5).
Recall that the initial data U 0 = u 0 b 0 are decomposed in the following way:
where the function Ψ is defined in (1.8). We recall that, for s > 1 2 and η > 0, the spaces Y s,η are defined as in (1.6). Then, we can easily control U 0 as follows. 
In what follows, we set C 0 = C U 0 Ys,η .
We now come back to the nonlinear system (1.10) We apply the operator ∆ v q to the above system. Next, taking the L 2 scalar product of the first equation of the obtained system with ∆ v qũ and of the second equation with ∆ v qb and then summing the two obtained quantities, we obtain
In order to estimate the terms on the right-hand side of (3.20), we use the following inequalities. 
To prove this lemma, we use the dyadic decomposition and the Strichartz estimates proven in Theorem 3.3 and follow the lines of the proofs of Lemmas 4.4 and 4.5 of [29] . We also need the following general form of Inequality (3.22) . 
We remark that by taking V = W in Lemma 3.6, we will obtain Inequality (3.22). The proof of Lemma 3.6 can be derived from the proof of Lemma 3.5, using the same method as in the proof of Lemma A.10 in the appendix. We send the reader to [30, Appendix A.4] for more details. Now, using Lemmas 3.5, 3.6, and Lemmas A.13 and A.14 of Appendix A, we obtain , and from Inequality (3.19), we also get
From the continuity of U with respect to the time variable and Inequality (3.25) , it is clear that T * > 0.
For instance, we choose α 0 = βη 11βη + 44 + 52β + 8s . 
Finally, for any 0 < ε ≤ ε 0 = min {ε 1 , ε 2 }, we deduce from (3.27) that
which implies that T * = +∞ and Theorem 1.2 is proved.
Appendix A. Dyadic decomposition and anisotropic Sobolev spaces
For the reader's convenience, we will briefly recall the Littlewood-Paley theory and the dyadic decomposition in frequencies needed for our proofs. For any σ 1 , σ 2 ∈ R, we will define the anisotropic Sobolev spaces H σ 1 ,σ 2 (R 3 ) using the dyadic decomposition and state the Bernstein inequalities. Finally, we give important energy-type estimates, which are widely used in this paper.
A.1. Dyadic decomposition. For any d ∈ N * , 0 < r 1 < r 2 and R > 0, let
When the space dimension is known and there is no possible confusion, we will drop the index d. We first recall the important Bernstein inequalities given in the following lemma (for a proof of it, see [10, Lemma 2.1.1].
Lemma A.1. Let k ∈ N, d ∈ N * , R > 0 and r 1 , r 2 ∈ R satisfy 0 < r 1 < r 2 . There exists a constant C > 0 such that, for any p, q ∈ R, 1 ≤ p ≤ q ≤ +∞, for any λ > 0 and for any u ∈ L p (R d ), we have
Let ψ be an even, smooth function in C ∞ 0 (R) such that ψ is equal to 1 on a neighborhood of B 1 (0, 
Then, the support of ϕ is contained in R 1 . For any q ∈ Z, q ≥ −1 and for any tempered distribution u ∈ S ′ (R 3 ) we introduce the following frequency cut-off operators
We refer to [5] and [10] for more details. In terms of these operators, we can write any tempered distribution in the following form
For any σ 1 , σ 2 ∈ R, the Bernstein inequalities allow us to rewrite the norm of the anisotropic Sobolev spaces H σ 1 ,σ 2 (R 3 ) in the following equivalent way (see [22] or [12] )
In this paper, we also need the relation between the vertical dyadic blocks and the Sobolev norm as expressed in the following lemma (see [22] or [12] for a proof). 
In the case where σ 1 = 0 and σ 2 = s, the above inequality is simply written as
In the case where there is no possible confusion, we will write c q (u) or c q instead of c q (u, σ, s).
A.2. Algebraic properties of anisotropic Sobolev spaces. In this paragraph, we recall the algebraic properties of anisotropic Sobolev spaces H σ 1 ,σ 2 (R 3 ), σ 1 , σ 2 ∈ R. All the main results are contained in [34] , [36] or [22] . We first recall the classical product rule, valid in the case of isotropic Sobolev spaces on
The following anisotropic version in R 3 of this product rule was proved in [22] .
In Section 2.3, we need more regularity in the vertical direction. For this reason, we use the following theorem, which is a different version, slightly more general, of Theorem 1.4 of [23] (see also Remark 3 of [23] ). Unlike the result in [23] , here we use dyadic decompositions to prove this theorem (one can also find a detailed proof of this theorem in [30, Appendix A.3 
]).
Theorem A.5. Let σ, σ ′ < 1 such that σ + σ ′ > 0 and let s 0 > 1 2 , s 1 ≤ s 0 such that s 0 + s 1 > 0. Then, there exists a constant C > 0 such that, for any u ∈ H σ,s 0 (R 3 ) and for any v ∈ H σ ′ ,s 1 (R 3 ), we have uv ∈ H σ+σ ′ −1,s 1 (R 3 ) and
Proof
First of all, for any σ ∈ R and q ≥ 0, using Bernstein lemma A.1, we have
Thus, Cauchy-Schwarz inequality implies that
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Next, using the Bony decomposition, we can write
To estimate the term T (u, v), using Estimate (A.7), remarking that
Hence, Lemma A.2 implies that
is a square-summable sequence of positive numbers.
For T (v, u), according to Estimate (A.7), we study three different cases 
So, for any s 1 ≤ s 0 , using Theorem A.3 in the horizontal direction and Hölder inequality in the vertical direction, we have
is a square-summable sequence of positive numbers. Now, for the remainder term R(u, v), using Bernstein lemma A.1, Theorem A.3 in the horizontal direction, Hölder inequality in the vertical direction, Lemma A.2 and the hypothesis s 0 > 1 2 , we obtain
is a sequence of positive numbers, which is square-summable because s 0 + s 1 > 0.
Putting together Estimates (A.9) to (A.11), we finally have
which implies Estimate (A.6), according to the definition given in (A.3).
A.3. Anisotropic energy-type estimates. We first recall the following result, the proof of it is given in J.-Y. Chemin, B. Desjardins, I. Gallagher, E. Grenier [12] .
Lemma A.6. For any s 0 > 1 2 and s 1 ≥ s 0 , there exists a constant C > 0 such that, for any divergence-free vector fields u ∈ H 0,s 0 (R 3 ) and v ∈ H 0,s 1 (R 3 ), the horizontal gradients of which belong to H 0,s 0 (R 3 ) and H 0,s 1 (R 3 ) respectively and for any q ∈ Z, q ≥ −1, we have 
There exists a constant C > 0 such that, for any divergence-free vector fields u ∈ H 0,s 0 (R 3 ) and v ∈ H 0,s 1 (R 3 ), the horizontal gradients of which belong to H 0,s 0 (R 3 ) and H 0,s 1 (R 3 ) respectively and for any q ∈ Z, q ≥ −1, we have
where (d q ) is a summable sequence of positive constants.
In the case of MHD system, we need the following symmetric form 
and for any q ∈ Z, q ≥ −1, we have
is a summable sequence of positive constants.
In order to prove these lemmas, we will need the following result, the proof of which can be found in [31] Lemma A.11. For any p, r, t ≥ 1 satisfying
Proof of Lemmas A.9 and A.10. One can find a proof of these lemmas in [30, Appendix A.4] . However, for the convenience of the reader, we will recall the proof here. The proof of these two lemmas relies on the estimates of the three following terms The first term P(u, v, w) is the most easy to control. Using the duality betweenḢ h , the fact thatḢ
is an interpolant between L 2 andḢ 1 , and Lemma A.2, we have 
Using Bernstein lemma A.1 and Cauchy-Schwarz inequality, we can write Now, for R(u, v, w), Bernstein lemma A.1 does not allow to "absorb" the ∂ 3 derivative in ∂ 3 ∆ v q ′ v by using S v q ′ −1 u 3 . That is the reason why we can only control the sum R(u, v, w) + R(u, w, v), but not R(u, v, w), using a sort of integration by parts. As in [13] and [12] , we decompose h is an interpolant between L 2 and L 2 v H 1 h , and the estimate S
We get Finally, in order to prove the continuity in time of the strong solution and to perform the bootstrap argument in Section 3, we introduce the following spaces. .
With these spaces, we get the following integral version of Lemmas A.6 and A.7.
Lemma A.13. For any s 0 > , where (d q ) is a summable sequence of positive constants.
