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Abstract
Optical projection tomography (OPT) is a 3D imaging technique that can be applied to non- or
weakly scattering samples and is often described as the optical equivalent of x-ray computed
tomography (CT). Analogous to x-ray CT, OPT acquires wide-field images of a sample from
many angles and uses this projection data to reconstruct the 3D distribution, applicable to
both absorption and fluorescence contrast. This thesis describes how to implement OPT on a
standard wide-field microscope, derives rigorous models for image formation and reconstruc-
tion in OPT, and discusses how performance can be improved in terms of spatial resolution
and acquisition time through the use of focal scanning, particularly for samples <1 mm in
diameter.
After a brief overview of 3D optical imaging techniques, a mathematical framework is
developed for the standard experimental approaches to OPT based on telecentric imaging,
which allows a rigorous comparison with x-ray CT. It is shown that reconstruction of the
optical projections using filtered back projection introduces anisotropy to the spatial resolution
in the reconstructed images.
The OPTiM adapter plate is then described. This open hardware component, together with
openly shared software, allows an existing microscope to be adapted for OPT at low cost,
thereby increasing the accessibility of OPT for a wide range of researchers.
To improve the performance of OPT in terms of spatial resolution and acquisition time,
an alternative data acquisition model for OPT is developed that is based on telecentric remote
focal scanning. Detailed analysis quantifies the expected improvement in the spatial resolution
of the 3D image reconstructions and the reduction in the acquisition time. The derived mathe-
matical framework is also used to identify factors for further optimisation. The focal-scanning
concept is extended to “region-of-interest OPT”, where it is shown that the dynamic control
of focal plane position can lead to improved signal to background ratios as well as reducing
the impact of streak artefacts.
The final section of the thesis addresses the equivalence between a non-telecentric optical
system and cone-beam CT, which removes the telecentricity requirement of the traditional
approach to OPT. Derivation of the associated optical transform leads to a modified form
of reconstruction based on the FDK algorithm. It is shown that axial and lateral tracking
4enables this new OPT approach to acquire 3D images of a sub-volume within a larger body.
The optical setup and associated optical transforms for both telecentric and non-telecentric
systems are described.
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2.2 Indirect 3D imaging methods. (a) Structured illumination microscopy (SIM)
can be performed in either white light transmission or with fluorescence. The
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ages are taken with translated grid patterns (red arrow). As the high spatial
frequenices modulation of the grid is applied only to the focal plane, the three
images can be used to disregard out-of-focus information and achieve virtual
optical sectioning. A 3D image is recorded from a stack of 2D SIM images.
(b) Light-field microscopy. A microlens array placed in the image plane al-
lows analysis of the angular divergence of information from the sample. The
technique is limited by the amount of angular information it can retrieve from
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2.3 Conventional OPT 3D imaging methods. (a) White light transmission mea-
surements. Collimated white light is focussed onto the sample (in Kohler
illumination) with the illumination numerical aperture reduced such that the
illumination depth of field covers the entire sample. Light is absorbed through
the sample due to the sample’s structural properties. The transmitted light is
collected by an imaging objective with the detection NA again reduced such
that the DoF covers the entire sample. (b) Epi-fluorescence OPT. Excitation
light is focussed incoherently onto the sample, in epi-fluorescence from above,
but there is no general restriction on the direction of fluorescence excitation.
Unlike the techniques shown in figure 2.1b,2.1a, fluorescence information is
collected from the entire depth of the sample. The sample is rotated and a
series of projection images are recorded. . . . . . . . . . . . . . . . . . . . . 54
3.1 (a) 2D parallel beam tomography. Ray r⃗ propagates through the sample at
an angle θ relative to the z′′ axis. The virtual detector lies on the t axis. (b)
In x-ray CT, a projection is taken at an angle θ . Ray r⃗ propagates through
the sample and the x-ray transform is given by the sum of the attenuation
coefficients µ(x′′,z′′) in the rˆ direction through a thin pencil of (a) width ∆t
(shaded blue area), in the limit (∆t → 0). . . . . . . . . . . . . . . . . . . . . 58
3.2 (a) Fan-beam coordinate system (ζ ,β ) in relation to the fixed coordinate system(x′′,z′′).
The rotation angle of the sample/detector is given by β . The ray r⃗ that hits
the virtual detector ζ , at projection angle β , fan-angle γ in fan-geometry is
equivalent to a ray hitting virtual detector t at angle θ in a parallel geometry.
(b) Cone-beam coordinate system (ζ ,σ ,β ) in relation to the fixed coordinate
system(x′′,y′′,z′′). The geometry can be described by fan-angle γ and cone-
angle κ , and the distance between the source and detector, R. . . . . . . . . . 59
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3.3 Reconstruction procedure. (a) A collection of 1D projections over 360° forms
a sinogram. (b) In parallel-beam CT, the sinogram is filtered by a ramp func-
tion in frequency space. From the filtered data, a single column is compu-
tationally backprojected at the same angle is was acquired at. This requires
interpolation of 1D data into a 2D grid. (b) In fan-beam CT, the acquired
projections are first weighted then filtered. The filtered data is backprojected
in a fan shape representing the acquisition geometry. This procedure agains
requires interpolation of 1D data into a 2D grid (appoximately equal time to
compute as parallel-beam CT). (c) In cone-beam CT, the sinogram contains
projection information from the 3D distribution, and the filtered data is back-
projected in a cone-shape. This requires interpolation of 1D data into a 3D
grid (computationally expensive). In reality instead of backprojecting infor-
mation from one detected pixel across image space, the contribution to a 2D
image plane are calculated and interpolated from the filtered projections (in-
terpolation of 2D data into a 2D grid). Note images are representative only,
not full simualations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.4 Standard microscope approximated as a 4f system. Propagation of object field
U0(x′′,y′′,z′′), at a distance z′′ away from the nominal focal plane, to the im-
age plane, resulting in the image field U1(x,y). The generic 4-f system is
composed of two infinite ideal lenses, with focal lengths f1, f2. The limiting
aperture lies in the common focal plane (Fourier plane of both lenses). . . . . 65
3.5 Optical system rotated by an angle θ in relation to the fixed object space co-
ordinates (x′′,y′′,z′′). For practicality, in OPT the object is rotated by an angle
−θ instead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.6 Fixed focus on-axis OPT. (a) Top-down OPT schematic. The focal volume
(volume of the sample that is in focus per projection) covers the full sample
extent. This is controlled by changing the numerical aperture. The pink, red
and blue boxes appoximate 2D cross sections of volumes within the object that
are projected onto the image sensor within a resolution element. The larger
the focal volume, the larger the resolution element (due to the relationship
between numerical aperture and depth of field). (b) Key components within
microscope: sample holder that provides rotation, objective, aperture, tube
lens and camera (not shown). The objective NA is reduced by placing a aper-
ture directly behind the objective. The maximum focal-volume is limited by
the objective field of view (in this case the DoF is set equal to the FoV). . . . 70
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3.7 Fixed focus off-axis OPT. (a) The focal volume (volume of the sample that
is in focus per projection) covers the front half of the sample extent. This is
controlled by changing the optical system’s numerical aperture. The pink, red
and blue boxes represent 2D cross sections of volumes within the object that
are projected onto the image sensor within a resolution element. The larger
the focal volume, the larger the resolution element (due to the relationship
between numerical aperture and depth of field). (b) The key components are
the same as for on-axis OPT. The key difference is the larger aperture required. 72
3.8 Streak artefacts are created through angular undersampling. When the sam-
pling rate, dNpdθ , is significantly less than the ratio of FoV to FWHM resolution,
streak artefacts are created radially symmetric around the object. This figure
illustrates a reconstructed PSF from an object at the edge of the field of view.
As the sampling rate appoaches ~35, streak artefacts are evident in the top-left
corner of the reconstruction. As the sampling rate further decreases the streak
artefacts increase in intensity, and originate closer to the object. The scale bar
is 10x the FWHM resolution (0.5λNA ). . . . . . . . . . . . . . . . . . . . . . . 74
4.1 Simulation of the OPT system can be accelerated by using the shifted ambigu-
ity function (A fshi f t ). (a) Example of a shifted ambiguity function evaluated for
a 50x objective setup for fixed focus on-axis OPT. (b) Line plots through the
A fshi f t , are equivalent to the defocussed transfer function at increasing depths.
Green: η ′′ = 0mm, magenta: η ′′ = 0.1mm, red: η ′′ = 0.3mm. . . . . . . . . 79
4.2 Optical projection of information contained in delta line objects onto the im-
age plane in a standard 4f system. Unlike x-ray projections, information from
a single line in object space (x′′,y′′) is dispersed over multiple lines in the pro-
jection image (x,y). In addition the amount of dispersion is proportional to the
distance away from the primary focal plane. This is represented by the green
line (medium defocus) and blue line (large defocus). . . . . . . . . . . . . . 82
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4.3 Schematic of optical backprojection. (a) Coordinate transformation,
(
rφ⊥,rφ∥
)
are the radial and tangential components of point (x′′m,z′′m) relative to the ori-
gin.
(
rθ⊥,rθ∥
)
are the radial and tangential components of (x′′m,z′′m) rotated
by angle θ − φ and parallel to the t,s axes respectively. |⃗r| is the distance
from origin to (x′′m,z′′m). (b) Schematic represents the projections from a
delta function object δ (x′′m,z′′m,0) backprojected across image space. The
coloured rectangles approximate the defocussed PSF backprojected at differ-
ent angles. The reconstructed PSF (approximated by white ellipse) has diffrac-
tion limited resolution in the radial direction rφ⊥ , and resolution that degrades
proportional to the distance from the origin |⃗r| in the tangential direction rφ∥ . . 83
4.4 The reconstructed point spread function in a fixed focus on-axis OPT system
can be anisotropic if the objects’ field location (z) is large with respect to
the objective depth of field. The resolution is optimal in the radial direction
(green) and poorest tangentially (red). This reconstructed PSF represents an
object at the limit of the DoF zeros definition given by equation 3.19. . . . . 86
4.5 Simulation of a reconstructed PSF after using FBP on optical projection in-
formation. Each PSF corresponds to a point object located a distance z away
from the centre of rotation (field position). Shown is the xz cross section. The
green and red lines represent the radial
(
rφ⊥
)
and tangential
(
rφ∥
)
directions
respectively (see figure 4.3a). . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6 Maximum intensity projection through reconstructed volume of fluorescent
microspheres looking down rotation axis. Magnified region is from a single
cross-section of a sphere at ~350µm away from the rotation centre. Optical
system setup for fixed focus on-axis OPT at x20, 0.4NA (full objective NA to
demonstrate anisotropy). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7 Line profiles in the radial (a) and tangential (b) direction, through the recon-
structed PSF for fixed focus on-axis OPT. Field position is characterised in
terms of the zeros DoF definition given by equation 3.19 (maximum field po-
sition occurs at DoF/2). Depth of field is extended up to the field of view of
the camera. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.8 3D contour plot for reconstructed PSF for fixed focus on-axis OPT. Object
located at centre of field (a) and at the maximum field position (b) equivalent
to 2λ
NA2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
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4.9 (a) Radial profile of reconstructed PSF at edge of the field, including change
in collection efficiency. RDoF is the ratio of the zeros DoF definition to the
current DoF (equation 4.7) (b) The maximum value reveals the optimum depth
of field in order to maximse peak intensity of a reconstructed object at the edge
of the field. The optimum depth of field is approximately ~1.7x smaller than
the zeros DoF condition (i.e DoFoptimum = 2.35λNA ). . . . . . . . . . . . . . . . 89
4.10 Anisotropy of confocal microscopy using formulae from Wilson [1]. Full ex-
pression of confocal anisotropy given by equation 4.10. Low NA approxima-
tion made by taking first two terms of Taylor expansion. . . . . . . . . . . . . 89
4.11 Anisotropy of reconstructed PSF against object field location, defined by dis-
tance away from centre of rotation. (a) Anisotropy ratio as given by equation
4.9, against object location per depth of field. (b) The x-axis can be scaled
to represent fixed focus on-axis OPT systems with different NA. This spe-
cific graph represents an aperture decrease of 0.5x (i.e DoF defined by Wall
definition, equation 3.20). . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.12 Ratio of FWHMs as given by equation 4.8, against anisotropy ratio for fixed
focus on-axis OPT. Raniso refers to the anisotropy ratio of a reconstructed ob-
ject at the edge of the field. . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
4.13 Simulation of radial and tangential line profiles through a reconstructed PSF
for a point object located at the maximum field location using fixed focus
on-axis OPT. (a) RDoF = 4, numerical aperture is that such that the DoF is
extended as in equation 3.20. (b) Numerical aperture is set to maximise the
peak intensity of the reconstructed object, RDoF ∼ 1.7. FWHM measurements
are made using a 20x objective with 0.4NA (full), and 1.325mm field. . . . . 92
4.14 Simulation of a reconstructed PSF for fixed focus off-axis OPT. Each PSF
corresponds to a point object located a distance z away from the centre of the
field. Shown is the xz profile. The green and red lines represent the radial and
tangential directions respectively. (a) uses the Walls DoF definition (equation
3.20) and (b) uses the zeros DoF definition (equation 3.19). In fixed focus
off-axis OPT, the NA must be reduced by a greater amount than dictacted by
the zeros definition as there is no accurate reconstruction of an on-axis object
at the rotation axis (top-left plot). . . . . . . . . . . . . . . . . . . . . . . . 93
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4.15 Radial line profiles of reconstructed PSFs for fixed focus off-axis OPT. Inten-
sity has been corrected for change in solid angle. (a) Depth of field extended
to cover half the FoV using the zeros definition in equation 3.19. (b) DoF
extended to twice the value of (a). (c) Anisotropy ratio (see equation 4.9) of
reconstructed PSF at increasing field positions. FoV is the objective field of
view. (d) Relative peak intensity of reconstructed PSF, corrected for change
in collection solid angle, for increasing field positions. . . . . . . . . . . . . 94
5.1 Adaptation of inverted microscope using OPT plate. (a) The OPT plate can be
easily installed and removed from a commercially available translation stage
(Marzhauser Wetzler). Figure adapted from [2]. Wide-field functionality re-
tained by removing OPT plate, and using relevant adapter provided with stage
(e.g multi-well plate or slide adapter). (b) Photograph of OPT plate in use on
an Olympus IX71 (Olympus Ltd). . . . . . . . . . . . . . . . . . . . . . . . 98
5.2 Aluminium OPT plate and required components. The sample chamber is sus-
pended from the upper plate. The sample is suspended in agarose within FEP
tubing that provided a refractive index matched environment with the water
immersion fluid. The angle between the upper plate and the lower plate can be
altered using the micrometer screw. Note that this is the primary design that
utilises Zaber NM11AS-T4 stepper motor (Zaber Ltd). The design available
as CAD, is the updated version with Zaber NM08AS-T4 (Zaber Ltd) and a
reduced chamber size. All other components are identical. . . . . . . . . . . 99
5.3 3D printed OPT plate and required components. Tilt correction between lower
plate and chamber applied through the flex point. . . . . . . . . . . . . . . . 100
5.4 Standard OPT alignment criteria. (a) The custom chamber is suspended from
an upper plate, with the lower plate seated in microscope stage. For alignment
purposes, the axis of rotation (red line) is adjusted until it is orthogonal to the
optical axis, setting the tilt angle φ ≈ 0. (b) In addition the axis of rotation
should be approximately centred on the camera sensor and rotated to align
with the sensor pixels, setting the shift δ ≈ 0 and rotation angle ζ ≈ 0. . . . . 102
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5.5 Fast standard OPT alignment procedure. (a) If the system is known to be tele-
centric and have motor stability over the entire acquisition (generally true up
to 4x magnification), as fast calibration procedure can be performed. Within
the calibration program (either Labview or µManager) a live stream displays
the combination of an image taken at 0° with another taken at 180°, which
has been flipped about its centre. If the system is aligned, these two images
should perfectly overlap. (b) From left to right, misalignment from rotation
(ζ ), translation (δ ) or tilt (φ ) leads to errors in image overlap. . . . . . . . . 103
5.6 Diagram of the full calibration procedure for standard OPT. Real data of flu-
orescent microspheres (200nm diameter), taken at 4x magnification. (a) Raw
projection from full-DoF OPT acquisition. (b) The spheres are found from
the raw projections, and their trajectories recorded using simple peak find-
ing MATLAB software (colour represents the same sphere through figs b-f).
(c) The mean value of the recorded x-positions provides the axis of rotation
(AoR) horizontal shift, δ from sensor centre, for each y−position. Applying
a linear fit, gives the AoR rotation angle ζ. (d) Sinusoid fitted to the recorded
x-positions for all sphere traces. (e) Recorded y-positions of the microspheres.
(f) Difference between recorded x-positions and fitted sinusoid. . . . . . . . . 104
5.7 Microscope schematic for fixed focus on- and off-axis OPT. Inverted micro-
scope that has been adapted for OPT. The only additional component inside
the microscope (indicated by the dashed box) was the aperture placed directly
behind the objective lens to reduce the NA. . . . . . . . . . . . . . . . . . . 105
5.8 Fixed focus on-axis OPT. (a) Maximum intensity projection along y-axis (axis
of rotation) through a reconstructed volume of fluorescent microspheres (4µm
diameter) embedded in 1% agarose. Projections acquired at 4x magnification,
reduced NA~ 0.028 (with an aperture of diameter 2.5mm placed directly be-
hind the objective). Note contrast has been enhanced in order to detail both
bright and faint objects. (b,c) Orthogonal MIPs through reconstruced volume.
(d) Minimum and maximum FWHM resolutions through 2D cross section of
microspheres, as a function of field position (distance away from rotation axis
in object space coordinates). (e) anisotropy ratio of spheres, given by equation
4.9, against field position. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
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5.9 Fixed focus off-axis OPT. (a) Maximum intensity projection along y-axis (axis
of rotation) through a reconstructed volume of fluorescent microspheres (4µm
diameter) embedded in 1% agarose. Projections acquired at 4x magnification,
reduced NA~ 0.055 (with an aperture of diameter 5mm placed directly behind
the objective). Note contrast has been enhanced in order to detail both bright
and faint objects. (b,c) Orthogonal MIPs through reconstruced volume. (d)
Minimum and maximum FWHM resolutions through 2D cross section of mi-
crospheres, as a function of field position (distance away from rotation axis in
object space coordinates). (e) anisotropy ratio of spheres, given by equation
4.9, against field position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.10 In vivo fixed focus off-axis OPT reconstruction of a 5 days post fertilization
transgenic (mpx:GFP) zebrafish, combining sequential fluorescence (for neu-
trophil GFP expression, shown in green) and transmission acquisitions (for
zebrafish morphology, inverted and shown in grey). (a,b,c) Orthogonal views
through 3D image. Acquired with NA~0.05. . . . . . . . . . . . . . . . . . . 108
5.11 (a) Magnified view of reconstruction within red box indicated in figure 5.10c,
and (b) line profile through neutrophils. Acquired with NA~0.05. . . . . . . . 109
5.12 Maximum intenisty projections through reconstruction of idential sample to
figure 5.10. (a) XZ maximum intensity projection, (b) XY, (c) YZ. Scale bar
is 100µm. Acquired with NA~0.05. . . . . . . . . . . . . . . . . . . . . . . 109
6.1 Focal Scanning (FS) OPT. (a) Top-down OPT schematic. The focal volume
(volume of the sample that is in focus at any instant) is limited by the objec-
tive NA. However the focal volume is scanned over the scan range to create a
pseudo-projection. For on-axis FS-OPT the scan range is equal to the whole
sample extent. This can be reduced to the front half of the sample for off-axis
FS-OPT. The pink, red and blue boxes represent 2D cross sections of volumes
within the object that are projected onto the image sensor within a resolu-
tion element. Note that the resolution element is smaller for FS-OPT than
standard OPT (see figures 3.6, 3.7). (b) Key components required for remote
FS-OPT (RFS). Unlike traditional focal scanning that uses a piezo objective
drive, the focal volume is swept remotely through the sample by driving a cur-
rent through the electrically tunable lens (ETL). In RFS-OPT the full objective
NA is used resulting in increased light throughput. In comparison to standard
OPT, the projection image is created through the integration of multiple focal
positions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
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6.2 Optical schematic of the microscope with the objective translated by b. The
objective is approximated by the primary focal lens and the aperture stop. . . 114
6.3 Optical schematic of the microscope with the ETL replacing the aperture in
the Fourier plane. The ETL represented as a thin lens of focal length f . The
ETL shape is described by the function, P0(x′,y′). . . . . . . . . . . . . . . . 115
6.4 Simulation comparison between fixed focus on-axis OPT and linear focal-
scanned on-axis OPT. (a) Normalised xy PSFs for fixed focus on-axis OPT.
The effective numerical aperutre, NAe f f is ~ NA5.75 , where NA is the numerical
aperture used for FS simulations (i.e the full objective NA). Therefore the DoF
~132·FWHM, where the FWHM is the lateral resolution at full objective NA,
using the Walls definition (equation 3.20). Assumes a refractive index, n = 1,
λ = 500nm. (b) Normalised xy PSFs for linear FS-OPT, SR:FWHM ~132. (c)
Simulated ambiguity function (standard OPT) and modified ambiguity func-
tion (FS-OPT) with line profiles corresponding to objects in the centre of the
SR (white), at the edge of the SR (green) and beyond the DoF (red). Cor-
responding xy-PSFs shown in (a-b). (d) Axial object space xz PSF profiles
for fixed focus on-axis OPT and linear on-axis FS-OPT. Note the horizontal
scales differ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.5 Simulation for focal-scanned OPT, with a sinusoidal focal sweep. Simulated
for SR:FWHM ~132. This can be directly compared to standard OPT and
linear FS in figure 6.4. (a) xy point spread functions for an object on axis
(white, z′′ = 0), at the edge of the scan range (green), and just beyond the scan
range (red). The colours correspond to the line profiles through the ambiguity
function. Each PSF has been normalised to highlight structural changes. (b)
Fractional difference in sinusoidal / linear focal-scanned ambiguity functions
(A fmod). Yellow areas indicate increased spatial frequency transfer, and blue is
decreased transfer. (c) Object-space xz PSF displaying axial profile. . . . . . 122
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6.6 Analysis of intensity variation when using focal-scanning OPT. Simulated for
RFS systems where the scan range > objective DoF (minimum SR:DoF=1).
(a) For both linear and sinusoidal FS, as the scan range is increased the relative
intenisty of the PSF formed from an object at z′′ = 0 decreases (normalised to
intensity at SR~DoF). (b) For an object at z′′ = 0 the peak intensity is less
when operating a sinusoidal sweep in comparison to a linear sweep. This is
also illustrated by comparing the axial PSF profiles in figures 6.4,6.5. (c) In
sinusoidal operation, the axial PSF profile is no longer invariant over the scan
range. An object at the edge of the SR has a greater intensity than an object
and the centre for larger SR. The ratio increases with scan range. (d) Plot
through (c) at x=0mm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.7 Simulation of the reconstructed PSF for a focal scanning OPT system, operat-
ing in linear (a) and sinusoidal (b) sweep modes. The scan range is set to the
SR = 132·FWHM. Object field position represented here by z (distance from
AoR). The green and red lines represent the radial
(
rφ⊥
)
and tangential
(
rφ∥
)
directions respectively (see figure 4.3a). For a linear scan, the reconstructed
PSF is approximately invariant within a cylindrical volume, with the diameter
set to the SR, centred on the axis of rotation. When z> SR2 the PSF has a char-
acteristic ’X’ shape and the intensity drops below zero in the radial direction.
In a sinusoidal scan, the PSF is no longer invariant over the SR volume. How-
ever the invariance is largely located at the extreme of the SR. Conceptually
the focal plane spends a longer amount of time at the edges of the SR, for a
given integration time (see axial profile in figure 6.5). Beyond the boundary,
the sinusoid system has the same characteristic ’X’ shape but with increased
prominence. All PSFs are displayed with their full dynamic range. . . . . . . 124
6.8 Optical schematic illustrating fluorescence excitation and emission paths for
standard OPT that requires and external relay to ensure telecentricity and RFS-
OPT. O objective, DM dichroic mirror, F1 excitation filter, F2 emission filter,
L1 excitation lens, L2 tube lens, M1 sliding mirror to enable imaging out
of microscope side port, CM removable cube mirror. External RFS-OPT re-
lay: L3 achromatic doublet, M1/M2 mirror cubes, ETL electrically tunable
lens. Conventional OPT relay: M4 mirror, L4/L5 achromatic doublets, AS
iris aperture stop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
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6.9 (a) Linear response of ETL current to focal plane position. Calibrated at 10x
magnification, 0.3NA, with n = 1.33. (b) Using the linear fit from (a) and
equation 6.11, ETL current can be plotted against relative focal plane position
for any objective magnification (for a given f3 ,n). . . . . . . . . . . . . . . . 129
6.10 (a) Experimental scan range investigated by offseting the scan range, while
measuring the intensity from a sample of microspheres. (b) Example inten-
sity variation of fluorescent microsphere, at different locations within the ex-
tended depth of field. ETL scan range set to oscillate between 144-194mA
at 10Hz, then stepped every 1mA (equivalent to a programmed SR~0.3mm),
10x objective, full NA~0.3. Separation of the peaks determines the exper-
imental scan range in terms of effective current range. (c) Scatter plot of
peak separation (see-left) against the lower bound of the ETL scan range, for
all microspheres in the image. Peak separation is significantly less than the
programmed amount (50mA). Variation in the amount of spherical aberration
induced by water-air boundary may cause the decreasing linear trend. . . . . 130
6.11 ETL imaging response, at increasing driving frequencies, taken at 10x mag-
nification, full NA~0.3. (a) Comparison between integration of discretely
stepped images (fixed sum), and a dynamic scan (1-100Hz) for a programmed
SR~20mA, within a small area of the captured image. (b) Repeated for an in-
creased programmed SR~60mA. (c) Difference in summed intensity between
fixed sum image and dynamically scanned images for both scan ranges. In-
tensity has been normalised in each image. (d) Ratio of the peak intensites
between the fixed sum image, and the equivalent dynamically scanned images. 132
6.12 Simulation of motor precession. (a) Geometry involved in the mathematical
derivation. Green ellipse represents position of the primary rotation axis over
the acqusition cycle, with (x,z) fixed coordinate system. (xm,zm) is the object
coordinate system. In the absence of precession and the AoR assumed to be
located at the origin, an object at (x0,z0) would be rotated by angle θ to the red
position (x1,z1). Over the entire cycle, the object traces out a sinusoid in x,z.
However with precession, the object is rotated to the blue position (x2,z2).The
difference between the coordinates represents the deviation of the object trace
away from an ideal sinusoid. In a parallel projection system we can observe
the deviation in x, ∆x. (b) Simulation of ∆x for φ = π2 , for increasing elliptical
eccentricities. The legend value corresponds to the ratio of minor:major ellipse
axis length, ab . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
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6.13 Experimental observation of stepper motor precession. Acquired using 20x,
0.4NA object (NA reduced for standard OPT modes) on sample of 4µm diam-
eter fluorescent microspheres. (a) Raw ∆x deviation for single microsphere
trace (blue), and moving-average (red). (b) Example of fitted sinusoid to
raw sinogram trace. (c) Average ∆x values for all microspheres in dataset.
Repeated for half-depth OPT, RFS-OPT x2 and region of interest OPT (see
chapter 7). Average precession in common to all acquisitions within ±0.5µm.
(d,e) Example of reconstructed microsphere acquired using RFS-OPT without
(d) and with (e) correction for motor precession. . . . . . . . . . . . . . . . . 135
6.14 Remote focal scanning OPT, acquired at ~13x magnification, using x20, 0.4NA
objective. ETL scan range set to maximum focal displacement (MFD), op-
erated at 10Hz. Integration time of 0.1s, 400 projections, with total acqui-
sition time of ~120s. (a) Maximum intensity projection along rotation axis
(y′′) through a reconstructed volume of fluorescent microspheres (200nm di-
ameter) embedded in 1% agarose, scan range at ~250µm (green-dashed cir-
cle represents SR, SR:FWHM~400). (b) Magnified region isolating the scan
range in (a). (c-d) Maximum intensity projections along x and z axis respec-
tively. Images thresholded to display bright and faint objects. (e) Minimum
and maximum FWHM resolutions through 2D cross section of microspheres,
as a function of field position (distance away from rotation axis in object space
coordinates). (f) Anisotropy ratio given by equation 4.9, against field position.
Note coloured areas are only qualitative boundaries for the majority of datum
(~90%) within (green) and beyond the MFD (grey), assuming a smooth con-
tinuous function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.15 Resolution and anisotropy measurents for standard OPT at ~13.7x magnifica-
tion. Measurements were taken on the same microsphere sample as in figure
6.14. (a-b) Minimum and maximum FWHM resolutions through 2D cross
section of microspheres for off-axis, NA~0.05 (a) and on-axis, NA~0.03 (b)
OPT, as a function of field position (distance away from rotation axis in object
space coordinates). Off-axis resolution ~5.5µm. On-axis resolution ~7.5µm.
(c-d) Anisotropy ratio given by equation 4.9, against field position for off-axis
(c) and on-axis OPT (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
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6.16 Direct intensity comparison using identical microsphere sample as in figure
6.14, for on-axis OPT, NA~0.03 (a), off-axis, NA~0.05 OPT (b) and RFS-
OPT (full NA~0.4). (c). (d) Logarithmic line profile highlights difference in
reconstructed intensity between the different OPT modalities. The change in
intensity is a result in the change of numerial aperture, affecting the collection
solid-angle. For RFS-OPT the reconstructions are now limited by the back-
ground created by the focal-scanning procedure rather than the read noise of
the camera. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.17 MIP taken from standard OPT 4x, NA~0.05 acquisition detailed in section
5.4. Red overlay represents the approximate size and FoV position, imaged
using a 20x objective, in figure 6.18 . . . . . . . . . . . . . . . . . . . . . . . 140
6.18 Comparison between standard on-axis OPT, NA~0.05 (green) and RFS-OPT,
full NA~0.4 (red) acquisitions on transgenic zebrafish, Tg(mpx:GFP). White
light transmission (inverted, greys) and fluorescence (green) measurements
taken sequentially. Fluorescence from GFP expressed in neutrophils. (a,c)
Maximum intensity projections along the x axis for standard and RFS-OPT
respectively. (b,d) yz cross sections through the reconstructed volume. Note
that the transmission channel is common to both systems (RFS-OPT). Acquis-
tion time for standard OPT was ~450s, RFS-OPT was ~150s. . . . . . . . . . 140
6.19 (a,b) Fluorescence channel from magnified regions from the cross section in
figure 6.18b,d (c,d) Associated line profiles. Note that the noise levels were
calculated as a median average over the entire fluorescence dataset. On-axis
OPT NA~0.05 (a,c), RFS-OPT full NA~0.4. . . . . . . . . . . . . . . . . . . 141
7.1 Region of Interest (RoI) OPT. Top-down OPT schematic. The focal volume
(volume of the sample that is in focus at any instant) is limited by the objec-
tive NA. However the focal volume is scanned over the scan range (SR) to
create a pseudo-projection. For RoI-OPT the SR covers a desired region of
interest, and is tracked in-depth over the acquisition cycle. The pink, red and
blue boxes represent 2D cross sections of volumes within the object that are
projected onto the image sensor within a resolution element. . . . . . . . . . 144
List of Figures 31
7.2 Drop-off of the peak intensity for PSF for objects beyond scan range. Intensity
profile for each SR has been normalised to the the intenisty at the centre of the
SR. (a) Linear scale of the magnitude of the scan range between 0-5x the
DoF (given by equation 3.19), against object location in terms of scan range
(maximum field position that can be reconstructed = SR/2). (b) Normalised
contour plot helps to identify transition between diffraction and SR limited
zones. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.3 Magnitude of the average error (σy¯) that is associated with the ETL offset
coordinated, yθ , measured per average error in pre-scan values (σy), over all
projection angles (θ). (a) 3D plot of the average error against the phase offset
of the pre-scan coordinates (φ), and the phase jump between pre-scan coordi-
nates (γ). (b) Projection of average error for all φ . . . . . . . . . . . . . . . 150
7.4 Region of Interest OPT, acquired at ~13x magnification, using x20, 0.4NA
objective. This can be directly compared with the RFS dataset in figure 6.14.
(a-d) Maximum intensity projections (MIPs) through reconstructed volume,
SR~65µm. (e) Minimum and maximum FWHM resolutions through 2D cross
section of microspheres, as a function of field position (distance away from
centre of RoI). (f) Anisotropy ratio given by equation 4.9, against field posi-
tion. Note coloured areas are only qualitative boundaries for the majority of
datum within (green) and beyond the RoI (grey), assuming a smooth continu-
ous function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.5 Comparison of reconstructed intensity through identical sample taken with (a)
RFS and (b) RoI-OPT, both acquired with NA~0.4. Red-dashed lines rep-
resent the approximate limit of the scan range. The line profiles are plotted
seperately on a log scale in (c). The RoI-OPT peak signal level increases by a
factor of ~8.5x over the RFS method, while the background level increases by
a factor of ~1.5x (net signal to background increase of ~5.5x). This result can
be directly compared with standard OPT acquisitions (figure 6.16). . . . . . . 153
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7.6 Simulation of streak artefacts with an angular sampling rate of ~8 projec-
tions/radian. The SR is displayed by the coloured region. The grey region
corresponds to areas outside of the scan range. The object is consistently at
2x the maximum field location. The top and bottom rows represent acquis-
tions that have been undersampled by a factor of ~1.5x and ~2.25x respec-
tively (white text). This is achieved by increasing the size of the FoV and
adjusting the DoF/SR for the standard/RoI systems respectively. Note the un-
dersampling rate is defined by the RoI system using equation 7.5, not using
the reduced NA required for on-axis OPT. For the equivalent size RoI, stan-
dard on-axis OPT creates streaks at a greater distance away from the object as
the FWHM resolution is larger. However due to the fast demodulation from
focal-scanning, there are significantly less streak artefacts within the desired
region of interest when using RoI-OPT. As the SR:FWHM ratio increases the
amount of streaks within the RoI decreases for RoI-OPT. . . . . . . . . . . . 154
7.7 Analysis of the streak artefacts within the desired region of interest. (a,b) Sim-
ulated with an angular sampling rate of ~8 projections/radian, FoV:FWHM
~130 with (a) ratio of the maximum streak intensity to the peak intensity of
a reconstructed PSF that is centred of the axis of rotation (field location = 0).
Each color trace represents an object at increasing field locations. The rapid
jump occurs when the scan range is large relative to the object location. Con-
ceptually the object is not defocussed enough to avoid the backprojection of
streak through the RoI. Each trace is terminated when the object lies within
the scan range. (b) The relative standard deviation of pixels values within the
scan range relative to the peak intensity of a reconstructed PSF, centred on
axis. (c,d) Simulated with an angular sampling rate of ~16 projections/radian,
FoV:FWHM ~130. When the SR is large compared to the FWHM (~>20x),
the angular sampling rate affects the intensity of the streaks (and as a conse-
quence the standard deviation with the RoI), but does not change the location
at which focal scanning cannot remove streak artefacts (shown by the consis-
tency of contour location in b,d). . . . . . . . . . . . . . . . . . . . . . . . . 156
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7.8 (a) The position at which streak artefacts start to become significant is taken as
the first significant increase in the gradient of the line profiles shown in figure
7.7a. Using a linear regression model, we estimate that for objects beyond
1.5x SR, no significant streak artefacts are created (Note that this only applies
if you are in a scan-range limited regime, see figure 7.2). Using the x-intercept
value, no signifcant streaks are created for objects that are ~10x the FWHM
resolution. (b) For angular sampling rates that are below the blue surface,
streak artefacts are generated within the RoI by objects that are also within
the RoI. For rates between the red mesh and blue surface, streaks are created
within the RoI by objects beyond the RoI. For rates above the red mesh, no
significant streak artefacts are created within the RoI. . . . . . . . . . . . . . 157
7.9 Single xz−slice from reconstructed volume of fluorescent microspheres (200nm
diameter). Both datasets acquired at NA~0.4. RFS dataset is identical to the
set analysed in figure 6.14. RoI-OPT dataset identical to figure 7.4. The red-
dashed circle represents the approximate experimental scan range (SR), which
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Chapter 1
Thesis Overview
This thesis reports the progress I have made in the understanding, development and application
of optical projection tomography (OPT) techniques. OPT is a tomographic 3D imaging tech-
nique that is widely applied to imaging transparent biological samples. A key motivation for
this research was to develop robust and low-cost OPT microscope instrumentation for imag-
ing sub-mm samples, including live organisms such as zebrafish embryos, noting that OPT
was originally developed as a mesoscopic imaging technique for application to cm scale sam-
ples such as chemically cleared cleared organisms or excised tissues. To this end I designed
and implemented components to adapt an existing standard fluorescence microscope for OPT,
thereby removing the necessity for a custom-built OPT system, by utilising existing lab space
and equipment. A second motivation was to improve the spatial resolution and light collec-
tion efficiency of OPT, in order to generate higher quality 3D images with reduced acquisition
times. I approached this by developing OPT with remote focal scanning and extended this to
image sub-volume regions-of-interest in larger samples. A third goal was to unite all the OPT
acquisition modalities under a single mathematical framework. This allowed me to make a
rigorous comparison between OPT and conventional x-ray CT methods, while also providing
a foundation for future development.
This thesis can be broken down into four distinct areas: an introduction to x-ray CT and
the mathematics of OPT (chapters 2-3), advanced analysis of the standard OPT methods with
associated construction of open-source OPT hardware (chapters 4-5), development of an ad-
vanced focal scanning telecentric OPT system (chapters 6-7), and the development of new
non-telecentric OPT microscopy methods (chapters 8-9).
The first section includes an overview of 3D microscopy methods in chapter 2, outlining
their relative restrictions and advantages, as well as a brief discussion on optical clearing meth-
ods for ex vivo OPT. The following chapter introduces computed tomography in the form of
x-ray CT, concentrating on the standard mathematical expressions for the forward and inverse
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transforms. Chapter 3 introduces the standard methods of OPT. This includes the equivalent
forward transform for the optical system, based on the Fresnel approximation to the Kirchoff
diffraction integral. It then compares the x-ray and optical tomographic method, and lists the
two common physical OPT systems that approximate an x-ray CT system. The information
and formulae in these chapters are based on previous research that I have recast and explained
in my own format, indicating any exemptions. I have chosen to use scalar notation for the
mathematics although all the formulae could alternatively be represented in vectoral form.
The next two chapters explore the standard methods of OPT, both theoretically and ex-
perimentally. Chapter 4 introduces an advanced mathematical framework for standard OPT
that utilises the ambiguity function. The framework allows for the comprehensive simulation
of standard OPT modes of operations, enabling comparison of the collection efficiency and
resolution isotropy of reconstructed images. Chapter 5 applies these mathematical principles
to an experimental system, detailing the design of OPT hardware that is inexpensive and made
accessible through open sharing of design, components and software. This chapter further
details the basic calibration and alignment procedures required for OPT data acquisition.
The third area explores the development of an advanced focal scanning telecentric OPT
system that addresses some of the limitations of the standard OPT method. Chapter 6 explores
remote focal scanning (RFS) OPT. A similar mathematical framework is developed that allows
comparison between standard and focal scanning modes, as well as a comparison between
different modes of focal scanning (i.e. sinusoidal vs. linear). Resolution limits, artefacts and
instabilities are investigated both theoretically and experimentally, and RFS-OPT is applied to
a biological in vivo sample (larval zebrafish), demonstrating increased spatial resolution and
decreased acquisition time.
The focal-scanning concept is further extended for region of interest (RoI) OPT, covered
in chapter 7. A simulation illustrates how RoI-OPT allows the imaging of sub-regions within
larger samples without the artefacts created by the equivalent x-ray CT system. Additionally,
the pre-acquisition procedure necessary for region tracking is described, including optimisa-
tion based on error analysis.
The last two chapters discuss the development of a new microscopic OPT technique that
deviates from the parallel ray assumption. Chapter 8 presents the derivation of the optical
transform for a non-telecentric OPT system, explores the comparison with cone-beam CT and
discusses the necessary modifications to the 3D image reconstruction procedure. Chapter 9
extends the RoI method to utilise both lateral and axial tracking of a sub-volume RoI. This
is referred to as sub-volume (SV) OPT. In combination with non-telecentric OPT theory this
allows the implementation of a compact OPT system capable of imaging small regions within
whole specimens with up to 50x magnification. The chapter also reports attempts to combine
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SV-OPT and RFS-OPT. However the theoretical model (after accounting for experimental
deviations) in not invertible using the standard reconstruction methods.
Finally chapter 10 discusses the outcomes and conclusions of the work reported in this
thesis, with associated suggestions for future research.

Chapter 2
Methods for 3D Imaging of Biological
Tissues
The use of visible radiation has been widely applied in the study of cells and thin samples
on microscope slides. Biological specimens interact strongly with photons at visible energies.
Due to this strong interaction, a wealth of information is available to biologists wanting to
study both the anatomical structure and functional processes of specimens. However only
relatively recently have modalities been developed to study biological samples that are ap-
proaching the scale of millimetres across. Section 2.1 introduces the current methods for 3D
imaging, using both direct and indirect methods.
The capabilities of 3D visible imaging methods, are limited to the regime where samples
are largely transparent and the readout consists predominantly of non-scattered light. Section
2.2 discusses the chemical clearing of scattering samples (ex vivo) to ensure transparency.
Alternatively if the sample is sufficiently transparent, it is possible to perform in vivo imaging
using inherently transparent or genetically mutated specimens.
2.1 Direct vs Indirect Methods
3D imaging techniques can generally be split into two categories: direct and indirect imaging.
The majority of conventional 3D microscopy techniques take a direct imaging approach. In
direct imaging, no post processing is required to transform the acquired raw data into a 3D
image. As an alternative to direct imaging, indirect imaging aims to manipulate the raw data
in order to reconstruct the 3D structure. Sections 2.1.1 and 2.1.2 explore common modalities
for both methods.
50 Methods for 3D Imaging of Biological Tissues
2.1.1 Direct 3D Imaging
As there is no post-processing of the raw data, direct imaging requires optical sectioning.
In optical sectioning, each image is a slice through the object similar to a physical section in
histology [4]. In other words only information from the focal plane is recorded in the image. In
comparison, wide-field microscopy acquires information from all depths, modulated in spatial
frequency by the optical system. By disregarding the information from planes away from the
focal plane, the signal can be resolved to a single plane. As such the optical system now has
an axial resolution, or in other words, the system has the ability to discern between axially
displaced objects.
A 3D image is built up by stitching together multiple 2D optical sectioned images. Typ-
ically biologists will use Laser Scanning Confocal Microscopy (LSCM) to construct a 3D
distribution of the fluorescent markers within their sample [5]. Confocal imaging involves
placing a pinhole in front of the detector (or multiple pinholes if using a Nipkow disc [6, 7]).
In combination with point-source excitation, this ensures a low probability for light passing
through the pinhole from above and below the focal plane, whilst the light from the focal
plane is almost entirely transmitted. In this way 3D images can be built up from scanning the
focussed laser spot across the sample in 3D. LSCM is widely available and proven to provide
reliable and accurate results. A schematic is shown in figure 2.1a.
The optical sectioning capabilities of LSCM are limited by the size of the pinhole. At
small pinhole diameters the sectioning ability is greatest, but the total signal throughput is
poor, leading to low signal-to-noise levels or long integration times. A large pinhole has a
higher throughput but the resolution and sectioning capabilties are degraded [1].
Multiphoton laser scanning microscopy [8] excites through 2-photon absorption. This
avoids out-of-plane photo-bleaching since nonlinear absorption is localised to the focal plane
only (high intensity). The excitation uses a longer wavelength, which typically propagates fur-
ther in biological tissues due to a reduction in the scattering coefficient at red wavelengths [9].
This results in a greater penetration depth, and the ability to image larger specimens/tissues in
comparison to confocal microscopy. Additionally as a pinhole is not required at the detector,
there is no trade-off between sectioning strength and throughput. The sectioning strength is
determined by the volume of fluorescence emission due to the nonlinear absorption process.
In both confocal and multiphoton scanning, the pixel-to-pixel scanning can result in rela-
tively slow data acquisition, and the optical system has anisotropic resolution (axial resolution
poorer than lateral).
As an alternative to LSCM, there is a strong movement towards developing various meth-
ods of light sheet microscopy (LSM) [10]. In light sheet microscopy a laser beam is focussed
into a light sheet, typically using a cylindrical lens. This is illustrated in figure 2.1b. Any
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(a) (b)
Figure 2.1: (a) Laser scanning confocal microscopy. A laser is focussed through a pinhole
onto the sample to excite fluorescence (Note excitation and emission paths seperated here for
illustration only). This is shown here as a single spot, but in modern confocal microscopes
multi-spot excitation is used in combination with a Nipkow disc. The fluorescence emission
is collected back through the objective and focussed through a pinhole onto the detector. This
action performs optical sectioning. The laser spot (s) are then scanned in 2D to image a
single plane. The 3D image is built up by imaging muliple planes in the sample. (b) Light
sheet microscopy. The sample is excited in a single plane through a sheet of laser light,
propagating orthogonal to the imaging objective. The fluorescence from a single plane is
collected simulataneously. The plane and imaging objective are then stepped axially to build
up a 3D stack.
recorded fluorescence can then be assumed to derive from this light sheet and optical section-
ing is achieved in 2D without scanning. The sheet is then axially stepped through the sample
to acquire a 3D image. The illumination and imaging arms are typically orthogonal to each
other, although new techniques can measure through a single objective and transform the infor-
mation in a post-processing procedure [11, 12]. The lateral resolution of LSM is determined
by the imaging objective, and the axial resolution is determined by the light sheet thickness.
However a light sheet is only ’thin’ over a small area due to the diffraction of gaussian beams,
and as such there is a trade-off between sample size and isotropy (larger sample sizes require a
thicker light sheet, which reduces the axial resolution). Alternative illumination methods such
as Bessel [13] and Airy beams [14] have been developed to address this.
These direct optically sectioning techniques rely on structured illumination (e.g. the light
sheet in LSM) and/or high peak power excitation (e.g. required for the nonlinear absorption in
multiphoton microscopy), and therefore require coherent light sources (i.e. lasers). Addition-
ally they often require relatively complex experimental architectures (e.g. 2D/3D scanning in
confocal and multiphoton, orthogonal illumination and imaging axes in LSM, etc) and as a
consequence tend to be expensive and/or challenging to implement, particularly for inexperi-
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enced users.
2.1.2 Indirect 3D Imaging
Indirect imaging reconstructs the 3D distribution from the raw data. This involves the retrieval
of axial information without physical optical sectioning. Widefield microscopy acquires a
2D image on a parallel array of detector elements, containing information from all depths.
Indirect imaging methods can be defined by the retrieval of axial information using virtual
optical sectioning techniques or direct reconstruction of the whole 3D distribution.
Deconvolution microscopy aims to retrieve axial information, by virtually sectioning the
raw data, using knowledge of the microscopes optical transfer function [15]. This process
is potentially more efficient than physical optical sectioning using confocal microscopy as
no detection pinhole is required [16] and the image can be acquired in parallel. However
the effectiveness of the deconvolution process is sensitive to sample dependent aberrations,
although blind deconvolution approaches have been developed that attempt to accomodate for
this [17]. A 3D deconvoled image can be built up from a stack of 2D images.
Another physical/virtual sectioning method is structured illumination [18]. The sample is
illuminated with a grid structure, such that after imaging, only in-focus information is mod-
ulated at the high spatial frequency of the grid (see figure 2.2a). The grid structure is shifted
and another image acquired. After three images have been acquired the underlying optical
sectioned image can be reconstructed [18]. A 3D image can then be built up from a stack of
2D optical sectioned images. This concept has been extended in the form of structured illu-
mination microscopy (SIM, [19]) that surpasses the diffraction resolution limit of widefield
microscopy. This is possible as the final SIM image is reconstructed from both shifted and
rotated grid illumation patterns. SIM has advantages over direct optical sectioning methods
as a coherent light source is not necessarily required, the acquisition process is relatively fast,
and it can be used for white-light transmission measurements. However there is a dynamic
range problem for large 3D samples as the majority of the information is rejected in the recon-
struction process.
Light-field imaging is an indirect 3D imaging method [20] that places a microlens array in
the image plane, and a camera sensor is placed in the focal-plane of the microlens array (see
figure 2.2b). Each microlens now acts as the limiting resolution element. The distribution of
light that hits the camera sensor is indicative of the propagation angle from the object (i.e dif-
ferent angular views). The angular views can be used to reconstruct the object. The technique
is limited by the trade off between resolution (axial/lateral) and the sample size [21]. The num-
ber of angular views is proportional to the number of pixels behind the microlens [22] (i.e size
of the microlens). The larger the microlens, the greater the number of views which improves
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Figure 2.2: Indirect 3D imaging methods. (a) Structured illumination microscopy (SIM) can
be performed in either white light transmission or with fluorescence. The sample is illuminated
with a grid pattern and an image is recorded. Three images are taken with translated grid
patterns (red arrow). As the high spatial frequenices modulation of the grid is applied only
to the focal plane, the three images can be used to disregard out-of-focus information and
achieve virtual optical sectioning. A 3D image is recorded from a stack of 2D SIM images.
(b) Light-field microscopy. A microlens array placed in the image plane allows analysis of the
angular divergence of information from the sample. The technique is limited by the amount
of angular information it can retrieve from a single shot (i.e without any rotation).
axial resolution but reduces the lateral resolution. Typically the axial resolution is ~2x worse
than the lateral resolution [23]. The natural extension of this idea is tomography. In tomog-
raphy either the sample or light source-detector are rotated such that a series of projections
are recorded with a spread of angular information. One example is diffraction tomography,
which is typically used for imaging single cells, and is capable of measuring the refractive
index distribution in 3D [24].
This thesis develops a tomographic technique based on optical tomography. This is a rel-
atively new imaging modality akin to x-tay computed tomography (CT), though in the optical
region of the electromagnetic spectrum rather than at x-ray energies. Optical computed to-
mography follows identical principles as its x-ray analogue. The technique does not rely on
optical sectioning, instead rotating the sample and collecting projection images over 180°. A
computer algorithm is required to reconstruct the 3D object distribution from the projection
images. Further discussion available in section 3.1.
The relatively simple technique can be applied for both white-light transmission and fluo-
rescence emission measurements, illustrated in figure 2.3a, 2.3b. Simulations based on white-
light transmission measurements were developed for microscopes in 1994 [25]. It was first ap-
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Figure 2.3: Conventional OPT 3D imaging methods. (a) White light transmission measure-
ments. Collimated white light is focussed onto the sample (in Kohler illumination) with the
illumination numerical aperture reduced such that the illumination depth of field covers the
entire sample. Light is absorbed through the sample due to the sample’s structural proper-
ties. The transmitted light is collected by an imaging objective with the detection NA again
reduced such that the DoF covers the entire sample. (b) Epi-fluorescence OPT. Excitation
light is focussed incoherently onto the sample, in epi-fluorescence from above, but there is no
general restriction on the direction of fluorescence excitation. Unlike the techniques shown
in figure 2.1b,2.1a, fluorescence information is collected from the entire depth of the sample.
The sample is rotated and a series of projection images are recorded.
plied in a practical situation in conjuction with gel-dosimetry for high resolution 3D imaging
of dose distributions [26]. James Sharpe applied the technique to cleared biological specimens,
observing both white-light transmission and fluorescence distributions as Optical Projection
Tomography (OPT) in 2002 [27]. It originally provided a three-dimensional microscopic tech-
nique capable of imaging specimens up to ~15 millimetres across [28, 29].
These 3D imaging methods have several advantages over direct appoaches. They typically
do not require a coherent light source such as a laser, which potentially reduces the total cost.
In addition the majority rely on post-processing rather than physical configurations, moving
the complexity to computuational processes. This decreases the challenge of implementation
(e.g alignment) if the appropriate software is provided.
One of the main challenges presented by indirect imaging compared to direct methods is
reduced dynamic range. In wide-field systems both in-focus and out-of-focus light is incident
on the camera, and consequently the useful signal is a fraction of the total signal acquired. For
example, the modulated in-focus signal in structured illumination is acquired with an out-of-
focus offset. The relative contribution of these two signals is determined by the depth of field
with respect to the sample size (i.e. its axial extent), and the sample structure (e.g. the 3D
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fluorescence distribution).
There are alternative indirect 3D imaging techniques that operate in the non-optical regime
such as micro-magnetic resonance imaging, micro-computed tomography (x-ray) and ultra-
sound. These are miniaturised versions of their human-scale counterparts, and are optimised
for imaging highly scattering tissues (in the visible). However the resolutions of these tech-
niques, are inferior to optical methods. For further discussion and comparison of these meth-
ods see review by Ntziachristos [9].
2.2 Imaging of Thick Tissues using Optical Clearing Agents
When imaging through tissue there is significant degradation of both contrast and image reso-
lution with increasing depth due to the scattering of light within the tissue. In general tissue can
be decomposed into structural scaffolding and the surrounding media. Structural scaffholding,
such as collagen and elastin fibres, have high refractive indices, while the surrounding media
generally has a lower refractive index (interstitial fluid and cytoplasm). The refractive index
mismatch leads to scattering, which degrades image quality. Tissue optical clearing methods
use optical-clearing agents (OCA) to reduce this mismatch by replacing the surrounding media
with a high refractive index fluid [30].
However the efficacy of optical clearing differs significantly from tissue to tissue and is
therefore hard to predict. It is theorised that this is due to multiple mechanisms of optical
clearing. The first being the refractive index matching between the tissue and extracellular
space [31]. Secondly hyperosmotic agents, such as glycerol, cause dehydration of tissues,
which decreases the thickness of the tissues, creating more order within the tissues, leading
to increased optical transmittance [32]. Thirdly dynamic interactions between the OCA’s and
the tissue can cause dehydration or a change in tissue structure temporally leading to optical
clearing [33]. There are inevitably other mechanisms also contributing to optical clearing yet
to be studied.
Optical clearing is very effective at decreasing scattering, enhancing image resolution at
depth. However it is detrimental to in vivo tissues, causing necrosis on skin with the effects on
internal tissues yet to be studied. As such clearing a whole specimen in vivo would be fatal.
Clearing methods are limited to full clearing of ex vivo samples, or partially clearing of in vivo
samples, such as clearing a section of the dermis [30].
Typically optical projection tomography uses benzly alcohol-benzyl benzoate (BABB) so-
lution in combination with alcohol as an OCA. Sharpe’s orignal OPT system was capable of
imaging developing nerve tracts in BABB cleared mouse embryos at a resolution of ~5-10μm,
but as the embryos had been cleared and fixed it precluded the use of OPT on live samples.
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This work in this thesis does not include the development or comparison of clearing tech-
niques, but utilises inherently low-scattering phantoms as calibration samples and transgenic
larval zebrafish for in vivo imaging. This section was included as it is important to understand
that OPT (and most other optical 3D microscopy methods) acts under the low-scattering as-
sumption, and for samples that are not inherently low-scattering they must be optically cleared
prior to 3D imaging.
Chapter 3
Basics of Optical Projection Tomography
Optical projection tomography is often described as the optical analogue of x-ray computed
tomography. As a consequence it is important to understand the mathematics of x-ray CT, both
the forward model and reconstruction procedure. This chapter covers introductory mathemat-
ics for x-ray CT in parallel and diverging geometries and an introduction to the mathematics of
OPT. Unless otherwise stated, the information contained in this chapter is accepted knowledge
and formalism.
3.1 Mathematics of X-Ray Transforms
The x-ray transform describes the number of photons hitting the detector and depends on how
the object and source are distributed, as such it represents the forward model (i.e how the
system propagates the object function to projection space).
The geometry of the tomographic system is defined by the propagation direction of the
x-ray bundles. If the x-rays propagate parallel with respect to each other the system is said
to operate in a parallel-beam geometry. In practice this will require either a point source and
detector pair, or a collimated planar source and detector pair. The geometry of this system (in
2D) is shown in figure 3.1.
The derivation of the x-ray transform can be found in Buzug [34], or Kak and Slaney [35].
The result for 2D is given by equation 3.1, where µ is the distribution of attenuation coeffi-
cients within the object. Note that (x′′,z′′) represents the space of the object function, (x,z)
represents the space of the image function, and (t,θ) represents the space of the projection
function (Radon space).
χ(t,θ) =
∫∫ ∞
−∞
µ(x′′,z′′)δ (x′′ cosθ + z′′ sinθ − t)dx′′dz′′ (3.1)
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(a) (b)
Figure 3.1: (a) 2D parallel beam tomography. Ray r⃗ propagates through the sample at an angle
θ relative to the z′′ axis. The virtual detector lies on the t axis. (b) In x-ray CT, a projection is
taken at an angle θ . Ray r⃗ propagates through the sample and the x-ray transform is given by
the sum of the attenuation coefficients µ(x′′,z′′) in the rˆ direction through a thin pencil of (a)
width ∆t (shaded blue area), in the limit (∆t → 0).
The x-ray transform for 3D parallel geometry can be derived by extending the 2D transform
over multiple slices and is given by equation 3.2. The delta function represents a sampling
function. In this case it samples a line in 3D space, orthogonal to the (y, t) axis, at the y′′
coordinate. The delta function in y′′ has been explicity left due to a necessary comparison
with the optical system in section 3.4.
X-ray Parallel Transform
χ(t,y,θ) =
∫∫∫ ∞
−∞
µ(x′′,y′′,z′′)δ (x′′ cosθ + z′′ sinθ − t,y′′− y)dx′′dz′′dy′′ (3.2)
3.1.1 Derivation of Diverging X-Ray Transforms for Fan and Cone Ge-
ometries
This section derives the x-ray transform for fan and cone geometries from the generic diverg-
ing beam transform. To my knowledge the transforms have not been previously published in
this form. A full derivation is available in appendix C.1.
The diverging beam transform is taken from Hamaker et al. [36] and has been cast below
3.1 Mathematics of X-Ray Transforms 59
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Figure 3.2: (a) Fan-beam coordinate system (ζ ,β ) in relation to the fixed coordinate
system(x′′,z′′). The rotation angle of the sample/detector is given by β . The ray r⃗ that hits
the virtual detector ζ , at projection angle β , fan-angle γ in fan-geometry is equivalent to a ray
hitting virtual detector t at angle θ in a parallel geometry. (b) Cone-beam coordinate system
(ζ ,σ ,β ) in relation to the fixed coordinate system(x′′,y′′,z′′). The geometry can be described
by fan-angle γ and cone-angle κ , and the distance between the source and detector, R.
as a 2D radial divergence, representing a fan geometry, as shown in figure 3.2a.
χ f (ζ ,β ) =
∫ ∞
0
µ(x′′,z′′)dr (3.3)
If the object exists in the region r > 0 then the x-ray transform in fan-beam geometry is
equivalent to the 2D Radon transform along the vector r⃗ [34]. The ray r⃗ that hits the virtual
detector ζ , at projection angle β in fan-geometry is equivalent to a ray hitting virtual detector
t at angle θ in a parallel geometry. This equivalence allows the derivation of the fan-beam
transform, given by equation 3.4.
X-ray Fan-Beam Transform
χ f (ζ ,β ) =
√
R2+ζ 2
R
∫ ∞
−∞
µ(x′′,z′′)δ
[
x′′ cosβ + z′′ sinβ − ζ
R
(R+η)
]
dx′′dz′′ (3.4)
This equation states that the effective lateral position of an object in the fan-beam projec-
tion is dependent on η (how deep it lies within the object at that projection angle), and the
effective distance between the source and the detector, R. The x-ray transform for cone-beam
geometry is very similar to that of fan-beam geometry. The diverging transform cast into 3D
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radial divergence is given by,
χc(ζ ,σ ,β ) =
∫ ∞
0
µ(x,y,z)dr
The cone-beam rotated coordinate frame is illustrated in figure 3.2b, and can be described by
fan-angle γ and cone angle κ . The detector coordinates are given as (ζ ,σ) . This form of the
x-ray cone beam transform given by equation 3.5 (see appendix C.1 for full details).
X-ray Cone-Beam Transform
χc(ζ ,σ ,β ) =
√
R2+ζ 2+σ2
R
∫ ∞
−∞
µ(x′′,y′′,z′′) · · ·
· · ·×δ
(
x′′ cosβ + z′′ sinβ −ζ
(
1+
η
R
)
,y′′−σ
(
1+
η
R
))
dx′′dy′′dz′′
(3.5)
3.2 Introduction to X-Ray Computed Tomography
Computed tomography involves the reconstruction of the object function based on projection
information collected over a range of angles. This involves calculating the inverse of the
x-ray transforms listed in section 3.1. This is commonly completed using a method called
filtered back projection (FBP). FBP is a method that relies on the equivalence between the
x-ray transform and the Radon transform [37] (see appendix C.2). The full derivation for FBP
requires knowledge of the fourier slice theorem (appendix C.6), and is derived in appendix
C.7. In summary, the inversion of the parallel x-ray transform using FBP is given by equation
3.6 [34]. Here (t,y) are the detector coordinates, χ(t,y,θ) is the raw projection taken at
projection angle θ , (x,y,z) are the reconstruction coordinates and w is the spatial frequency of
the t-domain.
Filtered Back Projection for Parallel Projections
f (x,y,z) =
∫ π
0
∫ ∞
−∞
χˆ(w,θ ,y)ei2πw(xcosθ+zsinθ)|w|dwdθ (3.6)
χˆ(w,θ ,y) =
∫ ∞
−∞
χ(t,y,θ)e−i2πwtdt
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Computationally this requires two steps:
1. Filter projections with either a de-blurring kernel (kr) in real space, or a ramp filter in
frequency space
χ f ilt(t ′,y,θ) =
∫ ∞
−∞
χ(t,y,θ) · kr(t ′− t)dt
where,
kr(Φ) =
∫ ∞
−∞
|w|ei2πw(Φ)dw (3.7)
2. Perform backprojection over 180°
f (x,y,z) =
∫ π
0
χ f ilt(t ′,y,θ)dθ
For fan-beam CT there is an equivalent FBP algorithm based on the diverging geometry. The
full derivation is available in Buzug [34], Kak and Slaney [35]. The equation for FBP in fan-
beam geometry is given equation 3.8. Note that the detector axis is now given by ζ and the
projection angle is β (not equivalent to (t,θ)) as shown by figure 3.2a.
Filtered Back Projection in Fan Beam Geometry
f (x,y,z) =
1
2
∫ 2π
0
R2
U2
∫ ∞
−∞
χˆ f (w,y,β )|w|ei2πwζ ′dwdβ (3.8)
χˆ f (w,y,β ) =
∫ ∞
−∞
R√
ζ 2+R2
·χ f (ζ ,y,β )e−i2πwζdζ
ζ ′ = R
xcosβ + zsinβ
R− xsinβ + zcosβ
U = R+ zcosβ − xsinβ
The formula states that the reconstruction procedure is as follows:
1. Multiply the fan-beam projection data by a pre-filtering factor. This pre-multiplying
factor cancels out the extra factor in the x-ray fan-beam transform (equation 3.4).
χ fweighted(ζ ,y,β ) =
R√
ζ 2+R2
·χ f (ζ ,y,β )
2. The result is filtered either using convolution with the de-blurring kernel, kr (same as
for parallel FBP, equation 3.7) in real space or by multiplication by the ramp |w| in
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frequency space.
χ f f ilt (ζ
′,y,β ) =
∫ ∞
−∞
χ fweighted(ζ ,y,β ) · kr
(
ζ ′−ζ)dζ
3. Perform a weighted backprojection over 360°. The detector coordinates to be back-
projected across are described by ζ ′ and the backprojection is weighted by 1U2 . Where
U = R+ zcosβ − xsinβ , which is equivalent to the distance from the source to the
backprojected coordinate (x,z) at angle β .
f (x,y,z) =
1
2
∫ 2π
0
R2
U2
·χ f f ilt (ζ ′,y,β )dβ
Note that backprojection in fan geometry requires projections taken over 360°, in order to
equally sample Radon space. However short scan procedures are possible by applying ad-
ditional weighting procedures to the raw projections as detailed in appendix C.8 and Buzug,
Turbell [34, 38].
Reconstruction in standard cone-beam geometry, described in section 3.1.1, cannot be per-
fectly reconstructed using filtered back projection. This is due to the Tuy-Smith sufficiency
condition [39], see appendix C.3 for more details. For a circular source motion (i.e simple ro-
tation), the most popular reconstruction method, namely the approach proposed by Feldkamp,
Davis and Kress (FDK) [40], is an algorithm that approximates the object function by decom-
posing the cone-beam projections into a series of fan-beam projections. The full derivation is
listed in Buzug [34]. The FDK formula is given by equation 3.9.
FDK Formula for Cone-Beam Reconstruction with a Planar Detector
f (x,y,z) =
1
2
∫ 2π
0
R2
U2
∫ ∞
−∞
χˆc(w,σ ,β )|w|ei2πwζ ′dwdβ (3.9)
χˆc(w,σ ,β ) =
∫ ∞
−∞
R√
R2+ζ 2+σ2
·χc(ζ ,σ ,β )e−i2πwζdζ
ζ ′ =
R(xcosβ + zsinβ )
R− xsinβ + zcosβ
σ = y
R
R− xsinβ + zcosβ
U = R+ zcosβ − xsinβ
The reconstruction procedure can then be described as follows:
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1. Apply multiplying factor prior to filtering
χcweighted(ζ ,σ ,β ) =
R√
R2+ζ 2+σ2
·χc(ζ ,σ ,β )
2. Filter projections with either a de-blurring kernel in real space, or a ramp filter in fre-
quency space (exactly the same as for parallel reconstruction)
χc f ilt (ζ
′,σ ,β ) =
∫ ∞
−∞
χcweighted(ζ ,σ ,β ) · kr
(
ζ ′−ζ)dζ
3. Perform a weighted backprojection over 360°. The detector coordinates to be backpro-
jected across are described by (ζ ′,σ) and the backprojection is weighted by 1U2
f (x,y,z) =
1
2
∫ 2π
0
R2
U2
·χc f ilt (ζ ′,σ ,β )dβ
The reconstruction method is an approximation due to incomplete sampling of the Radon
values (see appendix C.9). The main artefact generated by the FDK algorithm is blurring
along the vertical axis, σ , for planes σ ̸= 0. The amount of blurring increases with distance
from the origin. See figure 3.3 for a summary on the different reconstruction procedures.
3.2.1 Angular Sampling Requirements
The reconstruction formulae described in the previous sections assumed an infinite number
of detector elements, with projections at infinitesimal angular increments (i.e a continuous
Radon function). In reality the detector has a certain resolution limit and the continuous Radon
function is discretised. If the sampling is sufficient, the reconstruction can be performed up
to the limiting resolution without the generation of artefacts. The formula for the minimum
number of projections is derived in appendix C.10, and is given by equation 3.10. Here Npmin
is the minimum number of projections taken over 180° to avoid streak artefacts, wmax is the
maximum spatial frequency, tmax is the spatial limit of the detector, and Nd is the number of
detector elements.
Npmin ≥ 2πwmax · tmax =
πNd
2
(3.10)
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Figure 3.3: Reconstruction procedure. (a) A collection of 1D projections over 360° forms a
sinogram. (b) In parallel-beam CT, the sinogram is filtered by a ramp function in frequency
space. From the filtered data, a single column is computationally backprojected at the same
angle is was acquired at. This requires interpolation of 1D data into a 2D grid. (b) In fan-beam
CT, the acquired projections are first weighted then filtered. The filtered data is backprojected
in a fan shape representing the acquisition geometry. This procedure agains requires interpola-
tion of 1D data into a 2D grid (appoximately equal time to compute as parallel-beam CT). (c)
In cone-beam CT, the sinogram contains projection information from the 3D distribution, and
the filtered data is backprojected in a cone-shape. This requires interpolation of 1D data into
a 3D grid (computationally expensive). In reality instead of backprojecting information from
one detected pixel across image space, the contribution to a 2D image plane are calculated
and interpolated from the filtered projections (interpolation of 2D data into a 2D grid). Note
images are representative only, not full simualations.
3.3 Optical Transforms within a Microscope 65
3.3 Optical Transforms within a Microscope
In contrast to x-rays, optical photons have a much longer wavelength and are more susceptible
to scattering and diffraction from structures on a cellular scale. As a consequence in a micro-
scope photons must be considered in their wave-like behaviour and wave equations are used
to derive the formulae that govern photon propagation through an optical system. In a similar
fashion to section 3.1, this section lists the corresponding optical transforms that occur within
a standard microscope.
3.3.1 Mathematical Representation of a Standard Microscope at Low
Numerical Aperture
Under the assumption that the propagation distance is much greater than the ray divergence
(paraxial assumption), the wave equation can be manipulated into the Fresnel diffraction inte-
gral [24] (Fresnel approximation to the Kirchoff diffraction integral). The optical transforms
listed in the remainder of this thesis act under the paraxial assumption. This has been shown
to be valid for thick objects when the numerical aperture is less than ∼ 0.5 (see figures 7-8 in
[41]).
A microscope can be approximated as a 4f system. Lenses act like optical Fourier trans-
formers [42]. As such the combination of two lenses act as a field propagator, from input
field U0 to the output image field U1. When the two lenses are sepereated by the sum of their
respective focal lengths, the setup is defined as a 4f system, an illustration is shown in figure
3.4.
The full derivation of field transfer from object to image plane through this 4f system, is
Figure 3.4: Standard microscope approximated as a 4f system. Propagation of object field
U0(x′′,y′′,z′′), at a distance z′′ away from the nominal focal plane, to the image plane, resulting
in the image field U1(x,y). The generic 4-f system is composed of two infinite ideal lenses,
with focal lengths f1, f2. The limiting aperture lies in the common focal plane (Fourier plane
of both lenses).
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available in appendix D.1. The image field is described by equation 3.11 [43].
U1(x,y) =
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
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The field in the image plane, U1, is proportional to the convolution of the input field with
c(α,ψ). If U0(x′′,y′′) = δ (x′′,y′′), the resulting image is directly proportional to c(α,ψ),
defining the impulse response of the system. In optical terminology it is often referred to as
the coherent spread function (CSF). The CSF is itself the Fourier transfrom of the aperture
function, P0(x′,y′) multiplied by the defocus phase factor. The scaling behaviour of Fourier
transforms leads to the key relationship between aperture size and resolution. The size of the
aperture and the optical power of the lens, determines the optical system’s numerical aperture
(NA), and the width of the CSF relates to the spatial resolution. For a given optical power,
an aperture function of larger width (higher NA), transforms into a narrower CSF leading to a
better spatial resolution [42].
In a generic 4f system, the aperture stop is placed in the Fourier plane of both lenses. By
placing the aperture in the Fourier plane, the system is telecentric with the entrance and exit
pupil at infinity [24]. As such the transverse magnification is consistent for each object plane,
mathematically represented by constant magnification that does not depend on object plane
position (m ̸= m(z′′)).
The image recorded on a camera sensor is the intensity of the image field. For coherent
imaging it is simply the absolute square of equation 3.11. However for incoherent imaging
each point in the object does not coherently interfere with others (see appendix D.3 for more
information). For OPT the imaging is typically incoherent, either white light transmission or
Image Intensity for Incoherent Standard 4f System
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fluorescence. The image intensity in this case (for an extended object), is given by equation
3.12, where, h(α,ψ,z′′) represents the un-normalised intensity point spread function (PSF)
for a telecentric system [43].
3.3.2 Rotation of the Optical System
Unlike other 3D imaging modalities, tomography requires the rotation of the object (or con-
versely the source-detector pair). In order to use the standard reconstruction methods common
in x-ray tomography (inverse Radon transform), the optical system must be rotated in order to
mimic the geometry of x-ray CT. In reality the sample is rotated, as this is the more practical
solution.
Rotation of the optical system about the focal plane is described by the following trans-
forms where θ is the projection angle. This is illustrated in figure 3.5.[
t ′′
s′′
]
=
[
cosθ sinθ
−sinθ cosθ
][
x′′
z′′
]
⇒
[
x′′
z′′
]
=
[
cosθ −sinθ
sinθ cosθ
][
t ′′
s′′
]
The incoherent image intensity listed in equation 3.12 can be transformed using the above
Figure 3.5: Optical system rotated by an angle θ in relation to the fixed object space coordi-
nates (x′′,y′′,z′′). For practicality, in OPT the object is rotated by an angle −θ instead.
relationship. The full derivation is available in appendix D.4. The image intensity for the
rotated system is defined as the optical transfrom in the OPT system. When rotated about
the focal plane (i.e axis of rotation lies in the focal plane), the optical transform is given by
equation 3.13, where hrot represents the rotated point spread function (PSF). When the optical
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system and axis of rotation are aligned in this manner, it is referred to as on-axis.
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In general the axis of rotation can be offset (along the optic axis) from the focal plane. Math-
ematically the rotation of the optical system now has an offset, −∆s′′, from the focal plane of
the optical system. This affects the defocus coordinate of the PSF.
s′′o f f → s′′−∆s′′
In this case the optical transform is given by equation 3.14, and the rotation is referred to as
off-axis (see appendix D.5 for derivation). Note that this reduces to the on-axis case by setting
∆s′′→ 0.
Optical Transform for Standard OPT System
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3.4 Introduction to Optical Projection Tomography
In x-ray CT, a source and detector pair rotate around an object sampling the response to x-ray
radiation as a function of angle (Radon function of attenuation). OPT uses rotation and an
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optical imaging system to equivalently sample an object’s Radon function. OPT can be per-
formed in transmission, using white light illumination, or in fluorescence. The Radon function
in OPT can describe the attenuation distribution, analogous to x-ray CT (transmission), or the
fluorescence distribution. Once Radon space has been sufficiently sampled, the underlying
object function can be reconstructed using the reconstruction methods of x-ray CT described
in section 3.2.
The key difference between the x-ray and optical systems is the modulation of spatial
frequencies due to the imaging system. The difference can be easily identified by comparing
equations 3.2 and 3.13, repeated here for convenience.
χ(t,y,θ) =
∫∫∫ ∞
−∞
µ(x′′,y′′,z′′)δ (x′′ cosθ + z′′ sinθ − t,y′′− y)dx′′dz′′dy′′
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− y′′,s′′
)
dx′′dy′′dz′′
The inclusion of the delta function in the x-ray transform stipulates that there is no limiting
resolution in the detection path, and as a consequence the object function can be perfectly
reconstructed. However in reality, the size of the detector pixels limit the resolution, and the
delta function can be replaced with another function that describes the discrete sampling of
the x-ray system, g(x′′ cosθ+z′′ sinθ− t,y′′−y). In order for equivalence between the optical
and x-ray systems, the optical PSF must approximate the x-ray sampling function.
hrot
( t
m
− x′′ cosθ − z′′ sinθ , y
m
− y′′,s′′
)
≈ g(t− x′′ cosθ − z′′ sinθ ,y− y′′)
The optical PSF has a depth dependent factor (i.e hrot (s′′)), while the x-ray sampling function
is invariant in depth. The invariance leads to an isotropic reconstruction of the object function
with resolution equal to the sampling interval. For x-ray CT under sufficient angular sampling
(see section 3.2.1) this results in a reconstruction with pixel-limited resolution.
While mathematically the invariance condition must strictly apply for all object space, it
only has an effect over the portion occupied by the sample. As a consequence, OPT approxi-
mates x-ray CT by making the PSF as invariant as possible over the sample.
The optical system is approximately invariant over the depth of field (DoF). Information
from inside/outside the DoF can be described as in-focus and out-of-focus respectively. The
volume of object space that contains in-focus information is defined as the focal volume.
Further information will be provided in section 3.4.3. Invariance allows FBP to be used for
reconstruction without creating severe artefacts. The following subsections define the two
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(a) (b)
Figure 3.6: Fixed focus on-axis OPT. (a) Top-down OPT schematic. The focal volume (vol-
ume of the sample that is in focus per projection) covers the full sample extent. This is con-
trolled by changing the numerical aperture. The pink, red and blue boxes appoximate 2D
cross sections of volumes within the object that are projected onto the image sensor within
a resolution element. The larger the focal volume, the larger the resolution element (due to
the relationship between numerical aperture and depth of field). (b) Key components within
microscope: sample holder that provides rotation, objective, aperture, tube lens and camera
(not shown). The objective NA is reduced by placing a aperture directly behind the objective.
The maximum focal-volume is limited by the objective field of view (in this case the DoF is
set equal to the FoV).
traditional modes of OPT that satisfy this condition.
3.4.1 Fixed Focus On-Axis OPT
The first standard method of OPT is referred to as fixed focus on-axis OPT (in previous pub-
lications this is equivalent to full-depth OPT [44, 45]). It can defined by the size and position
of the focal volume (volume over which the PSF is approximately invariant). For fixed focus
on-axis OPT, the focal plane (centre of the volume) is fixed and co-localised with the axis of
rotation (AoR). In addition the focal volume is extended to cover the full sample extent. The
sample extent is defined as twice the maximum distance from the edge of the sample to the
AoR over the entire acquisition (i.e max sample radius + offset from AoR). This is illustrated
in figure 3.6a. The optical transform in this case is given by equation 3.13.
The invariance of the PSF is controlled by the optical system’s numerical aperture (NA).
A smaller NA leads to increased invariance along the optic axis [24]. Equivalently the signal
from planes away from the focal plane are modulated at a slower rate by the optical system
(high spatial frequencies are suppressed).
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The NA defines the imaging systems ability to transfer high spatial frequency information.
Large NA leads to high spatial frequency bandwidth, which in turn leads to improved lateral
resolution and light collection efficiency. In an incoherent imaging system, the limiting res-
olution can be defined by the inverse of the Abbe criterion [24] (maximum spatial frequency
wmax for a given NA).
wmax =
2NA
λ
(3.15)
The inverse of the Abbe criterion is approximately equivalent to the full-width at half max-
imum (FWHM) through the PSF profile (the FWHM is more precisely equal to 0.51λNA , [1]).
FWHM≃ λ
2NA
(3.16)
The numerical aperture is also related to the efficiency of the imaging system. If a source is
emitting spherically, the optical system captures light within a cone of solid angle, Ω0 [43].
Ω0 = π
(
NA
n
)2
(3.17)
Here n is the refractive index of the medium between the objective lens and the sample [1].
To first order, in our OPT system this is assumed to be the refractive index of the sample,
which is placed in an index matched enviroment (i.e the planar air-medium boundary taken to
introduce no additional affects apart from defocus). The light collection efficiency (RΩ) can
then be defined as the size of the cone relative to a sphere,
RΩ =
Ω0
4π
=
(
NA
2n
)2
(3.18)
A reduction in the numerical aperture results in reduced lateral resolution and collection effi-
ciency, but increased invariance along the optic axis, allowing the optical system to be used
for OPT. Experimentally, to reduce the NA an aperture is placed directly behind the objective
as shown in 3.6b. Once invariance has been approximated the fixed focus on-axis OPT system
directly models x-ray CT in parallel geometry. Consequently projections can be acquired over
180° and reconstructed using FBP.
The requirement for invariance over the whole sample leads to a trade-off between sample
size and image quality. For a larger sample size, the NA must be reduced leading to reduced
lateral resolution and collection efficiency. If the collection efficiency is too small, the signal
to noise will be insufficient. In order to acquire enough photons, the integration time must
be increased. This will increase the total acquistion time, presenting problems for in vivo
imaging.
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(a) (b)
Figure 3.7: Fixed focus off-axis OPT. (a) The focal volume (volume of the sample that is
in focus per projection) covers the front half of the sample extent. This is controlled by
changing the optical system’s numerical aperture. The pink, red and blue boxes represent
2D cross sections of volumes within the object that are projected onto the image sensor within
a resolution element. The larger the focal volume, the larger the resolution element (due to the
relationship between numerical aperture and depth of field). (b) The key components are the
same as for on-axis OPT. The key difference is the larger aperture required.
3.4.2 Fixed Focus Off-Axis OPT
As explained in section 3.4.1, there exists a trade off between sample size and image quality
(lateral resolution, signal-to-noise) in fixed focus on-axis OPT. The second standard method
for OPT reduces this limitation by off-setting the rotation axis and the focal volume [27]. This
is referred to as fixed focus off-axis OPT (in previous publications this is equivalent to half-
depth OPT [44, 45]). The focal volume covers the front half of the sample, and is fixed for the
acquisition (see figure 3.7a). The optical transform for this system is given by equation 3.14.
The smaller focal volume allows a larger NA to be utilsed, increasing the resolution and
light collection efficiency. However the optical system no longer resembles standard x-ray
parallel geometry. The imaging system does not capture the required Radon information from
the entirety of the sample in a single projection (i.e half the sample is out-of-focus). Over
180°, Radon space is only half sampled. This can be addressed by taking projections over
360°. Conceptually this ensures that any part of the sample is in focus for at least 180°.
The experimental setup for off-axis OPT is almost identical to on-axis OPT, but with a
larger aperture placed behind the objective (shown in figure 3.7b).
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3.4.3 Focal Volume and Depth of Field
The focal volume can be defined in terms of the imaging systems field of view (FoV) and the
objective depth of field (DoF).
Focal Volume = FoVwidth×FoVheight ×DoF
There are two common definitions for the depth of field of an objective with a circular aperture
for low NA (. 0.5). This first derives for the axial profile of the point spread function [24]. It
is defined by the distance between the first zeros either side of focus and has no geometrical
term (i.e pixel size is assumed to be infinitly small).
DoFzeros =
4λn
NA2
(3.19)
The second definition is an approximation that acknowledges the limited pixel size of the
detector. The formula is given by equation 3.20, where m is the magnification, and e is the
pixel size [46].
DoFWalls = n
(
λ
NA2
+
e
m×NA
)
(3.20)
Here the first term represents diffraction, while the second represents geometrical arguments.
As a consequence the first term dominates for a diffraction limited system, FWHM> e2m . Note
that the diffraction term for the zeros definition (equation 3.19) is 4x greater than the Walls
definition (i.e for equal DoF, Walls definition results in a lateral resolution that is 2x poorer).
Each of the definitions leads to a different degree of invariance over the focal volume. This
in turn affects the assumption that the optical system resembles an x-ray system. The affect of
increased variance on the reconstruction is explored in chapter 4.
3.4.4 Optical Sampling Requirements
Using the same logic as for x-ray CT in section 3.2.1 , there is a minimum number of angular
projections required to avoid streak artefacts when using FBP. If diffraction limited, the max-
imum spatial frequency detectable is now not limited by the pixel size, but by the system NA
(see equation 3.15). The minimum number of projections for an aquisition over 180°, is then
given the following equation, where tmax is the spatial extent of the detector
(FoV
2
)
.
Npmin ≥
4πNA
λ
· tmax
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Figure 3.8: Streak artefacts are created through angular undersampling. When the sampling
rate, dNpdθ , is significantly less than the ratio of FoV to FWHM resolution, streak artefacts are
created radially symmetric around the object. This figure illustrates a reconstructed PSF from
an object at the edge of the field of view. As the sampling rate appoaches ~35, streak artefacts
are evident in the top-left corner of the reconstruction. As the sampling rate further decreases
the streak artefacts increase in intensity, and originate closer to the object. The scale bar is
10x the FWHM resolution (0.5λNA ).
This can be alternatively expressed as an angular sampling rate. The angular sampling rate
must be greater or equal to the ratio of the field of view to the full-width at half maximum
resolution (FWHM = 0.5λNA ).
dNp
dθ
≥ 4NA
λ
· tmax = FoVFWHM (3.21)
If the angular sampling rate is below this limit, streak artefacts are created in the reconstruction
as shown in figure 3.8. Streak artefacts are caused by the undersampling of Radon space for
objects at the edge of the field of view. The lack of high-frequency components leads to
errors in the FBP process (see appendix C.4). This is shown clearly by figure 3.8. As the
sampling rate appoaches ~35rad−1, streak artefacts are evident in the top-left corner of the
reconstruction. As the sampling rate further decreases the streak artefacts increase in intensity,
and originate closer to the object.
During the filtering process, the ramp filter must be set to extend only up to wmax to avoid
amplifying noise in the reconstructions. This can be accomplished by multiplying the ramp
filter by a rectangular function, of width 2wmax. However if the magnitude of the noise is large,
the filter’s sharp edges may lead to ringing in the image. If this is the case, a tapered window
function can be used to generate a continuous filter function, such as a cosine window [34].
3.4.5 Recent Developments in OPT
OPT was traditionally an alternative to preclinical pheno-typing and histology, a 3D imaging
technique for cleared and fixed excised tissues. As the specimen did not have to be sliced
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into 2D planes and sequentially imaged, the 3D structure was kept intact, avoiding section-
ing artefacts and labour intensive imaging. However since 2002, the development of OPT
has generally fallen into two camps. The first being the development of new techniques that
circumvent the traditional disadvantages of OPT.
In the optical system, objects at large defocus distances transfer minimal high spatial fre-
quency information. In the presence of noise this high spatial frequency information is unde-
tectable. Using this prior knowledge, the high spatial frequency content of the projections only
originates from object planes near focus. This has been used to create a modulation transfer
function (MTF) mask filter [47] that can reduce the impact of streak artefacts.
Further filtering and deconvolution algorithms based on knowledge of the optical trans-
fer function, have been developed to increase resolution and isotropy of the reconstructions.
These can be applied during [47, 48] and after the backprojection process [49].
Other advanced reconstruction algorithms have been developed that can account for a
lower number of projections [50], and motion over the acquisition cycle [51–53]. I have
not employed any advanced reconstruction methods in the results presented in this thesis, as
I have chosen to compare the standard results of different OPT techniques with each other.
However deconvolution and other methods could be applied to many of the methods within
this thesis.
The second main development for OPT is the implementation on in vivo samples. Since
2002, the application of OPT has been extended to work on live samples including: C.elegans
[52], Murine embryo [54], D. melanogaster [55, 56], D. rerio (zebrafish) embryos [57–60]
and adults [61–63]. This has generally involved specimens that are naturally transparent or
genetically modified to remove pigmentation in the skin and tissues. Additional techniques
have been developed to overcome the problems of scattering and absorbing, such as high
dynamic range OPT [64], image fusion [65] and time-gated methods [66].
In vivo OPT provides an optical method for longitudinal studies of biological specimens.
For example, it allows biologists to study the development of tumours over the course of days
or weeks. Typically in biological studies, a new group of specimens would be required for
each time point, but in vivo OPT allows the same specimens to be repeatedly studied, allowing
greater accuracy in biological results and a reduction in the number of animals required.

Chapter 4
Resolution of OPT
A projection, as defined from x-ray tomography, is the integration of an object function in a
given direction. In x-ray CT, this object function is defined as a continuous distribution of ab-
sorption coefficients. Physically the x-rays propagate through the object, and are absorbed at
a rate that is dependent on the distribution of attenuation coefficients. The x-ray are recorded
directly without any refractive or diffractive elements. However in optical projection tomogra-
phy, light from a given plane is refracted by the lenses and diffracted by the limiting aperture,
and as such the two systems are not identical.
The trivial conclusion would be that projection tomography cannot be utilised through
a microscope. However the optical microscope can be approximated as a x-ray projection
system under certain assumptions. Chapter 3 introduced the two standard optical setups: fixed
focus on- and off-axis OPT. Both methods act to increase PSF invariance over the sample by
increasing the size of the focal volume, achieved by reducing the numerical aperture.
The resolution of these OPT systems is non-trivial due to the residual invariance over the
focal volume. This chapter further explores the mathematical representation of OPT, and the
effect of reconstruction using FBP.
4.1 Advanced Mathematical Representation using the Am-
biguity Function
This section explores the relationship between the OPT point spread function and the ambi-
guity function [67] for both standard modes of OPT (see appendix A.3 for more detail on the
ambiguity function). The ambiguity function (AF) can represent the optical transfer functions
for object planes at different axial positions (assuming no aberrations apart from defocus).
Therefore once the AF has been calculated, the defocussed transfer function (DTF) and defo-
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cussed PSF can be quickly found for any depth. In addition if the pupil is circularly symmetric,
the ambiguity function reduces to two dimensions, allowing very fast 1D interpolation to cal-
culate the radial DTF, and radial PSF profile. In this case, the ambiguity function is the most
efficient method to store the transfer behaviour of the optical system.
4.1.1 Fixed Focus On-Axis Optical Transform with Ambiguity Function
The optical transform for fixed focus on-axis OPT is given by equation 3.13. The point spread
function can be expressed as the modulus squared of the CSF.
hrot(α,ψ) = crot(α,ψ) · c∗rot(α,ψ)
The CSF and its conjugate are given by the following equations, where the rotated depth
coordinate is s′′ = z′′ cosθ − x′′ sinθ .
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Taking the product of the two equations,
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Using the relations t1 = t ′+ τ2 , t2 = t
′− τ2 , y1 = y′+ ε2 and y2 = y′− ε2 this is equivalent to,
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The form of the integral over (t ′,y′) is identical to the shifted ambiguity function described in
appendix A.3. The PSF reduces to,
hrot(α,ψ,s′′) =
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(a) (b)
Figure 4.1: Simulation of the OPT system can be accelerated by using the shifted ambiguity
function (A fshi f t ). (a) Example of a shifted ambiguity function evaluated for a 50x objective
setup for fixed focus on-axis OPT. (b) Line plots through the A fshi f t , are equivalent to the
defocussed transfer function at increasing depths. Green: η ′′ = 0mm, magenta: η ′′ = 0.1mm,
red: η ′′ = 0.3mm.
This equation states that the PSF is a scaled Fourier transform of the shifted ambiguity func-
tion evaluated at depth s′′. As such, the evaulation of A fshi f t directly represents the spatial
frequency response of the optical system for an object at depth s′′. This corresponds to the
definition of the defocussed transfer function (DTF). The relationship between DTF and am-
biguity function was first explored by Papoulis in 1974 [68]. The abbreviated equation for the
optical transform in a fixed focus on-axis OPT system is given by equation 4.2.
Optical Transform for Fixed Focus On-Axis OPT
I(t,y,θ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hrot
(
α,ψ,s′′
)
dx′′dy′′dz′′ (4.2)
hrot(α,ψ,s′′) =
1
( f1λ )4
∫∫ ∞
−∞
A fshi f t
(
τ,ε, s
′′τ
λ f 21
, s
′′ε
λ f 21
)
e
ik
f 1 (ατ+ψε)dτdε
α =
t
m
− x′′ cosθ − z′′ sinθ ψ = y
m
− y′′
s′′ = z′′ cosθ − x′′ sinθ
The ambiguity function only needs to be evaluated once for a given optical system (i.e at
a certain numerical aperture). The transfer function and associated PSF can then be quickly
interpolated from the ambiguity function. This process is even more efficient when the aper-
ture function is circular as the ambiguity function reduces to two dimensions. In this situation,
the defocussed transfer function for depth s′′ is simply a line through the origin of the form,
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µ = s
′′τ
f 21
. This process is illustrated in figure 4.1a-4.1b.
4.1.2 Fixed Focus Off-Axis Optical Transform with Ambiguity Function
The second standard method for OPT increases the resolution and light collection efficiency
by reducing the focal volume to the front half of the sample extent. This involves shifting the
nominal focal plane by an amount −∆s′′. The optical transform for fixed focus off-axis OPT
is given by equation 3.14. This can be expressed in terms of the shifted ambiguity function,
in an identical fashion to section 4.1.1. The abbreviated equation for the optical transform in
a fixed focus off-axis OPT system is given by equation 4.3.
Note the difference between on- and off-axis OPT (equations 4.2,4.3) only occurs in the
evaluation coordinates of the shifted ambiguity function. The simulation procedure is there-
fore identical to on-axis OPT, allowing an easy comparison between the two methods.
Optical Transform for Fixed Focus Off-Axis OPT
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4.2 Mathematical Form of Optical Filtered Back Projection
Mathematically, filtered back-projection (FBP) of a sufficiently sampled parallel x-ray trans-
form can perfectly reconstruct the underlying object function, up to the resolution limit of the
detector (see appendix C.11).
However due to the resisdual variance of the optical transfer function over the sample, FBP
of the optical transform cannot perfectly reconstruct the underlying object function.
The reconstructed image is equal to the convolution between the object function and a
reconstructed point spread function (rPSF). This section derives the mathematical form of
the reconstructed PSF, for both standard methods of OPT. The reconstructed PSF is used to
express a formula for optical FBP.
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4.2.1 Fixed Focus On-Axis Optical FBP
The reconstruction procedure for x-ray CT in parallel geometry is accomplished using filtered
back projection (FBP, see section 3.2). The primary step involves 1D filtering of the projection
information (see equation 3.6).
Compared to the x-ray system, propagation through the optical system modulates the ob-
ject’s spatial frequency information in two dimensions. For example, energy that is confined
to a single y′′ = const line in object space is disperesed by the optical system, contributing en-
ergy to multiple y planes in the projection. This is illustrated in figure 4.2. As a consequence
the inital Fourier transform must be calculated in 2D. This derivation is detailed in appendix
D.6. The formula for the 2D Fourier transform of the optical projections is given by equation
4.4. Note that object space is described by (x′′,y′′,z′′), and frequency space by (w,u).
Iˆ(w,u,θ) =
1
m2
1
( f1λ )4
∫∫ ∞
−∞
A fshi f t
(
τ,ε,µ(x′′,z′′),ν(x′′,z′′)
)
. . .
· · ·×
[∫ ∞
−∞
I0(x′′,y,′′ z′′)e−i2πm(x
′′wcosθ+z′′wsinθ+y′′u)dy′′
]
dx′′dz′′
(4.4)
A fshi f t (τ,ε,µ,ν) =
∫∫ ∞
−∞
P0(t ′+
τ
2
,y′+
ε
2
)P∗0 (t
′− τ
2
,y′− ε
2
)e−i2π(µt
′+νy′)dt ′dy′
τ = λm f1w ε = λm f1v
µ = mwf1 (z
′′ cosθ − x′′ sinθ)
ν = muf1 (z
′′ cosθ − x′′ sinθ)
This formula can be easily identified from the abbreviated form of the optical transform (equa-
tion 4.2), by noting that the PSF is the scaled inverse Fourier transform of the ambiguity func-
tion, where the scaling factor is λm f1.
In order to make sense of this expression it is useful to look at a single angle. By setting
θ → 0, the expression reduces to,
Iˆ(w,u,0) =
1
m2
1
( f1λ )4
∫ ∞
−∞
A fshi f t
(
λm f1w,λm f1v, mwz
′′
f1
, muz
′′
f1
)
· Iˆ(w,u,z′′)dz′′
The spatial frequency content of the projection data at θ = 0, is equal to the product of the
shifted ambiguity of the pupil function at a defocus distance of z′′ with the 2D Fourier trans-
form of the 3D object over (x′′,y′′), integrated over all defocus distances. When the defocus
depth is zero (z′′ = 0), the shifted ambiguity function simply becomes an autocorrelation func-
tion. The autocorrelation of the aperture function corresponds to the ideal optical transfer
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Figure 4.2: Optical projection of information contained in delta line objects onto the image
plane in a standard 4f system. Unlike x-ray projections, information from a single line in
object space (x′′,y′′) is dispersed over multiple lines in the projection image (x,y). In addition
the amount of dispersion is proportional to the distance away from the primary focal plane.
This is represented by the green line (medium defocus) and blue line (large defocus).
function (OTF), agreeing with existing theory [42, 43].
In order to investigate the effect of PSF variance on the reconstructions, the Fourier trans-
form of the projection data (equation 4.4) can be inserted into the equation for filtered back
projection (equation 3.6). The final formula for the reconstructed object function, f (x,y,z)
is given by equation 4.5 (full derivation available in appendix D.7). It is the convolution be-
tween the object function (I0) and the spatially dependent reconstructed PSF (hRecon) . The
coordinate system
(
rφ⊥,rφ∥
)
is defined in figure 4.3a, and represents the radial and transverse
directions with respect to the query location (x′′m,z′′m) and the origin.
The reconstructed PSF is shift invariant in y, but spatially variant in each xz plane. When
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f (x,y,z) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hRecon(x,z,x′′m,z′′m,y− y′′m)dx′′dy′′dz′′ (4.5)
hRecon =
1
( f1λ )4
∫ π
0
∫∫ ∞
−∞
A fshi f t (τ,ε,µ,ν)e
i2π(wrθ⊥+u(y−y′′m))|w|dwdudθ
µ = mwf1
√
x′′2+ z′′2 sin(φ −θ)
ν = muf1
√
x′′2+ z′′2 sin(φ −θ)
rθ⊥ = (z− z′′m)sinθ +(x− x′′m)cosθ
τ =λm f1w ε = λm f1u
φ = tan−1
(
z′′
x′′
)
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the ambiguity function is evaluated in (µ,ν) it leads to the defocussed transfer function (DTF).
Equation 4.5 states that the reconstructed PSF is equal to the 2D Fourier transformed product
of the DTF multiplied by the ramp |w|, backprojected over all θ .
The inverse Fourier transform in the rθ⊥ direction can be expressed as a convolution be-
tween the inverse Fourier transform of the shifted ambiguity function, and the inverse trans-
form of the ramp function. The inverse Fourier transform of the ambiguity function is propor-
tional to the defocussed point spread function, hd f .
hd f (rθ⊥)=
1
( f1λ )4
∫ ∞
−∞
A fshi f t
(
λm f1w,ε, mwf1
√
x′′2+ z′′2 sin(φ −θ),ν
)
ei2π(wrθ⊥+v(y−y
′′m))dwdu
kr(rθ⊥) =
∫ ∞
−∞
|w|ei2πwrθ⊥dw
⇒ hRecon =
∫ π
0
1
m2
(
hd f ∗ kr
)
(rθ⊥)dθ
In comparison to FBP of the x-ray transform, kr is the same kernel function that removes
the 1|⃗r| blurring (equation 3.7), evaluated along rθ⊥ . The definition of the rθ coordinate frame
(a) (b)
Figure 4.3: Schematic of optical backprojection. (a) Coordinate transformation,
(
rφ⊥,rφ∥
)
are
the radial and tangential components of point (x′′m,z′′m) relative to the origin.
(
rθ⊥,rθ∥
)
are
the radial and tangential components of (x′′m,z′′m) rotated by angle θ −φ and parallel to the
t,s axes respectively. |⃗r| is the distance from origin to (x′′m,z′′m). (b) Schematic represents
the projections from a delta function object δ (x′′m,z′′m,0) backprojected across image space.
The coloured rectangles approximate the defocussed PSF backprojected at different angles.
The reconstructed PSF (approximated by white ellipse) has diffraction limited resolution in
the radial direction rφ⊥ , and resolution that degrades proportional to the distance from the
origin |⃗r| in the tangential direction rφ∥ .
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states that rθ∥ defines the back-projection direction and as a consequence rθ⊥ defines the per-
pendicular direction. The filtering therefore takes place perpendicular to the back-projection
direction identical to standard FBP, but with an extra low-pass filter, A fshi f t .
The shifted ambiguity function becomes the autocorrelation of the pupil function for
(µ,ν)→ 0, the in-focus transfer function. At this position the backprojected PSF has the
best resolution possible. Setting (µ,ν)→ 0 implies,√
x′′2+ z′′2 sin(φ −θ) = 0
⇒
√
x′′2+ z′′2 = 0 or sin(φ −θ) = 0
Therefore, the resolution of the backprojected object at angle θ is greatest at the centre of
rotation and for φ = θ . The resolution is poorest along the direction θ = φ ± π2 , where the
defocus factor is proportional to |⃗r| =√x′′2+ z′′2. Figure 4.3b demonstrates this effect after
integration over all θ for the reconstruction of a delta object δ (x′′m,z′′m,0). The resolution
of the reconstructed object is optimal along rφ⊥ , i.e in the radial direction, and poorest in the
tangential direction, rφ∥ . This agrees with the recent results from Horst and Kalkman [49], but
generalises it to any aperture function.
4.2.2 Fixed Focus Off-Axis Optical FBP
The procedure for deriving an expression for optical FBP for the fixed focus off-axis OPT
system is almost identical to section 4.2.1. The exceptions involve the use of the general
optical transform function (equation 3.14) and backprojection over 360°. The final result is
given by equation 4.6. Note that the only difference between the two standard OPT methods
is the evaluation coordinates of the ambiguity function. This however has a profound effect on
the structure of the reconstructed PSF. In an identical procedure to section 4.2.1, the evaluation
of the ambiguity function at (µ,ν)→ 0 results in the in-focus transfer function. For off-axis
OPT this implies that the backprojected PSF has greatest resolution at,√
x′′2+ z′′2 sin(φ −θ) = ∆s′′
⇒
√
x′′2+ z′′2 =
∆s′′
sin(φ −θ) or φ −θ = sin
[
∆s′′√
x′′2+ z′′2
]−1
Unlike on-axis backprojection, the backprojection angle that has optimal resolution depends
on the ratio of focal plane offset ∆s′′ to the radius of the query position, |⃗r| =√x′′2+ z′′2. In
addition there are no angles where the backprojection resolution is optimum (no amount of
defocus) for query radii less than the focal plane offset (|⃗r|< ∆s′′). Conceptually this should
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be true, as an object that is located closer to the axis of rotation than the offset of the objective
will never rotate into the nominal focal plane.
The poorest backprojected resolution always occurs at φ − θ = −π2 , and the degree of
blurring depends on the numerical aperture. These complex relationships imply that the net
maximum and minimum resolutions of the reconstructed PSF cannot be decomposed into
the simple radial and tangential profiles as in on-axis OPT. Examples and analysis of the
reconstructed PSF profiles are explored in section 4.3.2.
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f (x,y,z) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hRecon(x,z,x′′m,z′′m,y− y′′m)dx′′dy′′dz′′ (4.6)
hRecon =
1
2( f1λ )4
∫ 2π
0
∫∫ ∞
−∞
A fshi f t (τ,ε,µ,ν)e
i2π(wrθ⊥+v(y−y′′m))|w|dwdudθ
µ = mwf1
(√
x′′2+ z′′2 sin(φ −θ)−∆s′′
)
ν = muf1
(√
x′′2+ z′′2 sin(φ −θ)−∆s′′
)
rθ⊥ = (z− z′′m)sinθ +(x− x′′m)cosθ
τ =λm f1w ε = λm f1u
φ = tan−1
(
z′′
x′′
)
4.3 Anistropy and Resolution of OPT Reconstructions
In a parallel x-ray CT system that is sufficiently sampled, the resolution of the reconstruc-
tions is limited by the pixel size. However due to the invariance of the transfer function, the
resolution is isotropic over the whole sample (ignoring scattering effects).
For the standard modes of OPT, the transfer function is made approximately invariant over
the sample by reducing the numerical aperture. However there exists residual invariance which
leads to artefacts in the reconstruction. This section expands the form of optical FBP derived
in section 4.2, and explores the effect of the variance on the resolution and isotropy of OPT
reconstructions.
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Figure 4.4: The reconstructed point spread function in a fixed focus on-axis OPT system can
be anisotropic if the objects’ field location (z) is large with respect to the objective depth of
field. The resolution is optimal in the radial direction (green) and poorest tangentially (red).
This reconstructed PSF represents an object at the limit of the DoF zeros definition given by
equation 3.19.
4.3.1 Fixed Focus On-Axis OPT: Analysis of Reconstructions
Section 4.2.1 derived the mathematical respresentation of the reconstructed PSF for fixed focus
on-axis OPT. Figure 4.4 demonstrates the anisotropy of a reconstructed PSF. The resolution is
poorest tangentially and optimum radially. Orthogonal line profiles can be interpolated from
the 2D function. The resolution is calculated by translating two copies of the line profiles
in the opposite direction by the same magnitude. A gradient descent approach was chosen
to search for the translation that resulted in the central value of both lines falling to half the
maximum value (defined as the magnitude between 0 and the highest value). This calculates
the full-width at half maximum (FWHM). As this approach does not rely on fitting a model
to the data, it can be used for more complex point spread functions (as explored later in focal-
scanning OPT).
The ramp filter in FBP assumes that all the object information is modulated by the same
Figure 4.5: Simulation of a reconstructed PSF after using FBP on optical projection informa-
tion. Each PSF corresponds to a point object located a distance z away from the centre of
rotation (field position). Shown is the xz cross section. The green and red lines represent the
radial
(
rφ⊥
)
and tangential
(
rφ∥
)
directions respectively (see figure 4.3a).
4.3 Anistropy and Resolution of OPT Reconstructions 87
Figure 4.6: Maximum intensity projection through reconstructed volume of fluorescent mi-
crospheres looking down rotation axis. Magnified region is from a single cross-section of a
sphere at ~350µm away from the rotation centre. Optical system setup for fixed focus on-axis
OPT at x20, 0.4NA (full objective NA to demonstrate anisotropy).
transfer function. However in our standard OPT system the transfer function varies for each
object plane due to the nature of diffraction in imaging systems. Essentially if the object
plane does not lie in the focal plane of the objective, this introduces a defocus quadratic phase
function at the pupil plane (see equation 3.11).
Backprojection without filtering in x-ray CT produces a 1r blurring effect (see appendix
C.4). The ramp filter is designed to remove this symmetric blurring effect. However in OPT
the spatially varying transfer function causes asymmetric blurring, and as a consequence the
ramp filter over or under compensates at certain angles. This can force the intensity below
(a) (b)
Figure 4.7: Line profiles in the radial (a) and tangential (b) direction, through the reconstructed
PSF for fixed focus on-axis OPT. Field position is characterised in terms of the zeros DoF
definition given by equation 3.19 (maximum field position occurs at DoF/2). Depth of field is
extended up to the field of view of the camera.
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Figure 4.8: 3D contour plot for reconstructed PSF for fixed focus on-axis OPT. Object located
at centre of field (a) and at the maximum field position (b) equivalent to 2λ
NA2
.
zero for radial profiles at large field positions. This is demonstrated in figure 4.5 for simulated
data, and confirmed experimentally in figure 4.6.
The degree of anisotropy of the reconstructed PSF depends on the ratio of object position
to the numerical aperture. This is illustrated in figure 4.5 for increasing field positions (from
left to right). This ratio can be used to compare between the depth of field (DoF) definitions
listed in section 3.4.3. For the zeros DoF definition (equation 3.19), an object at the edge of
the DoF has a field position of 2λ
NA2
. In comparison using the Walls DoF definition (equation
3.20), the field position is at 0.5λ
NA2
. The anisotropy using the zeros definition is clearly greater
than for Walls. However the resolution at the centre of the field is improved by a factor of 2.
Quantification of the reconstruction quality is possible by examining the radial and tangen-
tial line profiles as a function of field position (shown in figures 4.7a and 4.7b respectively).
One notable aspect is the reduction of the peak intensity of the reconstructed PSF at increas-
ing field positions. Defocussed projections spread energy over a larger cross-sectional area
resulting in lower peak intensity. This can be seen from the 3D contour plots shown in figure
4.8(a-b).
By increasing the numerical aperture, the peak intensity at the edge of the field can be
increased. When the aperture is larger, the increase light collection efficiency, RΩ, is propor-
tional to the collection solid angle , Ω0 (see section 3.4.1). This can be related to the NA and
the depth of field by the following relationship.
Ω1
Ω2
=
(
NA1
NA2
)2
=
DoF2
DoF1
The peak intensity of the reconstructed PSF at the maximum field position can be optimised by
including colletion efficiency in the simulations. Figures 4.9a, 4.9b demonstrate this process.
The peak in the profile optimises the ratio of the current depth of field in comparison to the
zeros definition (see equation 3.19). This is given by equation 4.7. The larger the ratio, the
smaller the NA (i.e RDoF = 4, RFWHM = 2 between the zeros and Walls definitions is equivalent
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(a) (b)
Figure 4.9: (a) Radial profile of reconstructed PSF at edge of the field, including change in
collection efficiency. RDoF is the ratio of the zeros DoF definition to the current DoF (equation
4.7) (b) The maximum value reveals the optimum depth of field in order to maximse peak
intensity of a reconstructed object at the edge of the field. The optimum depth of field is
approximately ~1.7x smaller than the zeros DoF condition (i.e DoFoptimum = 2.35λNA ).
to saying that the Walls FWHM is 2x larger than the zeros FWHM).
RDoF =
DoFzeros
DoF
(4.7)
= R2FWHM =
(
FWHM
FWHMDoFzeros
)2
(4.8)
Figure 4.10: Anisotropy of confocal microscopy using formulae from Wilson [1]. Full expres-
sion of confocal anisotropy given by equation 4.10. Low NA approximation made by taking
first two terms of Taylor expansion.
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The optimum ratio of depth of field is approximately RDoF ∼ 1.7. This is equivalent to a
reduction in the NA of ~1.3x, which corresponds to a resolution degradation of ~1.3x. The
optimum depth of field is then given by,
DoFoptimum =
2.35nλ
NA2
Using figure 4.9b, if the Walls definition is used (RDoF = 4) the peak intenisity is ~1.5x lower
than the optimum value (50% peak intensity loss for objects at the edge of the field). The
ratio between the radial and tangential FWHM resolution can be used as a figure of merit
representing image anisotropy. This is given by,
Raniso =
FWHMradial
FWHMtangential
(4.9)
As a representative of conventional 3D imaging techniques, the anisotropy ratio for confocal
microscopy is given by equation 4.10 [1].
Ranisocon f ocal =
FWHMlateral
FWHMaxial
≃
0.57
(
n−
√
n2−NA2
)
NA
(4.10)
Figure 4.10 displays the confocal anisotropy ratio for NA < 1, and n = 1.33. The low NA
approximation is made by taking the first two terms in the Taylor expansion of equation 4.10.
Note the difference at NA~0.5 is only ~1.5%, in agreement with the previous definition of
low NA systems [41]. Even at high NA, the anisotropy ratio for confocal microscopy does not
exceed 0.25. In comparison, the anisotropy ratio for fixed focus on-axis OPT is plotted against
increasing object field location in figure 4.11a. Even for objects at the edge of the field (zeros
DoF definition), the anisotropy ratio for OPT is greater than for confocal microscopy. This
theoretically gives OPT an advantage over confocal microscopy.
Due to the symmetric nature of on-axis OPT, the plot in 4.11a can be scaled for any applied
NA. The anisotropy ratio for the Walls DoF definition (equation 3.20) is shown in 4.11b.
When using this definition, the resolution is 2x poorer but the anisotropy ratio is theoretically
greater than 90% for any field position within the focal volume. Due to the scaling nature,
the anisotropy ratio for an object at the edge of the DoF can be related to the ratio in FWHM
resolution using equation 4.8. This is displayed in figure 4.12. This graph illustrates the trade-
off between maximum achievable resolution and the isotropy of the reconstructed images. As
the relationship is non-linear, the gains in isotropy are marginal at large DoF ratios.
The user can use the above information to optimise their system based on the sample
requirements. For example figures 4.13a,4.13b display the radial and tangential profiles for
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Figure 4.11: Anisotropy of reconstructed PSF against object field location, defined by distance
away from centre of rotation. (a) Anisotropy ratio as given by equation 4.9, against object
location per depth of field. (b) The x-axis can be scaled to represent fixed focus on-axis OPT
systems with different NA. This specific graph represents an aperture decrease of 0.5x (i.e
DoF defined by Wall definition, equation 3.20).
an object at the maximum field location, normalised for light throughput, for a depth of field
ratio (a) RDoF = 4, corresponding to the DoF defintion in equation 3.20, and for (b) RDoF∼ 1.7,
maximum peak intensity for object at the edge of the reconstructed field. If the user’s sample
is not bright/absorbing in comparison to the noise level, or they prioritise imaging speed, then
the setup in (b) is preferable. In addition this setup is useful if the sample is large but the
areas of interest are located close to the axis of rotation. However if the user’s priority is an
isotropic resonstruction and the sample is sufficiently bright/absorbing, then situation (a) is
preferable. In general, the figures 4.9b, 4.12 can be used to estimate a required RDoF from
Figure 4.12: Ratio of FWHMs as given by equation 4.8, against anisotropy ratio for fixed
focus on-axis OPT. Raniso refers to the anisotropy ratio of a reconstructed object at the edge of
the field.
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a desired anisotropy ratio, Raniso , and peak intensity. This can then be used to calculate the
required aperture size to place behind the objective. This is given by the following equation
where f1 is the focal-length of the objective, and the objective field of view (FoV). Note if the
sample extent is less than the field of view, FoV→sample extent.
raperture = f1
√
4λn
RDoF ·FoV (4.11)
This results in a diffraction limited resolution of,
FWHM =
√
λ ·RDoF ·FoV
16n
(4.12)
(a) (b)
Figure 4.13: Simulation of radial and tangential line profiles through a reconstructed PSF for a
point object located at the maximum field location using fixed focus on-axis OPT. (a) RDoF = 4,
numerical aperture is that such that the DoF is extended as in equation 3.20. (b) Numerical
aperture is set to maximise the peak intensity of the reconstructed object, RDoF ∼ 1.7. FWHM
measurements are made using a 20x objective with 0.4NA (full), and 1.325mm field.
4.3.2 Fixed Focus Off-Axis OPT: Analysis of Reconstructions
Section 4.2.2 derived the mathematical respresentation of the reconstructed PSF for fixed fo-
cus off-axis OPT. The conclusion stated that the relationship between anisotropy at depth of
field was more complicated than for on-axis OPT, due to the asymmetry of rotation. The re-
constructed PSF has been simulated as a function of increasing field position, displayed in
figure 4.14. This can be directly compared with the on-axis method in figure 4.5. Figure 4.14a
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uses the zeros DoF definition (equation 3.19), while figure 4.14b uses the Walls definition
3.20. The rightmost insert represents an object located at the maximum field location for both
definitions. Note that the PSFs for objects at equal object field locations are not the same for
both definitions.
In fixed focus off-axis OPT, a point object located at the centre of of the field produces a
reconstructed PSF that is symmetric, with a radial profile equal to a defocussed point spread
function evaluated at a defocus distance of the focal plane offset, ∆s′′. As a consequence when
optimising the off-axis OPT system, the NA must be reduced enough to the extent that the
defocussed PSF at the rotation axis has sufficient peak intensity and resolution for the imaging
requirements (i.e figure 4.15aa, z=0 is insufficient).
The radial profile of the reconstructed PSF is plotted against continuous field position
using the zeros DoF condition in figure 4.15a. The reconstructed PSF at the centre of the field
has no peak structure. In a practical environment the NA must be further reduced. Figure
4.15b demonstrates an identical profile with NA→ NA√
2
. Note both plots have been corrected
for intenisty variation, due to a change in collection solid angle.
Due to the assymetric nature of off-axis OPT, the anisotropy ratio as a function of field
position must be simulated for each aperture size (i.e the graph cannot be scaled as in on-axis
OPT). Figure 4.15c compares the ratio for 4 different setups. As can be seen the anisotropy
ratio profile is more complex than for on-axis OPT. However once the ratio in depth of field,
Figure 4.14: Simulation of a reconstructed PSF for fixed focus off-axis OPT. Each PSF corre-
sponds to a point object located a distance z away from the centre of the field. Shown is the xz
profile. The green and red lines represent the radial and tangential directions respectively. (a)
uses the Walls DoF definition (equation 3.20) and (b) uses the zeros DoF definition (equation
3.19). In fixed focus off-axis OPT, the NA must be reduced by a greater amount than dictacted
by the zeros definition as there is no accurate reconstruction of an on-axis object at the rotation
axis (top-left plot).
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(a) (b)
(c) (d)
Figure 4.15: Radial line profiles of reconstructed PSFs for fixed focus off-axis OPT. Intensity
has been corrected for change in solid angle. (a) Depth of field extended to cover half the FoV
using the zeros definition in equation 3.19. (b) DoF extended to twice the value of (a). (c)
Anisotropy ratio (see equation 4.9) of reconstructed PSF at increasing field positions. FoV
is the objective field of view. (d) Relative peak intensity of reconstructed PSF, corrected for
change in collection solid angle, for increasing field positions.
RDoF . 1.7 , Raniso > 0.8 for all field positions. Higher values (Raniso & 0.95) are available
for 90% of field positions for RDoF ∼ 2. Additionally at this value, the peak intensity of the
reconstructed PSF is more consistent across the field (see figure 4.15d). The simulations
suggest there is no benefit in reducing the NA to that required for the Walls DoF definition,
RDoF ∼ 4 (equation 3.20), as both the anisotropy, resolution and peak intensity are poorer than
when RDoF ∼ 2.
The equations for required aperture size and diffraction limited resolution for fixed focus
off-axis OPT are given by equations 4.13 and 4.14 respectively. Note that an extra factor of 2
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is the only difference to the on-axis equations 4.11, 4.12.
raperture = f1
√
2λn
RDoF ·FoV (4.13)
This results in a diffraction limited resolution of,
FWHM =
√
λ ·RDoF ·FoV
8n
(4.14)
4.4 Comparison between On-Axis and Off-Axis OPT
Comparing the two standard methods of OPT is non-trivial as they have different reconstruc-
tion artefacts (see section 4.3). However a first-order comparison can be made when general-
ising the results in terms of the maximum anisotropy ratio, Raniso.
For off-axis OPT, Raniso > 0.8 for all field positions when RDoF . 1.7. Using equation 4.8,
this is equivalent to RFWHM ∼ 1.3. Using figure 4.12, for on-axis OPT at RFWHM ∼ 1.3, the
anisotropy ratio equates to Raniso ∼ 0.675. This suggests that when decreasing the NA, greater
isotropy is available for off-axis OPT. In addition the resolution and light collection efficiency
are greater (although projections over 360° are required).
However the advantage for on-axis OPT lies is the symmetry of the reconstructed PSF. As
the PSF can be split into radial and tangential profiles for all field positions, deconvolution
can be easily performed on the reconstructed images. This has been applied by Horst and
Kalkman, using a gaussian estimated PSF [49].
A note of caution on the analysis in this chapter. The derivations and analysis are based
on an ideal imaging system that only has defocus. However at higher NA the optical system
is more susceptible to higher order aberrations such as spherical aberration. This is important
in an OPT system as the sample is typically immersed in water or a clearing solution, while
the objective is typically an air objective. The air immersion planar interface can lead to a
significant amount of spherical aberration [69]. Consequently the isotropy of experimental
data is likely to be lower than the simulated values.

Chapter 5
OPTiM: Optical Projection Tomography
integrated Microscopy
Commercial instrumentation capable of 3D optical imaging (e.g. see section 2.1) tends to be
expensive and often only available through central imaging facilities. In comparison, standard
wide-field microscopes are more numerous and relatively inexpensive, with many research
labs having their own microscope. As a consequence, converting an existing wide-field micro-
scope for 3D imaging has the potential to provide cheap and accessible 3D imaging, increasing
biological research output.
This chapter describes a simple and inexpensive open-source adaptor that sits in a standard
microscope stage, providing the necessary alignment and sample rotation required for optical
projection tomography (OPT), allowing 3D reconstructions from transmitted light and/or flu-
orescence acquisitions of ~mm sized samples using the microscope’s incoherent light sources
(e.g. arc-lamp). This is defined by the acronym OPTiM (optical projeciton tomography inte-
grated microscopy).
This design has been made open-source, published by Watson et al in [45]. Previous
proposals for open access OPT require a fully custom-built OPT system [70, 71]. Our design
optimises the use of available components and lab space, by adapting an existing microscope
using the OPT plate. In addition, the plate can easily be removed allowing conventional 2D
wide field imaging.
5.1 Hardware and Operation
OPTiM achieves the inexpensive adaptation of an existing microscope for OPT, while retain-
ing its original functionality (i.e biologists can still use the microscope for standard wide-
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field imaging). Essentially the design does not irrevisibly replace the existing microscope,
but enhances its capabilities. This section details the two designs for the OPT plate, milled
aluminium and 3D printed models, the acquisition program, and the standard reconstruction
procedure.
5.1.1 OPT Plate: Aluminium and 3D Printed Designs
Apart from the use of a stepper motor to provide the necessary rotation for projection tomog-
raphy, the design criterita of the OPT plate were as follows:
1. Easy installation and removal procedure
2. A refractive index matched environment for imaging purposes
3. Ability to correct for critical misalignment
In order to retain the original functionality of the microscope, the priority was to develop
an easy installation and removal procedure. This was accomplished by using an existing
commerically available microscope translation stage (Scan IM 120x80 Marzhauzer Wetzler).
Figure 5.1 illustrates how the OPT plate fits into the rectanglur aperture of the translation
stage. The stage has in-built springs that retain rigidity with the OPT plate. The wide-field
functionality is retained by removing the OPT plate, and using the relevant adapter provided
with stage (e.g multi-well plate or the slide adapter shown in figure 5.1). In our system,
Figure 5.1: Adaptation of inverted microscope using OPT plate. (a) The OPT plate can be
easily installed and removed from a commercially available translation stage (Marzhauser
Wetzler). Figure adapted from [2]. Wide-field functionality retained by removing OPT plate,
and using relevant adapter provided with stage (e.g multi-well plate or slide adapter). (b)
Photograph of OPT plate in use on an Olympus IX71 (Olympus Ltd).
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Figure 5.2: Aluminium OPT plate and required components. The sample chamber is sus-
pended from the upper plate. The sample is suspended in agarose within FEP tubing that
provided a refractive index matched environment with the water immersion fluid. The angle
between the upper plate and the lower plate can be altered using the micrometer screw. Note
that this is the primary design that utilises Zaber NM11AS-T4 stepper motor (Zaber Ltd). The
design available as CAD, is the updated version with Zaber NM08AS-T4 (Zaber Ltd) and a
reduced chamber size. All other components are identical.
the OPT plate was used on an commerically available inverted microscope (Olympus IX71,
Olympus Ltd).
As mentioned in section 3.4.5, OPT has been recently utilised for in vivo imaging. Conse-
quently the environment was refractive index matched to water, as live biological samples are
primarily composed of water. Figure 5.2 shows photographs of the custom aluminium OPT
plate manufactured for an inverted microscope. A water tight sample chamber was fabricated,
into which passed the stepper motor axle through a rubber o-ring seal. Inside the chamber
an aluminium axle adapter connected the motor axle to the relevant size sample tubing. Flu-
orinated ethylene propylene (FEP) tubing was chosen as its refractive index closely matches
water (1.344 FEP vs 1.3325 water, 0.9% difference). The design of the chamber was optimised
for 1.6mm outer diameter FEP tubing (inner diameter 0.8mm). Specifically the distance be-
tween the axis of rotation and the circular glass coverslip was minimised in order to reduce the
impact of spherical aberration caused by focussing through a planar air-water boundary. Orig-
inally, as shown in figure 5.2, a Zaber NM11AS-T4 (Zaber Ltd), was used for sample rotation,
but the final design utilised a more compact version (Zaber NM08AS-T4), which reduced the
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Figure 5.3: 3D printed OPT plate and required components. Tilt correction between lower
plate and chamber applied through the flex point.
distance that the motor extended below the lower plate.
The third criterion concentrated on minimising reconstruction errors due to system mis-
alignment. The requirements for alignment in OPT are detailed in section 5.2, and the mico-
scope adaptation can correct for two of these critical misalignments. The first is the ability to
centre the axis of rotation in the middle of the field of view, which can be achieved through
the translation stage itself. The second is the ability to alter the angle of the axis of rotation
in the yz plane. This is achieved by suspending the sample chamber (including motor) from
an upper aluminium plate. The upper and lower plate are held together with tension springs,
but the relative angle between them can be altered using micrometer adjustment threads and
a roll bar at opposite ends of the plate (see figure 5.2). These two degrees of freedom allow
for the correction of critical misalignments, but further corrections are required and applied in
software.
The aluminium design provided the necessary functionality to align the system. In addition
it provided enough rigidity to hold the two plates together at high tension. However while the
design is open-source, not all laboratories will have their own workshop capables of milling
this design. Consequently there is preliminary development towards a 3D plastic printed op-
tion (Verowhiteplus RDG835, Objet Ltd), shown if figure 5.3. The plastic component does
not have the rigidity required to hold the plates together at high tension. Therefore the de-
sign includes a flex point (artificially created weak-point), that provides the necessary angle
variation. The majority of this design is printed as a single piece, costing less than ~£150,
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decreasing the total cost to . £500. The basic design is easily scalable for larger samples /
different sample tube sizes or different stepper motors. Further tests are required to verify this
design’s suitability for OPT.
The experimental results presented in the remainder of this thesis are all acquired using
the primary aluminium design.
5.1.2 Acquisition Software
In combination with the open-source design of the hardware, I utilised acquisition software
in Labview (custom written). In the standard approach to OPT described above, the only
computer-controlled components are the stepper motor and camera, and this creates a rela-
tively simple acquisition program. An open-source alternative to Labview has been imple-
mented in µManager [72] to control these components (Zaber Ltd NM08AS-T4, Andor Ltd
Zyla 5.5). Download instructions are available from the Imperial website (Link: OPTiM
Adaptor Plate). Adapting this program for other motors and cameras supported by µManager
is relatively straightforward. The combination of open-source hardware and software provides
the potential for the an accelerated uptake of OPT in biological labs worldwide.
5.1.3 Reconstruction Software
The reconstruction method for standard OPT using the above design, was filtered back pro-
jection (see section 4.2.1). The total reconstruction time for a volume of 760x760x2160
pixels was <5 minutes (physical size at 4x magnification, 1.2x1.2x3.5 mm) using the GPU-
accelerated ‘iradon’ function in MATLAB (The Mathworks Inc.). Alternative open-resource
reconstruction software are available as ImageJ plugins [73]. Both software options have
in-built functionality to rotate and translate the projections in order to satisfy the alignment
conditions as explained in section 5.2.
5.2 Alignment and Calibration Techniques
The alignment requirements for OPT are illustrated in figures 5.4a-5.4b and relate to the rel-
ative position and orientation of the axis of rotation (AoR) to the optical axis. The red line
represents the AoR around which the sample rotates during an acquisition. To permit the inde-
pendent reconstruction of cross-sectional slices (i.e the use of standard FBP as a reconstruction
technique), the AoR must be orthogonal to the optical axis of the imaging system. Therefore
in figure 5.4a the tilt angle has to be adjusted such that φ = 0. This degree of freedom must
be provided by the OPT plate itself. Figure 5.4b illustrates a relative rotation of the AoR with
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(a) (b)
Figure 5.4: Standard OPT alignment criteria. (a) The custom chamber is suspended from an
upper plate, with the lower plate seated in microscope stage. For alignment purposes, the axis
of rotation (red line) is adjusted until it is orthogonal to the optical axis, setting the tilt angle
φ ≈ 0. (b) In addition the axis of rotation should be approximately centred on the camera
sensor and rotated to align with the sensor pixels, setting the shift δ ≈ 0 and rotation angle
ζ ≈ 0.
respect to the pixel columns in the camera, and a lateral shift with respect to the centre of the
field of view. These misalignments can be minimized by translation of the microscope stage
and physical rotation of the camera on its port before data is acquired, or can be corrected post-
acquisition before reconstruction. In either case the OPT plate does not require adjustments
to correct for these degrees of freedom. The alignment procedure is detailed in the following
section.
5.2.1 Fast Pre-Acquisition Alignment Procedure
At magnifications up to ~4x, higher order effects such as motor instability and magnification
variation (see sections 6.4.3-8.1.2) are neglible and this system is defined as well-behaved.
The associated alignment procedure is fast and simple: two images are compared that are
acquired at 180° relative rotation, since for an ideally aligned system the two images should
precisely overlap when one of the images is flipped about its centre. This is illustrated in figure
5.5a. Each degree of misalignment, rotation of the AoR in the xy plane (ζ ), translation of the
AoR in the xy plane (δ ), and the tilt of the AoR in the plane (φ ) lead to distinct overlapping
patterns as illustrated by figure 5.5b. The measurement of φ requires the object to travel along
the optic axis under rotation by 180° (i.e object needs to be displaced from AoR).
The system can be adjusted until the two images overlap to ensure that standard FBP can
be used immediately on the raw projections. However as mentioned previously both rotation
and translation can be applied in software prior to reconstruction. As such the key alignment
criteria is to ensure that φ ≈ 0.
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(a) (b)
Figure 5.5: Fast standard OPT alignment procedure. (a) If the system is known to be tele-
centric and have motor stability over the entire acquisition (generally true up to 4x magnifica-
tion), as fast calibration procedure can be performed. Within the calibration program (either
Labview or µManager) a live stream displays the combination of an image taken at 0° with
another taken at 180°, which has been flipped about its centre. If the system is aligned, these
two images should perfectly overlap. (b) From left to right, misalignment from rotation (ζ ),
translation (δ ) or tilt (φ ) leads to errors in image overlap.
5.2.2 Full Calibration and Alignment Procedure
If the system cannot be assumed to be well-behaved, a more comprehensive alignment and
calibration procedure is required. This uses a sample comprised of a low concentration of
fluorescent beads (e.g 200nm fluorescent microspheres – F8848, Thermofisher Scientific Inc).
Sample preparation is detailed in appendix B.1. The procedure is illustrated in figure 5.6 (also
see appendix B.2).
An example of a projection is shown in figure 5.6a. The sphere peaks are found using
simple peak finding software (MATLAB), indicated by the coloured circles in figure 5.6b.
This is repeated for all the projections, see red traces in figure 5.6b.
The mean value of the recorded x-positions per sphere provides the axis of rotation (AoR)
horizontal shift, δ from the camera centre, for each y-position. The δ value for multiple
spheres at varying y positions can be used to calculate the AoR rotation angle ζ using linear
regression. This is shown in figure 5.6c. These values can then be used to correct the raw
projections prior to reconstruction, using simple rotation and translation image manipulation
software (MATLAB or Fiji [74]).
In addition by plotting the y-variation of the microspheres this will monitor if there is
a measurable non-telecentric effect, or a tilt in the AoR (φ) (figure 5.6e). It is necessary
to compare the magnitude of this variation to the diffraction limit of the OPT system. For
example with the data from the figure, the diffraction limit of this system is ~4.5µm≡ 3 pixels
(reduced NA~0.055). As the magnitude of the y-variation is significantly smaller than the
diffraction limit, the impact on reconstruction quality will be negligible. A similar procedure
can be applied when looking at motor stability. The motor stability can be approximated as
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Figure 5.6: Diagram of the full calibration procedure for standard OPT. Real data of fluo-
rescent microspheres (200nm diameter), taken at 4x magnification. (a) Raw projection from
full-DoF OPT acquisition. (b) The spheres are found from the raw projections, and their tra-
jectories recorded using simple peak finding MATLAB software (colour represents the same
sphere through figs b-f). (c) The mean value of the recorded x-positions provides the axis of
rotation (AoR) horizontal shift, δ from sensor centre, for each y−position. Applying a lin-
ear fit, gives the AoR rotation angle ζ. (d) Sinusoid fitted to the recorded x-positions for all
sphere traces. (e) Recorded y-positions of the microspheres. (f) Difference between recorded
x-positions and fitted sinusoid.
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the residuals after fitting a sinusoid to the microspheres x-variation (figure 5.6d,f). More detail
on telecentricity and motor stability is given in sections 6.4.3-8.1.2.
5.3 Resolution Measurements using Fluorescent Microspheres
At low magnification (4x and below), the effective NA of the microscope can be reduced
by placing an aperture directly behind the objective lens, as illustrated in figure 5.7, without
causing measurable non-telecentric performance. Low magnification imaging was performed
with a 4x objective with an intrinsic 0.13NA (UPLANFL 4x, Olympus Ltd). For fixed focus
on-axis OPT, the focal plane was positioned at the AoR, and focal volume covered the entire
sample extent (see section 3.4.1). This required an aperture of ~2.5 mm to produce an effective
NA ~0.028. Using the FWHM definition of resolution (equation 3.16), this resulted in a
diffraction limit of ~9µm.
The OPT system was tested using a sample of fluorescent microspheres. Figure 5.8a-c dis-
plays maximum intensity projections (MIP) through a reconstructed volume of 4µm diameter
spheres (prepared as per appendix B.1). Note that the contrast has been enhanced to visualise
both bright and faint objects. The acquisition was composed of 200 projections, with a sam-
ple extent of ~800µm. Using equation 3.21, the required number of projections is Np~280,
and consequently the acquistion was slightly undersampled. Residual streak artefacts in the
reconstruction are likely due to a combination of undersampling, rotational instability as well
as other imaging artefacts (e.g shadowing, refractive index variation within the sample, FEP
Figure 5.7: Microscope schematic for fixed focus on- and off-axis OPT. Inverted microscope
that has been adapted for OPT. The only additional component inside the microscope (indi-
cated by the dashed box) was the aperture placed directly behind the objective lens to reduce
the NA.
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tube boundary effects). These are visualised as vertical lines in figure 5.8b,c.
The resolution and its anisotropy were analysed across the entire reconstruction volume
through peak finding, followed by FWHM measurements. This method is described at the start
of section 4.3.1. The resolution measurements are shown in figure 5.8 d. Both minimum and
maximum resolution measurements were taken, corresponding to the line profile through the
xz cross section of the reconstructed sphere that results in a minimum FWHM and maximum
FWHM. The average minimum resolution reconstructed was ~11±2µm, within errors of the
theoretical description. Spheres with poorer resolution could be caused by a number of effects
including: a result of a small signal to noise ratio, instability over the rotation cycle, refractive
effects from the tube boundary / other spheres, internal light scattering within the agarose or
clustering of spheres.
The ratio of minimum to maximum FWHM resolution is equivalent to the anisotropy ratio
Figure 5.8: Fixed focus on-axis OPT. (a) Maximum intensity projection along y-axis (axis
of rotation) through a reconstructed volume of fluorescent microspheres (4µm diameter) em-
bedded in 1% agarose. Projections acquired at 4x magnification, reduced NA~ 0.028 (with
an aperture of diameter 2.5mm placed directly behind the objective). Note contrast has been
enhanced in order to detail both bright and faint objects. (b,c) Orthogonal MIPs through recon-
struced volume. (d) Minimum and maximum FWHM resolutions through 2D cross section of
microspheres, as a function of field position (distance away from rotation axis in object space
coordinates). (e) anisotropy ratio of spheres, given by equation 4.9, against field position.
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(equation 4.9), shown in figure 5.8e. The ratio decreases at increasing field positions agreeing
with the theoretical model predicted in section 4.3.1.
The system was also tested in a fixed focus off-axis OPT setup using a similar sample of
fluorescent microspheres (see section 3.4.2). 400 projections were acquired over 360° at 4x
magnification, with a reduced NA~ 0.055 (aperture of diameter 5mm placed directly behind
the objective). The integration time per frame was equal to the on-axis method, resulting in
2x total acquisition time. MIPs through the reconstruction volume are shown in figure 5.9a-c.
In comparison to the on-axis system, more microspheres are visible above the noise floor
due to the increase in collection solid angle (note that the total acquisition time has been
compromised). The FWHM resolution of spheres across the volume is shown in figure 5.9d.
The minimum experimental resolution (~7± 1.5µm) is greater than the diffraction limited
resolution of ~4.6µm. This difference and the variation of the anisotropy ratio may again be
Figure 5.9: Fixed focus off-axis OPT. (a) Maximum intensity projection along y-axis (axis of
rotation) through a reconstructed volume of fluorescent microspheres (4µm diameter) embed-
ded in 1% agarose. Projections acquired at 4x magnification, reduced NA~ 0.055 (with an
aperture of diameter 5mm placed directly behind the objective). Note contrast has been en-
hanced in order to detail both bright and faint objects. (b,c) Orthogonal MIPs through recon-
struced volume. (d) Minimum and maximum FWHM resolutions through 2D cross section of
microspheres, as a function of field position (distance away from rotation axis in object space
coordinates). (e) anisotropy ratio of spheres, given by equation 4.9, against field position.
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due to instabilites over the acquisition cycle, or the increased impact of spherical aberration
at larger NA. However the anisotropy ratio was consistent across the majority of the field (see
figure 5.9e) agreeing with the derived theory.
For low magnifications this standard approach to OPT is relatively simple to implement,
requiring only the addition of the OPT plate and an aperture directly behind the objective to
reduce the effective NA. Additionally due to low resolution, the system can tolerate errors
in the stepper motor motion and small errors in the stage angle, allowing a relatively quick
alignment procedure. Importantly, the microscope retains all its imaging and illumination
capabilities so can still be used for day-to-day imaging tasks as required.
5.4 Application to in vivo Imaging
In order to demonstrate the viability of OPT in a biological context, an experiment was per-
formed using a common model organism, namely D. rerio , also known as zebrafish. As ex-
plained in section 2.2, typical biological tissue exhibits scattering and absorption that prevents
ballistic light propagation [75]. Casper is a mutant form of D. rerio that has been genitically
modified to remove pigmentation [76]. This allows OPT to be used as an imaging technique
as the specimen is now transparent with minimal light scattering within the sample (as the
zebrafish matures the amount of scattering increases which significantly affects reconstruc-
tion quality. Optimising for scattering effects is an active area of research but is not explored
further in this thesis. Other common mutants include Crystal [77] and TraNac [78]. As an al-
Figure 5.10: In vivo fixed focus off-axis OPT reconstruction of a 5 days post fertilization
transgenic (mpx:GFP) zebrafish, combining sequential fluorescence (for neutrophil GFP ex-
pression, shown in green) and transmission acquisitions (for zebrafish morphology, inverted
and shown in grey). (a,b,c) Orthogonal views through 3D image. Acquired with NA~0.05.
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Figure 5.11: (a) Magnified view of reconstruction within red box indicated in figure 5.10c,
and (b) line profile through neutrophils. Acquired with NA~0.05.
ternative to genetic modification, embryos can be chemically treated with PTU [79] to prevent
melanogenesis (production of melanin, which provides pigmentation). This research solely
utilises the Casper mutant.
OPT allows the acquisition of both emission and transmission information (see section
2.1.2). As a consequence anatomical reference information obtained through white light pro-
jections (this maps the attenuation of light through the sample in an identical fashion to x-ray
CT), can be combined with with fluorescence information that can be targeted to certain cell
types. One common area of study within zebrafish is the immune system, and its response to
stimulae. The zebrafish used in this thesis have been genetically engineered to express green
fluorescent protein (GFP) [80] in neutrophils only (more information on neutrophils available
from [81]). The biological nomenclature for these zebrafish is Tg(mpx:GFP).
Figure 5.12: Maximum intenisty projections through reconstruction of idential sample to fig-
ure 5.10. (a) XZ maximum intensity projection, (b) XY, (c) YZ. Scale bar is 100µm. Acquired
with NA~0.05.
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Figure 5.10(a) shows a reconstructed slice through the zebrafish (i.e. an xz slice), with
the fluorescence reconstruction in green and transmitted light in grey (note that this has been
inverted). Figure 5.10(b) shows the xy slice for the position indicated by the vertical crosshair
in (a), while (c) is the equivalent yz slice. Figure 5.11 magnifies a region from the fluorescence
reconstruction (indicated by the red box in 5.10(c)) of two neutrophils in close proximity
(~25µm peak-to-peak) and an intensity line plot through them respectively.
The associated maximum intensity projections (MIP) through the reconstructed volume
are shown in figure 5.12. The neutrophils can be clearly identified throughout the zebrafish
anatomy. The addition of the transmission channel in OPT provides anatomical context for
the neutrophils distributions, that may not be possible using alternative 3D imaging methods
such as LSM.
Chapter 6
Remote Focal Scanning OPT
OPT was originally developed to image cleared biological samples of the order ~cm in extent
by Sharpe in 2002 [27] (see section 2.1.2). As the analogue of x-ray CT, reduction of the
numerical aperture allowed the optical system to be approximated as a collection of parallel
propaging rays, therefore enabling reconstruction using x-ray methods such as FBP (see chap-
ter 3). The limitation of standard OPT is the trade-off between sample size and the spatial
resolution of the 3D image (or anisotropy of the reconstruction, see chapter 4). This chap-
ter details an alternative method that has greater resolution, but can still approximate parallel
x-ray CT.
6.1 History of Focal Scanning in Tomography
FBP assumes a point object has an identical image irrespective of location in object space. This
is equivalent to saying the spatial information from all sample planes has an identical transfer
function. Standard OPT approximates this criteria by reducing the numerical aperture of the
optical system. This extends the depth of field, which increases the volume over which the
optical transfer function is approximately spatially invariant. This corresponds to the volume
that can be accurately reconstructed with FBP.
However there are alternative methods of creating a spatially invariant transfer function.
One example is a technique called focal-scanning (FS-OPT). In this process, the final image is
the integration of single images taken at different focal positions. A schematic illustrating this
concept is shown in figure 6.1a. This was in fact the original method for optical CT developed
by Kikuchi [25].
As the numerical aperture is not reduced, the spatial resolution and light collection effi-
ciency are improved. The focal volume (volume of the sample that is in focus at any instant)
is scanned over the scan range to create a pseudo-projection. For on-axis FS-OPT the scan
112 Remote Focal Scanning OPT
range is equal to the whole sample extent. This can be reduced to the front half of the sample
for off-axis FS-OPT.
The scanning procedure was originally realised by directly translating the objective lens
for OPT of cells, referred to as optical projection tomography microscopy (OPTM) [82]. In
comparison to OPT, it is designed for use on much smaller samples <10μm, increasing the res-
olution to ~1μm. It utilises a high numerical aperture (NA) objective for high lateral resolution,
but requires a method to extend the depth of field (DoF). This was originally accomplished
by using an objective piezo drive that was able to perform fast scanning (10-100’s Hz) over a
small range (up to ~300µm). Mechanical piezo scanning falls under the umbrella of methods
to extend the depth of field from other areas of microscopy. There are alternatives that include
optical refocussing [83], electrically tunable lenses [84], Fresnel lenses [85], and wave-front
coding [86].
Focal-scanning methods can generally be split into two categories: discrete and dynamic
sampling. In discrete sampling, a single image contains in-focus information from a single
(a) (b)
Figure 6.1: Focal Scanning (FS) OPT. (a) Top-down OPT schematic. The focal volume (vol-
ume of the sample that is in focus at any instant) is limited by the objective NA. However the
focal volume is scanned over the scan range to create a pseudo-projection. For on-axis FS-
OPT the scan range is equal to the whole sample extent. This can be reduced to the front half
of the sample for off-axis FS-OPT. The pink, red and blue boxes represent 2D cross sections
of volumes within the object that are projected onto the image sensor within a resolution ele-
ment. Note that the resolution element is smaller for FS-OPT than standard OPT (see figures
3.6, 3.7). (b) Key components required for remote FS-OPT (RFS). Unlike traditional focal
scanning that uses a piezo objective drive, the focal volume is swept remotely through the
sample by driving a current through the electrically tunable lens (ETL). In RFS-OPT the full
objective NA is used resulting in increased light throughput. In comparison to standard OPT,
the projection image is created through the integration of multiple focal positions.
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focal plane position. The tunable element then axially shifts the focal plane by a discrete
amount (δ z.DoF), and another image is taken. This is repeated sequentially until the desired
volume has been imaged [25]. The stack of images is integrated in post-processing to produce
a single focal-scanned image. This method benefits from optimal signal to noise ratios and
increased dynamic range [87–89].
The alternative procedure is dynamic sampling. In this case, the tunable element sweeps
the focal plane through the sample during the integration period of the camera. The integration
time must be an integer number of the scan period (this condition becomes less critical at
large sweep frequencies). Dynamic sampling has a significant time advantage over discrete
sampling (there are potential read-noise problems if the integration time for discrete sampling
is too short) and is therefore advantageous for time-sensitive applications (such as in vivo
imaging). Another less critical advantage occurs due to the continuous rather than discrete
sampling. This avoids potential artefacts that would be created if the discrete shift is larger
than the axial PSF variation (δ z > DoF).
Our focal-scanning OPT system utilises an electrically tunable lens (ETL) for dynamic
focal scanning (see figure 6.1b). This is used in conjunction with a conventional OPT setup
to create an extended DoF. The focal plane was displaced remotely by the ETL, removing
potential mechanical instabilities of objective scanning. The technique developed was called
remote focal scanning (RFS) OPT [90].
6.2 Mathematical Representation of Linear Focal Scanning
The concept of focal scanning relies on an optical component that is able to axially displace the
primary focal plane. The original concept relied on physically translating the objective (and
aperture) in z. This is illustrated in figure 6.2. By comparing the optical setup to a standard 4f
system (derivation in appendix D.1), if there is an increase in the distance between the aperture
stop and the tube lens ( f2 → f2+b), the derivation for field transfer in the standard 4f system
is changed in two places. Firstly z′′→ z′′−b in the steps preceding the final propagation from
after the aperture to the image plane. Secondly the total propagation distance from aperture to
image plane is increased from (2 f2 → 2 f2 + b). These two effects do not change the overall
form of the equation for incoherent image intensity (no focal scanning), but the intensity point
spread function h, is evaluated at a different depth.
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114 Remote Focal Scanning OPT
h(α,ψ,z′′) =
1
( f1λ )4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′−b
f 21
)
(x′2+y′2)
e
ik
f1
(αx′+ψy′)dx′dy′
∣∣∣∣∣∣
2
When the quadratic phase factor within this expression is zero the system is focussed (z′′ = b).
Linear focal scanning can be performing by integrating over b, from −B2 → B2 where B is the
total focal displacement. For traditional focal scanning the focal displacement is greater than
the object extent. The focal-scanned (FS-) PSF is described by,
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Figure 6.2: Optical schematic of the microscope with the objective translated by b. The ob-
jective is approximated by the primary focal lens and the aperture stop.
6.2.1 Replacement of the Aperture with an Tunable Quadratic Element
Our setup employs an alternative method of achieving focal scanning, by including an optical
element that has a tunable range of optical power, namely an electrically tunable lens (ETL).
This can be represented by a tunable element of focal length, f , placed in the Fourier plane
of both lenses (see figure 3.4). The ETL has a focal length range f → ( fmin, fmax), which is
equivalent to a range in optical power p→ (−ρ2 , ρ2 ). The schematic is illustrated in figure 6.3.
The static image intensity is almost identical to the standard 4f system, with an additional
quadratic phase factor in the PSF representing the defocus from the tunable lens. The full
derivation of the RFS setup is detailed in appendix D.8. The static image intensity from a
incoherent object, can be given in terms of the ETL dependent intensity point spread function,
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he.
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(6.2)
The focal-scanned intensity image I f s, can be described as the integration of multiple images
with varying ETL optical powers. If the ETL optical power, p = 1f , is weighted linearly with
depth the focal-scanned image intensity is given by,
I f s(x,y) =
∫ ∞
−∞
1
m2
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·
∫ p= ρ2
p=
−ρ
2
he
( x
m
− x′′, y
m
− y′′,z′′
)
dp︸ ︷︷ ︸
h f s: focal-scanned PSF
dx′′dy′′dz′′ (6.3)
where the focal-scanned point spread function h f s is given by,
h f s =
∫ p= ρ2
p=−ρ2
1
( f1λ )4
∣∣∣∣∣∣
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e
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f 1 (αx
′+ψy′)dx′dy′
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2
dp (6.4)
This can be directly compared with the mechanical scanning approach, equation 6.1. The two
formulae are identical when p→ −b
f 21
. As the optical power is directly proportional to the object
plane displacement, the use of a perfect tunable element placed in the Fourier plane behaves
identically to a translation of the objective/aperture housing.
In a similar fashion to the standard OPT in section 3.3.2, the optical system must be ro-
Figure 6.3: Optical schematic of the microscope with the ETL replacing the aperture in the
Fourier plane. The ETL represented as a thin lens of focal length f . The ETL shape is
described by the function, P0(x′,y′).
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tated to perform tomography. The RFS-OPT system can acquire a pseudo-projection that is
equivalent to both on- and off-axis OPT (focal plane offset from AoR by −∆s′′). Equation 6.5
represents the optical transform for off-axis FS-OPT. This can be reduced to the on-axis case
by setting ∆s′′→ 0.
Basic Optical Transform for Linear Focal Scanning OPT
I(t,y,θ) =
1
m2
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I0(x′′,y′′,z′′) ·h f s
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6.2.2 Linear Focal-Scanning Operation
The point spread function in a focal-scanned system is fundamentally different from the typical
PSF of standard microscopes. The shape of the PSF can be explored mathematically for all
object planes by finding an equivalent ambiguity function to that found for a standard system
(section 4.2). The formula for the rotated focal scanned point spread function h f s is given by,
h f s(α,ψ,s′′o f f ,ρ) =
∫ p= ρ2
p=−ρ2
1
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∣∣∣∣∣∣
∫∫ ∞
−∞
P0(t ′,y′)e
−ik
2
(
s′′o f f
f 21
+p
)
(t ′2+y′2)
e
ik
f 1 (αt
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2
dp
where p is the optical power of the tunable lens, ρ is the total optical power range and s′′o f f
represents the depth coordinate. (s′′o f f = s
′′ for on-axis OPT). Using the relations t1 = t ′+ τ2 ,
t2 = t ′− τ2 , y1 = y′+ ε2 and y2 = y′− ε2 this is equivalent to,
h f s =
∫ p= ρ2
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Operating in a dynamic sampling regime, the scanning of the focal plane is represented by the
p-integral (this can be replaced by a summation for discrete focal scanning). The scanning
integral can be isolated and evaluated independently,
∫ p= ρ2
p= ρ2
e−ikp(t
′τ+y′ε)dp≡
∫ ∞
−∞
rect
(
p
ρ
)
e−ikp(t
′τ+y′ε)dp
This is simply the scaled Fourier transform of the rectangular function, see equation A.5.
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λ
)
Inserting this solution into the focal-scanned PSF,
h f s =
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A fmod : Modified Ambiguity Function
Optical transfer functions are typically normalised to 1 at zero spatial frequency, which in
the ambiguity function corresponds to (s′′o f f = 0). As such a
1
ρ normalisation factor can be
introduced in front of the A fmod function.
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where the modified ambiguity function is described by,
A fmod(τ,ε,µ,ν ,ρ)=
∫∫ ∞
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λ
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e−i2π(µt
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The integral over the (t ′,y′) domains is similar to the shifted ambiguity function defined in
appendix A.3, with an additional product with a sinc function, which is dependent on the
focal scan range of the tunable lens. As the sinc function does not depend on s′′o f f , I have
defined this form as the modified ambiguity function, equation A.13. This sinc function is
essentially a sinusoidal function and as such must be sufficiently sampled when performing
discrete simulations.
A comparison between the standard and modified ambiguity functions is shown in figure
6.4c, simulated for fixed focus on-axis OPT and focal-scanning on-axis OPT with an identical
sample. The extent of the modified ambiguity function is larger due to the increased NA of
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the focal scanning system. However the relative magnitude of the frequency component at the
origin (representing zero spatial frequency) is much greater for FS than standard OPT. This is
due to the collection of out of focus fluorescence during the scanning process.
In the limit of infinite scan range (ρ → ∞) the modified ambiguity function is zero ev-
erywhere apart from an infinite singularity at the origin (τ = ε = 0). As a consequence the
PSF resembles a plane wave of zero frequency, i.e a constant offset. This agrees with physical
reasoning as the image would be composed of an infinite number of out-of-focus planes, and
therefore contains all the energy emitted from the object (within the solid angle) but without
any spatial structure.
Alternatively in the limit
(
ρ ≫ s
′′
o f f
f 21
)
, the scan range is much greater than the object
Figure 6.4: Simulation comparison between fixed focus on-axis OPT and linear focal-scanned
on-axis OPT. (a) Normalised xy PSFs for fixed focus on-axis OPT. The effective numerical
aperutre, NAe f f is ~ NA5.75 , where NA is the numerical aperture used for FS simulations (i.e the
full objective NA). Therefore the DoF ~132·FWHM, where the FWHM is the lateral resolution
at full objective NA, using the Walls definition (equation 3.20). Assumes a refractive index,
n = 1, λ = 500nm. (b) Normalised xy PSFs for linear FS-OPT, SR:FWHM ~132. (c) Simu-
lated ambiguity function (standard OPT) and modified ambiguity function (FS-OPT) with line
profiles corresponding to objects in the centre of the SR (white), at the edge of the SR (green)
and beyond the DoF (red). Corresponding xy-PSFs shown in (a-b). (d) Axial object space
xz PSF profiles for fixed focus on-axis OPT and linear on-axis FS-OPT. Note the horizontal
scales differ.
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extent. In this case the sinc function dominates over the complex exponetial,
⇒ A fmod(τ,ε,ρ ≫
s′′o f f
f 21
) =
∫∫ ∞
−∞
P0(t ′− τ2 ,y′− ε2)P∗0 (t ′+ τ2 ,y′+ ε2) · sinc
(
ρ(t ′τ+ y′ε)
λ
)
dt ′dy′
As a consequence the ambiguity function is reduced to only two dimensions for a constant
power scan range, ρ . The transfer function is now independent of object location, as all
the location infomation is stored within the (µ,ν) variables. In previous literature [91], this
assumption allows deconvolution of the raw projections as the PSF is spatially invariant in all
three dimensions. This is illustrated by the z′′ = 0 line profile through the modified ambiguity
function in figure 6.4c, and the associated focal-scanning PSF figure 6.4b.
The focal scanning system has been simulated to reproduce the effect of fixed focus on-
axis OPT, with the ETL scan range set to equal the depth of field given by equation 3.20.
Normalised object space PSFs (figure 6.4a,b) illustrate the differences between standard and
FS-OPT at three different object locations: at the centre of the FoV (white line profile), and
the edge of the standard DoF (green line profile) and for an object beyond the DoF (red line
profile). The FS PSFs display less variation over the scanned volume than the standard PSFs,
but there is a much faster suppression of high spatial frequencies beyond the volume (this
aspect is useful for region of interest OPT discussed in chapter 7). However unlike the limit
above suggests, the FS PSF is not fully invariant over the volume, and this is shown by the
axial PSF profiles (d). This variance affects the reconstructions and is detailed in section 6.2.5.
Note that the simulations have been expressed in terms of the FWHM lateral resolution at the
full NA of the objective.
6.2.3 Non-Linear Focal Scanning Operation
In order to perform dynamic focal scanning, an electrically tunable lens (ETL) was used that
oscillated with a frequency that was a integer multiple of the integration period. Ideally this
was set as high as possible to avoid any artefacts created from discrepencies between ETL and
camera timing. Fahrbach [84] investigated the oscillation behaviour of an identical ETL in a
light-sheet system. Due to resonances within the tunable lens, any driving signal that was not
sinusoidal produced a focal-plane scan that deviated from the desired profile (i.e a sawtooth
signal did not linearly sample object space due to extra oscillations from ETL resonances). As
a consequence the most stable driving signal was a sinusoid.
As such in a practical situation, the focal-plane may not be scanned linearly. The expres-
sion for focal scanning must therefore be generalised for any scanning function. In a physical
situation, when operating the tunable lens in a linear fashion the focal power can be described
by the following equation, where t is the time, T is the total integration time and ρ is the focal
120 Remote Focal Scanning OPT
power range.
p =
ρt
T
− ρ
2
⇒ t = pT
ρ
+
T
2
dp =
ρ
T
dt
This expression can be used to rewrite the p−integral in the time domain, where γ ̸= f (p).
∫ p= ρ2
p=−ρ2
e−iγ pdp→ ρ
T
∫ t=T
t=0
e−iγ·G(t)dt
Here the integral has been generalised for any scan function, G(t). In our system, sinusoidal
motion is the alternative mode of operation. Driving the ETL with a sinusoidal current re-
moves any ringing due to resonances. The scan function for a sinusoidal driven focal sweep
between −ρ2 → ρ2 is given by,
G(t) =
−ρ
2
cos
(πt
T
)
We can make the substitution u = πtT to express the integral as,
ρ
T
∫ T
0
e
iγρ
2 cos(
πt
T )dt → ρ
π
∫ π
0
e
iγρ
2 cos(u)du
This integral can then be evaluated, by comparing it to the definition of a Bessel function
(equation A.6).
ρ
π
∫ π
0
e
iγρ
2 cos(u)du = ρJ0 (πργ)
= ρJ0
(
πρk(t ′τ+ y′ζ )
)
After identical normalisation to section 6.2.2, the optical transform for focal-scanning in the
telecentric system can be summarised by equation 6.6.
This ambiguity function can be simulated in an identical fashion to the linear FS system
described in the previous section. An example of the fractional difference between the two
ambiguity functions is demonstrated in figure 6.5b. Yellow areas indicate increased spatial
frequency transfer, and blue is decreased transfer. The relative increase/decrease is depen-
dent on the absolute value of the scan range relative to the system FWHM resolution (ie.
SR:FWHM). This is explored further in section 6.2.4.
The xy profiles of the PSF (figure 6.5a) and xz axial profile (figure 6.5c) can be directly
compared with fixed focus on-axis and linear FS-OPT illustrated in figure 6.4. The PSF is
no longer invariant over the scan range, and produces two areas of increased energy transfer
at the limits of the SR. Conceptually this is due to the increased dwell time at the limits of
the SR under sinusoidal operation compared to the central region. Beyond the SR, the rate of
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General Optical Transform for Focal-Scanning OPT
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modulation is similar to linear focal scanning. The effect of a sinusoidal focal plane sweep is
demonstrated for reconstructed PSFs in section 6.2.5.
6.2.4 Intensity Variation with Increased Scan Range
In a standard OPT image, useful information (i.e high resolution in-focus signal rather than
background from out of focus planes) is collected from half/all the sample during the integra-
tion time (off/ on-axis OPT respectively). However in dynamic focal-scanning OPT (integra-
tion time equal to standard OPT), useful information for a single object plane is collected for a
fraction of the integration time. This fraction is dependent on the size of the scan range (SR),
and the objective numerical aperture (NA). The larger the scan range, the smaller the fraction.
This leads to decreased peak intensity. The relation between relative peak intensity and size of
the scan range can be found by looking at the weighting function from section 6.2.2. In order
to normalise the optical transfer function, a factor of 1ρ was introduced (where ρ is the size
of the scan range). Consequently the relative peak intensity follows a similar proportionality,
Ipeak ∝ 1ρ . This is illustrated in figure 6.6a, looking at a PSF profile from the centre of the
SR. The radial profile is given in terms of the lateral FWHM resolution, dependent on the
full objective NA (see equation 3.16), while the scan range is given in terms of the depth of
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Figure 6.5: Simulation for focal-scanned OPT, with a sinusoidal focal sweep. Simulated for
SR:FWHM ~132. This can be directly compared to standard OPT and linear FS in figure
6.4. (a) xy point spread functions for an object on axis (white, z′′ = 0), at the edge of the
scan range (green), and just beyond the scan range (red). The colours correspond to the line
profiles through the ambiguity function. Each PSF has been normalised to highlight struc-
tural changes. (b) Fractional difference in sinusoidal / linear focal-scanned ambiguity func-
tions (A fmod). Yellow areas indicate increased spatial frequency transfer, and blue is decreased
transfer. (c) Object-space xz PSF displaying axial profile.
field (DoF defined by equation 3.19). A comparison between peak intensities for linear and
sinusoidal focal sweeps is shown in 6.6b. In sinusoidal operation, the relative peak intensity
for an object at the centre of the SR is less than for linear operation. However both have the
same decay profile.
For sinusoidal operation, the ratio of peak intensity between an object in the centre and
one at the edge of the sweep is plotted in figure 6.6c. The 1D line profile through the centre
of this function is shown in 6.6d. As the scan range increases, the relative change in intensity
also increases. The change in peak intensity forces the PSF for an object displaced from the
AoR to vary in each projection. This variance over the acquisition cycle causes anisotropy in
the reconstructions similar to standard OPT (see section 4.3.1). Examples of the reconstructed
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Figure 6.6: Analysis of intensity variation when using focal-scanning OPT. Simulated for RFS
systems where the scan range > objective DoF (minimum SR:DoF=1). (a) For both linear and
sinusoidal FS, as the scan range is increased the relative intenisty of the PSF formed from an
object at z′′ = 0 decreases (normalised to intensity at SR~DoF). (b) For an object at z′′ = 0
the peak intensity is less when operating a sinusoidal sweep in comparison to a linear sweep.
This is also illustrated by comparing the axial PSF profiles in figures 6.4,6.5. (c) In sinusoidal
operation, the axial PSF profile is no longer invariant over the scan range. An object at the
edge of the SR has a greater intensity than an object and the centre for larger SR. The ratio
increases with scan range. (d) Plot through (c) at x=0mm.
PSF are shown in section 6.2.5.
6.2.5 Reconstruction Artefacts from Focal-Scanning OPT
The RFS system can be simulated in an identical fashion to standard OPT using a modified
ambiguity function as described in section 6.2.2. Reconstructed PSFs can be generated using
filtered back projection using an identical procedure as standard OPT (on-axis figure 4.5, and
off-axis figure 4.14). As mentioned in the previous section, the ideal focal-scanning procedure
involves a linear scan, but when utilising a tunable lens, a sinusoidal sweep results in increased
stability. Reconstructed PSFs as a function of object field position are illustrated for both
modes of operation for on-axis FS-OPT (∆s′′→ 0), in figure 6.7. In this example the scan
range extends up to SR~132·FWHM (FWHM resolution given by equation 3.16). The radial
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Figure 6.7: Simulation of the reconstructed PSF for a focal scanning OPT system, operating
in linear (a) and sinusoidal (b) sweep modes. The scan range is set to the SR = 132·FWHM.
Object field position represented here by z (distance from AoR). The green and red lines
represent the radial
(
rφ⊥
)
and tangential
(
rφ∥
)
directions respectively (see figure 4.3a). For
a linear scan, the reconstructed PSF is approximately invariant within a cylindrical volume,
with the diameter set to the SR, centred on the axis of rotation. When z > SR2 the PSF has
a characteristic ’X’ shape and the intensity drops below zero in the radial direction. In a
sinusoidal scan, the PSF is no longer invariant over the SR volume. However the invariance is
largely located at the extreme of the SR. Conceptually the focal plane spends a longer amount
of time at the edges of the SR, for a given integration time (see axial profile in figure 6.5).
Beyond the boundary, the sinusoid system has the same characteristic ’X’ shape but with
increased prominence. All PSFs are displayed with their full dynamic range.
and tangential line profiles are shown in green and red respectively, and are plotted individually
in figure 6.7.
The reconstructed PSF for the linear scan (6.7a) is identical up to the edge of the SR. This
corroborates the assumption that when the magnitude of the scan range, ρ ≫ s′′
f 21
, is much
greater than the object field position (represented here by z), the transfer function is invari-
ant over the volume, and as a consequence generates invariant reconstructed PSFs. Unlike
standard OPT, under this assumption the RFS system can fully be approximated as a parallel
projection system and generates truly isotropic reconstructions. This allows deconvolution to
be performed on either the raw or reconstructed results using the invariant PSF [87].
However when the condition is violated (i.e at the edges of the SR, ρ ≈ s′′
f 21
), the re-
constructed PSF is no longer isotropic as shown by the central profile in figure 6.7a. This
anisotropy increases with object field position, and a characteristic ’X’ shape is formed by the
FBP process. An object that lies beyond the SR, passes into and out of focus twice over a 360°
acquisition (tangential direction). At the edges there is signficant under-compensation by the
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filtering process and this results in the ’X’ shape. In the radial direction there is signifcant
over-compensation and this results in the intensity dropping below zero.
In sinusoidal operation the reconstructed PSF is only isotropic at the centre of the SR.
However there is minimal anisotropy until the object is located near the edge of the SR. At
that point, unlike linear FS, the resolution of the reconstructed point is poorest in the radial
direction. The backprojection in the radial direction occurs when the object passes through the
edge of the SR (see the axial PSF in figure 6.5). The filtering process is unable to compensate
for the high peak intensity transferred at that location. Beyond the scan range, the profile of the
sinusoidal reconstructed PSF strongly resembles the linear recon PSF, but with an exaggerated
’X’ profile due to the high transfer of peak intensity at the limits of the SR. For sinusoidal
operation, the scan range should be extended just beyond the sample extent (~10%) to avoid
strong anisotropy.
In summary, both modes of focal scanning produce reconstructed PSFs of low anisotropy
for object within ~90% of the SR. At the limits of the SR the anisotropy is high for sinusoidal
operation (minimal for linear), and beyond the limits the reconstructed PSF has a characteristic
’X’ shape for both modes of operation. Notably for both modes of operation the anisotropy
within the SR is less than the equivalent standard OPT acquisition.
6.2.6 Object Size Limitations
Referring to equation 6.4, the focal-scanned point spread function at a constant power, p,
is the absolute square of a scaled Fourier transform of the aperture function multiplied by a
quadratic phase factor. The form of the phase factor is identical to the aberration function of
defocus, W (x,y). The system is at best focus when W = 0.
W (x,y) =
−1
2
(
z′′
f 21
+
1
f
)
(x2+ y2) (6.7)
W = 0⇒ f = − f
2
1
z′′
(6.8)
W = 0⇒ z′′ = − f
2
1
f
(6.9)
Equation 6.8 can be used to calculate the required focal length in order to focus a distance z′′
away from the nominal focal plane. Alternatively equation 6.9 can be used to calculate the
maximum focal displacement (MFD) of the system using the maximum and minimum focal
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lengths of the tunable lens.
MFD = ∆z′′ =
∣∣∣∣ f 21 fmax− fminfmax · fmin
∣∣∣∣
This value determines the maximum object size that can be imaged. It is dependent on the
objective focal length, and the focal power range of the tunable lens.
6.3 Optical Setup and Configuration
Both the RFS-OPT and high magnification (>10x, see section 8.1.2) standard OPT setups
were built around a commercial inverted microscope (IX-71, Olympus), using external relays
as shown in figure 6.8. The microscope’s mercury and incandescent transmitted white-light
lamps were used for fluorescence and bright-field imaging respectively. The setup alternated
between a 10x, 0.3NA and a 20x, 0.4NA objective (LMPLFLN10x, LMPLFLN20x, Olympus
Ltd). A microscope stage (Scan IM stage, Marzhauser Wetzlar GmbH) was used for sample
x-y translation.
Figure 6.8: Optical schematic illustrating fluorescence excitation and emission paths for stan-
dard OPT that requires and external relay to ensure telecentricity and RFS-OPT. O objective,
DM dichroic mirror, F1 excitation filter, F2 emission filter, L1 excitation lens, L2 tube lens,
M1 sliding mirror to enable imaging out of microscope side port, CM removable cube mirror.
External RFS-OPT relay: L3 achromatic doublet, M1/M2 mirror cubes, ETL electrically tun-
able lens. Conventional OPT relay: M4 mirror, L4/L5 achromatic doublets, AS iris aperture
stop.
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Samples were suspended in 1% low melting point agarose solution, drawn into fluorinated
ethylene propylene tubing (06406-60, Cole-Parmer Instrument Co. Ltd) and allowed to set.
The tubing had an inner/outer diameter of 0.8/1.6 mm and a refractive index similar to water.
For in vivo zebrafish imaging the agarose was combined with embryo media and 0.3nM MS-
222 as an anaesthetic. See appendix B for full details.
The standard OPT relay was composed of two achromatic doublets (AC-508-300-ML, AC-
508-200-ML, Thorlabs Ltd), with an adjustable iris aperture placed in a conjugate plane to the
objective pupil that controlled the effective NA and DoF. The net magnification of this setup
was ~12.6x, with a field of view of ~1.3mm (field of view limited by the microscope, while
the magnification was limited by the external relay). These components were chosen such that
there was a magnification of the pupil onto the aperture stop, but an overall demagnification
of the image in order to approximately match the magnification of the RFS-OPT setup for
comparison purposes.
The external RFS relay was composed of an achromatic doublet (AC-508-100-ML, Thor-
labs Ltd), and the ETL (EL-10-30, Optotune Ltd). In comparison to previous work on RFS-
OPT [90], in the current RFS system design, the ETL acts as the second relay lens, removing
unnecessary optical components, without decreasing the maximum focal displacement (see
section 6.2.6). The net magnification of this setup was ~13.7x, with a field of view of ~1.3mm.
The ETL was mounted horizontally between mirrors, to reduce gravitationally induced coma
aberration [3]. These components were mounted on a rail system to allow easy positioning of
the ETL to ensure it remained conjugate to the objective pupil plane. This alignment condition
is critical for parallel FBP reconstruction (see section 3.6), as it ensures constant transverse
magnification for all object planes (object-space telecentricity). A removable cube mirror
(DFM1/M-E02, Thorlabs Ltd) was used to switch between the systems.
The mathematical relations derived in section 6.2 are slightly different as the limiting
aperture (ETL) is now in the external relay. The expression of the point spread function (before
focal scanning) given by equation 6.10 (full derivation listed in appendix D.8.1), where f3 is
the focal length of the relay lens and fe is the distance between the ETL and the camera sensor
(set to the average ETL focal length).
he(α,ψ,z′′) =
1
( f3λ )4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′m2
f 23
+ 1f − 1fe
)
(x′2+y′2)
e
ikm
f3
(αx′+ψy′)dx′dy′
∣∣∣∣∣∣
2
(6.10)
α =
x
mnet
− x′′ ψ = y
mnet
− y′′ mnet = − f2f1 ·
− fe
f3
In comparison to the direct FS system, equation 6.2, the net magnification mnet has been
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changed by a factor − fef3 . Ideally the optical system is at best focus at z
′′ = 0 as most objectives
are optimised for this condition. For this to hold, the quadratic defocus phase factor in the PSF
must be equal to zero.
−ik
2
(
1
f
− 1
fe
)
(x′2+ y′2) = 0
This only holds at f = fe. Therefore the optimum setup has the distance between ETL and
detector set equal to the middle of the ETL focal length range (inverse of the average optical
power, i.e fe = 1pav ).
The defocus phase factor can be used to the calculate of the maximum focal displacement
(MFD) similar to equation 6.7. Here the ETL focal length has been replaced with the net
optical power, pnet = 1f − 1fe .
W (x,y) =
−1
2
(
z′′m2
f 23
+ pnet
)
(x2+ y2)
After multiplication by the sample refractive index, n, this defines the maximum focal dis-
placement (MFD) of the RFS-OPT system with external relay,
⇒MFD = n
∣∣∣∣ f 23m2 · (pmax− pmin)
∣∣∣∣ (6.11)
The limit of the MFD is dependent of the focal length of the primary lens, f3 (section 6.2.6).
However, in reality the MFD of the system is limited by the optical power range of the ETL,
and by the optical setup. The magnification between pupil and ETL must allow for all in-
formation to pass through the ETL aperture (previously shown using an ETL in light sheet
microscopy [84]). The focal length of L3 is limited by the diameter of the ETL (dET L) in
relation to the diameter of the pupil (dp),
f3 ≤ dET Ldp f2 (6.12)
MFD≤
∣∣∣∣∣n f 21
(
dET L
dp
)2
(pmax− pmin)
∣∣∣∣∣
6.4 Calibration and Artefacts
The RFS-OPT system was aligned and calibrated using fluorescent microspheres (method
identical to section 5.2). Extra calibration steps were required in order to align the OPT system
with an external relay ( necessary for RFS-OPT and standard OPT at high magnifications). The
full calibration procedure is detailed in the appendix B.3. At high magnifications, instabilites
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in the system have a larger impact on reconstruction quality. In addition, the RFS system can
generate artefacts in the reconstructions due to the scanning process. This section explores the
calibration of the ETL and artefacts created by the ETL and stepper motor.
6.4.1 The Linear Response Focal Position to ETL Current
In order for the RFS system to behave as required (section 6.2.2) the ETL must be calibrated to
show a linear relationship between optical power and object plane position. The ETL changes
its optical power by altering the curvature of a membrane. This is achieved by driving a current
to a ring of piezoelectric actuators (see appendix D.9). The ETL was calibrated with current
against focal position and the results are shown in figure 6.9a. The response of focal plane
position to current is linear suggesting that ETL current is directly proportional to its optical
power, and that the ETL can operate as a focal-scanning tunable element in discrete operation,
with a SR that relates directly to the predicted mathematical response.
Figure 6.9: (a) Linear response of ETL current to focal plane position. Calibrated at 10x
magnification, 0.3NA, with n = 1.33. (b) Using the linear fit from (a) and equation 6.11, ETL
current can be plotted against relative focal plane position for any objective magnification (for
a given f3 ,n).
The experimental range in focal plane position was 1.80± 0.05mm. This was used to
calibrate the total power range of the tunable lens (using equation 6.11).
∆p =
m2MFD
n f 23
This equates to ∆p ∼ 0.0135 dioptres. The system was also be calibrated for relative focal
plane position (z f p) against ETL current for a number of objectives, shown in figure 6.9b, and
given by equation 6.13 where I is the ETL current (mA), and m is the objective magnification.
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Note this calibration only holds for f3 = 100mm.
z f p ≃ −0.6 · Im2 (6.13)
6.4.2 Sinusoidal Operation: Scan Range Reduction and Ghosting Arte-
facts
The linear response of ETL current to focal plane position suggested that the ETL can function
as a discrete remote refocussing element. This section explores the additional artefacts that
are created when dynamically scanning the focal plane.
Figure 6.10 demonstrates the difference between the programmed and experimental scan
range when the ETL was dynamically driven with a sinusoidal current. A series of images of
Figure 6.10: (a) Experimental scan range investigated by offseting the scan range, while mea-
suring the intensity from a sample of microspheres. (b) Example intensity variation of fluo-
rescent microsphere, at different locations within the extended depth of field. ETL scan range
set to oscillate between 144-194mA at 10Hz, then stepped every 1mA (equivalent to a pro-
grammed SR~0.3mm), 10x objective, full NA~0.3. Separation of the peaks determines the
experimental scan range in terms of effective current range. (c) Scatter plot of peak sepa-
ration (see-left) against the lower bound of the ETL scan range, for all microspheres in the
image. Peak separation is significantly less than the programmed amount (50mA). Variation
in the amount of spherical aberration induced by water-air boundary may cause the decreasing
linear trend.
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fluorescent microspheres (4µm diameter, 10x magnification, 0.3NA) were taken with increas-
ing ETL current offset, but constant ETL current SR (i.e first image taken with ETL oscillating
between 0-50mA, last image taken with ETL at 240-290mA). A schematic representing the
acquisition is shown in figure 6.10a. The plot of peak intensity against ETL current offset
should resemble the profile of the sinusoidal axial PSF (figure 6.5) with the seperation of the
peaks equal to the programmed scan range. The ETL current can be converted into relative
focal plane position using equation 6.13.
There was a significant difference between the programmed SR and that experimentally
observed by the ETL. An example profile is shown in figure 6.10b, programmed SR~0.3mm
and the experimental SR= 0.19± 0.02mm. This was repeated for all microsphere in the
dataset. Figure 6.10c illustrates that the peak separations of all spheres was significantly below
the applied SR. The apparent decreasing linear trend, suggests that the scan range is smaller
at higher ETL powers (focussing closer to the objective). This may have been caused by the
increasing amount of spherical aberration induced by focussing deeper into the water imme-
rion environment or ETL dynamics. Change in the magnitude of the SR over the acquisition
cycle will affect the isotropy of the reconstructions at the edge of the SR.
The reduced experimental SR limited the use of dynamic RFS on larger samples. However
for smaller samples the scan range was qualitively checked to exceed the sample extent (or half
for off-axis RFS-OPT), using a live-preview of the sample that was built into the acquisition
program.
In practice the SR was also dependent on the driving frequency applied to the ETL. Figure
6.11a,b demonstrate the ghosting artefacts that were created at high ETL driving frequencies,
with a comparison to an integration of discretely stepped images (fixed sum). The sum over
the image of the absolute difference between normalised intensities for a range of driving fre-
quencies (1-100Hz), is illustrated in figure 6.11c. Due to the difference between programmed
and experimental scan ranges explained above, at low frequencies (< 20Hz) there remained
a difference between the fixed sum and dynamically scanned images (i.e ∆Inormalised ̸= 0).
However this difference was approximately constant over the frequency range (0-20Hz). Be-
yond 20Hz, ∆I increased with a gradient that was initially proportional to the magnitude of
the SR. However the difference does not follow the same profile for both SR, with instabilties
occuring at ~75Hz for SR~360µm, and at ~100Hz for SR~120µm. This suggested there was
a complex relationship between magnitude of the SR, the ETL driving frequency and internal
ETL resonances that affect both the experimental SR and the image quality.
The ratio of peak intensities within the images is plotted in figure 6.11d. Note the inten-
sity has not been normalised in this case. The profile of both traces was similar with peak
intensity decreasing with increasing frequency. For a larger SR the ratio is lower due to the
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Figure 6.11: ETL imaging response, at increasing driving frequencies, taken at 10x magnifi-
cation, full NA~0.3. (a) Comparison between integration of discretely stepped images (fixed
sum), and a dynamic scan (1-100Hz) for a programmed SR~20mA, within a small area of
the captured image. (b) Repeated for an increased programmed SR~60mA. (c) Difference in
summed intensity between fixed sum image and dynamically scanned images for both scan
ranges. Intensity has been normalised in each image. (d) Ratio of the peak intensites between
the fixed sum image, and the equivalent dynamically scanned images.
effective loss of dwell time per object plane in the sample. This agrees with the theoretical
and simulation analysis in section 6.2.4. In an experimental environment, ghosting artefacts
were minimised by managing the frequency in relation to the SR. However this in turn limits
the integration time, as a minimum of one oscillation period per frame is required. In general
the ETL frequency was limited to < 10Hz when using the full SR (integration time limited to
0.1s). Typically the frequency was set to 2x the integration time.
6.4.3 Stepper Motor Precession
OPT relies on a perfect rotation around a central axis. If the rotation is imperfect it can be
described by displacement of the rotation axis as a function of projection angle. In this thesis
this is referred to as the motor precession. The precession causes unwanted translation in the
raw projections. Experimentally, the translation was found to be consistent over the field of
view, and as a consequence the rotation and precession axes can be approximated as parallel.
A diagram illustrating the geometry of motor precession is shown in figure 6.12a. The sample
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(a) (b)
Figure 6.12: Simulation of motor precession. (a) Geometry involved in the mathematical
derivation. Green ellipse represents position of the primary rotation axis over the acqusition
cycle, with (x,z) fixed coordinate system. (xm,zm) is the object coordinate system. In the
absence of precession and the AoR assumed to be located at the origin, an object at (x0,z0)
would be rotated by angle θ to the red position (x1,z1). Over the entire cycle, the object traces
out a sinusoid in x,z. However with precession, the object is rotated to the blue position
(x2,z2).The difference between the coordinates represents the deviation of the object trace
away from an ideal sinusoid. In a parallel projection system we can observe the deviation in
x, ∆x. (b) Simulation of ∆x for φ = π2 , for increasing elliptical eccentricities. The legend value
corresponds to the ratio of minor:major ellipse axis length, ab .
rotates around a coordinates system (xm,zm), while the motor axle precesses around the fixed
coordinates system (x,z). In the absence of precession an object located at (x0,z0) is rotated to
position (x1,z1). [
x1
z1
]
=
[
cosθ sinθ
−sinθ cosθ
][
x0
z0
]
In the presence of precession the location is given by,[
x2
z2
]
=
[
cosθ sinθ
−sinθ cosθ
][
x0− xm
z0− zm
]
+
[
xm
zm
]
The difference between these two values determines the effective error in motion of a point
object rotating in our OPT system.[
∆x
∆z
]
=
[
(1− cosθ) −sinθ
sinθ (1− cosθ)
][
xm
zm
]
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For an elliptical precession that is periodic with the OPT rotation, the motion can be described
by two orthogonal sinusoidal motions with (a,b) minor and major elliptical axes, where φ
represents a rotation of the ellipse (see green ellipse in figure 6.12a), and n is an integer.
[
xm
zm
]
=
[
asin(2πnθ +φ)
bcos(2πnθ +φ)
]
n = 0,1,2, · · ·
=
[
asin(2πnθ)cosφ +asinφ cos(2πnθ)
bcos(2πnθ)cosφ −bsinφ sin(2πnθ)
]
The difference can then be evaluated to,
∆x = cosφ (asin(2πnθ)(1− cosθ)−bsinθ cos(2πnθ)) · · ·
· · ·+ sinφ (acos(2πnθ)(1− cosθ)−bsinθ sin(2πnθ))
∆z = cosφ (bcos(2πnθ)(1− cosθ)+asinθ sin(2πnθ)) · · ·
· · ·− sinφ (bsin(2πnθ)(1− cosθ)−asinθ cos(2πnθ))
In our system, the experimental results suggest values of n = 1 and φ = π2 . In this scenario,
the above results reduce to,
∆x = cosθ (a(1− cosθ)+bcosθ)−b
∆z =−sinθ (b(1− cosθ)−asinθ)
The results for increasing ratios of ba are shown in figure 6.12b. This simulation is verified by
the experimental data shown in figure 6.13. There existed extraneous motion over the typical
sinusoid traced out by a point object. The difference was calculated using a sample of 4µm
fluorescent microspheres. For each raw projection, the local peaks were found using simple
peak finding software (MATLAB). Over a whole acquistion, all the peaks belonging to a single
sinusoidal trace were selected (shown in 6.13a). A sinusoid function was then fitted using
least squares regression (gradient descent in MATLAB), and an example of the difference is
shown in figure 6.13b (blue: raw data, red: moving average). This profile was consistent
over different modes of acqusition (6.13c) and for repeated acquisitions. In addition if the
starting projection angle was altered the profile shifted accordingly. These results suggest that
the precession was repeatable (within an accuracy of ±0.5µm). An example of the artefacts
created from motor procession is shown in 6.13d.
As the precession was repeatable correction for the motion was applied prior to reconstruc-
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Figure 6.13: Experimental observation of stepper motor precession. Acquired using 20x,
0.4NA object (NA reduced for standard OPT modes) on sample of 4µm diameter fluorescent
microspheres. (a) Raw ∆x deviation for single microsphere trace (blue), and moving-average
(red). (b) Example of fitted sinusoid to raw sinogram trace. (c) Average ∆x values for all
microspheres in dataset. Repeated for half-depth OPT, RFS-OPT x2 and region of interest
OPT (see chapter 7). Average precession in common to all acquisitions within ±0.5µm. (d,e)
Example of reconstructed microsphere acquired using RFS-OPT without (d) and with (e) cor-
rection for motor precession.
tion. If using a standard reconstruction methods (i.e iradon in MATLAB, or FBP in ImageJ)
the shift correction must be applied prior to reconstruction. However as the backprojection
process itself requires interpolation, correction for the precession can be incorporated into
the backprojection coordinates. If used in this fashion the correction process should not take
longer than standard FBP. An example of reconstruction using the correction process is shown
in figure 6.13e.
6.5 Enhancement in Reconstruction Quality
System characterisation was performed in an identical manner to standard OPT, using a sample
of 200nm diameter fluorescent microspheres embedded in 1% agarose, methodology detailed
in appendix B. The RFS-OPT system was operated in the optical configuration detailed in
section 6.3. The theoretical diffraction limited of the 20x objective at full 0.4NA was 625nm.
In the setup there exists a water/air refractive index boundary. Due to the boundary, the reso-
lution was degraded by spherical aberration (see [69]). In addition due to the demagnification
through the RFS relay, the net magnification was ~13.7x, which lead to a pixel-limited reso-
lution of ~950nm. The integration time was set to 0.1s, for 400 projections over 360°, with a
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total acquisition time of ~120s. The ETL was operated dynamically, with scan range set to the
experiemental MFD at 10Hz driving frequency (MFD defined in section 6.3).
6.5.1 Resolution Improvement
The first enhancement was an increase in resolution, defined by the FWHM, due to the increase
in numerical aperture. Figure 6.14(a) displays the maximum intensity projection through the
reconstructed volume, looking down the axis of rotation. The green-dashed circle represents
the approximate SR~250µm. This is equivalent to SR:FWHM∼ 400. Note the results were
corrected for motor precession (section 6.4.3). The image has been thresholded to highlight
dim objects and artefacts beyond the SR. The reconstruction can be compared to the simulated
reconstructed PSFs in figure 6.4 (due to larger SR:FWHM ratio, expect increased anisotropy
at edge of SR). The main agreement is the experimental confirmation of the characteristic ’X’
shape for objects reconstructed beyond the SR. In addition for objects at the limit of the SR,
the intensities are smeared in the radial direction. This confirms the effect of a sinusoidal as
opposed to a linear scan. Figure 6.14(b-d) illustrate maximum intenisty projections through
the SR region only. Note that the horizontal line artefacts created in (c,d) are due to the ring
artefacts created by the line amplification process of the sCMOS sensor. In this scenario, the
ring artefacts are minor but for more severe cases there are methods to reduce their impact
[92].
In the same fashion as for standard OPT (figures 5.8,5.9), the size of all microspheres
were found in the entire volume and is plotted in figure 6.14(e). Note that for RFS-OPT (as
with off-axis OPT) the maximum and minimum resolution are not necessary in the radial and
tangential directions respectively. The resolutions were used to calculate the anisotropy ratio
(equation 4.9) for the reconstructions. This is illustrated in figure 6.14f. The green-shaded
area is a qualitative representation of the majority of objects (~90%) within the SR, while the
grey-area represents the majority of objects beyond the SR. Within the SR, the resolution is
~2±0.5µm, and the anisotropy ratio is approximately constant, 0.75±0.1. The objects near
the centre were expected to be isotropic due to the nature of RFS (section 6.2.5) but there
was a significant 20% anisotropy. The extra anisotropy was most likely caused by sub-micron
instabilities of the stepper motor over the acquistion cycle (fast modulation of blue trace in
figure 6.13a).
Standard OPT was performed on the same sample of microspheres, with an identical inte-
gration time. The resolution and anisotropy measurements on the reconstructed volumes are
shown in figure 6.15 for off-axis (a,c) and on-axis OPT (b,d). Off-axis OPT resulted in a res-
olution of ~5.5± 0.5µm, and on-axis OPT had a resolution of 7.5± 0.5µm. In this example,
the RFS system had a 2.5x resolution increase over standard OPT.
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Figure 6.14: Remote focal scanning OPT, acquired at ~13x magnification, using x20, 0.4NA
objective. ETL scan range set to maximum focal displacement (MFD), operated at 10Hz. In-
tegration time of 0.1s, 400 projections, with total acquisition time of ~120s. (a) Maximum
intensity projection along rotation axis (y′′) through a reconstructed volume of fluorescent mi-
crospheres (200nm diameter) embedded in 1% agarose, scan range at ~250µm (green-dashed
circle represents SR, SR:FWHM~400). (b) Magnified region isolating the scan range in (a).
(c-d) Maximum intensity projections along x and z axis respectively. Images thresholded to
display bright and faint objects. (e) Minimum and maximum FWHM resolutions through 2D
cross section of microspheres, as a function of field position (distance away from rotation axis
in object space coordinates). (f) Anisotropy ratio given by equation 4.9, against field position.
Note coloured areas are only qualitative boundaries for the majority of datum (~90%) within
(green) and beyond the MFD (grey), assuming a smooth continuous function.
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Figure 6.15: Resolution and anisotropy measurents for standard OPT at ~13.7x magnifica-
tion. Measurements were taken on the same microsphere sample as in figure 6.14. (a-b)
Minimum and maximum FWHM resolutions through 2D cross section of microspheres for
off-axis, NA~0.05 (a) and on-axis, NA~0.03 (b) OPT, as a function of field position (distance
away from rotation axis in object space coordinates). Off-axis resolution ~5.5µm. On-axis
resolution ~7.5µm. (c-d) Anisotropy ratio given by equation 4.9, against field position for
off-axis (c) and on-axis OPT (d).
6.5.2 Increase in Light Collection
More importantly, the results demonstrated a significant increase in the light collection effi-
ciency of the RFS system over standard OPT methods. This is evident in the reduction in
the number of microspheres detected between the standard OPT methods in figure 6.15, and
the RFS methods in figure 6.14. A direct comparison between identical objects is shown in
figure 6.16a-c. The associated line profiles are plotted on a log scale in figure 6.16d. The
relative increase in peak intensity between RFS: off–axis OPT was ~15x. The background
signal around the bright objects, created by the focal-scanning procedure was ~15x the read
noise level of standard OPT. As a consequence there was little increase in the overall signal to
background ratio by using RFS. However the overall light throughput was much greater, and
as a consequence in a sparse sample, objects are reconstructed that were below the noise level
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Figure 6.16: Direct intensity comparison using identical microsphere sample as in figure 6.14,
for on-axis OPT, NA~0.03 (a), off-axis, NA~0.05 OPT (b) and RFS-OPT (full NA~0.4). (c).
(d) Logarithmic line profile highlights difference in reconstructed intensity between the dif-
ferent OPT modalities. The change in intensity is a result in the change of numerial aperture,
affecting the collection solid-angle. For RFS-OPT the reconstructions are now limited by the
background created by the focal-scanning procedure rather than the read noise of the camera.
in standard OPT.
Due to the increase in numerical aperture, the collection solid angle for RFS is much
greater than standard OPT methods. For an equal integration time, this enables the detection
of fainter objects above the noise level. This increase in light collection efficiency can either
be used to increase reconstruction quality or reduce the acquisition time (as the same amount
of signal can be collected in a shorter period of time).
6.6 Application to in vivo Imaging
The RFS system was demonstrated in a biological context using the same zebrafish model
as the previous experiments using standard OPT (see section 5.4). White light transmission
and fluorescence acquistions were taken sequentially. Due to the increased magnification, the
available field of view was reduced to only a portion of the zebrafish. Figure 6.17 shows
the maximum intensty projection (MIP) through the 4x acquistion discussed in section 5.4,
overlayed with the approximate FoV imaged using a 20x objective described in this section.
Both on-axis standard and RFS-OPT acquistions were taken, and the results are dis-
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Figure 6.17: MIP taken from standard OPT 4x, NA~0.05 acquisition detailed in section 5.4.
Red overlay represents the approximate size and FoV position, imaged using a 20x objective,
in figure 6.18 .
Figure 6.18: Comparison between standard on-axis OPT, NA~0.05 (green) and RFS-OPT, full
NA~0.4 (red) acquisitions on transgenic zebrafish, Tg(mpx:GFP). White light transmission
(inverted, greys) and fluorescence (green) measurements taken sequentially. Fluorescence
from GFP expressed in neutrophils. (a,c) Maximum intensity projections along the x axis for
standard and RFS-OPT respectively. (b,d) yz cross sections through the reconstructed volume.
Note that the transmission channel is common to both systems (RFS-OPT). Acquistion time
for standard OPT was ~450s, RFS-OPT was ~150s.
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Figure 6.19: (a,b) Fluorescence channel from magnified regions from the cross section in
figure 6.18b,d (c,d) Associated line profiles. Note that the noise levels were calculated as a
median average over the entire fluorescence dataset. On-axis OPT NA~0.05 (a,c), RFS-OPT
full NA~0.4.
played in figure 6.18. The scan range in RFS-OPT was extended to the MFD (experimen-
tally ~300µm). The importance of increased resolution and light collection efficiency from
RFS-OPT is clearly demonstrated by figure 6.19. In comparison to standard on-axis OPT (a),
there was a clear distinction between two adjacent cells for RFS-OPT (b). Comparing the line
profiles in 6.19(c,d) highlights the increased signal to noise level of the reconstructions. Noise
levels were calculated as a median average over the entire fluorescence dataset.
In order to achieve adequate signal above the noise floor, the acquisition time was increased
to ~450s for standard OPT, as opposed to ~150s for RFS-OPT. In an in vivo context this is one
of the main advantages for RFS-OPT, as the amount of time required for the specimen to be
anaethetised is reduced.

Chapter 7
Region of Interest OPT
The traditional trade off between resolution and sample size in optical projection tomography
can be overcome by using focal-scanning techniques, as covered in chapter 6. The key to
focal-scanning is the introduction of an optical element that provides variable optical power.
In traditional focal-scanning this is simply a piezo objective drive that translates the objec-
tive/aperture housing, while the current RFS-OPT setup uses an electrically tunable lens. The
previous chapter replicated the standard OPT acquisition modes (on- and off-axis OPT) us-
ing focal-scanning. However the introduction of an element capable of dynamically scanning
the focal plane extends the acquistion possibilites beyond the limitation of a stationary focal
volume. The ETL can provide a focal offset to the focal volume at any given projection an-
gle, providing a depth tracking capability. This chapter describes adapting the mechanism of
focal-scanning to image a region of interest within a sample as it rotates, referred to as region
of interest (RoI) OPT.
7.1 Extension of Remote Focal Scanning OPT
RFS-OPT uses a tunable optical power element to control the focal volume of the projection
by axially displacing the focal plane, and integrating over multiple images (whether discretely
or dynamically). This approach can be extended to scanning a region within the sample, and
axially tracking this region over the acquisition cycle. This approach further improves image
quality by increasing the relative amount of time spent imaging the desired region.
7.1.1 Optical Transform for RoI-OPT
During a RoI-OPT acquisition the scan range (SR) is kept constant, but an axial offset is
applied to the ETL (i.e. an additional constant current) to track the RoI as it rotates. This is
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Figure 7.1: Region of Interest (RoI) OPT. Top-down OPT schematic. The focal volume (vol-
ume of the sample that is in focus at any instant) is limited by the objective NA. However the
focal volume is scanned over the scan range (SR) to create a pseudo-projection. For RoI-OPT
the SR covers a desired region of interest, and is tracked in-depth over the acquisition cycle.
The pink, red and blue boxes represent 2D cross sections of volumes within the object that are
projected onto the image sensor within a resolution element.
illustrated in figure 7.1.
Mathematically the RoI-OPT system is very similar to the RFS system (see equation 6.5).
The ETL optical power can now be decomposed into the axial offset required for the given
projection, po f f , and the dynamic scan over the RoI, (i.e p → po f f + p). The offset is sinu-
soidal over the acquisition and can be described by equation 7.1, where A is the amplitude,
and φ is the relative phase offset from the projection angle θ .
po f f = Asin(θ +φ) (7.1)
The effective depth coordinate (s′′roi) can also be redefined in terms of the ETL power offset.
s′′roi = z
′′ cosθ − x′′ sinθ − po f f · f 21
This allows the optical transform for RoI-OPT to be given by equation 7.2.
This is almost identical to the RFS transform (equation 6.6) with a sinusoidal offset in the
effective depth coordinate, which effectively only displaces the centre of the reconstruction.
Due to this similarity, the results derived in chapter 6 for RFS-OPT also apply to the RoI
system, including the relative axial PSF profile of sinusoidal and linear focal scanning regimes,
and the reconstruction PSF profiles.
In our experimental system, there is an additional variation caused by varying amount
of spherical aberration per object plane position (i.e when the RoI is closest/furthest to the
objective, there is minimum/maximum amount of spherical aberration respectively). This
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Optical Transform for Region of Interest OPT
I(t,y,θ ,ρ, po f f ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·h f s
(
α,ψ,s′′roi,ρ
)
dx′′dy′′dz′′ (7.2)
h f s(α,ψ,s′′roi,ρ) =
1
( f1λ )4
∫∫ ∞
−∞
A fmod(τ,ε,µ,ν ,ρ)e
ik
f 1 (ατ+ψε)dτdε
α =
t
m
− x′′ cosθ − z′′ sinθ ψ = y
m
− y′′
s′′roi = z
′′ cosθ − x′′ sinθ − po f f · f 21
A fmod(τ,ε,µ,ν ,ρ) =
∫∫ ∞
−∞
P0(ζ ′+ τ2 ,y
′+ ε2)P
∗
0 (ζ
′− τ2 ,y′− ε2) ·M ·e−i2π(µζ
′+νy′)dζ ′dy′
M(ρ,ζ ′,y′,τ,ε) =
{
sinc
(
ρ(ζ ′τ+y′ε)
λ
)
linear
J0 (πρk(ζ ′τ+ y′ε)) sinusoidal
µ = s
′′
roiτ
f 21
ν = s
′′
roiε
f 21
aspect is not explored further in this thesis but will have an increased affect when imaging
with higher NA.
7.1.2 Transition between Standard OPT and RoI-OPT
The motivation for RoI-OPT is the ability to identify areas of interest within larger volumes.
A useful aspect of the optial projection system, in constrast to the x-ray system, is the physical
ability to modulate the spatial frequency transfer dependent on axial location. This in turn
affects the energy distribution. As energy propagation from one plane to the next is conserved,
at the focus of an optical system the peak intensity is high and distributed over a small area.
At larger values of defocus, the peak intensity decreases and the energy is spread over a larger
area. Therefore any object that is beyond the SR of the OPT system is effectively low-pass
filtered (structure demodulated) and its energy spread over a larger area.
The rate of the demodulation (as a function of depth) depends on the ratio of SR to the
depth of field. Figure 7.2 illustrates a simulation of the peak intensity drop-off against object
field location, for SR from 0-5x the depth of field (DoF given by the zeros definition in equa-
tion 3.19). SR2 is the maximum field position for an object that still lies within the scan range.
At small SR, the magnitude of the scan range was approximately equal to the diffraction lim-
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Figure 7.2: Drop-off of the peak intensity for PSF for objects beyond scan range. Intensity
profile for each SR has been normalised to the the intenisty at the centre of the SR. (a) Lin-
ear scale of the magnitude of the scan range between 0-5x the DoF (given by equation 3.19),
against object location in terms of scan range (maximum field position that can be recon-
structed = SR/2). (b) Normalised contour plot helps to identify transition between diffraction
and SR limited zones.
ited depth of field, and is refered to as diffraction limited demodulation. As a consequence
the drop-off in the intensity profile resembled the sinc2 function that corresponds to the axial
profile of a standard optical system (with circular aperture). As the SR increased, the profile
tended towards a tapered edge function with drop-off at the expected 0.5x field position. This
regime is called SR limited demodulation.
The transition between diffraction limited and SR limited demodulation is illustrated in
7.2b. When the scan range was equal to the depth of field, the normalised 0.5 contour was
located at the expected field position of ~0.5SR. At this location, the depth profile starts to
resemble an edge function and consequently this is referred to as the transition zone. Beyond
SR& 2 ·DoF, the profile highly resembled an edge function, and this was defined as the start
of the SR limited zone. However at this location objects that lay beyond ~0.3SR had less than
90% the peak intensity of an object located at the centre (i.e only 60% of objects within the SR
are efficiently imaged). For 80% efficiency, the scan range had to be extended to SR∼ 5 ·DoF.
The conditions above are summarised by equation 7.3, where the depth of field is given by
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the zeros definition (equation 3.19) .
SR = κ ·DoF

1 diffraction limited demodulation
1 < κ < 2 transition region
κ ≥ 2 scan range limited demodulation
(7.3)
For experimental purposes this equation states that for SR≪ 2·DoF, objects beyond the region
of interest are transferred through the optical system in a similar fashion to standard OPT.
As such the acquisition must contain the appropriate number of projection angles to sample
objects that are beyond the region of interest in order to avoid streak artefacts created by
undersampling (see section 3.4.4).
The choice of an appropriate SR depends on the sample itself. Theoretically for SR ≫
2x DoF, increasing the scan range increases the gradient of the edge function. This in turn
increases the modulation rate for the spatial frequencies of objects beyond the RoI. This will
further reduce the impact of objects beyond the SR on the reconstruction. However as the
SR is extended there is an associated drop in the magnitude of the peak intensity (see figure
6.2.4). This reduces the signal to background level within the RoI. The size of the SR must
be chosen to maximise contrast within the region of interest, while minimising the impact of
objects beyond the scan range.
As a side note, the DoF can be altered by placing an aperture in the plane of the ETL (i.e
reducing the NA). This allows smaller SR:DoF ratios for larger samples, increasing the signal
to background level but decreasing the resolution.
7.2 Procedure for Region Tracking
In order to track the region of interest in depth as the sample rotates it was necessary to
develop a pre-acquisition procedure to determine po f f (the ETL current offset as a function
of projection angle). This was accomplished through user interaction. The user selected the
ETL current offset, scan range, and frequency required for three equally spaced projection
angles. Using the live preview, the user was able to avoid the experimental SR reduction and
ghosting artefacts described in section 6.5 (i.e the user increased the SR, and reduced the ETL
frequency, to ensure that the RoI was within the SR and that there were no ghosting artefacts).
The maximum scan range, and minimum frequency from the three angles were selected for
the acquisition. The current values were used to predict the offsets required for all projection
angles. The derivation of the ETL offset coordinates and associated errors are detailed below.
The three current values are given by yi, and the relative rotation between the three projections
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is given by γ .
y1−C = Asin(φ − γ)
y2−C = Asin(φ)
y3−C = Asin(φ + γ)
The value of the intercept, C, can be found by the following method.
y3+ y1−2C = A(sin(φ + γ)+ sin(φ − γ))
= 2Asinφ cosγ
y3+ y1−2C
2cosγ
= y2−C
⇒C =
y1+y3
2 − y2 cosγ
1− cosγ
Once the intercept has been found, the amplitude, A, can be calculated using the following
identities.
(y3− y1)2 = 4A2 sin2 γ cos2φ
(y2−C)2 = A2 sin2φ
⇒ (y3− y1)
2
4A2 sin2 γ
+
(y2−C)2
A2
= 1
⇒ A =
√
(y2−C)2+ (y3− y1)
2
4sin2 γ
The phase offset, φ , is found by,
y3− y1
y2−C =
2Asinγ cosφ
Asinφ
⇒ φ = tan−1
[
2sinγ
y2−C
y3− y1
]
The errors for these values can be calculated using standard error propagation (equation A.7).
Assuming that the uncertainity in the estimates of y1,y2,y3 are much greater than the error in
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the estimate of relative rotation, γ , the error in the offset estimate is given by,
σC =
1
2(1− cosγ)
√
σ2y1 +σ
2
y3 +4cos
2 γσ2y2
If the error in the estimation of the y-coordinates is constant for all angles (i.e σy = σyi), this
reduces to,
σC =
σy
1− cosγ
√
1
2
+ cos2 γ
Applying the same procedure to the amplitude and phase offset results in,
σA =
σy√
2sinγ
√
1+ sin2φ
(
2sin2 γ−1)
σφ =
σy
A
√
1+ sin2φ
(
2
sin2 γ
−1
)
The sinusoid parameters are used to discretely sample a sinusoid function describing the po-
sition of the centre of the RoI over the rotation cycle. The position of the centre of the RoI at
projection angle θ is described by,
yθ = Asin(φ +θ)+C
Using the above error formulae, the average error for the RoI position is given by,
σy¯ =
1
2π
2π∫
0
σyθ dθ
= σy
√
1
2
+
1
4sin2 γ
+
1
2 + cos
2 γ
(1− cosγ)2 + sin
2φ
(
1− cos2 γ sin2 γ
sin2 γ
)
The relative error between average error in RoI offset coordinates (σy¯) and the average error
in pre-scan coordinates (σy) is plotted in figure 7.3. The magnitude of the error depends on the
phase offset of the three pre-scan positions (φ). As shown by figure 7.3a, the error is lowest
when φ = 0,180°. At this location the rate of change in relative position is at its maximum
(i.e gradient of sinusoidal motion is maximum). As a consequence, for a given phase shift,
γ, there is a relatively large jump in object position. This decreases the uncertainty in fitted
sinusoid parameters from the three pre-scan positions, in turn reducing the average error.
Figure 7.3b illustrates the error projected along φ . The relative average error is always
150 Region of Interest OPT
Figure 7.3: Magnitude of the average error (σy¯) that is associated with the ETL offset coordi-
nated, yθ , measured per average error in pre-scan values (σy), over all projection angles (θ).
(a) 3D plot of the average error against the phase offset of the pre-scan coordinates (φ), and
the phase jump between pre-scan coordinates (γ). (b) Projection of average error for all φ .
greater than the error in the pre-scan coordinates (σy).
In order to assess the impact of this error on the RoI acquistion, σy¯ must be compared to
the size of the SR. The error σy¯ corresponds to an uncertainty in the rotation centre. If the
uncertainty in the rotation centre is much less than the SR, it will have minimal effect on the
acquisition (assuming the SR is slightly larger than the required RoI). However if σy¯ ≈ SR,
the acquired RoI is significantly offset from the ideal RoI. A general rule of thumb is proposed
below (assumes the SR~1.2x RoI diameter).
σy¯ = ς ·SR

ς ≤ 0.2 tracking success
0.2 < ς < 1 partial success
ς ≥ 1 tracking failure
(7.4)
As an example, if the error on the pre-scan coordinates σy ∼ 5mA, and the scan range is set
to SR~100mA, then the relative error σy¯σy ≤ 4 to ensure that the required RoI is imaged. Using
figure 7.3b, the minimum phase shift between the pre-scan images must be, γ & 45◦.
Nota that a smaller phase shift is preferable for the user, as there is greater similarity
between the projections at the three pre-scan angles (i.e the RoI can be more easily identified
within a complex body). This is important if the sample is significantly refractive/scattering
at some projection angles, for example when the RoI is behind the majority of the sample.
The ideal pre-scan procedure that minimises uncertainty in the tracked coordinates, while
maximising ease of use is summarised as follows. Rotate the RoI until at the furthest lateral
position on the camera sensor (i.e in the same xy plane as the AoR). Determine the approx-
imate experimental SR required for the desired RoI diameter at this initial pre-scan position,
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as well as the ETL offset required (y2). Using equation 7.4 and figure 7.3b, determine the
minimum phase shift (γ) for tracking success (or partial success if the SR is small). Addition-
ally determine the driving frequency that results in no artefacts. Rotate the sample by −γ° for
the 2nd pre-scan position (y1), and again select the SR, frequency and offset required. Rotate
by +2γ° for the 3rd position (y3). Repeat selection of SR, frequency and offset. Note in the
physical system, it is beneficial to rotate to the 2nd position by (2π− γ)° to avoid errors from
rotation based hysteresis (this ensures that the motor only rotates in one direction).
7.3 Improvement in Reconstruction Quality
This section details the improvement in reconstruction by using the RoI-OPT method on the
same fluorescent microsphere sample as previously employed for RFS (section 6.5). The
experimental setup is identical as described previously (see section 6.3 for further details). The
pre-scan procedure, as described in section 7.2, was applied prior to the full data acquistion.
Note, as a reminder, the main difference between RoI and RFS-OPT is the tracking of an off-
axis region over the acquisition (i.e the centre of the SR does not remain fixed for all projection
angles).
7.3.1 Resolution and Contrast Improvement
Results after reconstruction are displayed for RoI-OPT in figure 7.4. These can be directly
compared with the RFS results in figure 6.14 and the standard OPT methods in figure 6.15,
as they have consistent integration time per projection. Note that the field position is now
measured from the centre of the reconstructed RoI as opposed to the centre of rotation.
Figure 6.15(a) is the maximum intensity projection (MIP) through the whole reconstructed
volume, while (b-d) are orthogonal MIPs through only the cylindrical RoI. The green-dashed
circle in (a) represents the approximate qualitative limit of the experimental SR (boundary set
at the approximate location before large anisotropy and the characteristic ’X’ shape, see figure
6.7). The approximate diameter of the RoI (size of the experimental SR) was determined to be
~65µm. Each image has been thresholded in order to help identify the small faint microspheres
that are visible above the noise/background.
The resolution for RoI-OPT was ~2± 0.5µm, similar to the RFS method. Beyond the
SR, the minimum FWHM reduced due to the over-filtering in the radial direction, while the
maximum FWHM resolution increased due to the characteristic ’X’ shape formed in the recon-
struction process. The anisotropy within the RoI had a similar value to RFS-OPT, 0.75±0.1.
In terms of resolution and anisotropy within the RoI, there was no improvement over the
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Figure 7.4: Region of Interest OPT, acquired at ~13x magnification, using x20, 0.4NA objec-
tive. This can be directly compared with the RFS dataset in figure 6.14. (a-d) Maximum
intensity projections (MIPs) through reconstructed volume, SR~65µm. (e) Minimum and
maximum FWHM resolutions through 2D cross section of microspheres, as a function of
field position (distance away from centre of RoI). (f) Anisotropy ratio given by equation 4.9,
against field position. Note coloured areas are only qualitative boundaries for the majority of
datum within (green) and beyond the RoI (grey), assuming a smooth continuous function.
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Figure 7.5: Comparison of reconstructed intensity through identical sample taken with (a) RFS
and (b) RoI-OPT, both acquired with NA~0.4. Red-dashed lines represent the approximate
limit of the scan range. The line profiles are plotted seperately on a log scale in (c). The
RoI-OPT peak signal level increases by a factor of ~8.5x over the RFS method, while the
background level increases by a factor of ~1.5x (net signal to background increase of ~5.5x).
This result can be directly compared with standard OPT acquisitions (figure 6.16).
RFS method. However there was a large increase in the signal-to-background level within the
RoI, as demonstrated by the number of microspheres detected. Line profiles through identical
microspheres are shown from RFS and RoI-OPT in figure 7.5. The peak intensity of the bright
object was increased by ~8.6x for the RoI method (this value is dependent on the size of the
RoI, the smaller the RoI the larger the increase in peak signal), while the background level
was increased by ~1.5x. Therefore the net signal to background ratio for this RoI setup was
~5.5x larger than the equivalent RFS method. This is slightly larger than the ratio of the
experimental SR (250:65, ~4x). The difference was likely due to the sinusoidal modulation
of the ETL. For RoI-OPT the main sphere was closer to the edge of the SR than for RFS,
enhancing the intensity transfer due to increased dwell time at the SR limits (see figure 6.5c).
7.3.2 Reduction of Streak Artefacts
The derivation for sampling rate for standard OPT is detailed in section 3.4.4. For region of
interest OPT, the reconstructable area is reduced from the field of view to the scan range. In
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Figure 7.6: Simulation of streak artefacts with an angular sampling rate of ~8 projec-
tions/radian. The SR is displayed by the coloured region. The grey region corresponds to
areas outside of the scan range. The object is consistently at 2x the maximum field location.
The top and bottom rows represent acquistions that have been undersampled by a factor of
~1.5x and ~2.25x respectively (white text). This is achieved by increasing the size of the FoV
and adjusting the DoF/SR for the standard/RoI systems respectively. Note the undersampling
rate is defined by the RoI system using equation 7.5, not using the reduced NA required for
on-axis OPT. For the equivalent size RoI, standard on-axis OPT creates streaks at a greater
distance away from the object as the FWHM resolution is larger. However due to the fast
demodulation from focal-scanning, there are significantly less streak artefacts within the de-
sired region of interest when using RoI-OPT. As the SR:FWHM ratio increases the amount of
streaks within the RoI decreases for RoI-OPT.
this case, the minimum angular sampling rate is given by,
dNp
dθ
≥ 4NA
λ
· tmax = SRFWHM (7.5)
The undersampling rate, Rus, can then be defined as,
Rus =
SR
FWHM
· dθ
dNp
(7.6)
A simulation of the streak artefacts created from undersampling is shown in figure 7.6. Stan-
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dard on-axis OPT (left) is compared to RoI-OPT (right) for an object located at 2x the DoF/SR
limit respectively (respective limit is shown by the coloured areas). The images have been
thresholded to help identify streak intensity, size and frequency. The angular sampling rate
was set at 8 projections per radian
(
dNp
dθ = 8
)
. The top row represents an undersampling rate
(see equation 7.6) of Rus = 1.5. At this undersampling rate the object created streaks within
the region of interest for both standard and RoI methods. The higher collection NA of the RoI
system resulted in streaks that originated closer to the object. However the intensity of those
streaks were reduced in comparison to other streaks within the field of view. This was due to
the undersampling of high spatial frequency information at those backprojection angles.
A higher rate of undersampling is shown in the bottom row of figure 7.6, Rus = 2.25. Note
that the rate was raised by increasing the size of the DoF/SR not by reducing the number of
projections (as changing the number of projections would result in a change in streak angu-
lar frequency). As the undersampling rate was higher, for standard OPT the streak artefacts
originated closer to the object in agreement with the simulations in section 3.4.4. However for
RoI-OPT there were almost no streaks evident within the region of interest. The high rate of
modulation for objects beyond the SR lead to only a small amount of high spatial frequency
information being backprojected across the RoI in the form of streak artefacts. The results
from this simulation implied a critical ratio of SR:FWHM, at which an object beyond the SR
will not generate streak artefacts within the RoI.
Figure 7.7 provides analysis on streak artefacts across the RoI for objects at multiple field
locations (object field location measured from centre of RoI, and the objects are point-objects).
Both object field location and scan range are given in relation to the diffraction limited FWHM
resolution (see equation 3.16) rather than DoF as in the previous chapter, for easy compari-
son to the sampling rate formulae (see equation 7.5). Figure 7.7(a,c) calculates the maximum
streak intensity within the RoI for sampling rates of 8 and 16 projections per radian respec-
tively (note that the sample rates were chosen to ensure that there were always streaks across
the RoI if using standard on-axis OPT). The streak intensity is relative to the peak intensity of
the reconstructed object PSF.
There were two plateaus of relatively constant intensity. The lower plateau corresponded
to little-to-no streaks backprojected across the RoI (size of the RoI increases with increasing
SR:FWHM ratio). There was then a sharp rise to a second plateau at which there were streaks
within the RoI. Beyond this second level, the object’s reconstruction itself was within the RoI.
The areas of the graph that had no second plateau corresponded to object locations that were
within the RoI before the streaks reached their maximum potential intensity. Note that the line
profiles of figure 7.7(a,c) are structurally similar with different offsets.
Figure 7.7(b,d) represent the standard deviation of the intensity within the RoI relative
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Figure 7.7: Analysis of the streak artefacts within the desired region of interest. (a,b) Simu-
lated with an angular sampling rate of ~8 projections/radian, FoV:FWHM ~130 with (a) ratio
of the maximum streak intensity to the peak intensity of a reconstructed PSF that is centred
of the axis of rotation (field location = 0). Each color trace represents an object at increasing
field locations. The rapid jump occurs when the scan range is large relative to the object loca-
tion. Conceptually the object is not defocussed enough to avoid the backprojection of streak
through the RoI. Each trace is terminated when the object lies within the scan range. (b) The
relative standard deviation of pixels values within the scan range relative to the peak inten-
sity of a reconstructed PSF, centred on axis. (c,d) Simulated with an angular sampling rate
of ~16 projections/radian, FoV:FWHM ~130. When the SR is large compared to the FWHM
(~>20x), the angular sampling rate affects the intensity of the streaks (and as a consequence
the standard deviation with the RoI), but does not change the location at which focal scanning
cannot remove streak artefacts (shown by the consistency of contour location in b,d).
to the peak reconstructed object intensity, for increasing object locations in relation to the
size of the RoI (determined by the scan range). The coloured lines represent contours of
constant standard deviation for values that lie between the first and second plateaus in (a,c).
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The similarity of the profiles between (b,d) suggested the suppression of streak artefacts was
independent of the angular sampling rate if the object location and scan range exceed the
sampling rate (i.e an undersampled system that in standard OPT would create streak artefacts
across the RoI). Figure 7.8(a) corresponds to the first significant increase in the maximum
streak intensity from figure 7.7(a) for each object location (significance defined as a 10% rise
from first to second plateau). The data from simulation figure 7.7(c) had negligible difference
and is not shown. The simulated data suggested a linear regresssion model and has been fitted
using least square regression (via gradient descent). The results suggested that once an object
was a certain distance from the region of interest the streaks quickly become negligible for
the RoI system. Mathematically this is represented by the following equation where OL is the
object location,
OL
FWHM
≥ A · SR
FWHM
+B
Using the linear regression fit parameters this can be re-expressed as,
OL
FWHM
& 1.5SR
FWHM
+9
Figure 7.8: (a) The position at which streak artefacts start to become significant is taken as
the first significant increase in the gradient of the line profiles shown in figure 7.7a. Using
a linear regression model, we estimate that for objects beyond 1.5x SR, no significant streak
artefacts are created (Note that this only applies if you are in a scan-range limited regime, see
figure 7.2). Using the x-intercept value, no signifcant streaks are created for objects that are
~10x the FWHM resolution. (b) For angular sampling rates that are below the blue surface,
streak artefacts are generated within the RoI by objects that are also within the RoI. For rates
between the red mesh and blue surface, streaks are created within the RoI by objects beyond
the RoI. For rates above the red mesh, no significant streak artefacts are created within the
RoI.
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Mag NA FoV (mm) FWHM (µm) FoV:FWHM
4x 0.13 3.5 1.9 1825
10x 0.3 1.4 0.8 1625
20x 0.4 0.7 0.6 1125
50x 0.5 0.3 0.5 550
Table 7.1: Summary of objectives used with associated magnification (mag) numerical aper-
ture (NA), object space field of view (FoV), full-width at half maximum resolution (FWHM,
see equation 3.16) and number of resolution elements in the field of view, FoV:FWHM.
Objects at locations less than this value generated streaks across the RoI during the FBP pro-
cess. As such the angular sampling rate must be set to a new minimum value dependent on
this equation to ensure that no streaks are contained within the RoI.
dNp
dθ
≥ OL
FWHM
& 1.5SR
FWHM
+9
In our typical setup the number of resolution elements contained within the FoV (2160 pixels,
of 6.5µm diameter) for our commonly used objectives are listed in table 7.1. Even when using
a 50x objective, with a scan range that is only 10% of the total FoV, the SR:FWHM ratio was
much greater than the constant in the above equation
( 1.5SR
FWHM ≫ 9
)
. In combination with the
previous definition for minimum angular sampling (equation 3.21) this results in the following
condition for streaks within the RoI.
Streak Condition =

dNp
dθ <
SR
FWHM created by objects within RoI
SR
FWHM ≤
dNp
dθ ≤ 1.5SRFWHM created by objects outside RoI
dNp
dθ >
1.5SR
FWHM no significant streaks
(7.7)
This condition is visualised in figure 7.8b, the blue surface representing the first boundary, and
the red mesh the second. These conditions state that to fully avoid streak artefacts within the
RoI when using RoI-OPT the angular sampling rate must be set to 1.5x the traditional value
(equation 3.21), or 1.5x the ratio of the scan range to the diffraction limited lateral FWHM
resolution. Note that this equation only applies when the OPT system operates in scan range
limited demodulation (equation 7.3).
The effect of reducing the size of the SR is demonstrated experimentally in figure 7.9.
These results are taken from the same reconstructed datasets as compared in figure 7.5. For
RFS-OPT, within the region of interest (yellow box) streak artefacts dominated the reconstruc-
tion. These were generated by the bright object that was located just beyond the SR. However
for RoI-OPT the fast rate of modulation due to the optical system lead to no significant streak
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Figure 7.9: Single xz−slice from reconstructed volume of fluorescent microspheres (200nm
diameter). Both datasets acquired at NA~0.4. RFS dataset is identical to the set analysed
in figure 6.14. RoI-OPT dataset identical to figure 7.4. The red-dashed circle represents the
approximate experimental scan range (SR), which is set to its’ maximum for RFS-OPT (see
equation 6.11) SR~250µm. For RoI-OPT, the SR~65µm. The region of interest is represented
by the yellow boxes. The colour scale of each image has been adjusted in order to provide
maximum constrast between bright and dim objects. Note the large scale images have non-
linear colour scales, while the magnified regions are linearly mapped between the maximum
and minimum value within the RoI.
artefacts backprojected across the RoI from the bright object. The underlying signal was re-
constructed identifying individual microspheres.
7.4 Application to in vivo Imaging
The RoI system was demonstrated in a biological context, directly comparable (note same fish)
with the previously acquired RFS dataset (section 6.6). The integration time per projection was
kept constant between the sequential RFS, and RoI acquisitions. Figure 7.10illustrates the
comparison and shows the SR. The SR for RFS-OPT was the maximum focal displacement
(MFD~300µm), and was reduced to ~130µm for RoI-OPT. Note that the MFD (maximum
SR) was an estimation of the experimental SR based on the variation of reconstruction quality
away from the centre of rotation.
Figure 7.11 illustrates a magnified view of two neutrophils in close proximity from the
standard (a) and RFS (b) acquisitions shown in figure 6.18. Figure 7.11(c) illustrates the RoI
acquistion with the equivalent magnification. Associated line profiles are shown in 7.11(d-f)
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Figure 7.10: Comparison between standard RFS-DoF (red) and RoI-OPT (blue) acquisitions
on transgenic zebrafish, Tg(mpx:GFP). Both acquired at NA~0.4. White light transmission
(greys) and fluorescence measurements taken sequentially. Fluorescence from GFP expressed
in neutrophils. (a,c) Maximum intensity projections along the x axis for RFS and RoI-OPT
respectively. (b,d) yz cross sections through the reconstructed volume. Note that the transmis-
sion channel is common to both systems (RFS-OPT). Acquistion time for RFS and RoI-OPT
was ~150s (integration time at 0.2s/projection). These results can be compared directly with
those shown in figure 6.18 (RFS and RoI acquisitions were taken sequentially).
respectively. The results demonstrated a clear discrimination between two adjacent cells, with
associated descreases in the relative noise level for RoI-OPT relative to the RFS acquisition.
One advantage of the RoI system was that it used the same components as the RFS system.
As such the user has the ability to decide whether they would like to increase the signal to
background level within a certain volume of their sample, or acquire over the whole sample at
a lower signal level.
7.5 Limitations of the RFS and RoI Techniques
The main limitation of the RFS and RoI techniques is the overall sample size that can be
imaged. The sample size cannot exceed the maximum focal plane displacement (MFD) as
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Figure 7.11: (a) Fluorescence channel from magnified region from cross section in figure
6.18b., acquired at NA~0.05. (b,c) Fluorescence channel from magnified regions from the
cross section in figure 7.10b,d, acquired at NA~0.4. (c,d) Associated line profiles. Note that
the noise levels were calculated as a median average over the entire fluorescence dataset.
given by equation 6.11. Additionally the experimental value of the MFD was found to be
less (up to ~30%) of the theoretical value. If maximising the resolution, the MFD is inversely
proportional the objective magnification squared. As a consequence the width of the RFS/RoI
sample volume decreases at a faster rate than the FoV. This effect is illustrated by figure 7.12.
As a conequence, this limits both the overall sample size and the capabililty of imaging off-
axis regions.
In summary, RFS/RoI OPT overcomes the traditional trade-off in OPT between resolution
and depth of field, by sweeping the focal plane through the volume of interest for each projec-
tion angle. For a given integration time, decreasing the size of the SR increases the collection
efficiency of each object plane within the SR and reduces the impact of streak artefacts across
the region of interest.
However as described above, the technique is limited at high magnifications by the volume
that can be scanned by the tunable lens. The only way to increase the SR using the current
setup (assuming no loss in NA) would be to use a tunable element with a greater range in
optical power. However this would require a tunable element that has ~10x the range of the
ETL. An element of this description is currently not commericially available. A potential
solution to this problem involves the incorporation of an additional element that can track the
axial offset of the RoI, and is discussed in chapter 9.
In addition the RoI method is limited by the dynamic range of the camera. If the region is
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Figure 7.12: In RFS/RoI OPT systems the maximum focal displacement (MFD) is dictated
by the ETL specification (equation 6.11). The ratio between the FoV and width of the RFS
sample volume is inversely proportional to objective magnification. As a consequence at mag-
nifications ~>10x, the available RFS sample volume is smaller than the FoV.
small compared to the sample and the majority of the sample is bright, the region of interest
contains only a fraction of the total energy. If this is small relative to the noise level, the
objects within the RoI will be poorly reconstructed. The impact of noise and dynamic range
problems for RoI-OPT requires further research.
Chapter 8
Non-Telecentric OPT
The previous optical systems were designed to be object-space telecentric. In this case, each
object plane has the same magnification onto the image sensor. The OPT system approximates
the behaviour of parallel-beam x-ray CT and FBP can be used for reconstruction of the optical
projection information (see section 3.2). However standard OPT relies on the ability to place
an aperture stop in the Fourier plane of the objective lens. This reduces the effective numerical
aperture and extends the depth of field. Most objective lenses do not allow direct access to the
pupil plane (Fourier plane), and as a consequence the aperture stop is placed directly behind
the objective. At higher magnifications the displacement between the aperture stop and the
pupil plane becomes significant and the effect of non-telecentricity becomes significant. This
chapter explores the mathematics behind aperture stop displacement and the comparison with
another form of x-ray CT, namely cone-beam geometry.
8.1 Fixed Focus Non-Telecentric OPT
The standard non-telecentric OPT system mimics the behaviour of the fixed focal plane OPT
systems (on- and off-axis), by reducing the effective numerical aperture of the optical system.
This increases the depth of field as covered in section 3. The NA is reduced by placing an
aperture stop between the objective and tube lens. Unlike standard OPT, the non-telecentric
system does not require the aperture to be placed in the Fourier plane of the objective lens.
Most objectives do not allow direct access to the Fourier plane and as a consequence an exter-
nal relay is required to perform standard OPT at higher magnifications. The aperture stop can
then be precisely placed in a conjugate to the objective pupil. Non-telecentric OPT removes
the necessity of this external relay, creating a compact OPT system capable of imaging at high
magnifications. A schematic representing both on-axis and off-axis non-telecentric OPT is
illustrated in figure 8.1.
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Figure 8.1: 2D schematic for a non-telecentric OPT system. In a similar fashion to standard
OPT, for on-axis OPT the numerical aperture is reduced such that the depth of field covers
the entire sample extent. In this scenario the whole sample lies within the focal volume, and
projections are acquired over 180°. For fixed focal plane, off-axis non-telecentric OPT the
aperture is reduced to extend the DoF to half the sample extent with projections acquired over
360°.
8.1.1 Mathematical Representation of a Low NA Microscope with an
Axially Displaced Aperture
The optical schematic for the non-telecentric system is shown in figure 8.2. Similar to section
3.3.1, the image field U1, is proportional to the convolution of the input field U0, with the
non-telecentric coherent point spread function, cnt(α,ψ,z′′). The full derivation is available
in appendix E.1.
U1(x,y,z′′) =
eik(2 f1+2 f2+z
′′)
m
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U0(x′′,y′′,z′′)e
−ikd
2( f 21+zd)
(x′′2+y′′2)
. . .
. . .× cnt
(
x
m(z′′)
− x′′, y
m(z′′)
− y′′,z′′
)
dx′′dy′′
(8.1)
cnt(α,ψ,z′′) =
1
( f1λ )2
m(z′′)
m
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
(
z′′
f 21+z
′′d
)
e
ik f1
f 12+z′′d (αx
′+ψy′)
dx′dy′
α =
x
m(z′′)
− x′′ ψ = y
m(z′′)
− y′′ m(z′′) = − f2 f1
f 21 + z
′′d
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Figure 8.2: Optical schematic of microscope with axially displaced aperture. Propagation of
object field U0(x′′,y′′), at a distance z′′ away from the nominal focal plane, to the image plane,
resulting in the image field U1(x,y). The generic 4-f system composed of two infinite ideal
lenses, with focal lengths f1, f2. In our system, the aperture is displaced away from the Fourier
plane by a distance d.
The incoherent image intensity for an extended object can then by described by equation 8.2,
where hnt = |cnt |2, is the non-telecentric intensity PSF.
I(x,y) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·hnt
(
x
m(z′′)
− x′′, y
m(z′′)
− y′′,z′′
)
dx′′dy′′dz′′ (8.2)
The convolution with the PSF is scaled by the magnification m(z′′). As a first order approxi-
mation, in OPT the PSF can be approximated as a delta function for all depths, hnt(α,ψ,z′′)→
δ (α,ψ,z′′).
I(x,y)≈
∫ ∞
−∞
m(z′′)
m
I0
(
x
m(z′′)
,
y
m(z′′)
,z′′
)
dz′′
The axially dependent magnification m(z′′) can be expressed in terms of the standard 4f sys-
tem’s transverse magnification m, as the ratio of magnifications Rm(z′′).
Rm(z′′) =
m(z′′)
m
=
1
1+ z
′′d
f 21
(8.3)
⇒ I(x,y) ∝
∫ −∞
−∞
Rm(z′′)
∣∣∣U0( xm (1+Cz′′) , ym(1+Cz′′))∣∣∣2 dz′′
This states that the information contained in the image at (x,y) is collected from a line in
3D object space with coordinates
( x
m(1+Cz),
y
m(1+Cz)
)
, where C is a constant for a given
optical system. The collection area for a pixel-limited system is visualised by the coloured
rectangles in figure 8.1. As each object plane has a different magnification on the image
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plane, the optical system is defined as object-space non-telecentric. Note that in reality the
information in the image at (x,y) contains information from a 3D volume instead of a line,
due to diffraction within the optical system (i.e cnt(α,ψ) ̸= δ (α,ψ)).
8.1.2 Tolerance on the Telecentricity Condition
Section 8.1.1 derived the field distribution of an object in a non-telecentric system, in which
the magnification of each object plane is dependent on the axial location. The ratio between
the axial dependent magnification and the nominal magnifcation at the focal plane is given by
equation 8.3. For a given tube lens focal length, f2, this can be rewritten in terms of objective
magnification.
m(z′′)
m
=
f 22
f 22 + z
′′dm2
In on-axis OPT, the depth of field must extend over the field of view (FoV), or to the maximum
sample extent. The maximum sample extent, D, can be defined as a fraction of the image space
field of view Fob, (constant for common objective manufacturers), and objective magnification,
D = α · Fob|m| = α ·
∣∣∣ f1Fobf2 ∣∣∣. The magnification ratio can be redefined, where the effective depth
zdepth is given as a fraction of the sample extent.
zdepth =
z′′
D
mFoV(zdepth)
m
=
1
1+ zdepth · αdmFobf 22
This allows the magnification factor to be normalised against the maximum sample extent,
which is equivalent to the objective FoV (α → 1). The variation of the ratio over the field
of view for increasing objective magnification can now be identified. This is shown in figure
8.3. Increasing the objective magnification leads to greater variation in the ratio for a constant
aperture displacement.
There exists a critical aperture displacement, at which the effect of non-telecentricity be-
comes noticeable. In a non-telecentric system a point object at location (x′′,y′′,z′′) will appear
on the camera sensor at (x,y), assuming that the optic centre is at (0,0).
(x,y) =
 x′′
1+ z
′′d
f 21
,
y′′
1+ z
′′d
f 21

If the sample extent is given by D, the maximum object location is equal to D2 . The difference
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Figure 8.3: Comparsion of the magnification ratio for different objectives for on-axis non-
telecentric OPT. Objective depth of field set to cover their respective field of view (FoV).
Aperture displacement, d = 20mm.
between the extreme y-locations is then given by,
∆y =
D
2
(
1− Dd
2 f 21
) − D
2
(
1+ Dd
2 f 21
)
=
1
2
(
dD
f1
)2(
1−
(
dD
2 f 21
)2)−1
Expanding the function in a Taylor series about zero,
∆y≈ 1
2
(
dD
f1
)2
+
1
8 f 21
(
dD
f1
)4
+ · · ·
As f 21 ≫ dD , only the first term in the expansion is significant. Using the Walls definition of
the depth of field in equation 3.20, and assuming an on-axis OPT acquisition (DoF= D), the
FWHM diffraction limited resolution is given by,
FWHM =
√
Dλ
4n
The effect of non-telecentricity will start to become significant when ∆y > FWHM. This
defines a critical value of aperture displacement, dcrit , at which an external relay is required.
dcrit = f1
(
λ
nD3
) 1
4
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Using the previous definition of sample extent, D = α · Fob|m| , the critical aperture displacement
can be redefined in terms of objective magnification and the fraction of the field of view the
sample occupies (α).
dcrit = f2
(
λ
mn(αFob)3
) 1
4
A plot of critical displacement against magnification is shown in figure 8.4, for α = 1, and
α = 0.5. In our experimental system, the typical value of α was ~0.25 at 4x magnification,
which resulted in a value of ~4.3mm for the critical aperture displacement. This was large
enough to place an aperture directly behind the objective and retain approximate telecentricity.
However at 10x magnification, the α value increased to ~1 and the system had a critical
displacement of ~1.2mm. For this system an aperture placed behind the objective created a
significant non-telecentric effect and an external relay was required (as in chapter 6), or a
non-telecentric reconstruction procedure.
Figure 8.4: For a given magnification, there exists a critical amount of axial displacement
(dcrit) between the aperture stop and the pupil plane, above which the optical system is notice-
ably non-telecentric. This value depends on the sample size (given in terms of fraction of the
FoV, α).
8.1.3 Non-Telecentric Optical Transform with Ambiguity Function
This section extends the non-telecentric field transfer derived in section 8.1.1, to incoherent
non-telecentric tomography. For incoherent imaging (see appendix D.3) the image intensity is
described by equation 8.2. The optical system must be rotated in order to model a tomographic
system (see section 3.3.2 for maths of standard OPT rotation). Using the geometry of cone-
beam CT (see figure 3.2b), β is the projection angle for non-telecentric OPT, η ′′ is the depth
axis, ζ the horizontal detection axis, and σ is the vertical detection axis, which lies in the same
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Optical Transform for Fixed Focus Non-Telecentric OPT
I(ζ ,σ ,β ) =
1
m2
∫ ∞
−∞
R2m
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·hrot
(
α,ψ,η ′′o f f
)
dx′′dy′′dz′′ (8.7)
hrot(α,ψ,η ′′o f f )=
1
(λ f1)4
∫∫ ∞
−∞
A fshi f t
(
τ,ε, τλ
(
η ′′o f f Rm
f 21
)
, ελ
(
η ′′o f f Rm
f 21
))
e
ik
f 1 Rm(ατ+ψε)dτdε
α =
ζ
mη ′′o f f
− x′′ cosβ − z′′ sinβ ψ = σ
mη ′′o f f
− y′′
η ′′o f f = z
′′ cosβ − x′′ sinβ −∆η ′′
direction as the axis of rotation.[
ζ ′′
η ′′
]
=
[
cosβ sinβ
−sinβ cosβ
][
x′′
z′′
]
⇒
[
x′′
z′′
]
=
[
cosβ −sinβ
sinβ cosβ
][
ζ ′′
η ′′
]
After rotation, the incoherent image intensity is equivalent to the non-telecentric optical trans-
form. Note that for off-axis non-telecentric OPT, the focal plane can be offset from the axis
of rotation, η ′′o f f = η
′′−∆η ′′. The non-telecentric optical transform is described by equation
8.4, where hrot is the rotated non-telecentric PSF (non-telecentric notation dropped), Rm is the
ratio of magnifications (see equation 8.3), and P0(ζ ′,y′) represents the shape of the aperture.
Note that this can be reduced to the on-axis case by setting ∆η ′′→ 0.
I(ζ ,σ ,β ) =
1
m2
∫ ∞
−∞
m2η ′′o f f
m2
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·hrot(α,ψ,η ′′o f f )dx′′dy′′dz′′ (8.4)
hrot(α,ψ,η ′′o f f ) =
1
(λ f1)4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(ζ ′,y′)e
−ikη ′′o f f Rm
2 f 21
(ζ ′2+y′2)
e
ikRm
f1
(αζ ′+ψy′)dζ ′dy′
∣∣∣∣∣∣
2
(8.5)
Rm =
mη ′′o f f
m
=
1
1+
η ′′o f f d
f 21
=
1
1+ (η
′′−∆η ′′)d
f 21
(8.6)
In an identical fashion to fixed focus on- and off-axis OPT (section 4.1), the PSF can be
represented by the shifted ambiguity function. In this case, the optical transform is described
by equation 8.7, where Rm is given by equation 8.6.
By comparing to equation 4.3, the non-telecentric OPT system can be simulated in an
170 Non-Telecentric OPT
identical fashion to telecentric OPT. The shifted ambiguity function is calculated by comput-
ing the autocorrelation of the aperture function, P0(t ′,y′). Each defocussed transfer function
and associated PSF, can then be interpolated from A fshi f t for any object position using the co-
ordinates given above. In comparison to telecentric OPT, the evaluation coordinates of the
shifted ambiguity funciton are now dependent on the objects relative rotated depth η ′′o f f , and
the PSF is scaled by the square of the magnification ratio R2m. This will introduce asymmetry
into the object-space xz profile of the PSF, in structure and intensity respectively.
8.1.4 Reconstruction of Optical Non-Telecentric Projections
As mentioned in the introduction of this chapter, by removing the telecentricity requirement
of standard OPT there is more freedom in the design of the optical system. The aperture can
now be placed directly behind the objective to create a compact OPT system. The conclusion
of the mathematical derivation in section 8.1.1, stated that by axially displacing the aperture
each object plane has a different magnification onto the camera sensor and this has the form of
equation 8.3. Cone-beam CT has previously been compared to a non-telecentric optical system
[93] for 3D radiation gel dosimetry. However they directly assume an equality between the
camera system and the x-ray system with no formal proof (i.e only ray optics are considered).
This section formally compares the non-telecentric microscopic OPT system with cone-beam
CT.
The x-ray cone-beam transform is given by equation 3.5 and repeated here for convenience
(delta function coordinates inverted).
χc(ζ ,σ ,β ) =
√
R2+ζ 2+σ2
R︸ ︷︷ ︸
#1
∫ ∞
−∞
µ(x′′,y′′,z′′) · · · (8.8)
· · ·×δ
(
ζ
(
1+
η
R
)
− x′′ cosβ − z′′ sinβ ,σ
(
1+
η
R
)
− y′′
)
dx′′dy′′dz′′
The formula for the image intensity in the rotated non-telecentric system (equation 8.4) is
given by,
I(ζ ,σ ,β ) =
1
m2
∫ ∞
−∞
m2η ′′o f f
m2︸ ︷︷ ︸
#2
∫∫ ∞
−∞
I0(x′′,y′′,z′′) . . .
. . .×hrot
(
ζ
mη ′′o f f
− x′′ cosβ − z′′ sinβ , σ
mη ′′o f f
− y′′,′η ′′
)
dx′′dy′′dz′′
(8.9)
Comparing these two formulae, the lateral coordinate transform of the x-ray and optical sys-
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tems are equivalent when,
mη ′′o f f =
1
1+ ηR
(8.10)
The optical magnification ratio is given by equation 8.6. Expanding the depth coordinate in
terms of the fixed object space coordinate and the focal plane offset ( η ′′o f f = η
′′−∆η ′′) this
can be rewritten as,
mη ′′o f f
m
=
1
1+ η
′′d
f 21−∆η ′′d
· f
2
1
f 21 −∆η ′′d︸ ︷︷ ︸
Constant
(8.11)
The constant can be incorporated into an off-axis non-telecentric system magnification mo f f ,
in terms on the objective magnification m.
mo f f =
m
1− ∆η ′′d
f 21
⇒
mη ′′o f f
mo f f
=
1
1+ η
′′d
f 21−∆η ′′d
(8.12)
In the optical system the depth coordinate is defined as η ′′, explicity refering to object space.
This is equivalent to η in the cone-beam transform. In addition in the x-ray system, the
virtual detector has a unitary magnification, mo f f → 1. Using this, the equivalency condition
(equation 8.10) reduces to,
mη ′′o f f
mo f f
=
1
1+ η
′′d
f 21−∆η ′′d
=
1
1+ η
′′
R
⇒ R = f
2
1
d
−∆η ′′ (8.13)
If this condition is satisfied the non-telecentric geometry transform is equivalent to cone-beam
CT.
However there are difference between the two systems. The first is labeled as #1 in equa-
tion 8.8. This factor relates to the detection of a spherical emitter on a 2D planar detector (see
Turbell [38]). It is not present in the optical transform as the model assumes that the only
optical aberration is defocus (i.e no field curvature, paraxial regime).
The second difference is labelled as #2 in equation 8.9. This extra factor depends on the
ratio of magnifications, and represents the change in energy transfer from object planes to the
image plane (see appendix E.1.1). The energy transfer differs due to the axial displacement
of the aperture. This is not present in the cone beam transform as the aperture that limits the
energy transfer is the detector itself, and as such all object planes transfer the same amount of
energy to the image plane.
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These two changes define a modified FDK algorithm for reconstruction of optical non-
telecentric projections (under the paraxial assumption). The ratio of effective source-detector
distance, R, and cone-beam parameter, U can be rewritten in the following form, where η =
zcosβ − xsinβ .
R
U
=
R
R+ zcosβ − xsinβ =
1
1+ ηR
Therefore the ratio of R : U is equivalent to the magnification ratio if the backprojection co-
ordinates are equivalent to the acquistion (i.e η = η ′′). In the standard FDK method listed in
section 3.2, there exists both a premultiplying factor and a backprojection weight (see equa-
tion 3.9). For optical reconstruction the premultiplying factor is not required in the paraxial
regime, and the backprojection weight cancels out with the extra transfer of energy in the raw
optical projections. This second step is summarised below.
m2o f f
m2η ′′o f f
· R
2
U2
= 1
This defines the formula for modified FDK for optical non-telecentric projections (equation
8.14).
Modified FDK for Optical Non-Telecentric Projections
f (x,y,z) =
1
2
∫ 2π
0
∫ ∞
−∞
Iˆ(w,σ ,β )|w|ei2πwζ ′dwdβ (8.14)
Iˆ(w,σ ,β ) =
∫ ∞
−∞
I(ζ ,σ ,β )e−i2πwζdζ
ζ ′ =
xcosβ + zsinβ
1+ ηR
σ =
y
1+ ηR
η = zcosβ − xsinβ
The reconstruction procedure can then be described as follows:
1. Filter projections with either a de-blurring kernel (kr) in real space, or a ramp filter in
frequency space
I f ilt(ζ ′,σ ,β ) =
∫ ∞
−∞
I(ζ ,σ ,β ) · kr
(
ζ ′−ζ)dζ
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Figure 8.5: (a) Aligned fan-beam x-ray CT system. (b) System with x-ray source displaced
from aligned position by −∆ζ . Blue lines are new limiting rays. Red/Pink are original lim-
iting rays. (c) The original limiting rays can be identified from other projections within the
tomographic dataset.
2. Perform backprojection over 360°. The detector coordinates to be backprojected across
are described by (ζ ′,σ)
f (x,y,z) =
1
2
∫ 2π
0
I f ilt(ζ ′,σ ,β )dβ
8.1.5 Displacement between Optic Axis and Rotation Axis
In x-ray cone-beam CT, the source-detector pair are commonly aligned such that the source
is in the centre of the detector. In addition the pair are aligned such that the bisecting line
passes through the axis of rotation. This is illustrated by figure 8.5a. In the optical system the
position of the source is equivalent to the location of the optic axis. In the microscope the optic
axis may be displaced from the centre of the detector due to simple misalignment. While the
system is capable of dynamically translating the sample, the relative position of the camera
to the optic axis is fixed after initial setup. The equivalent scenario for x-ray CT is shown in
figure 8.5b. The blue lines represent the new limiting rays hitting the edge of the detector,
while the red and pink lines represent the original limiting rays for an aligned system. The
key sampling requirement of CT is that each sample point is sampled by rays with propagation
angles from 0-180°. As a consequence there are equivalent rays within the tomographic dataset
that correspond to the original limiting rays, shown in figure 8.5c. This suggests that there is
a coordinate transform that enables the extraction of the original information from the shifted
dataset. This procedure was derived for x-ray CT in fan-beam geometry by Xing in 2007 [94].
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Their formula for reconstruction using FBP in a shifted fan-beam geometry is given by,
pˆ f (w,β ) =
∫ ∞
−∞
R+ ζ∆ζR√
ζ 2+R2
· p f (ζ ,β )e−i2πwζdζ
f (x,z) =
1
2
∫ 2π
0
R2
U2
∫ ∞
−∞
pˆ f (w,β )|w|ei2πwζ ′dwdβ
ζ ′ = R
xcosβ + zsinβ +∆ζ
R− xsinβ + zcosβ
This formula is almost identical to the non-shifted system with two exceptions. The first is the
premultiplying factor now has an additional term that is dependent on the shift amount ∆ζ .
Secondly, the backprojection coordinate ζ ′ is also dependent on the shift amount. However the
filter remains the same as the ramp filter applied in standard parallel FBP. The extension for
FDK reconstruction in cone-beam CT is straightforward, with a displacement in the vertical
backprojection coordinate (σ) proportional to the vertical shift amount (∆σ).
σ = (y+∆σ)
R
R− xsinβ + zcosβ
As explained in section 8.1.4, the modified FDK algorithm for optical reconstruction does not
require the pre-mulitplying factor or the backprojection weight. The reconstructions based on
the maths above, are reconstructed at the location of the source relative to the rotation axis
(centred at (∆ζ ,∆σ)). The optical projections are shifted back such that the axis of rotation
is the centre of the reconstructions. For an optical system where the optic centre is described
by coordinates (ζo,σo) with the origin at the centre of the FoV (equivalent to the position of
Modified FDK for Optical Non-Telecentric Projections with Non-Centre Optic
Axis
f (x,y,z) =
1
2
∫ 2π
0
∫ ∞
−∞
Iˆ(w,σ ,β )|w|ei2πwζ ′dwdβ (8.15)
Iˆ(w,σ ,β ) =
∫ ∞
−∞
I(ζ ,σ ,β )e−i2πwζdζ
ζ ′ =
xcosβ + zsinβ −ζo
1+ ηR
+ζo
σ =
y−σo
1+ ηR
+σo
η = zcosβ − xsinβ
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the AoR), the displacement becomes (∆ζ →−ζo,∆σ →−σo). The modified FDK formula
is then given by equation 8.15. The reconstruction requires the knowledge of the optic centre
relative to the rotation axis. The calibration procedure is discussed in section 8.1.6.
8.1.6 Calculation of the Effective Source-Detector Distance
The optical FDK algorithm for reconstruction of the non-telecentric optical projections (equa-
tions 8.14,8.15) requires knowledge of the effective source-detector distance, R. A simple
calibration procedure can be used to estimate R. Using the effective cone-beam parameters
in equation 8.13, for an object at (x1,y1,z1), the centre of the PSF is located on the camera
sensor at (ζ1,σ1), where (x1,z1) has been transformed into polar coordinates, (x1 = r cosφ ,
y1 = r sinφ ).
ζ1 =
r cos(φ −β )
1+ r sin(φ−β )R
σ1 =
y
1+ r sin(φ−β )R
(8.16)
In a telecentric system σ1 would be constant for all angles. As such in the non-telecentric
system, the variation in σ can be used to calculate the cone parameter R. A schematic of the
effective point object trace over 360° is illustrated in figure 8.6a. The derivative of the above
equations are given by,
(a) (b)
Figure 8.6: 3D representation of point-source traces over 360°. (a) A series of point objects
at different y-locations, the optical centre is located at (0,0). The σand ε-coordinates are
dependent on the depth position, η . (b) Calibration of effective OPT source-detector distance
(R) requires the location of the maximum and minimum extent of the point object trace, in
(ζ ,σ) . When the optical centre is displaced from the axis of rotation by (xo,yo), multiple
traces of point objects are required to calculate R.
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dζ1
dβ
=
rR(r+Rsin(φ −β ))
(R+ r sin(φ −β ))2
dσ1
dβ
=
yrRcos(φ −β )
(R+ r sin(φ −β ))2
Equating the derivative to zeros, results in certain conditions,
dζ1
dβ
= 0 =⇒ sin(φ −β ) = −r
R
cos(φ −β ) =±
√
R2− r2
dσ1
dβ
= 0 =⇒ cos(φ −β ) = 0 sin(φ −β ) =±1
Inserting the solutions into equation 8.16 reveals the maximum and minimum values of (ζ1,σ1),
ζ1m =±
rR√
R2− r2 σ1m =
yR
R± r
The maximum deviation in (ζ1,σ1)is then given by,
∆ζ1 =
2rR√
R2− r2 =
2R√
R2
r2 −1
∆σ1 =
yR
R− r −
yR
R+ r
= r
2Ry
R2− r2 =
1
r
2Ry
R2
r2 −1
The two unknowns in these equations are the radius of the trace r, and the source-detector
distance R. The solution for r can be constrained to be positive, and is given by,
r =
R√
1+
(
2R
∆ζ1
)2
r = R
√
1+
y2
∆σ21
− Ry
∆σ1
Equating the two above equations, and solving for R, results in,
R =
1√
2
√
∆ζ 2y2
∆σ2
+
√
∆ζ 4y2 (∆σ2+ y2)
∆σ2
(8.17)
This equation enables the calculation of the effective source-detector distance by finding the
four extreme points of a single point object’s trace across the camera sensor over an acquisition
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cycle. The traces of multiple point objects are illustrated in figure 8.6a.
However if the optical system is not perfectly aligned, the optical centre (location of the
optic axis) may be displaced from axis of rotation as discussed in section 8.1.5. This requires
the calculation of two additional parameters, the coordinates of the optic axis (ζo,σo). This
can be achieved by using the location of the four extreme points for multiple bead traces (the
location of the max and min extent of the bead traces in ζ ,σ ). This is shown in figure 8.6b.
The full derivation for the calibration of the magnification is listed in appendix E.8. The
optical centre centre can be found by fitting a linear relation (C = Ax+B) to the following
experimental data, where ∆σ and ∆ζσ are illustrated in figure 8.6b.
∆σ
∆ζ
=
y−σo
R
(8.18)
The ratio of ∆σ : ∆ζ is zero when y = σo (note: independent of source-detector distance R).
The optic centre coordinate can be found using the intercept (B) and the gradient (A),
σo =
B
A
Once σo has been found, the horizontal optic centre coordinate, ζo can be found using the
following equation.
ζo =
(σo− y)∆ζσ
∆σ
(8.19)
The estimate will increase in accuracy by taking readings from as many traces as possible,
as well as utilitsing the traces with the largest ∆σ values. This will ensure the errors in the peak
finding software are minimised. Once the optical centre has been estimated the effective OPT
source-detector distance can be calculated using the following formula (derived in appendix
E.8).
R =
1√
2
√√√√∆ζ 2(y−σo)2
∆σ2
−ζ 2o +
√
(∆σ2+(y−σo)2) · (∆ζ 2(y−σo)2−∆σ2ζ 2o )2
∆σ4(y−σo)2 (8.20)
Equation 8.20 highlights that any error in the value of ∆σ against the y−location in relation
to the optic centre (i.e error in ∆σ at y∼ σo) will cause inaccuracy in the estimation of R. As
such in an experimental situation, traces that are close to the optic centre are ignored.
An example of the above procedure is demonsrated in figure 8.7. The software is written
in Java, and acts as a plugin to the open-source ImageJ [74]. The final result outputs the
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Figure 8.7: Example of calibration software that calculates the effective source-detector dis-
tance for non-telecentric OPT. (a) Using a sample of fluorescent microspheres, the maximum
intensity projection is calculated (using in-built ImageJ functions). Custom software allows
user to select the four extreme points (yellow) on mulitple sphere traces. After analysis of
trends in (b)-(c), software draws the estimated elliptical traces (red). This allows quick quali-
tative evaluation on the success of R estimation. (b) Software fits linear regression to experi-
mental data using equation 8.18 to find the vertical optic centre coordinate. (c) Calculation of
horizontal optic centre coordinate using equation 8.19. Deviation from horizontal linear trace
represents error in calculation. (d) The effective-source detector distance is calculated using
equation 8.20.
coordinates of the optic centre, and an estimation of the effective-source detector distance in
pixels with an associated error (given as the standard deviation across all traces).
8.1.7 Demonstration with Fluorescent Microspheres
The fixed focus on-axis non-telecentric OPT system was tested using a sample of 200nm flu-
orescent microspheres prepared as described in appendix B. 100 projections were acquired
over 360° using a 20x, 0.4NA objective (UPLANFL20, Olympus Ltd). An aperture of di-
ameter ~1.5mm was displaced by approximately 20mm from the rear of the objective (d ∼
−20± 5mm). The maximum intensity projection through the raw projections is shown in
figure 8.8a. Here the elliptical traces, indicative of non-telecentricity, can easily be identified.
The system was calibrated using the procedure described in section 8.1.6, visualised in fig-
ure 8.7. The effective source dectector distance was ~10800±400 pixels, which is equivalent
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Figure 8.8: Example of experimental results for non-telecentric on-axis OPT. (a) Maximum
intensity projection (MIP) through raw dataset, 100 projections taken using 20x, 0.4NA ob-
jective. Aperture of diameter ~1.5mm, placed at ~20±5mm from rear of objective. (b,c) MIP
along x-axis (b) and z-axis (c) through reconstructed volume. Reconstruction used modified
FDK algorithm with misaligned optic centre (equation 8.15).
to 3.5±0.1mm. Using equation 8.13, this can be converted into an experimental aperture dis-
placement. At 20x magnification, f1 = 9mm, and consequently, d ≃ 23± 1mm. This agrees
with the approximate physical aperture displacement. The calibration in section 8.1.6 (see
figure 8.7) provided an approximate location for the optic centre, (0,291) in pixels, which is
equivalent to (0,94.5µm). These values were incorporated into the modified FDK formula for
a misaligned system (equation 8.15).
The reconstruction was performed in MATLAB. For projections of size 1084x2156 pixels,
the reconstruction time per slice was ~4.5s with and ~14s without GPU acceleration. The
large increase in reconstruction time for optical FDK is largely due to the requirement for 2D
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interpolation in the backprojection process, rather that 1D interpolation (+ 2D replication) in
FBP for telecentric OPT. The reconstruction time may be reduced through optimised software
development.
The reconstructions are largely isotropic, limited by the variation of the optical transfer
function over the focal volume in an identical manner to telecentric OPT. The anisotropy of
this dataset is ~0.7±0.2 (see appendix E.9). Note that the demonstration in this chapter was
an extreme example of the non-telecentric OPT system, as the aperture would not typically be
placed 20mm behind the objective.
8.2 Focal Scanning in a Non-Telecentric OPT System
The standard non-telecentric OPT system suffers from the same resolution/sample size trade-
off that exists in the telecentric system. However in a similar manner to RFS-OPT, non-
telecentric OPT can theoretically be coupled with focal scanning to increase the maximum
spatial frequency transfer, thereby improving the resolution (sample dependent). Remote-
focal scanning and region of interest OPT in telecentric systems are both limited in their
capabilities of imaging large specimens at high resolution (see chapters 6 and 7). This is
primarily due to the requirement of placing the tunable lens in the pupil plane, or its conjugate.
This next section explores the possiblity of combining the flexibility of the non-telecentric
system with the high resolving power of RFS-OPT.
Instead of reducing the NA in order to extend the DoF to cover the sample extent, a pseudo
projection can be generated in exactly the same manner as RFS-OPT (see chapter 6), but now
Figure 8.9: 2D schematic for focal-scanning in a non-telecentric OPT system. Directly ana-
logus to RFS-OPT, the focal plane is swept through the entire sample extent for on-axis OPT
(180°), and half the sample extent for off-axis OPT (360°).
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in a non-telecentric geometry. The focal-scanning can be applied to either on- or off-axis OPT
acquisition modes as illustrated in figure 8.9.
8.2.1 Mathematical Representation
The mathematical derivation is detailed in appendix E.2 and the schematic is illustrated in
figure 8.10.
Figure 8.10: Optical schematic of microscope with axially displaced aperture. Propagation of
object field U0(x′′,y′′), at a distance z′′ away from the nominal focal plane, to the image plane,
resulting in the image field U1(x,y). The generic 4-f system composed of two infinite ideal
lenses, with focal lengths f1, f2. In our system, instead of an aperture placed in the common
Fourier plane of both lenses, a third finite ideal lens is placed a distance d away from the
common focal plane.
The form of the image intensity in a non telecentric OPT system with focal-scanning can
be described by equation 8.21 (note α,ψ,η ′′o f f are listed in equation 8.7). Ratio of mag-
nifications, Rm, given by equation 8.6. The non-telecentric focal-scanned PSF is given by
h f s. Typically focal-scanning replicates the two standard modes of OPT. For on-axis OPT
∆η ′′→ 0,η ′′o f f → η ′′. Note that for both modes of operation, focal scanning is assumed to be
symmetric about the focal plane with total optical power range of ρ .
This formula states that while each object plane has a different magnification onto the im-
age sensor, the integrated defocused planes of a single object plane are imaged with constant
magnification. As such the focal scanned PSF for a non-telecentric optical system is a sym-
metrically scaled version of the telecentric FS-PSF, with scaling dependent on object plane
displacement from the objective focal plane. This can be easily identified by comparing equa-
tion 8.21 with the telecentric system, equation 6.6. The two transforms are identical except
for the scaling function Rm.
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Optical Transform for Non-Telecentric FS-OPT
I(ζ ,σ ,β ,ρ) =
1
m2
∫ ∞
−∞
R2m
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·h f s
(
α,ψ,η ′′o f f ,ρ
)
dx′′dy′′dz′′ (8.21)
h f s(α,ψ,η ′′o f f ,ρ) =
1
( f1λ )4
∫∫ ∞
−∞
A fmod(τ,ε,µ,ν ,ρ)e
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f 1 Rm(ατ+ψε)dτdε
A fmod(τ,ε,µ,ν ,ρ) =
∫∫ ∞
−∞
P0(ζ ′+ τ2 ,y
′+ ε2)P
∗
0 (ζ
′− τ2 ,y′− ε2) ·M ·e−i2π(µζ
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J0 (πρk(ζ ′τ+ y′ε)) sinusoidal
µ = Rm · η
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f 21
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8.2.2 Maximum Focal Displacement in Non-Telecentric System
Similar to section 6.2.6, the theoretical maximum focal displacement (MFD) can be calculated
for the non-telecentric optical setup. Referring to equation E.6, the defocus quadratic phase
factor can be defined as W (ζ ′,y′). The system is at best focus when W = 0.
W (ζ ′,y′) =
−1
2
(ζ ′2+ y′2)
(
η ′′o f f Rm
f 21
+
1
f
)
Using equation E.5 this can be used to calculate the necessary tunable lens focal power to
focus on a given object plane, or visa versa.
W = 0⇒ f =− f
2
1
η ′′o f f
−d (8.22)
W = 0⇒ η ′′o f f =
− f 21
f +d
(8.23)
It is useful to define the maximum focal displacement (MFD) in terms of tunable lens optical
power, p = 1f .
MFDnt =
∣∣∣∣ f 21 pmax− pmin(1+d · pmax) · (1+d · pmin)
∣∣∣∣ (8.24)
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In a non-telecentric system. a relay system is unnecessary as the tunable lens does not have
to be placed directly conjugate to the pupil. The non-telecentric MFD to that of the standard
RFS system is compared below (equation 6.11). Taking the ratio of non- to telecentric MFD,
RMFD =
MFDnt
MFD
=
∣∣∣∣∣∣∣∣
(
f2
f3
)2 1
(1+d · pmax) · (1+d · pmin)︸ ︷︷ ︸
Fraction
∣∣∣∣∣∣∣∣
The power range for the ETL described in chapter 6 is pmax/min ∼ ± 1150 (assumes that the
focal power is symmetric about 0), and typical aperture displacements could range from d ∼
−5 to − 20mm. Using the maximum parameters, the fraction is . 1.02, and consequently
has independent effect on RMFD. Therefore any change in the MFD for the non-telecentric
system depends on the ratio of tube lens to relay lens focal length. If the pupil is demagnified
perfectly onto the ETL in the telecentric RFS setup, this is equivalent to the ratio of pupil to
ETL diameters.
f2
f3
=
dpupil
dET L
RMFD ∝
(
dpupil
dET L
)2
If the diameter of the pupil is greater than the diameter of the ETL, the MFD will be greater in
the non-telecentric system. This occurs for our system for objectives with a magnification of
10x or less. At higher magnifications the MFD is inferior for the non-telecentric system (e.g
for 50x, 0.5NA objective, RMFD ∼ 0.15) than the optimum telecentric RFS setup (note: ideal
setup would require f3 ∼ 25mm, which could introduce significant aberrations).
Note that the MFD of the non-telecentric optical system is approximately equal to the
equivalent telecentric MFD. Consequently the trade-off between sample size and magnifica-
tion for RoI/RFS OPT also apply to focal scanning in the non-telecentric system. This limita-
tion is addressed in chapter 9, and focal scanning in a non-telecentric setup is investigated in
section 9.3.

Chapter 9
Sub-Volume OPT
Chapters 6 and 7 detail advanced OPT acquisitions that deviate away from the traditional
concept of rotation-only projection tomography towards dynamic methods, in this case focal-
scanning, that improve the resolution, light collection efficiency and therefore improve image
quality and/or reduce the total acquisition time. As discussed in the concluding paragraphs, the
main limitation of the RFS and RoI techniques is the overall sample size that can be imaged at
a given magnification. The focal plane cannot exceed the maximum focal plane displacement
(MFD) determined by the optical setup, and consequently, this limits both the overall sample
size and the capabililty of imaging off-axis regions.
However the concept of RoI-OPT is not limited to only focal-scanning methods. Focal-
scanning methods can reduce the impact of streak artefacts through the RoI (and therefore
reduce the total number of projection angles required) but are not necessary for tracking a re-
gion of interest. This chapter first explores the instrumentation required to track a sub-volume
within a large specimen, namely a long-range piezoelectric objective drive and mechanical
translation stage.
The later part of the chapter explores the combination of sub-volume tracking with focal-
scanning. I explain how the primary theoretical model combines focal-scanning with non-
telecentric OPT. However, the experimental results uncover new limitations in the system,
leading to a new forward model that is currently non-reconstructable using standard methods.
9.1 Theoretical Model for Sub-Volume Tracking
Sub-volume tracking continuously follows a point at it rotates in 3D space. Through tracking
this becomes the new effective centre of rotation. While conceptually trivial for telecentric
OPT (and equivalently parallel x-ray CT), this section proves the mathematical equivalence
between sub-volume and fixed focus non-telecentric OPT.
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9.1.1 Sub-Volume Telecentric OPT System
The mathematics of tracking in an x-ray CT system is detailed in appendix C.12. In summary,
by providing lateral and axial displacement that is sinusoidal at the same frequency as object
rotation, the tracked x-ray system is equivalent to a fixed x-ray system. However when the
field of view is smaller than the object, strong streak artefacts are created by objects beyond
the region of interest. This is due to angular undersampling as explained in section 3.2.1.
In contrast to x-ray CT, in an optical system there is variance in spatial frequency transfer
caused by the filtering properties of an imaging system. As explored in chapter 4, the variance
causes anisotropy in the reconstructed PSF. However the advantage of filtering is that high
spatial frequency information is suppressed far away from the nominal focal plane. This in
turn suppresses streak artefacts for objects far away from focus, as explored for RoI-OPT in
chapter 7. In principle this allows the tracking of a region of interest within a larger volume
(sub-volume tracking) without the significant impact of artefacts found in x-ray CT.
Section 6.2 considered the translation of the objective lens in a telecentric system, conclud-
ing that translation of the objective-aperture housing had no affect on the net magnification.
As such, mounting the objective (+ aperture) on top of a long-range piezoelectric drive, pro-
vides the necessary ∆z tracking. In addition, a translation of the detector relative to the axis of
rotation provides the ∆x tracking. This situation is illustrated in figure 9.1. If the projections
are acquired in this fashion, they can be reconstucted identically to standard OPT.
Figure 9.1: 2D schematic for sub-volume tracking in a telecentric OPT system. The numerical
aperture is reduced such that only the region of interest (dark purple) remains in focus (focal-
volume, green). After rotation the sub-volume is centred in the camera field of view, and
objective refocused to centre of volume. The pink, red and blue boxes represent 2D cross sec-
tions of volumes within the object that are projected onto the image sensor within a resolution
element.
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9.1.2 Sub-Volume Non-Telecentric OPT System
In an optical system, sub-volume tracking along the optic axis can be provided through axial
translation of the objective-aperture pair. Unlike telecentric OPT, translation of the objective-
aperture housing affects the net magnification in a non-telecentric system. This section derives
the relationship between magnification and objective-aperture translation for a non-telecentric
system. The system is designed such that the objective and aperture move together axially
along the optic axis a distance of b. This is illustrated in figure 9.2.
Figure 9.2: Optical schematic for sub-volume tracking in a non-telecentric microscope. The
aperture stop is located in the plane a distance d away from the objective pupil plane. The
system is designed such that the objective and aperture can be axially translated together (using
the microscope focus drive, or an objective piezo drive). This is represented by the distance b.
The full derivation is listed in appendix E.3. For an incoherent imaging system the image
intensity for an extended object is given by,
I(x,y) =
1
m2
∫ ∞
−∞
m2z′′
m
∫∫ ∞
−∞
I0(x′′,y′′) ·hnt
(
x
mz′′
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′′,z′′
)
dx′′dy′′dz′′
where the non-telecentric point spread function, hnt , is equal to
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)
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1
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Under the standard transform for a tomographic system, (section 8.1.1), the optical coordinates
can be rotated to represent a tomographic system, (i.e z′′→η ′′= z′′ cosβ−x′′ sinβ , x′′→ ζ ′′=
x′′ cosβ + z′′ sinβ ).
This is equivalent to the off-axis non-telecentric optical transform for β = 0, b= ∆η ′′ (see
equation 8.4). As explained through equation 8.11, if the objective offset is constant for the
whole acquisition (i.e b = const), the modified FDK algorithm can be used for reconstruc-
tion. The effective magnification of the reconstructions, mo f f , is increased/reduced from the
objective magnification m depending on the offset value ∆η ′′ (equation 8.12).
However if the translation of the objective-aperture pair is dynamic over the acquisition
(b(β )), this results in a magnification parameter that varies with both object plane location, z′′
, and translation, b (i.e a different divergence of the cone-angle over the acquisition).
This can be addressed by redefining the depth parameter as an effective sub-volume depth
η ′′sv. This is expressed in terms of both object location, rotation angle and objective translation,
z′′−b→ η ′′sv.
η ′′sv = z
′′ cosβ − x′′ sinβ +∆η ′′
∆η ′′ = ∆zcosβ −∆xsinβ
∆ζ ′′ = ∆xcosβ +∆zsinβ (9.1)
Here (∆x,∆z) are constants, and (∆η ′′,∆ζ ′′) represent the tracking coordinates. Using the
above definition, the ratio of magnifications, Rm from equation 8.6 can be redefined in terms of
the sub-volume parameter η ′′sv. The sub-volume magnification ratio Rmsv is given by equation
9.2.
Rmsv =
mη ′′sv
m
=
1
1+ η
′′
svd
f 21
(9.2)
As proven in appendix C.12, equivalence between a sub-volume tracked acquisition and a
standard acquisition requires tracking in both x and z. Specifically it requires a circular track-
ing profile. As a consequence tracking must also be applied perpendicular to the optic axis
in our non-telecentric OPT system. This is described by ∆ζ . Experimentally this is accom-
plished using a mechanical translation stage. This sub-volume non-telecentric OPT system is
schematically illustrated in figure 9.3.
The modified FDK algorithm can be used for reconstruction of the non-telecentric OPT
data, with the effective source detector distance given by equation 8.13. Using the above
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transformations, the optical transform for the non-telecentric sub-volume system is given by,
I(ζ ,σ ,β ) =
1
m2
∫ ∞
−∞
R2msv
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·hrot
(
α,ψ,η ′′sv
)
dx′′dy′′dz′′
hrot(α,ψ,η ′′sv) =
1
( f1λ )4
∣∣∣∣∣
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−∞
P0(ζ ′,y′)e
−ikη ′′sv
2 f 21
Rmsv(ζ ′2+y′2)
e
ikRmsv
f1
(αζ ′+ψy′)dζ ′dy′
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Equation 9.3 represents the optical transform in terms of the shifted ambiguity function (sec-
tion A.3), and the sub-volume magnification ratio Rmsv (see equation 9.2). Due to the equiv-
alence between the sub-volume and fixed focus non-telecentric OPT systems, the adjusted
FDK procedure for a misaligned optic centre can also be applied to sub-volume projections
(see section 8.1.5).
9.2 System Configuration and Demonstration
The objective was mounted on top of a long-range piezoelectric objective drive (ND72Z2LAQ
PIFOC, Physik Instrumente), with a custom adaptor. Inside the apaptor was a variable iris that
acts as the aperture stop. This configuration is illustrated in figure 9.4. The OPTiM adapter
plate was mounted on a mechanical translation stage (Marzhauser, SCAN IM 120 x 80) in
order to provide the necessary ∆ζ ′′ tracking.
Figure 9.3: 2D schematic for sub-volume tracking in a non-telecentric OPT system. The
numerical aperture is reduced such that only the region of interest (dark purple) remains in
focus (focal-volume, green). After rotation the sub-volume is centred in the camera field of
view, and objective refocused to centre of volume. The pink, red and blue boxes represent 2D
cross sections of volumes within the object that are projected onto the image sensor within
a resolution element. Note that xy translation of the sample holder is necessary to retain the
projection directions within the sub-volume (coloured boxes).
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Optical Transfrom for Sub-Volume Non-Telecentric OPT
I(ζ ,σ ,β ) =
1
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Figure 9.4: Key components for the sub-volume OPT system. The variable aperture stop is
paired with the objective, and placed on top of a piezo objective drive. Note this technique is
usually employed with a high magnification (>20x) objective, and as such the focal volume for
any given projection is much smaller than the sample size (shown here as the maximum tube
diameter). To provide xy tracking, the OPT adaptor plate that holds the sample tube (chapter
5), is placed on a mechanical translation stage.
9.2.1 Calibration of Translation Stage Angle
For sub-volume OPT the sample chamber is mounted on a mechanical translation stage to
provide the necessary xy tracking. In order to correctly reconstruct the optical projections,
the ∆ζ ′′ tracking must be perpendicular to the axis of rotation. The angle between the axis
of rotation and the pixel axes is given by ψr. In addition the stage axes may be misaligned
to the pixel axes by angle, ψs. This is illustrated in figure 9.5. The difference between these
angles is the critical angle of calibration, ψc. The calibration procedure requires a sample of
fluorescent microspheres, and is described below.
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Figure 9.5: Schematic for the calibration of the critical angle between the translation stage
axes andthe axis of rotation, ψc.
The optical system is focused onto the axis of rotation. This is achieved by rotating the
sample of spheres and adjusting focus until a sphere lies in focus at its furthest lateral point.
This sphere is centred in the field of view using the translation stage (represented by the black
rectangle and red crosshairs in figure 9.5). The position is recorded from the internal trans-
lation stage controller, as (xs1,ys1). The sample is rotated by 180° and the process repeated
resulting in a second coordinate pair, (xs2,ys2). The difference is given as,
∆xs = xs2 − xs1
∆ys = ys2 − ys1
The critical angle can then be calculated as,
ψc = tan−1
[
∆ys
∆xs
]
The error in this estimation is given by standard error propagation,
σ∆c =
1
∆x2s +∆y2s
√
∆y2sσ2∆xs +∆x
2
sσ2∆xs
If σ∆xs = σ∆xs = σm,
σ∆c =
σm√
∆x2s +∆y2s
Therefore in order to reduce the error in the estimation of the stage angle, a sphere must be
chosen that is far away from the axis of rotation.
The sub-volume procedure then requires a pre-scan acquisition in order to provide the
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tracking coordinates for both ∆ζ ′′ and ∆η ′′. This follows the same procedure as described
for RoI-OPT in section 7.2, however the volume is additionally centred in the field of view
and the stage coordinates recorded. The tracking profile is calculated for both x and y stage
directions.
The angle of the xy tracking profile is compared to the stage calibrated angle. If they are
not equal the tracking profile is rotated. This ensures that the magnitude of the tracking is
consistent and the motion is perpendicular to the rotation axis.
9.2.2 Sub-Volume Magnification Calibration
In a similar fashion to section 8.1.6, if the sub-volume system is non-telecentric an estimation
of the effective-source detector distance is required for FDK reconstruction. In the optical
environment this is equivalent to a measure of how the magnification varies with axial position.
However if the magnification is large compared to the sample size, the elliptical trace of the
fluorescent microsphere will extend beyond the field of view. Therefore the previous method
cannot be utilised. This section describes an alternative procedure.
Figure 9.6a illustrates the basic procedure. A fluorescent microsphere is positioned in the
same plane as the axis of rotation, such that if the system was telecentric the 0° (green) and
180° (pink) projections would overlap. In a non-telecentric system there is lateral displace-
ment between the images that depends on the sphere’s current field position relative to the
optic centre. The sphere is translated across the field of view, and ~50 sequential images are
acquired (the translation occurs along 1-axis until edge of FoV).
After image segmentation, a composite image can be created for the 0° and 180° sets, as
shown in figure 9.6b. The location of peak intensity is found for each sphere location using
simple peak finding software (MATLAB). This constructs an array of xy coordinates for each
dataset. A gradient descent algorithm can then be used to find the optimum transformation
between the two images. The approximate transformation can be described by the following
equation, where ∆Rm is the relative square scaling factor between the two datasets, (ζo,σo)
is the position of the optic centre, and A,B are optional translations if the system is slightly
misaligned (i.e the sphere is not exactly in the same axial plane as the axis of rotation).[
ζ ′′
σ ′′
]
≈ ∆Rm
[
x′′−ζo
y′′−σo
]
+
[
ζo
σo
]
+
[
A
B
]
If the magnification ratio is given by equation 9.2, then the relative scaling factor ∆Rm between
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the 0° and 180° images is given by,
∆Rm =
Rmsv(z
+)
Rmsv(z−)
=
R+ z−
R+ z+
where z+and z−are the locations of the sphere from the axis of rotation for the 0° and 180°
images respectively. If the system is aligned then the positive and negative sphere depths are
equal to± the sphere radius, rz = z+ =−z−. The equation can then be solved for the effective
source detector distance R,
R = rz
∣∣∣∣1+∆Rm1−∆Rm
∣∣∣∣
Knowledge of the sphere radius can be read out from the piezo objective drive, and ∆Rm can
be obtained from the transformation optimistation within MATLAB. If correctly aligned this
Figure 9.6: Sub-Volume OPT calibration for calculation of axially dependent magnification,
m(z′′). (a) 2D schematic representing calibration acquisition procedure. Green/pink circles
represent microspheres at 180° rotation. System is aligned such that if it was telecentric the
images of the spheres would overlap. Due to the non-telecentric nature, for positions away
from the optic centre the two images do not overlap. A composite image is created by laterally
displacing the sample using the mechanical translation stage. Note that if the detector is
displaced away from the optic centre, the position of full overlap may not be in the centre
of the detector. (b) Example of experimental data, 4µm fluorescent microspheres acquired
with 50x, 0.5NA objective. There exists a transformation between the two 180° arrays of
spheres such that they fully overlap. The matrix parameters are found using a gradient descent
approach. (c) Example of a corrected composite image.
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method can provide an estimate for the effective source detector distance and the location of
the optic centre. Testing for correct R estimation can be performed by applying the estimated
transform to the original images. This is illustrated in figure 9.6c. Note that this method
assumes perfect accuracy of the translation stage (see section 9.2.3).
This method can also be used to identify the stage angle. However the uncertainty in the
angle estimate is lower for the method described in section 9.2.1 (greater magnitude of stage
motion).
9.2.3 Accuracy of Tracking Devices
The piezo objective drive that provided the axial tracking (ND72Z2LAQ PIFOC, Physik In-
strumente), was operated in closed loop mode, providing position accuracy <100nm. However
the accuracy of the mechanical xy translation stage was poorer. The quantification was calcu-
lated using the position information from the magnification calibration method described in
section 9.2.2.
For each dataset (0° and 180°) the stage was programmed to move by a fixed amount along
1-dimension, until the sphere reached the edge of the field of view. The standard deviation in
the distance between sequential peaks provided an estimation of stage accuracy. Figure 9.7
displays the relative pixel shift between sequential peaks when the translation uses only 1-
axis of the stage. The relative error was calculated as the ratio of standard deviation to the
mean value (note that anomalous values are ignored). For the 0° dataset, the relative error
σtranslation ≃ 0.0099, and for the 180° dataset, σtranslation ≃ 0.0094, an average of ~1% of the
Figure 9.7: Quantification of accuracy of xy translation stage. Pixel shift between peaks found
in figure 9.6b. The translation occurs along 1-axis of the stage. The mean value and error
(standard deviation) are given for both datasets.
9.2 System Configuration and Demonstration 195
programmed motion. The maximum programmed motion is approximately given by equation
9.4, where rmotion is the radius of the sub-volume tracking profile relative to the axis of rotation,
and Np is the number of projections (assuming 360° acquisition).
∆ζ ′′max ∼ rmotion ·
2π
Np
(9.4)
The relative error in the residual motion of the rotation stage was calculated in chapter 6, as
±0.5µm. Using this value, the accuracy of the translation stage became the limiting factor for
rmotion
Np
& 0.08µm. Typically the number of projections was < 400. Therefore the translation
stage was the limiting factor for rmotion & 30µm.
Further gains in accuracy may be achieved by discretely stepping the translation stage,
rather than a continuous scan. However this would complicate the reconstruction procedure
for a non-telecentric system as Radon space is not equally sampled.
9.2.4 Results from Fluorescent Microspheres
The system was tested using a sample of 200nm fluorescent microspheres in an identical fash-
ion to chapters 6 and 7. However only 100 projections were acquired, using a 50x, 0.5NA
objective. The full NA was used (no aperture placed behind objective) and as a consequence,
the system was telecentric. Although the NA was not reduced, the depth of field was experi-
mentally found to be ~35±5µm (due to spherical aberration). A maximum intensity projection
(MIP) along the y-axis is shown in figure 9.8a, with the green dashed circle representing the
approximate depth of field. The contrast has been enhanced to visualise both the bright and
faint objects, and the reconstruction non-centred to highlight the artefacts that are contained
beyond the sub-volume. The centre of the sub-volume was approximately ~200µm from the
axis of rotation (beyond the reconstructed field of view). Orthogonal MIPs of the sub-volume
are shown in figure 9.8b-d.
The maximum and minimum resolutions, and anisotropy ratio were calculated in a similar
manner to section 5.3. Note that field position refers to the objects location relative to the
centre of the sub-volume. Within the sub-volume the FWHM resolution was ∼ 1.2±0.3µm,
while the anisotropy ratio was Raniso ∼ 0.7± 0.15. The residual anisotropy and error in the
resolution measurements was likely due to rotational or translational instabilities (see sections
6.4.3 and 9.7).
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Figure 9.8: Telecentric Sub-Volume OPT, acquired at ~50x magnification, using 0.5NA objec-
tive. Centre of sub-volume was approximately ~200µm away from axis of rotation. (a) Max-
imum intensity projection along rotation axis (y′′) through a reconstructed volume of 200nm
fluorescent microspheres (green-dashed circle represents in focus sub-volume). Note that a
non-centred sub-volume is shown only to illustrate streak artefacts away from RoI. Contrast
has been enhanced to display both bright and faint objects. (b-d) Orthogonal MIPs of sub-
volume. (e) Minimum and maximum FWHM resolutions through 2D cross section of micro-
spheres, as a function of field position. (f) anisotropy ratio given by equation 4.9, against field
position. Note coloured areas are only qualitative boundaries for the majority of datum within
(green) and beyond the RoI (grey), assuming a smooth continuous simple function.
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9.3 Focal Scanning Sub-Volume OPT
In the telecentric OPT system, focal-scanning was introduced by inserting an electrically tun-
able lens into the optical setup. In order to retain telecentricity, the ETL was placed in a
conjugate plane to the pupil. This restriction, along with the fundamental parameters of the
ETL (optical power range, diameter) restricted the range of focal-plane scanning, defined as
the maximum focal displacement (MFD, see equation 6.11).
The sub-volume system requires tracking of the volume along the optic axis, in a similar
manner to RoI-OPT, described in chapter 7. However the limited MFD restricts the tracking
to relatively on-axis (or close) volumes at high magnifications, see figure 7.12.
Focal-scanning sub-volume OPT can be theoretically accomplished through the combi-
nation of an ETL and a long-range piezoelectric objective drive. The ETL provides the fast
dynamic scanning of the focal plane through the sub-volume, while the piezo drive provides
the long-range focal plane offset. As a consequence the size of the sub-volume is limited by
the optical setup and the ETL parameters, while the magnitude of the tracking (along the optic
Figure 9.9: 2D schematic for focal-scanning in a sub-volume tracking non-telecentric OPT
system. The full objective NA is used (green, focal volume) with the focal plane swept over
the scan range (orange) imaging a region of interest (sub-volume, dark purple) within the
sample extent (purple dash). After rotation the sub-volume is centred in the camera field of
view, and objective refocused to centre of volume. The pink, red and blue boxes represent 2D
cross sections of volumes within the object that are projected onto the image sensor within
a resolution element. Note that xy translation of the sample holder is necessary to retain the
projection directions within the sub-volume (coloured boxes). In comparison to the standard
sub-volume NT methods, the resolution and light collection efficiency is expected to increase
due to the increased numerical aperture.
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Figure 9.10: The combination of a piezo objective drive and ETL, allows for focal-scanning to
be used in combination with sub-volume tracking. The piezo drives provides the focal-plane
offset, while the ETL dynamically scans the focal plane of the sub-volume for each projection.
The size of the sub-volume is limited by the ETL and optical setup. The tracking displacement
is limited by the range of the piezo drive (or mechanical translation stage, but this is likely to
be greater). The example demonstrates the FoV, MFD and tracking displacement for a 50x
objective.
axis) is limited by the piezo drive. This allows the tracking of a small sub-volume within a
larger specimen, as represented in figure 9.10 (at 50x objective magnification).
9.3.1 Combination of ETL and Piezo-Drive
The combination of piezo drive and ETL provides the necessary components for sub-volume
focal scanning. However the combination of these two components is critical in retaining CT
and OPT equivalence.
In order to retain telecentricity the ETL must remain in a conjugate plane to the pupil,
and consequently the only option for telecentric sub-volume focal scanning is to mount the
ETL on an identical piezo drive in an external imaging setup similar to that of RoI-OPT. The
synchronisation of the two objective drives may cause instabilities experimentally, as well as
increasing the total system cost.
The alternative is to ignore the telecentricity requirement, and construct the optical system
to approximate a cone-beam CT setup. In this scenario, the positioning of the ETL is more
flexible. However there still exist conditions on the placement with respective to the piezo
drive.
The ideal simplisitic design is to place the ETL within the optical system, acting indepen-
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Figure 9.11: The combination of a piezo objective drive and ETL, allows for focal-scanning to
be used in combination with sub-volume tracking. The piezo drives provides the focal-plane
offset, while the ETL dynamically scans the focal plane of the sub-volume for each projection.
In this scenario, the ETL is fixed, while the piezo drive is translated. The optical system is not
equivalent to a cone-beam CT system.
dently to the objective piezo drive. However this setup, illustrated in figure 9.11, does not
conform to the cone-beam approximation. The full derivation is detailed in appendix E.4. The
final equation for the image intensity is given by,
I(x,y) =
1
m2
∫ ∞
−∞
m2z′′
m
∫∫ ∞
−∞
I0(x′′,y′′) ·hnt
(
x
mz′′
− x′′, ymz′′ − y
′′,z′′
)
dx′′dy′′dz′′
where the non-telecentric intensity point spread function, hnt , is equal to
hnt
(
α,ψ,z′′
)
=
1
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α =
x
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− x′′ ψ = y
mz′′
− y′′
mz′′ =
− f1 f2
f 21 +(z
′′−b)(d−b) =
m
1+ (z
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f 21
Unlike the non-telecentric sub-volume OPT system described in section 9.1.2, the depth de-
pendent magnification mz′′ cannot be cast into a form that resembles the x-ray coordinate
transform (given by equation 8.13). For example, if using the same coordinate transforms as
in equation 9.1, the effective source-detector distance would be given by,
R(b) =
d−b
f 21
(9.5)
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For sub-volume tracking the axial translation, b, changes for each projection angle, β . Conse-
quently the effective source detector distance now depends on the projection angle, R(β ), and
the above optical system cannot be used with standard cone-beam reconstruction. Note that
this result is independent of ETL focal length, f , and is why the aperture stop was mounted in
an adaptor on top of the piezo drive with the objective in section 9.2.
By examining equation 9.5, the dependance of the source-detector distance on the piezo
position, b, is coupled with the displacement of the ETL from the pupil plane, d. This suggests
that the propagation distance between the objective lens and the tunable lens (see figure 9.11)
is responsible for the deviation away from cone-beam equivalence. By keeping this distance
constant, the optical system again resembles cone-beam CT.
The removal of the telecentric requirement, also removes the necessity of an external relay.
This allows the mounting of the tunable lens directly behind the objective, on top of the piezo
drive. This ensures that the objective and ETL have a common axial translation.
However the ETL used in our experimental setup had only positive optical power. Conse-
quently a fixed negative offset lens was used in combination to ensure that the focal plane was
swept about the objective’s nominal focal plane. The following section 9.3.2, explores this
configuration.
9.3.2 ETL Combined with Negative Offset Lens
Our setup used a tunable lens that only had positive focal power (Optotune EL-10-30 Optotune
[3]). The imaging performance of objectives degrades when examining planes further from
the ideal focal plane. This is due to objectives that are optimised for the sine condition [24].
As a consequence, the imaging quality of our optical system was improved by the introduction
of a lens with negative focal power that offsets the ETL power range. The focal length of the
negative lens was chosen such that the ETL scans symmetrically above and below the nominal
objective focal plane. There was a necessary seperation between the ETL and the negative
lens. In addition the negative lens was mounted externally to the piezo drive, in order to
reduce the total weight mounted on the piezo. The key components required for this setup are
illustrated in figure 9.12.
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Figure 9.12: Key components for the focal-scanning sub-volume OPT system. The tunable
lens (ETL) is paired with the objective, and placed on top of a piezo objective drive. Seperate
from the piezo is a negative diverging lens that offsets the positive only power of the ETL.
Note this technique is usually employed with a high magnification (>20x) objective, and as
such the focal volume for any given projection is much smaller than the sample size (shown
here as the maximum tube diameter). To provide xy tracking, the OPT adaptor plate that holds
the sample tube (chapter 5), is placed on a mechanical translation stage.
Figure 9.13 illustrates the optical schematic of the non-telecentric focal-scanning system
with a displacement, g, between the ETL and the negative lens. The distance, b, represents the
piezo position (∆η” sub-volume tracking).
Figure 9.13: Optical schematic of a non-telecentric focal-scanning microscope. The aperture
stop is located in the plane of the tunable lens, focal length f . At a distance g away from the
tunable lens, is a diverging lens of fixed focal length fd . The system is designed such that
the objective and tunable lens can be axially translated together (using the microscope focus
drive, or an objective piezo drive). This is represented by the distance b.
202 Sub-Volume OPT
The full derivation is available in appendix E.5. The incoherent image intensity for a single
projection is given by,
I(x,y) =
1
m2
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where the non-telecentric intensity point spread function, hnt , is equal to,
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Under the coordinate transforms for sub-volume imaging z′′− b → η ′′sv, is the new depth co-
ordinate. The following equations describe the effective new depth coordinate, and tracking
profiles in depth (∆η ′′) and perpendicular to the optic axis (∆ζ ′′).
η ′′sv = z
′′ cosβ − x′′ sinβ +∆η ′′
∆η ′′ = ∆zcosβ −∆xsinβ
∆ζ ′′ = ∆xcosβ +∆zsinβ
The optical transform is then described by equation 9.6. In a non-tracked system (i.e con-
stant offset, g+ b = const), the magnification mb is directly proportional to the standard
non-telecentric magnification mη ′′ . The scaling factor changes the effective system magni-
fication (i.e m → m ·
(
1− g+bfd
)
). This setup (without tracking) can therefore be utilised for
non-telecentric OPT, with and without focal scanning.
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Optical Transform for Sub-Volume Non-Telecentric OPT with ETL-Offset Com-
bination
I(ζ ,σ ,β ) =
1
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9.3.3 Theoretical Analysis of ETL-Negative Lens Combination
The sub-volume system defined by equation 9.6 (see figure 9.12) requires axial tracking (b ̸=
const). This section evaluates the approximations made to the optical system to model cone-
beam CT.
The first approximation is related to the nominal focal plane position. The offset parameter
b is present in the (µ,ν) evaluation coordinates of the ambiguity function, which determine
the degree of defocus. Therefore the focal plane (i.e position of least defocus) should coinicde
with η ′′sv = 0, (i.e µ,ν → 0 for η ′′sv → 0). This is mathematically represented by the following
equation.
1
fd−g−b +
1
f
= 0
1
fd
+
g
f 2d
+
b
f 2d
+
1
f
≈ 0 for fd ≫ g+b
In order to function for focal-scanning sub-volume OPT, the above condition must be inde-
pendent of a change in piezo position, b, and dependent on a dynamic change in the ETL focal
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length, f . Consequently the following condition must hold,
f ≪ f
2
d
b
(9.7)
As an example in the experimental setup, fd = −80mm, g ∼ 10mm, bmax = 1mm, and con-
sequently, f ≪∼ 6400mm. The focal length range of the ETL was 45-120mm, satisfying the
condition.
The second approximation concerns the axially dependent magnification mb. The mag-
nification depends on both the relative depth η ′′sv and the piezo offset, b(β ), which in turn is
dependent on the projection angle. The effective magnification change with respect to the
objective magnification is given by,
mb =
1− g+bfd
1+ η
′′
svd
f 21
·m (9.8)
The system can be approximated as a cone-beam CT system when the effective lateral dis-
placement of a point object is less than the lateral resolution limit. For a pixel-limited system
this condition is described by equation 9.9, with the full derivation detailed in appendix E.6.
Here FoV is the field of view in pixels, |b| is the maximum piezo offset in mm (assumes
symmetric tracking about 0). The condition is evaluated for η ′′sv = 0.
|b| ·FoV≤ −( fd−g)
2
fd
(9.9)
Alternatively for a diffraction limited system, where the resolution is given as the FWHM (see
equation 3.16) the condition is given by equation 9.10. Here m the objective magnification,
and e the pixel size in mm.
|b| ·FoV≤ m
e
FWHM · −( fd−g)
2
fd
(9.10)
As an example for the experimental setup, fd ∼−80mm, g∼ 10mm, |b|max = 1 and m = 50,
the pixel-limited and diffraction-limited conditions are FoV . 100 pixels, and FoV . 400
pixels respectively. For sub-volumes greater than this size, the magnification variation will
now result in a noticable change in the projection images, in turn affecting the reconstruction
quality.
The final approximation of our optical system to satisfy equation 9.1, applies when the
sub-volume has a greater extent than the previous condition allows. As a single projection is
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taken at a constant piezo-offset the effective sub-volume axial magnification can be recovered
by scaling the raw projections by a factor of
(
1− g+bfd
)−1
(see equation 9.8). The only prob-
lem with this method lies with the complex exponetial term alongside the shifted ambiguity
function in the equation describing the projection intensity (equation 9.6). This term affects
the scaling in the structure of the PSF. While the central position of the PSF is determined
by mb the structural magnification is determined by mη ′′sv . Therefore after scaling the raw
projections, the structure of the PSF is magnified by a factor
mη ′′sv
mb
more than expected from
standard sub-volume non-telecentric OPT. The last appoximation assumes that this factor is
approximately unitary, given by equation 9.11.
mη ′′sv
mb
≈ 1 (9.11)
Any deviation from the equality will lead to a small amount of increased anisotropy in the
reconstructed PSF. In the experimental setup, (identical parameters described previously), the
ratio was ~0.9 at b = 1mm, which can be approximately evaluated as a 10% decrease in
isotropy.
Focal-scanning is possible by integrating over the net optical power of the tunable lens and
offset lens combination. Assuming equation 9.7 holds, the net optical power is given by,
pnet =
1
f
+
1
fd
+
g
f 2d
The overall formula for a focal-scanned projection can be represented as an integral over the
net optical power, between −ρ2 → ρ2 where ρ is the net total optical power range that the system
is scanning over.
h f s(α,ψ) =
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The integral over the focal power of the tunable lens can be isolated in a similar fashion to
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non-telecentric focal scanning described in section 8.2.The final formula is given by,
h f s(α,ε,η ′′,ρnet) =
1(
f1λ
(
1− g+bfd
))4 ∫∫ ∞−∞A fmod (τ,ε,µ,ν ,ρnet)e ikf1
mη ′′sv
m (ατ+ψε)dτdε
where the modified ambiguity function is a similar expression as equation 8.21 with Rm→Rmsv
and η ′′→ η ′′sv.
Focal-scanning is only possible as the net optical power is not a function of object plane
position or piezo offset (p ̸= p(z′′,b)). This section concludes that sub-volume focal scanning
OPT is possible under the appoximation described. The following section details preliminary
results, and discusses the deviation between the theoretical model and experimental results.
9.3.4 Experimental Disagreement
The ETL and objective were mounted on a long-range piezoelectric objective drive (ND72Z2LAQ
PIFOC, Physik Instrumente), with a custom adaptor. This configuration is illustrated in figure
9.14. The OPTiM adaptor plate was mounted on a mechanical translation stage (Marzhauser,
SCAN IM 120 x 80) in order to provide the necessary ∆ζ ′′ tracking. The removal of the tele-
centricity requirement allowed for a compact focal-scanning OPT system, without the neces-
sary external imaging relay required for RoI-OPT.
The theoretical model predicted that the lateral magnification should not depend on the
tunable lens focal power (equation 9.6). Consequently the defocussed planes of the micro-
spheres were expected to overlap without any lateral displacement (i.e the central-value of the
defocussed PSF should remain at the same pixel location, but the structure of the PSF will
change due to the optical modulation of the spatial frequencies). A schematic illustrating this
Figure 9.14: Components of sub-volume focal-scanning system on top of microscope objec-
tive turret. Custom milled components - light grey, parts provided with objective drive - gold.
Negative diverging lens mounted in the fixed part of the piezo adaptor. Custom-milled adaptor
holds ETL with port for wire.
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Figure 9.15: Schematic of focal-scanning behaviour within non-telecentric OPT. (a) Simulated
PSF on camera sensor. PSF would trace out path indicated by red dashed ellipse during the
acquisition. (b) Magnified view of green region in (a) for difference ETL optical powers, p.
In this case there is no displacement between the aperture and the ETL, and the defocussed
planes overlap. Optical transform is given by equation 8.21. (b) there exists a displacement of
the ETL from the effective aperture stop, and the defocussed planes do not overlap.
effect is shown in figure 9.15b.
The system was tested using a 50x, 0.5NA long-working distance objective (Olympus Ltd,
LMPLFLN-BD 50x) on a sample of fluorescent microspheres of 200nm diameter (sample
preparation methods listed in appendix B). However the raw projections differed from the
predicted theoretical model detailed in section 9.3.2. The error is summarised in figure 9.16.
The piezo offset was kept constant and the current to the ETL altered in order to refocus on
different object planes.
The experimental results disagreed with the theoretical model, as the central value of the
defocussed PSF was laterally displaced for different ETL currents (see schematic in figure
9.15c). The maximum intensity projection through a large ETL range (0-100mA) is shown on
Figure 9.16: Raw projection images from focal-scanning sub-volume system utilising ETL-
Negative lens combination, taken with 50x, 0.5NA objective. Each image is a portion of
the full FoV highlighting lateral displacement of the defocussed images of five bright micro-
spheres (diameter 200nm) for increasing ETL current. On the right is the maximum intensity
projection through multiple raw projection with increasing ETL currents from 0-100mA.
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the right of figure 9.16, clearly identifying the lateral displacement. Note that at larger NA,
there was additional modulation due to the presence of spherical aberration, introduced from
focussing through a planar refractive index boundary.
Due to the large amount of lateral displacement the system could not be used for sub-
volume focal scanning. One possible explanation for the deviation was a displacement be-
tween the tunable lens and aperture stop. The model described in section 9.3.2 assumed that
the principal plane of the ETL was located in the same plane as the limiting aperture. Fig-
ure 9.17 illustrates the optical schematic of the non-telecentric focal-scanning system with a
displacement, e, between the ETL and the limiting aperture. If there exists a displacement
between the ETL and the limiting aperture, the optical transform is given by equation 9.12.
The full derivaiton is detailed in appendix E.7.
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There is an additional factor in the axial dependent magnification me, in comparison to the
Figure 9.17: Optical schematic of microscope with axially displaced aperture, and an addi-
tional power element of focal length f placed a distance e from the aperture stop. Propagation
of object field U0(x′′,y′′), at a distance z′′ away from the nominal focal plane, to the image
plane, resulting in the image field U1(x,y). The generic 4-f system composed of two infinite
ideal lenses, with focal lengths f1, f2.
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standard form for the non-telecentric system. If the tunable lens is set to a constant focal
power, this will have the net effect of changing the apparent transverse magnification (i.e
m→ m(1− ef ) ).
However if the tunable lens is used in focal scanning operation, the magnification now
depends of the focal length of the ETL. The integrated signal of a point object over all focal-
scanned planes, is now spread out in image space. Mathematically this is represented by the
integral over the optical power range of the tunable lens, between −ρ2 → ρ2 where ρ is the total
optical power range that the system is scanning over.
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Unlike the analysis for the focal-scanned point spread function in the previous setups (standard
telecentric OPT section 6.2.2 and the aligned non-telecentric system E.2), the integral over the
optical power cannot be isolated from the PSF evaluation coordinates (α,ψ), as α(p) and
ψ(p) are both functions of optical power.
∫ p= ρ2
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1
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e
−ik
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e
ikRm
f 1 (ατ+ψε)dp
Unfortunately there is no current method to unmix this information in order to backproject
over 3D space correctly (note that while this derivation does not include sub-volume scanning
the conclusions are equivalent).
Experimentally, the setup attempted to account for this affect by minimising the displace-
ment between the ETL and the stop (g→ 0). An additional physical aperture stop was intro-
duced, placing it directly above the tunable lens (for reference see figure 9.14). Figure 9.18
repeated the inital experiment shown in figure 9.16 with an aperture size of 5mm, and 1.5mm.
For an aperture size of 5mm there remained lateral displacement when altering the tunable
lens power, suggesting that stop was still too far away from the ETL principal plane. For an
aperture size of 1.5mm the impact of the lateral displacement was reduced, but at the cost
of resolution and light collection efficiency. Given that the advantages of focal-scanning are
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Figure 9.18: Raw projection images from focal-scanning sub-volume system utilising ETL-
Negative lens combination, taken with 50x, 0.5NA objective. A physical aperture stop is
placed on top of the ETL, of open-diameter 5mm (top) and 1.5mm (bottom). Each image
is a portion of the full FoV highlighting lateral displacement of the defocussed images of
five bright microspheres (diameter 200nm) for increasing ETL current. On the right is the
maximum intensity projection through multiple raw projection with increasing ETL currents
from 0-100mA.
increases in resolution and light collection efficiency, if the NA has to be reduced in order to
remove the excess lateral displacement then focal-scanning provides no advantage over the
standard sub-volume system.
As a possible solution to these issues, if each defocussed plane is acquired seperately, these
can be indepentently scaled before reconstruction using FDK (similar to section 9.3.3). Dis-
crete sampling does present potential disadvantages such as increased acquisition time and/or
worse signal to noise ratios. Alternatively if the system is correctly modelled the projections
may be reconstructed using a complex rebinning procedure rather than FDK, in a similar
fashion to cone-beam CT [38]. The concept of focal-scanning in a sub-volume OPT system
requires further research.
Chapter 10
Conclusions and Future Work
This chapter summarizes the conclusions concerning the different methods of OPT explored
in this thesis and outlines proposed future work to extend the work reported here.
Resolution and Isotropy of Standard OPT
The resolution of computed tomography is usually characterised as isotropic due to the acqui-
sition of projections over 180° (cf. x-ray CT). However, as discussed in chapter 4, the optical
transform of a high magnification (microscope) OPT system is not equivalent to that of the
conventional x-ray CT system. Critically the optical system acts like a depth-dependent filter
that modulates the object’s spatial frequencies, with a function determined by the numerical
aperture (i.e. by the depth of field). As a consequence, the PSF associated with an object that
is not located at the axis of rotation, varies with projection angle. After back-projection, this
results in a generally anisotropic PSF. For fixed focus, on-axis OPT, the FWHM of the recon-
structed PSF was minimised in the radial direction (relative to the rotation axis) but larger in
the tangential direction. Chapter 4 developed a representation for optical filtered back projec-
tion for any numerical aperture. The model was extended to fixed focus off-axis OPT, which
was shown to have less anisotropic resolution and higher light collection efficiency.
The mathematical framework of OPT developed in this chapter enables quantitative com-
parison with x-ray CT, and between different methods of OPT. It provided the foundation for
the representation of advanced OPT modes described in the later chapters. The simulations
highlighted that the traditional trade-off between spatial resolution and sample size in OPT is
also a trade-off between the maximum spatial resolution achievable and the anisotropy of the
PSF. These results may enable users of OPT to optimise their systems based on their specific
requirements. This theoretical model could also be used for deconvolution. Furthermore, any
aberration that can be modelled as a phase function at the pupil plane could be incorporated
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into the formula (e.g. to simulate spherical aberration).
OPTiM: Standard OPT Performed on an Existing Microscope
The OPTiM plate enables an existing inverted microscope to be adapted for OPT. By making
the designs of the plate open-source, this removes one of the key limitations of OPT acces-
sibility: the requirement to build or purchase a dedicated OPT system. This hardware can
be complemented by openly shared software for OPT data acquisition and image reconstruc-
tion. An existing commercial inverted fluorescence microscope was converted into an OPT
system by the simple inclusion of the OPTiM plate and an aperture to reduce the NA. This
was successfully demonstrated on live zebrafish larvae.
Chapter 5 also described the alignment and calibration procedures required for OPT. Char-
acterisation of the standard OPT system using a sample of fluorescent microspheres showed
reasonable agreement with the theoretical analysis presented in the previous chapter. A pre-
liminary design of a 3D-printed OPTiM plate was also shown. Future research could fully
validate this implementation of OPT as it both reduces the potential cost of upgrading a fluo-
rescence microscope for OPT to ~£500, thereby further increasing its accessibility.
Remote Focal Scanning OPT
The assumption of axial invariance of the transfer function enables x-ray CT reconstruction
methods to be used with optical projections, as discussed in chapter 4. However, chapter 6
presented an approach, referred to as remote focal scanning (RFS) OPT, to extend invariance
of the transfer function such that it can image larger samples with higher spatial resolution.
This was implemented using an electrically tunable lens (ETL) to remotely scan the focal
plane of a (relatively) high NA objective through the sample.
The mathematical representation of focal scanning OPT was derived for both linear and
sinusoidal scan modes (this allowed simulation of the reconstructed PSF). It was found that,
for a linear scan, the reconstructions presented isotropic resolution up to the edge of the scan
range (SR), while a sinusoidal scan resulted in a degree of anisotropy. However the level of
anisotropy was low in comparison to standard OPT. The reconstructed focal scanned PSF had
blurred edges in comparison to the standard PSF. This was due to the integration of out-of-
focus planes during the scanning procedure.
The intensity variation with increasing SR was also investigated for both operational modes.
The intensity of an object located in the centre of the SR was shown to decrease by a factor in-
versely proportional to the size of the SR. For a sinusoidal scan, it was shown that the intensity
variation between an object located at the centre vs edge increased for larger SR.
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In the experimental system, the SR of the ETL was shown to be less (up to ~60%) than the
theoretical value when the current applied to the ETL was sinusoidally oscillated rather than
discretely stepped. In addition, when operated at high driving frequencies (& 10Hz) the ETL
generated ghosting artefacts that distorted the reconstructed image quality. These experimental
variations in ETL behaviour were addressed by implementing a live-preview to enable the user
to adjust ETL parameters prior to the acquisition to remove ghosting and ensure the SR was
extended over the sample.
Additionally, it was found that for magnifications greater than 4x, the motor did not rotate
around a fixed axis. The average profile of this motion was found to be repeatable and the
resulting errors could be corrected in the acquired data prior to reconstruction. However, there
were residual errors in the rotation of approximately ±0.5 µm. These instabilities, as well as
other potential artefacts (such as spherical aberration) lead to residual anisotropy of ~30% in
the PSF for the experimental reconstructions using the RFS-OPT system (as measured using a
sample of fluorescent microspheres). However, the RFS-OPT system had a spatial resolution
of ~2 µm in comparison with ~5 µm for standard OPT. The decrease in total acquisition time
by using RFS-OPT in comparison to standard OPT system is important for in vivo imaging
applications and was demonstrated when imaging live zebrafish larvae.
Developing the comprehensive mathematical representation of focal-scanning OPT en-
abled several optimisation factors for RFS-OPT to be identified. Firstly, the tuning of the ratio
of the scan range to the sample extent is a key experimental consideration for RFS-OPT, in or-
der to maximise the signal to background ratio. In addition, deconvolution based on an axially
invariant PSF was shown to be appropriate when the focal plane is linearly scanned through
the sample, except for object planes located near the edges of the SR. It was also shown that
for sinusoidal modulation of focal plane position, the scan range should be extended beyond
the sample extent to avoid large anisotropy in the PSF, with an extension of ~10% representing
a useful guide.
Region of Interest OPT
Region of Interest (RoI) OPT was described in chapter 7 as an extension of the RFS-OPT
method. The focal plane was scanned dynamically over the region of interest, and axially
stepped per projection (both using the ETL) such that the RoI was axially tracked over the
acquisition to maintain position within the effective focal volume. It was found that the axial
profile of PSF deviated from the static diffraction limited profile when the scan range was
greater than 2x the depth of field.
The RoI method requires a pre-scan procedure in order to calculate the axial tracking
information. This involved user determination of ETL parameters at three projection angles,
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from which the tracking profile was subsequently interpolated. The procedure was analysed
and the optimal approach was established through error analysis.
The suppression of high spatial frequencies in the RoI-OPT system from light originating
outside the depth of field decreased the impact of streak artefacts across the region of interest
compared to x-ray CT. This was analysed through simulations based on the RFS-OPT math-
ematics developed in the chapter 6. It was found that the impact of streak artefacts within
the RoI was negligible if the angular sampling rate was set to 1.5x the ratio of the SR to the
lateral FWHM resolution (equivalent to 1.5x the minimum sampling rate of the RoI if imaged
with standard OPT). Consequently the RoI-OPT method is a procedure to physically reduce
streak artefacts generated by under-sampling, as opposed to computational methods. The RoI
system increased the signal-to-background level by ~5.5x over the RFS-OPT system (SR ratio
250:65), allowing the identification of fainter microspheres above the noise floor. The sys-
tem was also demonstrated in vivo on zebrafish larvae, illustrating the increased ability to
distinguish between adjacent cells due to the increased signal-to-background ratio. Further
research into the impact of noise and the dynamic range limitations would clarify the optimal
acquisition parameters for RoI-OPT of a specific sample.
The simulations in this chapter supported the use of RoI-OPT to increase the maximum
achievable spatial resolution and signal-to-background ratio within a sub-volume without gen-
erating streak artefacts and to decrease the acquisition time, in comparison to standard OPT.
The main drawback of the RoI/RFS methods was the constrained maximum focal plane
displacement (MFD). While for RFS-OPT this limited the maximum sample size that could
be imaged, for RoI-OPT it limits the extent to which off-axis regions can be tracked. One
possible method to increase the MFD in the current approach would be to replace the ETL
with an alternative tunable focussing element that has a greater optical power range.
Future research could focus on methods to account for rotational instability, as this was the
limiting factor in the spatial resolution and associated anisotropy of the reconstructed images.
One method would be to use autocorrelation, followed by a phase-retrieval algorithm [95].
Non Telecentric OPT
Chapter 8 introduced, to my knowledge, a new concept for OPT microscopy. One of the lim-
itations of standard OPT is the requirement for object-space telecentricity, which limits the
optical components that can be used (i.e specific telecentric lenses). In addition, the numerical
aperture in standard OPT systems is controlled by placing an aperture stop in the pupil plane
(or a conjugate plane). As most objective lenses do not provide direct access to the pupil
plane, an external image relay is usually required, increasing the size and cost of the system.
This chapter developed the concept of non-telecentric OPT as a way of bypassing these tradi-
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tional limitations. The optical transform was derived, and found to approximate the equivalent
transform of x-ray cone-beam CT. A modified reconstruction algorithm was proposed (derived
from the FDK algorithm) and the system was demonstrated on a sample of microspheres.
In addition to the alignment procedures necessary for standard OPT, an extra calibration
procedure was required to calculate the axial-dependent magnification. This utilised the max-
imum intensity projection through a raw dataset of a microsphere sample, establishing the
maximum lateral positions of the microspheres over 360°.
Focal scanning in the non-telecentric system was explored and the effective optical trans-
form was mathematically derived. The maximum focal displacement of the non-telecentric
system was compared to that of the telecentric system and found to be approximately equal
for all magnifications. Consequently focal-scanning in the basic non-telecentric OPT setup
suffered similar constraints as RFS/RoI OPT.
The non-telecentric OPT concept is an interesting topic to take forward for further research
as it reduces the design requirements compared to standard OPT. Theoretically, the mathemat-
ical treatment of an infinity corrected microscope with a displaced aperture is similar to the
optical transform from a single lens (where the lens is the limiting aperture). Thus, OPT can
be performed with a single lens, potentially creating a highly compact but non-telecentric OPT
system. Furthermore, non-telecentric systems could be designed in which the first lens ele-
ment could be smaller than the sample. This could allow multiple imaging arms to be placed
in close proximity – with the opportunity to configure each arm with different spectral filters,
magnification or imaging contrast modes. To increase spatial resolution and imaging speed,
each arm could focus on a different depth [96].
In order for the non-telecentric system to be broadly applicable, it would be important to
increase the image reconstruction speed. Current reconstruction times are ~4.5s per slice for
non-telecentric OPT, as opposed to ~0.15s for standard OPT.
Sub Volume OPT
Sub-volume (SV) OPT explored in chapter 9, was the natural extension of the RoI-OPT con-
cept with the inclusion of lateral tracking in order to image a region of interest that would
otherwise rotate beyond the field of view. This allows OPT to be extended to higher mag-
nifications for both telecentric and non-telecentric geometries. The optical transforms for
SV-OPT were derived and shown to be equivalent to static OPT given a continuous axial and
lateral tracking procedure (i.e. a discrete translation between every projection). It was also
found that the limiting aperture must be axially translated with the objective lens to maintain
the effective cone-angle of the projections.
SV-OPT requires an additional procedure to calibrate the translation stage angle relative
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to the axis of rotation, and an alternative procedure to determine the axial-dependent magnifi-
cation (when using a non-telecentric system). The accuracy of the translation stage was found
to be a limiting factor for sub-volumes that were located more than ~30 µm from the axis of
rotation (error of ~1%).
Further research may be warranted to investigate the impact of coarser discrete translation
(i.e. acquiring multiple projections at a single axial and lateral position) and associated re-
construction methods. This could reduce the impact of inaccuracy in sample translation. In
addition, the reconstruction procedures may use an alternative rebinning procedure (similar to
[38]) and associated weighting processes that could account for a number of other potential
artifacts (e.g. field curvature).
Focal scanning sub-volume OPT was proposed for a non-telecentric system where the
ETL was mounted behind the objective on a long-range piezo objective drive. A negative lens
was included to offset the power of the ETL (only available as a positive lens). The set-up
fixed the negative lens below the piezo-electric drive to reduce the total weight on the piezo-
electric transducer. Due to this configuration, the raw projections had to be scaled prior to
FDK reconstruction for large samples. However, the performance of the experimental set-
up diverged from the theoretical predictions as refocussed planes had a lateral displacement
from their expected positions. An new theory that accounted for the lateral displacement was
derived, based on an additional axial displacement between the ETL and the aperture stop (i.e.
the ETL was not acting as the limiting aperture). This correctly predicted the experimental
results but was not invertible using the modified FDK algorithm. A physical stop was therefore
introduced directly adjacent to the ETL, in an attempt to correct for the lateral displacement,
but this was unsuccessful. While theoretically possible, focal scanning sub-volume OPT was
not successfully achieved within this thesis work. One possible solution to this problem is
to discretely step the ETL power and scale each raw projection before FDK reconstruction.
Alternatively a different reconstruction strategy could be developed that attempts to account
for the mixed information in the raw projections.
The successful development of a practical SV-OPT system could be useful for providing
high resolution images of tissues with relatively low light dose within live, transparent sam-
ples. For example, disease models within zebrafish. Additionally SV-OPT could sequentially
combined with standard OPT to provide both high resolution images of specific regions, with
low resolution images of the whole specimen.
General Development
As mentioned in chapter 2, 3D imaging methods without direct optical sectioning often suffer
from dynamic range issues (i.e. the magnitude of the “useful” information is small compared
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to the background). Alternative illumination methods are an active area of research, with
the intention to address the dynamic range issues. Some of these methods would greatly
benefit the RFS-OPT and RoI-OPT, by reducing the relative amount of signal collected from
unwanted areas of the sample.
In all forms of tomography, as computing power increases, iterative reconstruction meth-
ods are becoming more popular. These are based on the iterative application of the optical
transform to a guessed object and comparing the result with the raw projections. As such, any
number of features could theoretically be incorporated into the forward model, such as depth-
dependent spherical aberration and scattering effects. This type of reconstruction could also
be applied to the non-telecentric and sub-volume OPT methods (including discretely stepped
sub-volume).
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Appendix A
Useful Mathematical Formulae
A.1 General Use Mathematical Formulae
The following formula are used in derivation throughout the main text and appendices.
Fresnel diffraction integral:
For a given input field Uo(x′,y′), the output field U1(x,y), over a propagation distance z is
given by [42],
U1(x,y) =
−i
λ z
eikze
ik
2z (x
2+y2)
∫∫ ∞
−∞
U0(x′,y′)e
ik
2z (x
′2+y′2)e
−ik
z (xx
′+yy′)dx′dy′ (A.1)
Field in the Fourier plane of an ideal lens:
The field in the Fourier plane of an infinite and thin lens of focal length (under the Fresnel
assumption), f , that propagated from a distance d before the lens is given by [43],
U1(x,y) =
−i
λ f
eik(d+ f )e
ik
2 f (x
2+y2)
(
1− df
) ∫∫ ∞
−∞
U0(x′,y′)e
−ik
f (xx
′+yy′)dx′dy′ (A.2)
Phase function of an ideal lens:
The phase modulation cause by an inifinite this lens of focal length f , is given by the
following parabolic function [42],
t(x,y) = e
−ik
2 f (x
2+y2) (A.3)
Standard Fourier transform pairs:
The Fourier transform of a parabolic phase function is given by, (for a > 0) [43, 97],
eia(x
2+y2)⇒ iπ
a
e
−iπ2
a (u
2+v2) (A.4)
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The Fourier transform of the rectangular function is given by [42],
rect(x) =
1 −12 ≤ x≤ 120 otherwise∫ ∞
−∞
rect(x)e−i2πx f dx =
sin(π f )
π f
= sinc( f ) (A.5)
Bessel function of the first kind:
The integral representation for a Bessel function of the first kind is given by [98],
Jn(z) =
i−n
π
∫ π
0
eizcosθ cos(nθ)dθ (A.6)
Error propagation using partial differentials:
The error for function H(x1,x2, ...,xN) is given the following, where σxi is the magnitude
of the error on parameter xi.
σH =
√
N
∑
i=1
(
∂H
∂xi
σxi
)2
(A.7)
A.2 Dirac Delta Function
The Dirac delta function is defined as the Fourier transform of a plane wave [99],
δ (x) =
∫ ∞
−∞
e−i2πkxdk (A.8)
The most commonly used property in this thesis, is the sifting property shown below,
f (x′) =
∫ ∞
−∞
f (x)δ (x− x′)dx (A.9)
The other property used is the roots property. The formula is listed below where the delta
function’s argument is itself a function g(x), and xi are the roots of the function g(x).
δ (g(x)) =∑
i
δ (x− xi)∣∣∣dgdx ∣∣∣xi (A.10)
Many other properties can be found from a number of sources including Buzug [34].
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A.3 The Ambiguity Function
The ambiguity function was originally developed by PM Woodward as a measure of uncer-
tainty between location and velocity in RADAR detection [67]. The ambiguity of a function
f (t,s) is described by the following integral,
A f (τ,ε,µ,ν) =
∫∫ ∞
−∞
f (t,s) f ∗(t− τ,s− ε)e−i2π(µt+νs)dtds (A.11)
Eustice et al provide a list of ambiguity function properties [100]. The linear phase shift
property is detailed below.
A f (τ,ε,µ,ν)ei2π(µ
τ
2+ν
ε
2 ) = ei2π(µ
τ
2+ν
ε
2 )
∫∫ ∞
−∞
f (t,s) f ∗(t− τ,s− ε)e−i2π(µt+νs)dtds
=
∫∫ ∞
−∞
f (t,s) f ∗(t− τ,s− ε)e−i2π(µ(t− τ2 )+ν(s− ε2 ))dtds
If t → t+ τ2 and s→ s+ ζ2 , we can define the shifted ambiguity function as,
A fshi f t (τ,ε,µ,ν) =
∫∫ ∞
−∞
f (t+
τ
2
,s+
ε
2
) f ∗(t− τ
2
,s− ε
2
)e−i2π(µt+νs)dtds (A.12)
Papoulis was one of the first to apply the ambiguity function to an optical system [68], evalu-
ating the ambiguity function along a certain line in order to calculate the defocussed transfer
function. Yang et al simplied the function for computation using circularly symmetric pupils
[101].
In addition to the above formula, I have introduced a variation called the modified ambi-
guity function. A fmod . The inner function is multipled by function M(ρ), that is not a function
of µ,ν (i.e M(ρ, t,s,τ,ζ ) ̸= f (µ,ν)). As M is not a function of µ,ν it does not affect the
Fourier transform behaviour of the ambiguity function, and therefore can be simulated in a
similar fashion.
A fmod(τ,ε,µ,ν ,ρ) =
∫∫ ∞
−∞
f (t+
τ
2
,s+
ε
2
) f ∗(t− τ
2
,s− ε
2
) ·M · e−i2π(µt+νs)dtds (A.13)

Appendix B
Experimental Methodology
B.1 Fluorescent Microspheres Sample Preparation
1. Identify sub-resolution diameter fluorescent beads with similar excitation/emission char-
acteristics to your biological sample. If you are using the beads for the calibrations pro-
cedure (not resolution measurements) you can use beads that are up to ~20x larger than
the diffraction limited resolution for increased fluorescence signal.
2. Prepare a 1% solution of low melting point agarose.
3. While the agarose solution is still liquid, mix the beads with the agarose at desired
concentration (~20/mm^3). Image a small volume of the solution on a coverslip to
assess if concentration is appropriate.
4. Insert blunt needle into a length of FEP tubing (~10-15 cm).
5. Using a syringe, draw the bead suspension solution through the blunt needle into the
FEP tubing.
6. Remove needle and allow agarose to cool and gel.
7. Cut the tubing into appropriate lengths and store in water and shield from light. These
samples will last several weeks.
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B.2 Detailed Calibration and Acquisition Procedure for Stan-
dard OPT
1. Using the full NA of the objective, focus to the axis of rotation (AoR). This is achieved
by continually refocussing onto a bead while it rotates until it is at a lateral extreme of
its motion and therefore in the same plane as the AoR. After this do not re-focus the
microscope (see figure 5.6a).
2. Reduce the NA of the objective using an appropriate aperture so that the depth of field
covers the full extent of the sample (i.e. full depth of field OPT).
3. Perform a full acquisition on the fluorescent bead sample (e.g. 400 images at 0.9° steps).
4. Display the sum of all the projection images (or maximum projection across all images).
5. If the bead traces form straight lines (not elliptical paths) then the system is telecentric
and has no axial tilt (i.e. φ ≈ 0, see figure 5.6b). Go to #11.
6. If the bead paths are elliptical, apply a basic segmentation algorithm to each projection
image and extract the (x,y) coordinates of each bead (i.e. as a function of rotation
angle).
7. Reorder these coordinates so that they all start with their minimum x-position and plot
(x,y− y0) for every bead up to 180° (i.e. the first half of the reordered data), where y0
is the first y-value in the reordered coordinates for a bead.
8. If the sign of all bead traces are the same (i.e. all plots have either y−y0≤ 0 or y−y0≥ 0
), then there is a significant tilt (i.e. φ ̸= 0). Iteratively apply a correction to the adaptor
plate and reacquire the bead data to correct.
9. After correction, if the bead traces form straight lines (not elliptical paths) then the
system is telecentric and has no axial tilt (i.e. φ ≈ 0, see figure 5.6b). Go to #11.
10. If the sign of the bead traces are not the same (i.e. all plots have either y− y0 ≤ 0 or
y−y0 ≥ 0 ), then the system is non-telecentric and an image relay is required to position
the aperture in a conjugate plane.
11. The angle of these straight lines with respect to the rows of pixels is the AoR rotation
angle ζ . If this angle is large rotate the camera and repeat the acquisition until ζ ≈ 0°.
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12. With ζ ≈ 0°, the common centre of the bead traces is the AoR. Any relative displace-
ment between this AoR and the centre of the image (δ ) can be corrected by translating
the microscope stage or in pre-processing before reconstruction. Combined analysis for
and is shown in figure 5.6c.
13. For a correctly aligned system (including post-acquisition correction for and if required)
the segmented x-position for each bead should follow a sinusoidal path (see figure 5.6d).
If deviations from sinusoidal motion and constant y-position that are below the resolu-
tion limit (figurse 5.6e,f), they are tolerable and the data can be directly reconstructed
with no further correction.
B.3 Calibration and Acquisition Procedure for OPT with
External Relay
1. For conventional OPT or RFS-OPT, set the iris to its maximum diameter (or remove
aperture) and ETL current to the mid-point value respectively. Focus to the AoR (same
approach as outlined previously in section B.2).
2. Reduce the iris diameter (or insert aperture) or increase the current limits of the ETL
until the whole sample is within the DoF or scan range, for conventional OPT and RFS
respectively.
3. Perform a full acquisition on the fluorescent bead sample (e.g. 400 images at 0.9 steps).
4. Perform the same analysis outlined previously in section B.2 #4-9.
5. If non-telecentric performance is observed, iteratively apply a correction to the iris/aperture/ETL
axial position and reacquire bead data to correct.
6. Once corrected for telecentricity, go to section B.2 #11-12 for final alignment correction.
B.4 Calibration of Stepper Motor Precession
At higher magnifications lateral movement of the AoR may be observed, caused by precession
of the stepper motor axle during rotation. For the stepper motors used in this thesis it was
observed that this motion is repeatable and dependent on the absolute motor rotation position.
Having performed the alignment procedure outlined above, this motion can be calibrated and
corrected before reconstruction.
238 Experimental Methodology
1. Under full depth of field OPT conditions, perform a full acquisition on the fluorescent
bead sample (e.g. 400 images at 0.9 steps).
2. Apply the same rotation and shift correction to all images if required (i.e. if ζ ̸= 0 and/or
δ ̸= 0).
3. Apply a basic segmentation algorithm to each corrected projection image and extract
the (x,y) coordinates of each bead (i.e. as a function of rotation angle).
4. Fit sinusoids to the x-positions as a function of rotation angle for all bead traces (i.e. the
sinogram for each bead). The difference between x-position and fitted sinusoid details
the deviation of a bead from its expected trajectory (see fig. S3(a)).
5. If all the deviations are similar, there is a common motion caused by axle precession.
This has been found to be a repeatable effect that is dependent on the absolute motor
rotation position (see fig. S3(b)).
6. If this motor motion exceeds the diffraction limit of the system, the data can be corrected
by applying the necessary shift to each projection image before reconstruction (compare
figs. S3(c,d)).
Appendix C
X-Ray CT
C.1 Fan-Beam and Cone-Beam Geometries
The x-ray transform describes the number of photons hitting the detector dependent on how
the object and source are distributed. The fan-beam the photon source diverges circularly
(or spherically in 3D), and the distribution hitting a 2D detector element, of size r∆γ , can be
described by the following equation where N is the total number of photons emitted.
Np =
N
2πr
· r∆γ
The number of photons in a portion of an annulus (see figure C.1a) is given by the photon
distribution integrated over the annulus.
Nan =
∫ r+∆r
r
N∆γ
2π
dr =
N∆γ∆r
2π
The number of photons absorbed in the shell is equal to the number of photons in the annulus
multiplied by the attenuation coefficient per unit area,µ(x′′,z′′).
Nab = µ(x,z) ·Nan = µ(x
′′,z′′)N∆γ∆r
2π
The number of photons incident on the annulus arc is given by Np. The ratio of photon number
change can then be given by,
−Nab
Np
=
∆N
N
=−µ(x′′,z′′)∆r
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(a) (b)
Figure C.1: Fan beam x-ray tomography. The rotation angle of the sample/detector is given
by β . For a given ray⃗r it hits the virtual detector atζ , with a fan-angle of γ . (a) The x-
ray transform can be calculated by working out the number of interactions within an annulus
portion, as ∆γ → 0. (b) The ray r⃗ that hits the virtual detector ζ , at projection angle β in
fan-geometry is equivalent to a ray hitting virtual detector t at angle θ in a parallel geometry.
In the limit ∆r → 0 this leads to the differential equation,
1
N
dN =−µ(x′′,z′′)dr
Integration over the annulus leads to,
∫ N(r)
Ni
1
N
dN =−
∫ r+∆r
r
µ(x′′,z′′)dr
⇒ N(r)
Ni
= e−
∫ r+∆r
r µ(x′′,z′′)dr
The solution over a continuous object is given by the propagation of the above equation over
multiple annuli.
N1
N
· N2
N1
· · ·= e−(
∫ ∆r
0 µ(x′′,z′′)dr+
∫ 2∆r
∆r µ(x′′,z′′)dr+...)
⇒ N(r)
N
= e−
∫ ∞
0 µ(x′′,z′′)dr
The x-ray transform is then given by the negative natural logarithm of this function.
χ f (ζ ,β ) =
∫ ∞
0
µ(x′′,z′′)dr
If the object exists in the region r > 0 then the x-ray transform in fan-beam geometry is
equivalent to the 2D Radon transform along the vector r⃗. The coordinate transform between
the fixed cartesian frame (x′′,z′′) and the rotated fan-beam frame, (ζ ,β ), can be thought of as
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the rotation of the fixed frame with an additional displacement factor δ (see figure 3.2a).
δ =
η
cosγ
· sinγ = η tanγ
As a consequence the coordinate transform is given by,[
x′′
z′′
]
=
[
cosβ −sinβ + cosβ tanγ
sinβ cosβ + sinβ tanγ
][
ζ
η
]
⇒
[
ζ
η
]
=
[
cosβ + sinβ tanγ sinβ − cosβ tanγ
−sinβ cosβ
][
x′′
z′′
]
⇒ χ f (ζ ,β )=
∫ ∞
−∞
µ (ζ cosβ −η sinβ +η cosβ tanγ,ζ sinβ +η cosβ +η sinβ tanγ)d
(
η
cosγ
)
Using the sifting property of the delta function this can be expressed as,
χ f (ζ ,β ) =
1
cosγ
∫ ∞
−∞
µ(x′′,z′′)δ
[
x′′ cosβ + z′′ sinβ − ζ
R
(R+η)
]
dx′′dz′′
This can be equivalently expressed as,
χ f (ζ ,β ) =
√
R2+ζ 2
R
∫ ∞
−∞
µ(x′′,z′′)δ
[
x′′(cosβ + ζR sinβ )+ z
′′(sinβ − ζR cosβ )−ζ
]
dx′′dz′′
At projection angle β = 0, this reduces to,
χ f (ζ ,0) =
√
R2+ζ 2
R
∫ ∞
−∞
µ(x′′,z′′)δ
[
x′′− ζ (R+ z
′′)
R
]
dx′′dz′′
This equation states that the effective lateral position of an object in the fan-beam projection
is dependent on z′′ or how deep it lies within the object. This effect can be visualised in figure
C.2b. A series of identical sources are separated in object space by distance d along the z
axis. Under parallel projection, in the x-ray transform χ(t,θ) they appear to be separated by
d sinθ . In comparison under fan-beam projection χ f (ζ ,β ), they appear increasingly separated
as a function of the fan-angle. The separation distance is given by d sinθ +d cosθ tanγ .
The x-ray transform for cone-beam geometry is very similar to that of fan-beam geometry.
The proof is identical to for the 3D x-ray transform with the exception that the number of
photons incident is now spread over the surface of a sphere, and integral is over a shell instead
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(a) (b)
Figure C.2: A series of circular objects projected onto the virtual detector axis, ζ , in (a)
parallel and (b) fan-beam geometry. In parallel geometry the peaks in the x-ray transform
(box) are separated by d sinθ where d is the circle separation in object space. For fan-beam
geometry they are separated by d sinζ +d cosζ tanγ .
(a) (b)
Figure C.3: (a) Cone-beam coordinate system (ζ ,σ ,β ) in relation to the fixed coordinate
system(x,y,z). (b) The ray⃗r passes through a point (ζ0,σ0,η0). The point will appear to have
shifted with respect to where the ray passed through the virtual detector, by δ = ζ0−ζ along
the ζ axis, and ε = σ0−σ along the σ direction.
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of an annulus.
Nin =
N
4πr2
· r2 sin(γ)∆γ∆κ Ns =
∫ r+∆r
r
N
4π
sin(γ)∆γ∆κdr
The geometry is shown in figure 3.2b and the resulting x-ray transform is given by,
χc(ζ ,σ ,β ) =
∫ ∞
0
µ(x′′,y′′,z′′)dr
The cone-beam rotated coordinate frame is equal to the rotated cartesian frame with an addi-
tional shift factor (δ ,ε) in the (ζ ,σ) directions. This is illustrated in figure 3.2a.
δ = η tanγ ε =
√
η2+δ 2 tanκ = η
√
1+ tan2 γ tanκ
The full coordinate transform is then given by,x′′y′′
z′′
=
cosβ 0 −sinβ + cosβ tanγ0 1 tanκ√1+ tan2 γ
sinβ 0 cosβ + sinβ tanγ

ζσ
η

The x-ray transform for cone-geometry can then be expressed in the following form (assuming
object exists in regionr > 0).
χc(ζ ,σ ,β ) =
∫ ∞
−∞
µ(ζ cosβ −η sinβ +η cosβ tanγ, . . .
. . .σ +η tanκ
√
1+ tan2 γ,ζ sinβ +η cosβ +η sinβ tanγ)d
(
η
cosκ cosγ
)
The following expressions relate (κ,γ) to the linear detector coordinates (ζ ,σ).
dr =
1
cosκ cosγ
dη cosκ =
√
R2+ζ 2√
R2+ζ 2+σ2
tanκ =
σ√
R2+ζ 2
tanγ =
ζ
R
The cone-beam transform can be expressed in terms of the fixed object space coordinates
(x′′,y′′,z′′) and Dirac delta functions. Using the sifting property of delta functions and inte-
grating over the η domain the cone-beam transform can be expressed as,
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χc(ζ ,σ ,β ) =
1
cosκ cosγ
∫∫∫∫ ∞
−∞
µ(x′′,y′′,z′′)δ (ζ cosβ −η sinβ +η cosβ tanγ− x, ...
...σ +η tanκ
√
1+ tan2 γ− y,ζ sinβ +η cosβ +η sinβ tanγ− z)dηdx′′dy′′dz′′
The integral over η can be isolated as,
∫ ∞
−∞
f (η)δ
(
η sinβ +η cosβ +
ηζ sinβ
R
− z
)
dη =
1
cosβ + ζ sinβR
∫ ∞
−∞
f (η)δ
(
η− z
′′−ζ cosβ
cosβ + ζ sinβR
)
dη
where,
f (η) = µ(x′′,y′′,z′′)δ
(
ζ cosβ −η sinβ +η cosβ tanγ− x′′,σ +η tanκ
√
1+ tan2 γ− y′′
)
This evaluates into the final form of the x-ray cone beam transform.
χ(ζ ,σ ,β ) =
1
cosκ cosγ
∫ ∞
−∞
µ(x′′,y′′,z′′)...
...×δ
(
x′′ cosβ + z′′ sinβ −ζ
(
1+
η
R
)
,y′′−σ
(
1+
η
R
))
dx′′dy′′dz′′
cosκ =
√
R2+ζ 2+σ2√
R2+ζ 2
This can be equivalently expressed as,
χ f (ζ ,σ ,β ) =
√
R2+ζ 2+σ2
R
∫ ∞
−∞
µ(x′′,y′′,z′′) · · ·
· · ·×δ
(
x′′ cosβ + z′′ sinβ −ζ
(
1+
η
R
)
,y′′−σ
(
1+
η
R
))
dx′′dy′′dz′′
At projection angle β = 0, η →′ z, and the formula reduces to,
χ(ζ ,σ ,β )=
√
R2+ζ 2+σ2
R
∫ ∞
−∞
µ(x′′,y′′,z′′)·δ
(
x′′−ζ
(
1+
z′′
R
)
,y′′−σ
(
1+
z′′
R
))
dx′′dy′′dz′′
(C.1)
In comparison with the fan-beam variant, the cone-beam transform has an additional mul-
tiplying factor 1cosκ . In addition the y
′′ coordinate is scaled with the same factor as the x′′
coordinate. The factor is only dependent on the axial location z′′ and as such the scaling can
be described as field independent, i.e all objects in a common plane z = a, are scaled away
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from the origin by the same factor.
C.2 Radon Transform and Inversion through Filtered Back
Projection
The definition of the Radon transform is taken from Helgason [37]. If f is a function defined
in n-dimensional Euclidean spaceRn, let Pn define the space of all hyperplanes in Rn. The
Radon transform of f is defined as the function p on Pn given by,
p(ξ ) =
∫
ξ
f (r)dm(r)
where dm(r) is the Euclidean measure on the hyperplane ξ . The hyperplane can be described
by the dot product of spatial coordinates r, with a unit vector nˆζ .
p(ζ , nˆζ ) =
∫
r· nˆζ=|ζ |
f (r)dm(r)
Using the sifting property of the delta function this can be alternatively expressed as,
p(ζ , nˆζ ) =
∫
f (r)δ ((r · nˆζ )−|ζ |)dm(r) (C.2)
This expression can be reduced to the 2D when r · nˆζ = xcosθ + zsinθ . In this case the
Euclidean measure reduces to dm(r)→ dxdz, and ζ → t.
p(t,θ) =
∫∫ ∞
−∞
f (x,z)δ (xcosθ + zsinθ − t)dxdz (C.3)
The above equation for the 2D Radon transform is entirely equivalent to the x-ray transform
in 2D (equation 3.1), with f (x,z)→ µ(x,z). Figure C.4a illustrates the sampling of Radon
space in a single projection. Over 180 degrees, Radon space is fully sampled and the object
can be reconstructed from the projection data (see figure C.4b).
The Radon transform in 3D refers to a 2D surface integral. This can be derived from the
generalised Radon transform given by equation C.2. This n-dimensional form can also be
reduced to 3D where r · nˆζ = xcosθ sinφ + zsinθ sinφ + ycosφ , dm(r)→ dxdydz.
p(ζ ,θ ,φ) =
∫∫∫ ∞
−∞
f (x,y,z)δ (xcosθ sinφ + zsinθ sinφ + ycosφ −ζ )dxdydz
If the projections are taken with a rotation around the y axis then φ → 0, and a delta function
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(a) (b)
Figure C.4: Radon Transform in 2D. (a) In a single projection Radon space is sampled along
the detector axis t, which is at an angle θ to the x axis. (b) Polar representation of Radon space
sampling in parallel geometry. The small dots represent equally spaced samples along the
detector and over 15° angular increments, while the shading represents continuous sampling.
Radon space is evenly sampled in a radial fashion.
can be introduced to query the y axis, and ζ → t. This is now not strictly a Radon transform,
but has been referred to as a hybrid Radon transform [34]. This is equivalent to the cone-beam
x-ray transform, equation 3.2.
p(t,θ ,b) =
∫∫∫ ∞
−∞
f (x,y,z)δ (xcosθ + zsinθ − t)δ (y−b)dxdydz (C.4)
C.3 The Cone Beam Transform vs 3D Radon Transform
In fan-beam tomography, filtered back projection can be used as a transform to invert the
Radon transform of the function (i.e to recover the object function from the Radon values
/ projection data). This method relies on the projection information being equivalent to the
required Radon values, however this relationship is not true for a diverging beam geometry
in 3D. Essentially, the main problem with cone-beam geometry is that the x-ray projections
do not directly provide the Radon object values [34]. Returning to equation 3.5, the x-ray
cone-beam transform can be expressed in polar coordinates as,
χc(ζ ,σ ,β ) =
∫ ∞
−∞
µ(ζ ,r,φ)dr (C.5)
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where, [
η
σ
]
=
[
r cosφ
r sinφ
]
As mentioned in section C.2, the Radon transform in 3D refers to surface integrals. The
integral over the φ axis of the detector is given by,
pc(ζ ,σ ,β ) =
∫ π/2
−π/2
∫ ∞
−∞
µ(ζ ,r,φ)drdφ
However this does not directly result in the Radon values as the surface integral does not
satisfy the equation r · nˆζ = xcosβ sinφ + zsinβ sinφ + ycosφ . Another way of illustrating
this is by comparison with 3D parallel geometry. In parallel geometry the x-ray transform is
given by (also see equation 3.2),
χp(ζ ,σ ,β ) =
∫ ∞
−∞
µ(s,ζ ,σ)ds
Integration over the detector b axis leads to.
p(ζ ,σ ,β ) =
∫∫ ∞
−∞
µ(s,ζ ,σ)dsdb
This equation is equivalent to the 3D Radon transform (see section C.2). The required Radon
values can the be isolate for reconstruction directly from the 3D parallel x-ray projection data.
Under a polar transformation, s and b are perpendicular to each other, dsdb→ rdrdφ .
⇒ p(ζ ,σ ,β ) =
∫ π/2
−π/2
∫ ∞
−∞
µ(ζ ,r,φ)rdrdφ (C.6)
Comparing equations C.5 and C.6, the integrals are not equivalent and therefore the x-ray cone
beam projections do not directly provide the necessary Radon data for reconstruction.
C.4 The Blurring Effect of Simple Backprojection
Standard OPT acquires projections over 180 degrees, and the naive approach to reconstruction
would be a simple backprojection procedure. This involves taking the acquired projection
values and interpolating the results across image space at the sample angle that projection was
acquired. Backprojection in 2D can be applied by integrating equation C.3 over 180 degrees.
g(x,z) =
∫ π
0
p(t,θ)dθ =
∫ π
0
∫∫ ∞
−∞
f (x,z)δ (xcosθ + zsinθ − t)dxdzdθ
248 X-Ray CT
t can be substituted using dummy variables, t = x′ cosθ + z′ sinθ ,
g(x,z) =
∫∫ ∞
−∞
f (x,z)
[∫ π
0
δ ((x− x′)cosθ +(z− z′)sinθ)dθ
]
dxdz
And change to a polar coordinate system, r′ cosφ = x′,r cosφ = x,r′ sinφ = z′,r sinφ = z,
g(x,z) =
∫∫
f (x,z)
[∫ π
0
δ ((r− r′)cos(θ −φ))dθ
]
rdrdφ
Using the general formula for roots of the delta function (equation A.10), the backprojection
can be expressed as the original object function convolved with an impulse response function.
g(x,z) =
∫∫
f (x,z)
[∫ π
0
δ (θ +φ ± π2 )
|(r− r′)sin(±π2 )|
dθ
]
rdrdφ
⇒ g(x,z) =
∫∫ f (x,z)
|x− x′,z− z′|dxdz = f(x,z)∗hxp(x−x
′,z− z′)
The convolution function is a 1|r| blurring function, acting as a 2D low-pass filter kernel. As
such the reconstruction process does not accurately reproduce the object function. There are
both spatial and frequency domain methods that are designed to remove this blurring process.
This thesis focusses on filtered back projection.
C.5 Ramp Filter Scaling
The de-blurring kernel used in FBP is represented by the inverse Fourier transform of the
absolute ramp, |w|.
kr(α) =
∫ ∞
−∞
|w|ei2πwαdw
If there exists a multiplying factor, B ̸= B(w), in the exponential such that,
kr(α) =
∫ ∞
−∞
|w|ei2πBwαdw
A new variable can be defined, u = wB, and the above equation expressed as,
kr(α) =
∫ ∞
−∞
∣∣∣ u
B
∣∣∣ei2πuα du
B
=
1
B2
∫ ∞
−∞
|u|ei2πuαdu
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C.6 Fourier Slice Theorem
The Fourier slice theorem relates the Fourier transform of the projection information to the
Fourier transform of the object itself. The theorem can be proven (for the 1D case) as follows.
This starts with the Radon transform of function f (x,y) at an angle θ .
p(θ , t) =
∫∫ ∞
−∞
f (x,z)δ (xcosθ + zsinθ − t)dxdz
The Fourier transform of the Radon transform is given by,
pˆ(θ ,w) =
∫∫ ∞
−∞
f (x,z)
∫ ∞
−∞
δ (xcosθ + zsinθ − t)e−i2πwtdxdzdt
⇒ pˆ(θ ,w) =
∫∫ ∞
−∞
f (x,z)e−i2π(xwcosθ+zwsinθ)dxdz
As such the 1D Fourier transform of the projection data is equal to the 2D Fourier transform
of the object, where α and β are constrained to lines through the origin.
pˆ(θ ,w) =
∫∫ ∞
−∞
f (x,z)e−i2π(αx+β z)dxdz
α = wcosθ
β = wsinθ
(C.7)
The Fourier slice theorem for 3D parallel projections can be derived using the same method
as for 2D. Starting with the Fourier transform along t of the 3D Radon transform for parallel
projections rotated about the y axis (equation C.4).
pˆ(w,θ ,b) =
∫∫∫ ∞
−∞
f (x,y,z)δ (xcosθ + zsinθ − t)δ (y−b)e−i2πwtdxdydzdt
Evaluating the t integral with the delta function leads to,
pˆ(w,θ ,b) =
∫∫∫ ∞
−∞
f (x,y,z)δ (y−b)e−i2πw(xcosθ+zsinθ)dxdydz
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This is the Fourier slice theorem for a 3D parallel projection dataset. Note it can also be
derived in a more general form [34].
pˆ(w,θ ,b) =
∫∫∫ ∞
−∞
f (x,y,z)δ (y′′−b)e−i2π(αx+β z)dxdydz
α = wcosθ
β = wsinθ
C.7 Filtered Back Projection
In order to correct for the blurring process, a technique called filtered-back projection utilises
the Fourier slice theorem to apply a 1D filter prior to backprojection. The derivation starts by
using the inverse of equation C.7 (Fourier slice theorem),
f (x,z) =
∫∫ ∞
−∞
pˆ(w,θ)ei2π(αx+β z)dαdβ
α = wcosθ β = wsinθ dαdβ = wdwdθ
⇒ f (x,z) =
∫ 2π
0
∫ ∞
0
pˆ(w,θ)ei2πw(xcosθ+zsinθ)wdwdθ
The integral over θ can be split up as,
f (x,z)=
∫ π
0
∫ ∞
0
pˆ(w,θ)ei2πw(xcosθ+zsinθ)wdwdθ +
∫ π
0
∫ ∞
0
pˆ(w,θ +π)ei2πw(xcos(θ+π)+zsin(θ+π))wdwdθ
As the parallel projection information at θ = 0 is equivalent to the information at θ = π , and
cos(θ +π) = −cosθ with sin(θ +π) = −sinθ the θ integral can be evaluated from 0−π .
This results in the standard formula for filtered back projection (in 2D).
f (x,z) =
∫ π
0
∫ ∞
−∞
pˆ(w,θ)ei2πw(xcosθ+zsinθ)|w|dwdθ
The object function can be reconstructed for the projection information by firstly taking the
Fourier transform of each projection and multiplying by a ramp in frequency space |w|. Each
result is then inverse transformed and backprojected across image space. The final image is
the sum of the backprojections over 180 degrees. The above result can also be represented as
a convolution in real space.
f (x,z) =
∫ π
0
∫∫ ∞
−∞
p(t,θ)ei2πw(xcosθ+zsinθ−t)|w|dwdθdt
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The kernel function kr(α) is defined as,
kr(α) =
∫ ∞
−∞
|w|ei2πwαdw
Filtered back projection can then be expressed as the backprojection of the radon data con-
volved with a de-blurring kernel,
f (x,z) =
∫ π
0
∫ ∞
−∞
p(t,θ) · kr(xcosθ + zsinθ − t)dtdθ
In a similar fashion to its 2D counterpart, filtered back projection in 3D relies on the inversion
of the 3D Fourier slice theorem.∫ ∞
−∞
f (x,y,z)δ (y′′− y)dy′′ =
∫∫ ∞
−∞
pˆ(w,θ ,y)ei2π(αx+β z)dαdβ
α = wcosθ β = wsinθ dαdβ = wdwdθ
⇒ f (x,y,z) =
∫ 2π
0
∫ ∞
0
pˆ(w,θ ,y)ei2πw(xcosθ+zsinθ)wdwdθ
Using the same method of splitting the θ integral, this can be expressed as,
f (x,y,z) =
∫ π
0
∫ ∞
−∞
pˆ(w,θ ,y)ei2πw(xcosθ+zsinθ)|w|dwdθ
Alternatively FBP formula can be expressed in convolution form. Here kr is the de-blurring
kernel.
f (x,y,z) =
∫ π
0
∫ ∞
−∞
p(t,y,θ) · kr(t ′− t)dtdθ
where,
kr(α) =
∫ ∞
−∞
|w|ei2πwαdw
C.8 Rebinning Methods and the Short-Scan Acquisition Pro-
cedure
An alternative method of reconstruction to filtered back projection is called parallel rebinning.
In this scenario the parallel projection data set is derived from the entire fan-beam data set.
Any parallel projection can be identified within the fan-beam dataset as Radon space has been
fully sampled. Each fan-beam projection samples Radon space along the arc of a circle that
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(a) (b)
Figure C.5: Rebinning fan-beam projections into parallel projections. (a) In a single fan-
beam projection, the equivalent sampling in parallel space appears on the arc of a centre, of
radius R2 centred on
(R
2 sinβ ,−R2 cosβ
)
. (b) Polar representation of Radon space for fan-beam
acquisition over 360°. The small dots represent equally spaced samples along the detector, at
15° angular increments, while the shading represents continuous sampling.
has the following equation.
(
x− R2 sinβ
)2
+
(
z+ R2 cosβ
)2
=
(
R
2
)2
This is illustrated in figure C.5a. Acquiring over 360°, Radon space is fully sampled and
any parallel projection along (t,θ) can be interpolated, shown in figure C.5b. Interpolation is
necessary as Radon space has not been equally sampled in the radial direction, which is the
case for parallel geometry (see figure C.4b).
If projections are acquired only over 180°, there are areas of Radon space that have not
been sampled (see figure C.6a). If reconstructed there would be significant artefacts in the
under and over-sampled angular regions. However a short-scan procedure is possible by taking
projections over 180°+2γmax°, where γmax is the maximum fan-angle in the system. This
scenario is shown in figure C.6b and fully samples Radon space, i.e there are no missing
sections, but there is oversampling in some angular regions. In order to compensate for the
oversampling, a weighting procedure must be applied. A mathematically smooth windowing
function removes any sharp edges that would be caused if a binary mask was used. This is
important as sharp edge cause significant artefacts in the filtering process of FBP [38].
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(a) (b)
Figure C.6: Fan-beam short scan procedure and oversampling Radon values. (a) There exists
oversampling and undersampling of Radon space when acquiring over 180°, represented by
the blank and over-shaded areas. (b) A short scan procedure can be performed by acquiring
over 180° + 2γmax°, where γmax is the maximum fan-angle. The projections must be weighted
to account for the oversampling.
The weighting function suggested by [102] is as follows,
w(β ,γ) =

sin2
(
π(β+γmax)
4(γmax−γ)
)
−γmax ≤ β ≤−2γ
1 γmax−2γ ≤ β ≤ π− γmax−2γ
sin2
(
π(π+γmax−β )
4(γmax+γ)
)
−2γ ≤ β ≤ π+ γmax
(C.8)
The rebinned projections are then used in standard parallel FBP. Using the following relations,
a parallel projection can be derived from fan-beam data as,
ζ =
tR√
R2− t2 β = θ − sin
−1 ( t
R
)
⇒ p(t,θ) = p f
(
tR√
R2−t2 ,θ − sin
−1 ( t
R
))
This method requires interpolation in both the rebinning and backprojection process, where
as standard fan-beam FBP requires only interpolation in the backprojection step. As a con-
sequence the reconstruction procedure may take longer than the standard method. However
there is an advantage as the short-scan procedure can be performed over less than 360°.
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(a) (b)
Figure C.7: The FDK shadow zone. (a) In a cone-beam projection, a ray rˆ can be thought of
as a ray in a parallel projection, where the detector surface is orthogonal to the propagation
direction. As such parallel Radon space is sampled along the red arc. (b) In 3D, parallel
Radon space is sampled on the surface of a spherical cap, with the size of the cap limited
by the detector extent. Here the small red dots represent discrete sampling in the ση and
σζ plane, while the shading represents continuous sampling over the entire cap. In 3D for
an infinite detector, a cone-beam acquisition would fill a torus in Radon space. The shadow-
zone of un-sampled Radon space, is illustrated in 2D by the grey shadow in (a). The full
shadow-zone is the revolution of this area around the y axis.
C.9 The FDK Shadow Zone
Cone-beam projections alone do not directly provide all the necessary Radon values for recon-
struction. This can be explored geometrically. In a circular source trajectory, the source rotates
around the z axis, at a distance R away from the origin. In a similar fashion to fan-beam, a ray
propagating away from the principle xz plane, is equivalent to a ray from a parallel projection,
where the detector surface is orthogonal to the ray vector. This is shown by the red arc in
figure C.7a.
The extension to three dimensions turns the arc into a spherical cap, with the size of the cap
limited by the extent of the detector. This is illustrated in figure C.7b. After taking projections
over 360°, Radon space is fully sampled in the xz plane, but there is an absence of sampling
located around the y axis in planes above and below. This is shown in 2D in figure C.7a. This
area revolved around the y axis is defined as the shadow-zone.
As a consequence, a circular source trajectory does not provide the necessary Radon values
for a full reconstruction, with undersamping increasing with distance away from the xz plane.
Reconstruction using the FDK algorithm results in blurring artefacts in the y direction for
planes y ̸= 0. However for sufficiently small cone-angles the blurring amount is minimal, and
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the FDK algorithm is an adequate reconstruction method for cone-beam data. Further analysis
of the FDK algorithm is given by Turbell and Buzug [34, 38].
C.10 Angular Sampling Requirements for Parallel X-Ray
CT
From the Fourier slice theorem (equationC.7), parallel Radon space directly relates to the
objects Fourier spectrum. As such the Fourier transform of Radon space (figure C.8a) can
represent the sampling of Fourier space.
In parallel geometry an image can be approximated by a Dirac-comb sample, period ∆t,
of Radon space at angle θ , for each projection. This is equivalent to a Dirac-comb with
period ∆w at angle θ , in frequency space, which is shown in figure C.8b. Streak artefacts
are created when there is insufficient sampling of the high spatial frequency information. In
parallel geometry Radon space is sampled radially and angularly. The radial sampling is fixed
by the detector pixel size, ∆t, and as a consequence the angular sampling must be greater or
equal to the radial sampling in order to equally sample Radon space. In frequency space this
means that the arc-length shown in figure C.8b must be equal to or less than the radial spatial
frequency sampling, ∆w.
∆θ ·wmx ≤ ∆w
The number of projections can be defined as,
Np =
π
∆θ
And as such the minimum number of projections taken over 180°, necessary to avoid streak
artefacts can be defined by the following formula. Here Nd is the number of detector elements.
Npmin ≥
πwmx
∆w
= 2πwmx · tmax = πNd2
C.11 Testing Filtered Back Projection
The equation for the forward projection, i.e the parallel x-ray transform, can be inserted into
the equation for filtered back projection to see if it correctly reconstructs the object function.
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(a) (b)
Figure C.8: Sampling Requirements of 2D Parallel X-Ray Tomography. (a) Radon space sam-
pling requirements for parallel geometry. The angular increment between projections is given
by ∆θ , and the detector pixel size is given by ∆t. The dashed blue circle represents the detector
limits. (b) Sampling requirements in frequency space. To avoid aliasing of higher frequency
information, the arc-length shown as the continuous blue line, must be approximately equal or
greater than the radial sampling amount ∆w.
The formula for filtered back projection in 2D parallel geometry can take the following form.
f (x,z) =
∫ π
0
∫∫ ∞
−∞
p(t,θ)ei2πw(xcosθ+zsinθ−t)|w|dwdθdt
The equation for the x-ray transform in the equivalent geometry is given by,
χ(t,θ) =
∫∫ ∞
−∞
µ(x′′,z′′)δ (x′′ cosθ + z′′ sinθ − t)dx′′dz′′
In these two equations (x′′,z′′) and (x,z) are the object and image space coordinates respec-
tively. Inserting χ(t,θ) into the FBP equation results in,
f (x,z) =
∫ π
0
∫∫ ∞
−∞
χ(t,θ)ei2πw(xcosθ+zsinθ−t)|w|dwdθdt
=
∫ π
0
∫∫∫∫ ∞
−∞
µ(x′′,z′′)δ (x′′ cosθ + z′′ sinθ − t)ei2πw(xcosθ+zsinθ−t)|w|dwdθdtdx′′dz′′
The sifting property of the delta function (equation A.9), can be used to evaluate the t integral.
f (x,z) =
∫ π
0
∫∫∫ ∞
−∞
µ(x′′,z′′)ei2πw((x−x
′′)cosθ+(z−z′′)sinθ)|w|dwdθdx′′dz′′
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The cartesian frequency space coordinates are defined as,[
u
v
]
= w
[
cosθ
sinθ
]
|w|dwdθ = dudv
⇒ f (x,z) =
∫∫∫∫ ∞
−∞
µ(x′′,z′′)ei2π(u(x−x
′′)+v(z−z′′))dudvdx′′dz′′
The (u,v) integrals can be evaluated using the definition of the delta function (equation A.8).
f (x,z) =
∫∫ ∞
−∞
µ(x′′,z′′)δ (x− x′′,z− z′′)dx′′dz′′ = µ(x,z)
As such this process has shown that the image function f (x,z) is equivalent to the object
function µ(x,z).
C.12 Proof for Tomographic Volume Tracking
This section mathematically proves the equivalence between volume tracking and a static
tomographic system. The notation and mathematics are based on x-ray fan-tomography (see
section 3.1.1), are the results extend to cone-tomography. The equivalence between cone-
beam CT and non-telecentric OPT is explored in chapter 8. As the source-detector distance
tends to infinity the system becomes one of parallel projections, geometrically equivalent to
telecentric OPT methods. Consequently the proof for fan-geometry extends to both tele- and
non-telecentric OPT.
If the system has the ability to translate the source-detector pair over the acquisition, the
effective centre of rotation can be altered. Essentially the relative shift of the source-detector
pair is now dependent on the rotation angle β . A point within the object (∆x,∆z) can be
placed at the axis of rotation, and projection information can be gathered from locations that
may otherwise rotate outside of the field. This is illustrated in figure C.9.
In order to prove that this method is equivalent to having the axis of rotation at (∆x,∆z) the
parallel projection variables (t,s) must be calculated in terms of the shifted fan-beam variables
(ζs,βs). This can be accomplished by using the schematic shown in figure C.10a.
Using general rules of trigonmetry, the three variables p,q,r are given by,
p =−∆z tanβ q = −ζsr
R
r = R+∆xsinβ −∆zcosβ
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Figure C.9: Continous shift of the x-ray source over the acquisition cycle. The source po-
sition has been moved from the axis of rotation centre (x,z) to a shifted coordinate system
(xs,zs). While the fan-beam projection angle β and fan-angle γ remain constant, the equivalent
parallel-beam projection angle and axis t,θvary between the original and shifted coordinate
systems.
(a) (b)
Figure C.10: Schematic for calculating (t,θ) variables from fan-beam acquisition with source
motion. (a) Variables p,q,r help to derive an expression for ζ in terms of ∆x,∆z,ζs,R. (b)
Using the value for ζ can expression for t can be derived in terms of ∆x,∆z,ζs,R.
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This allows the original horizontal detector coordinate ζ to be expressed as,
ζ = (∆x− p)cosβ −q
= ∆xcosβ +∆zsinβ =
ζs
R
(R+∆xsinβ −∆zcosβ ) (C.9)
Using figure C.10b, the parallel projection angle θ can be expressed as,
θ = 90−α
= 90− (180− γ−δ ) (C.10)
= γ+β
This is equivalent to the non-shifted system and is the expected result as the fan-angle and
projection angle have not changed. However the parallel projection coordinate t differs, and
is given by,
t = ζ cosγ
=
ζR√
ζ 2s +R2
Inserting the value for ζ from equation C.9,
t =
ζsR√
ζ 2s +R2
+
R(∆xcosβ +∆zsinβ )√
ζ 2s +R2
+
ζs(∆xsinβ −∆zcosβ )√
ζ 2s +R2
Using the triangles in figure C.10b, the sine and cosine of the fan-angle can be expressed as,
cosγ =
R√
ζ 2s +R2
sinγ =
−ζs√
ζ 2s +R2
Using the definition of the projeciton angle in equation C.10, the projection coordinate t can
be written as,
t = ζs cosγ+∆x(cosβ cosγ− sinβ sinγ)+∆x(sinβ cosγ+ cosβ sinγ)
= ζs cos(θ −β )+∆x(cosβ cos(θ −β )− sinβ sin(θ −β ))...
...+∆x(sinβ cos(θ −β )+ cosβ sin(θ −β ))
= ζs cos(θ −β )+∆xcosθ +∆zsinθ
The relative shift in the t -coordinate can be defined as ∆t = ∆xcosθ+∆zsinθ , and this results
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in the final equation,
t ′ = ζs cos(θ −β )
where, t ′ = t−∆t
Here t ′ is a new relative parallel projection coordinate that is displaced from the original by an
amount ∆t. Over 360°, the value of ∆t is a sinusoid with amplitude and phase that depend on
the displacement between the coordinate systems. essentially the coordinate at which t ′ = 0
is being tracked, which is equivalent to the location (∆x,∆z). The reconstruction procedure
is identical to standard FBP, but the slice reconstructed is centred on (∆x,∆z). If the object
contains information that extends beyond the field of view at any of the projection angles, there
will be truncation artefacts present. If the standard number of angular projections are taken
(sufficient to reconstruct the size of the sub-volume), streak artefacts from objects beyond the
sub-volume will likely impact reconstruction quality, as explained in chapter 7. Due to these
reasons, sub-volume methods are not usually used in x-ray CT.
Appendix D
Telecentric OPT
D.1 Standard 4f Microscope
The derivation uses the expression for the field in the focal plane of a lens, equation A.2. The
field in the aperture plane (Fourier plane) of the standard 4f system shown in figure 3.4 is
given by,
Uap(x′,y′,z′′) =
−i
λ f1
eik(z
′′+2 f1)e
−ikz
2 f 21
(x
′2+y′2) ∫∫ ∞
−∞
U0(x′′,y′′)e
−ik
f1
(x′x′′+y′y′′)dx′′dy′′
The field after the aperture stop is given by the product of U1 with the aperture field transmis-
sion function P0(x′,y′).
Uap(x′′,y′,z′′) =
−i
λ f1
eik(z
′′+2 f1)e
−ikz′′
2 f 21
(x′2+y′2)
P0(x′,y′)
∫∫ ∞
−∞
U0(x′′,y′′)e
−ik
f1
(x′x′′+y′y′′)dx′′dy′′
The image field can be calculated again using equation A.2.
U1(x,y,z′′) =
−i
λ f2
eik(2 f2)
∫∫ ∞
−∞
U ′ap(x
′,y′,z′′)e
−ik
f2
(xx′+yy′)dx′dy′
⇒U1(x,y,z′′)= −iλ f2 e
ik(2 f2) −i
λ f1
eik(z
′′+2 f1)
∫∫∫∫ ∞
−∞
P0(x′,y′)e
−ikz′′
2 f 21
(x′2+y′2)
U0(x′′,y′′)e
−ik
(
x′
(
x
f2
+ x
′′
f1
)
+y′
(
y
f2
+ y
′′
f1
))
dx′′dy′′dx′dy′
The coherent spread function (CSF) is defined as,
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c(α,ψ,z′′) =
1
λ 2 f1 f2
∫∫ ∞
−∞
P0(x′,y′)e
−ikz′′
2 f 21
(x′2+y′2)
e−ik(x
′α+y′ψ)dx′dy′
α =
x
f2
+
x′′
f1
ψ =
y
f2
+
y′′
f1
This can be rewritten in a new form in terms of the transverse magnfication m = − f2f1 ,
c(α,ψ,z′′) =
1
m(λ f1)2
∫∫ ∞
−∞
P0(x′,y′)e
−ikz′′
2 f 21
(x′2+y′2)
e
ik
f1
(x′α+y′ψ)dx′dy′
α =
x
m
− x′′ ψ = y
m
+ y′′ m =
− f2
f1
This allows us to define the image field as the convolution of the CSF with the object field,
U1(x,y,z′′) =
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
U0(x′′,y′′) · cp
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′
c(α,ψ) =
1
(λ f1)2
∫∫ ∞
−∞
P0(x′,y′)e
−ikz′′
2 f 21
(x′2+y′2)
e
ik
f1
(x′α+y′ψ)dx′dy′
α =
x
m
− x′′ ψ = y
m
− y′′ m = − f2
f1
D.2 Imaging of an Extended Object
Section 3.3.1 states the image field from a standard 4f system when the object field is located
at the primary focal plane. It states the image field is the scaled convolution of the object field
with the coherent spread function. This assumes the object is confined to a single plane, and
is located in the primary focal plane. In reality, an object can be composed of multiple axial
planes. Each object plane is propagated through the optical system to the camera sensor. This
single plane is the image plane. An image is the sum of all objects planes propagated to the
image plane.
The equation below calculates the image field from an object field located a distance z′′
away from the primary focal plane. Here I have defined +z′′as a distance away from the
primary lens. Note that while the CSF is convolved with the object over the xy plane, it varies
in depth. This introduces variation between object planes, specifically object planes have
different transfer functions. A transfer function is the Fourier transform of the spread function,
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describing how spatial frequency information is transmitted through the system. Object planes
further away from the primary focal plane have transfer functions that resemble increasingly
low-pass filters. This leads to the out-of-focus blurring in generic wide-field images.
U(x,y,z′′) =
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
U0(x′′,y′′,z′′) · cp
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′
c(α,ψ,z′′) =
1
( f1λ )2
∫∫ ∞
−∞
P0(x′,y′)e
−ikz′′
2 f 21
(x′2+y′2)
e
ik
f1
(αx′+ψy′)dx′dy′
α =
x
m
− x′′ ψ = y
m
− y′′ m = − f2
f1
Each object plane contributes to the total image field. As such the total image field for coherent
imaging, is given by the integration over all object fields,
U(x,y) =
∫ ∞
−∞
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
U0(x′′,y′′,z′′) · c
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′dz′′
D.3 Incoherent Imaging
The recorded image is the intensity of the image field. For coherent imaging it is simply the
absolute square of equation 3.11. However for incoherent imaging each point in the object
will not coherently interfere with others. In order to demonstrate this, it can be helpful to
look at the integration of multiple CSFs located across the field. The field from a single delta
function located at (x′′ = x1,y′′ = y1,z′′ = z1) is given by,
U1(x,y) =
eik(2 f1+2 f2)
m
c
( x
m
− x1, ym − y1,z
)
The total field is the summation of all delta function images (CSFs) located at different posi-
tions. If the system is coherent the intensity is given by the absolute square of this field. This
is defined as the mutual intensity. In coherent imaging, the mutual intensity at a given location
depends on the field across the entire image.
U(x,y) =U1+U2+ . . .
Icoh(x,y) = |U1|2+ |U2|2+U1U∗2 +U1U∗2 + . . .
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However in an incoherent system each CSF behaves independently and the mutual intensity at
a given location depends only on the field at that location. The cross terms are removed from
the above expression and the final image intensity is given by,
Iincoh(x,y) = |U1|2+ |U2|2+ · · ·= 1m2
∫∫ ∞
−∞
I0(x′′,y′′) ·
∣∣∣c( x
m
− x′′, y
m
− y′′
)∣∣∣2 dx′′dy′′
Further detail on mutual intenisty and coherence can be found in Mertz [43], or alternatively
in Born and Wolf [24] . Using the above definition, the image intensity for a 3D incoherent
object in a standard 4f system is given by the following equation, where, h(α,ψ,z′′) represents
the un-normalised intensity point spread function (PSF) for a telecentric system.
I(x,y) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·h
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′dz′′
hp(α,ψ,z′′) =
1
( f1λ )4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
)
(x′2+y′2)
e
ik
f1
(αx′+ψy′)dx′dy′
∣∣∣∣∣∣
2
D.4 Rotation of the Fixed Focus On-Axis Optical System
The optical 4f system produces an image via equation 3.11. In order to compare with the
radon transform the optical system must be rotated. This is illustrated by figure 3.5. In 2D,
the field in the image plane is given by,
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
eiks
′′
U0(t ′′ cosθ − s′′ sinθ ,s′′ cosθ + t ′′ sinθ) · c( tm − t
′′,s′′)dt ′′ds′′
where the original coordinate system is rotated by an angle θ ,[
t ′′
s′′
]
=
[
cosθ sinθ
−sinθ cosθ
][
x′′
z′′
]
⇒
[
x′′
z′′
]
=
[
cosθ −sinθ
sinθ cosθ
][
t ′′
s′′
]
Using the sifting property of the delta function this can be expressed as,
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
[∫∫ ∞
−∞
U0(x′′,z′′)δ (t ′′ cosθ − s′′ sinθ − x′′,s′′ cosθ + t ′′ sinθ − z′′)dx′′dz′′
]
. . .
· · ·× c( t
m
− t ′′,s′′)eiks′′dt ′′ds′′
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The definition of the coherent spread function can be inserted (from equation 3.11 with z′′→
s′′). Here the pupil coordinates rotate along with the optical system, (x′,y′)→ (t ′,y′).
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
[∫∫ ∞
−∞
U0(x′′,z′′)δ (t ′′ cosθ − s′′ sinθ − x′′,s′′ cosθ + t ′′ sinθ − z′′)dx′′dz′′
]
. . .
· · ·× 1
( f1λ )2
∫∫ ∞
−∞
P0(t ′,y′)e
−ik
2
s′′
f 21
(t ′2+y′2)
e
ik
f1
t ′( tm−t ′′)eiks
′′
dt ′dy′dt′′ds′′
The integral over ds′′ can be isolated.
∫ ∞
−∞
e
iks′′
(
1− t′2+y′2
2 f 21
)
δ (t ′′ cosθ − s′′ sinθ − x′′)︸ ︷︷ ︸
f (s′′)
δ (s′′ cosθ+t ′′ sinθ−z′′)ds′′= f
(
z′′− t ′′ sinθ
cosθ
)
where,
f
(
z′′− t ′′ sinθ
cosθ
)
= e
ik
(
z′′−t′′ sinθ
cosθ
)(
1− t′2+y′2
2 f 21
)
δ
(
t ′′
sinθ − x
′′ cosθ
sinθ − z′′
)
After this, the integral over dt ′′ can be evaluated.
∫ ∞
−∞
e
−ikt′t′′
f1 e
ik
(
z′′−t′′ sinθ
cosθ
)(
1− t′2+y′2
2 f 21
)
︸ ︷︷ ︸
g(t ′′)
δ
(
t ′′
sinθ − x
′′ cosθ
sinθ − z′′
)
dt ′′ = g(x′′ cosθ + z′′ sinθ)
where,
g(x′′ cosθ + z′′ sinθ) = e
−ikt′
f1
(x′′ cosθ+z′′ sinθ)e
ik
(
1− t′2+y′2
2 f 21
)
(−x′′ sinθ+z′′ cosθ)
These expressions can be inserted back into the original equation. After rearrangement this
again resembles a convolution with an impulse response function.
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫∫ ∞
−∞
1
( f1λ )2
U0(x′′,z′′)P0(t ′,y′)e
ik
(
1− t′2+y′2
2 f 21
)
(z′′ cosθ−x′′ sinθ)
e
ikt′t
f1m . . .
. . .× e−ikt
′
f1
(x′′ cosθ+z′′ sinθ)dt ′dy′dx′′dz′′
⇒U(t,θ)= e
ik(2 f1+2 f2)
m
∫∫ ∞
−∞
eik(z
′′ cosθ−x′′ sinθ)U0(x′′,z′′)·cpr
(
x′′ cosθ + z′′ sinθ − t
m
)
dx′′dz′′
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where,
crot(α) =
1
( f1λ )2
∫ ∞
−∞
P0(t ′,y′)e
−ik t′2+y′2
2 f 21
(z′′ cosθ−x′′ sinθ)
e
ik
f1
(αt ′)dt ′dy′
α =
t
m
− x′′ cosθ − z′′ sinθ
After extenstion to two dimensions, the intensity image of an incoherent object (see section
D.3) is proportional to the convolution of the rotated point spread function hrot with the object
intensity.
I(t,y,θ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hrot
(
x′′ cosθ + z′′ sinθ − t
m
,y′′− y
m
)
dx′′dy′′dz′′
hrot(α,ψ) =
1
( f1λ )4
∣∣∣∣∫∫ ∞−∞P0(t ′,y′)e
−ik
2 f 21
(t ′2+y′2)(z′′ cosθ−x′′ sinθ)
e
ik
f1
(αt ′+ψy′)dt ′dy′
∣∣∣∣2
α =
t
m
− x′′ cosθ − z′′ sinθ
ψ =
y
m
− y′′
D.5 Rotation of the Fixed Focus Off-Axis Optical System
In fixed focus off-axis OPT, the focal plane is offset from the axis of rotation by half the depth
of field. Mathematically this is represented by an additional displacement −∆s′′ in depth.
U(t,θ)=
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
eiks
′′
U0(t ′′ cosθ−s′′ sinθ ,(s′′+∆s′′)cosθ+t ′′ sinθ)·c( tm−t
′′,s′′)dt ′′ds′′
where the original coordinate system is rotated by an angle θ ,[
t ′′
s′′
]
=
[
cosθ sinθ
−sinθ cosθ
][
x′′
z′′
]
−
[
0
∆s′′
]
⇒
[
x′′
z′′
]
=
[
cosθ −sinθ
sinθ cosθ
][
t ′′
s′′+∆s′′
]
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Using the sifting property of the delta function this can be expressed as,
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
· · ·
· · ·
[∫∫ ∞
−∞
U0(x′′,z′′)δ (t ′′ cosθ − (s′′+∆s′′)sinθ − x′′,(s′′+∆s′′)cosθ + t ′′ sinθ − z′′)dx′′dz′′
]
. . .
· · ·× c( t
m
− t ′′,s′′)eiks′′dt ′′ds′′
We can insert the definition of the coherent spread function from equation 3.11 with z′′→ s′′.
Again the pupil coordinates rotate along with the optical system, (x′,y′)→ (t ′,y′).
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫ ∞
−∞
· · ·
· · ·×
[∫∫ ∞
−∞
U0(x′′,z′′)δ (t ′′ cosθ − (s′′+∆s′′)sinθ − x′′,(s′′+∆s′′)cosθ + t ′′ sinθ − z′′)dx′′dz′′
]
. . .
· · ·× 1
( f1λ )2
∫∫ ∞
−∞
P0(t ′,y′)e
−ik
2
s′′
f 21
(t ′2+y′2)
e
ik
f1
t ′( tm−t ′′)eiks
′′
dt ′dy′dt′′ds′′
Isolation of the integral over ds′′.
∫ ∞
−∞
e
iks′′
(
1− t′2+y′2
2 f 21
)
δ (t ′′ cosθ − (s′′+∆s′′)sinθ − x′′)︸ ︷︷ ︸
f (s′′)
· · ·
· · ·×δ ((s′′+∆s′′)cosθ + t ′′ sinθ − z′′)ds′′ = 1
cosθ
· f
(
z′′− t ′′ sinθ
cosθ
−∆s′′
)
where,
1
cosθ
· f
(
z′′− t ′′ sinθ
cosθ
−∆s′′
)
= e
ik
(
z′′−t′′ sinθ
cosθ −∆s′′
)(
1− t′2+y′2
2 f 21
)
δ
(
x′′ cosθ + z′′ sinθ − t ′′)
Evaluation of the integral over dt ′′.
∫ ∞
−∞
e
−ikt′t′′
f1 e
ik
(
z′′−t′′ sinθ
cosθ −∆s′′
)(
1− t′2+y′2
2 f 21
)
︸ ︷︷ ︸
g(t ′′)
δ
(
x′′ cosθ + z′′ sinθ − t ′′)dt ′′ = g(x′′ cosθ + z′′ sinθ)
where,
g
(
x′′ cosθ + z′′ sinθ
)
= e
−ikt′
f1
(x′′ cosθ+z′′ sinθ)e
ik
(
1− t′2+y′2
2 f 21
)
(z′′ cosθ−x′′ sinθ−∆s′′)
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Insertion in the original equation and after rearrangement, this again resembles a convolution
with an impulse response function.
U(t,θ) =
eik(2 f1+2 f2)
m
∫∫∫ ∞
−∞
1
( f1λ )2
U0(x′′,z′′)P0(t ′,y′)e
ik
(
1− t′2+y′2
2 f 21
)
(z′′ cosθ−x′′ sinθ−∆s′′)
e
ikt′t
f1m . . .
. . .× e−ikt
′
f1
(x′′ cosθ+z′′ sinθ)dt ′dy′dx′′dz′′
⇒U(t,θ)= e
ik(2 f1+2 f2)
m
∫∫ ∞
−∞
eik(z
′′ cosθ−x′′ sinθ−∆s′′)U0(x′′,z′′)·crot
(
x′′ cosθ + z′′ sinθ − t
m
)
dx′′dz′′
where,
crot(α) =
1
( f1λ )2
∫ ∞
−∞
P0(t ′,y′)e
−ik t′2+y′2
2 f 21
(z′′ cosθ−x′′ sinθ−∆s′′)
e
−ik
f1
(αt ′)dt ′dy′
α = x′′ cosθ + z′′ sinθ − t
m
After extension to two dimensions, the intensity image of an incoherent object (see section
D.3) is proportional to the convolution of the rotated point spread function with the object
intensity.
I(t,y,θ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hrot
( t
m
− x′′ cosθ − z′′ sinθ , y
m
− y′′
)
dx′′dy′′dz′′
hrot(α,ψ) =
1
( f1λ )4
∣∣∣∣∫∫ ∞−∞P0(t ′,y′)e
−ik
2 f 21
(t ′2+y′2)(z′′ cosθ−x′′ sinθ−∆s′′)
e
ik
f1
(αt ′+ψy′)dt ′dy′
∣∣∣∣2
α =
t
m
− x′′ cosθ − z′′ sinθ
ψ =
y
m
− y′′
D.6 Fourier Transform of the Optical Transform for Fixed
Focus On-Axis
In order to test how the point spread function affects reconstruction quality it is necessary to
insert the optical parallel projection data into the FBP formula. The first step is to calculate
the Fourier transform of the optical projection data. The image intensity is given by equation
3.13. The 2D Fourier transform over the (t,y) domain represents the spatial frequency content
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of the image.
Iˆ(w,v,θ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) . . .
· · ·×
[∫∫ ∞
−∞
hpr
(
x′′ cosθ + z′′ sinθ − t
m
,y′′− y
m
)
e−i2π(wt+vy)dtdy
]
dx′′dy′′dz′′
(D.1)
The integration over (t,y) can be applied first to the rotated point spread function.∫∫ ∞
−∞
hpr(α,β )e−i2π(wt+vy)dtdy =
∫∫ ∞
−∞
cpr(α,β ) · c∗pr(α,β )e−i2π(wt+vy)dtdy
where,
cpr(α,β ) =
1
( f1λ )2
∫∫ ∞
−∞
P0(t1,y1)e
−ik
2 f 21
(t21+y
2
1)(z
′′ cosθ−x′′ sinθ)
e
−ik
f1
(αt1+βy1)dt1dy1
c∗pr(α,β ) =
1
( f1λ )2
∫∫ ∞
−∞
P∗0 (t2,y2)e
ik
2 f 21
(t22+y
2
2)(z
′′ cosθ−x′′ sinθ)
e
ik
f1
(αt2+βy2)dt2dy2
Inserting the definition for α and β , this can be expressed as,
1
( f1λ )4
∫∫∫∫ ∞
−∞
P0(t1,y1)P∗0 (t2,y2)e
−ik
2 f 21
(z′′ cosθ−x′′ sinθ)[(t21−t22 )+(y21−y22)]
. . .
· · ·×
∫∫ ∞
−∞
e
−ik
f1
[(x′′ cosθ+z′′ sinθ− tm )(t1−t2)+(y′′− ym )(y1−y2)]e−i2π(wt+vy)dt1dt2dy1dy2dtdy
(D.2)
Rearranging the t and y components,
1
( f1λ )4
∫∫∫∫ ∞
−∞
P0(t1,y1)P∗0 (t2,y2)e
−ik
2 f 21
(z′′ cosθ−x′′ sinθ)[(t21−t22 )+(y21−y22)]dt1dt2dy1dy2 . . .
· · ·× e−ikf1 [(x′′ cosθ+z′′ sinθ)(t1−t2)+y′′(y1−y2)]
∫∫ ∞
−∞
e
ik
f1
[ tm (t1−t2)+ ym (y1−y2)]e−i2π(wt+vy)dtdy
The Fourier transform can now be isolated as,∫∫ ∞
−∞
e−i2π
[
t
(
w− t1−t2λm f1
)
+y
(
v− y1−y2λm f1
)]
dtdy = δ
(
w− t1− t2
λm f1
)
δ
(
v− y1− y2
λm f1
)
This solution suggests that the above integral is only non-zero when t2 = t1 − λm f1w and
y2 = y1−λm f1v. These delta functions can be used to solve equation D.2 over the dt2 and dy2
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domains.
1
( f1λ )4
∫∫ ∞
−∞
P0(t1,y1)P∗0 (t1−λm f1w,y1−λm f1v)e
−ik
2 f 21
(z′′ cosθ−x′′ sinθ)[(t21−(t1−λm f1w)2)+(y21−(y1−λm f1v)2)]
. . .
· · ·× e−ikf1 [λm f1w(x′′ cosθ+z′′ sinθ)+y′′λm f1v]dt1dy1
(D.3)
Using the following expressions,
e
−ik
2 f 21
(z′′ cosθ−x′′ sinθ)[(t21−(t1−λm f1w)2)+(y21−(y1−λm f1v)2)]
= ei2π
(
λm2
2
)
(w2+v2)(z′′ cosθ−x′′ sinθ)
. . .
· · ·× e−i2π
(
m
f1
)
(wt1+vy1)(z′′ cosθ−x′′ sinθ)
e
−ik
f1
[λm f1w(x′′ cosθ+z′′ sinθ)+y′′λm f1v] = e−i2πm[w(x
′′ cosθ+z′′ sinθ)+y′′v]
Equation D.3 can be rewritten as,
⇒ 1
( f1λ )4
ei2π
(
λm2
2
)
(w2+v2)(z′′ cosθ−x′′ sinθ)e−i2πm[w(x
′′ cosθ+z′′ sinθ)+y′′v] . . .
· · ·×
∫∫ ∞
−∞
P0(t1,y1)P∗0 (t1−λm f1w,y1−λm f1v)e−i2π
(
m
f1
)
(wt1+vy1)(z′′ cosθ−x′′ sinθ)dt1dy1
This equation has the form of a shifted ambiguity function (detailed in appendix A.3). Ap-
plying the linear phase shift property of the ambiguity function, the final expression for
Fourier transform of the intensity point spread function is given the following equation, where
t1 → t ′+ λm f1w2 and y1 → y′+ λm f1v2 ,∫∫ ∞
−∞
hi(α,β )e−i2π(wt+vy)dtdy =
1
( f1λ )4
e−i2πm[w(x
′′ cosθ+z′′ sinθ)+y′′v] . . .
· · ·×
∫∫ ∞
−∞
P0
(
t ′+ λm f1w2 ,y
′+ λm f1v2
)
P∗0
(
t ′− λm f1w2 ,y′− λm f1v2
)
e−i2π
(
m
f1
)
(wt ′+vy′)(z′′ cosθ−x′′ sinθ)dt ′dy′
(D.4)
Inserting this back into equation D.1, the Fourier transform of the projection data is given by
the following equation where P0 is the aperture function, describing the shape of the aperture.
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Iˆ(w,v,θ) =
1
m2
1
( f1λ )4
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′)e−i2π(x
′′mwcosθ+z′′mwsinθ+y′′mv) . . .
×
∫∫ ∞
−∞
P0
(
t ′+ λm f1w2 ,y
′+ λm f1v2
)
P∗0
(
t ′− λm f1w2 ,y′− λm f1v2
)
e
−i2πm
f1
(wt ′+vy′)(z′′ cosθ−x′′ sinθ)dt ′dy′dx′′dy′′dz′′
(D.5)
This can be expressed in terms of the shifted ambiguity function, A fshi f t (equation A.12). The
evaluation of the ambiguity function is equivalent to the defocussed transfer function (DTF).
Iˆ(w,v,θ) =
1
m2
1
( f1λ )4
∫∫∫ ∞
−∞
A fshi f t (τ,ε,µ,ν) . . .
· · ·× I0(x′′,y,′′ z′′)e−i2πm(x′′wcosθ+z′′wsinθ+y′′v)dx′′dy′′dz′′
A fshi f t (τ,ε,µ,ν) =
∫∫ ∞
−∞
P0(t ′+
τ
2
,y′+
ε
2
)P∗0 (t
′− τ
2
,y′− ε
2
)e−i2π(µt
′+νy′)dt ′dy′
τ = λm f1w ε = λm f1v
µ = mwf1 (z
′′ cosθ − x′′ sinθ)
ν = mvf1 (z
′′ cosθ − x′′ sinθ)
D.7 Reconstruction of Fixed Focus On-Axis Projections us-
ing FBP
This section derives the result of using FBP on optical projections. The Fourier transform
of the projection data (equation 4.4) is inserted into the equation for filtered back projection
(equation 3.6).
f (x,y,z) =
∫ π
0
∫ ∞
−∞
Iˆ(w,θ ,y)ei2πw(xcosθ+zsinθ)|w|dwdθ
This uses the 1D Fourier transform of the optical projection data, and this is given by the 1D
inverse Fourier transform of equation A.12 along the v dimension.
Iˆ(w,y,θ) =
1
m2
1
( f1λ )4
∫∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′)ei2πvy︸ ︷︷ ︸
IFT
...
...×A fshi f t
(
λm f1w,λm f1v, mwf1 (z
′′ cosθ − x′′ sinθ), mvf1 (z
′′ cosθ − x′′ sinθ)
)
dx′′dy′′dz′′dv
272 Telecentric OPT
Inserting the definition of Iˆ(w,θ ,y) into the FBP equation,
f (x,y,z) =
1
m2
1
( f1λ )4
∫ π
0
∫ ∞
−∞
∫∫∫∫ ∞
−∞
I(x′′,y,′′ z′′) . . .
...×A fshi f t
(
λm f1w,λm f1v, mwf1 (z
′′ cosθ − x′′ sinθ), mvf1 (z
′′ cosθ − x′′ sinθ)
)
...
· · ·× ei2π((x−x′′m)wcosθ+(z−z′′m)wsinθ+v(y−y′′m))|w|dwdθdx′′dy′′dz′′dv
Two new frames of reference can now be defined, representing a shifted and rotated coordinate
system centred on a point (x′′m,z′′m). The first frame of reference isolates the radial and
tangential components (rφ⊥,rφ∥) relative to the origin.[
rφ⊥
rφ∥
]
=
[
cosφ sinφ
−sinφ cosφ
][
x− x′′m
z− z′′m
]
(D.6)
The second reference frame is the rotation of the radial and tangential frame by angle θ −φ .
This forces rθ⊥ to be parallel to the t axis, and rθ∥ to be parallel to the s axis. As such during
the FBP process, the projection data is backprojected along the rθ∥ axis (see figure 4.3a).[
rθ⊥
rθ∥
]
=
[
cos(θ −φ) sin(θ −φ)
−sin(θ −φ) cos(θ −φ)
][
rφ⊥
rφ∥
]
⇒
[
rθ⊥
rθ∥
]
=
[
cosθ sinθ
−sinθ cosθ
][
x− x′′m
z− z′′m
] (D.7)
Using these coordinate transforms the reconstructed object can be reduced to,
f (x,y,z) =
1
m2
1
( f1λ )4
∫ π
0
∫ ∞
−∞
∫∫∫∫ ∞
−∞
A fshi f t
(
λm f1w,λm f1v, wf1 |⃗r|sin(φ −θ),
v
f1
|⃗r|sin(φ −θ)
)
. . .
· · ·× I(x′′,y,′′ z′′)ei2π(wrθ⊥+v(y−y′′m))|w|dwdθdx′′dy′′dz′′dv
This can be expressed in terms of a reconstructed spatially varying point spread function, hpR,
in parallel projection geometry.
f (x,y,z) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y,′′ z′′) ·hpR(x,z,x′′m,z′′m,y− y′′m)dx′′dy′′dz′′
hpR(x,z,x′′m,z′′m,y− y′′m) = 1
( f1λ )4
∫ π
0
∫∫ ∞
−∞
A fshi f t (τ,ε,µ,ν)...
...× ei2π(wrθ⊥+v(y−y′′m))|w|dwdvdθ
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µ = mwf1
√
x′′2+ z′′2 sin(φ −θ)
ν = mvf1
√
x′′2+ z′′2 sin(φ −θ)
rθ⊥ = (z− z′′m)sinθ +(x− x′′m)cosθ
τ =λm f1w ε = λm f1v
φ = tan−1
(
z′′
x′′
)
D.8 Field Transfer in the Remote Focal Scanning System
The derivation uses the expression for the field in the focal plane of a lens, equation A.2. In
the RFS system, the tunable lens is placed in the Fourier plane of the objective. The field in
this plane is given by,
Uap(x′,y′,z′′) =
−i
λ f1
eik(z
′′+2 f1)e
−ikz′′
2 f 21
(x
′2+y′2) ∫∫ ∞
−∞
U0(x′′,y′′)e
−ik
f (x
′x′′+y′y′′)dx′′dy′′
The field after the aperture stop is given by the product of U1 with the aperture field trans-
mission function P0(x′,y′), and a quadratic phase factor representing the optical power of the
tunable lens (equation A.3).
U ′ap(x
′,y′,z′′)=
−i
λ f1
eik(z
′′+2 f1)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
P0(x′,y′)
∫∫ ∞
−∞
U0(x′′,y′′)e
−ik
f (x
′x′′+y′y′′)dx′′dy′′
The image field can be calculated again using equation A.2.
U1(x,y,z′′) =
−i
λ f2
eik(2 f2)
∫∫ ∞
−∞
U ′ap(x
′,y′,z′′)e
−ik
f (xx
′+yy′)dx′dy′
⇒U1(x,y,z′′) = −iλ f2 e
ik(2 f2) −i
λ f1
eik(z
′′+2 f1) · · ·
· · ·×
∫∫∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
U0(x′′,y′′)e
−ik
(
x′
(
x
f2
+ x
′′
f1
)
+y′
(
y
f2
+ y
′′
f1
))
dx′′dy′′dx′dy′
The coherent spread function (CSF) for a telecentric system with a tunable lens focal displace-
ment, ce is given by,
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ce(α,β ,z′′) =
1
λ 2 f1 f2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
e−ik(x
′α+y′β )dx′dy′
α =
x
f2
+
x′′
f1
β =
y
f2
+
y′′
f1
This can be rewritten in a new form in terms of the transverse magnfication m = − f2f1 ,
ce(α,β ,z′′) =
1
m(λ f1)2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
e
ik
f1
(x′α+y′β )dx′dy′
α =
x
m
− x′′ β = y
m
+ y′′ m =
− f2
f1
This allows us to define the image field as the convolution of the CSF with the object field,
U1(x,y,z′′) =
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
U0(x′′,y′′) · cp
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′
ce(α,β ) =
1
(λ f1)2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
e
ik
f1
(x′α+y′β )dx′dy′
α =
x
m
− x′′ β = y
m
− y′′ m = − f2
f1
For a coherent 3D object, the total field is given by the integration of the above equation over
depth (see section D.2). This can be expressed in terms of the ETL dependent coherent spread
function, ce.
Ue(x,y) =
∫ ∞
−∞
eik(2 f1+2 f2+z
′′)
m
∫∫ ∞
−∞
U0(x′′,y′′,z′′) · ce
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′dz′′
where,
ce(α,β ,z′′) =
1
( f1λ )2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
e
ik
f 1 (αx
′+βy′)dx′dy′
α =
x
m
− x′′ β = y
m
− y′′ m = − f2
f1
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The image intensity from a incoherent object, can be given in terms of the ETL dependent
intensity point spread function, he.
Ie(x,y) =
∫ ∞
−∞
1
m2
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·he
( x
m
− x′′, y
m
− y′′,z′′
)
dx′′dy′′dz′′
where,
he(α,β ,z′′) =
1
( f1λ )4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f
)
(x′2+y′2)
e
ik
f 1 (αx
′+βy′)dx′dy′
∣∣∣∣∣∣
2
D.8.1 Field Transfer in the RFS Relay System
The derivation uses the expression for the field in the focal plane of a lens, equation A.2. In
the RFS relay system, the tunable lens is placed in the Fourier plane of the primary relay lens
of focal length, f3. The field in this plane is given by,
Uap(x′,y′) =
−i
λ f3
eik(z
′′+2 f3)e
−ikz′′
2 f 23
(x
′2+y′2) ∫∫ ∞
−∞
U1(x′′,y′′)e
−ik
f3
(x′x′′+y′y′′)dx′′dy′′
The field after the aperture stop is given by the product of Uap with the aperture field trans-
mission function P0(x′,y′), and a quadratic phase factor representing the optical power of the
tunable lens (equation A.3).
U ′f (x
′,y′) =
−i
λ f3
eik(z
′′+2 f3)e
−ik
2
(
z′′
f 23
+ 1f
)
(x′2+y′2)
P0(x′,y′)
∫∫ ∞
−∞
U1(x′′,y′′)e
−ik
f3
(x′x′′+y′y′′)dx′′dy′′
The image field can be calculated again after a propagation distance to the image plane, fe,
using equation A.1.
U2(x,y) =
−i
λ fe
eik fee
ik
2 fe (x
2+y2)
∫∫ ∞
−∞
U ′f (x
′,y′)e
ik
2 fe (x
′2+y′2)e
−ik
fe (xx
′+yy′)dx′dy′
⇒U2(x,y) =−e
ik(z′′+2 f3+ fe)
λ 2 f3 fe
e
ik
2 fe (x
2+y2)
cdots
· · ·×
∫∫∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 23
+ 1f − 1fe
)
(x′2+y′2)
U1(x′′,y′′)e
−ik
(
x′
(
x
fe+
x′′
f3
)
+y′
(
y
fe+
y′′
f3
))
dx′′dy′′dx′dy′
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The coherent spread function (CSF) for a telecentric system with a tunable lens focal displace-
ment, ce is given by,
ce(α,ψ,z′′) =
1
λ 2 f 23
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′
f 21
+ 1f − 1fe
)
(x′2+y′2)
e
ik
f3
(x′α+y′ψ)dx′dy′
α =
x
me
− x′′ ψ = y
me
− y′′ me = − fef3
This allows us to define the image field as the convolution of the CSF with the object field,
U2(x,y) =
eik(2 f1+ fe+z
′′)
me
∫∫ ∞
−∞
U1(x′′,y′′) · ce
(
x
me
− x′′, y
me
− y′′,z′′
)
dx′′dy′′
If the primary imaging system is perfect, then the field after the microscope, U1 can be de-
scribed in terms of the object field, where the magnification between object and image plane
is given by m.
m2 ·U1(mx′′,my′′,m2z′′) =U0(x′′,y′′,z′′)
The image intensity from an extended incoherent object, can be given in terms of the ETL
dependent intensity point spread function, he.
I(x,y) =
∫ ∞
−∞
m2
m2e
∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·he
(
x
m ·me − x
′′,
y
m ·me − y
′′,z′′
)
dx′′dy′′dz′′
where,
he(α,ψ,z′′) =
1
( f3λ )4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z′′m2
f 23
+ 1f − 1fe
)
(x′2+y′2)
e
ikm
f3
(αx′+ψy′)dx′dy′
∣∣∣∣∣∣
2
α =
x
m ·me − x
′′ ψ =
y
m ·me − y
′′ m ·me = − f2f1 ·
− fe
f3
D.9 ETL Functionality and Zemax Modelling
Using a model for the electrically tunable lens, available from Optotune’s website [3], a Ze-
max simulation was created based on the physical dimensions of elements in the image relay.
The microscope remained under ideal paraxial assumptions. This assumption holds if the
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aberrations introduced by the image relay exceed the aberrations of the microscope. The ETL
is illustrated in figure D.1a.
(a) (b)
Figure D.1: The electrically tunable lens (ETL, EL-10-30). Both adapted from Optotune
[3].(a) Physical representation of the electrically tunable lens. (b) Working principle behind
commercially available electrically tunable lenses. The front surface undergoes bending due
to pressure from an electromagnetic actuator that exerts pressure on the container. The density
of the liquid is unchanged.
The physical ETL power surface moves under varying current conditions. This is how the
ETL functions as a focal shift device, see figure D.1b. As the ETL changes shape, the position
of the principal planes are axially displaced, which will cause a slight magnification change.
RFS-OPT requires an telecentric system and as a consequence the ETL is the limiting element.
Figure D.2: Configuration of the primary relay lens and ETL that maximised RMS resolution.
A large aperture lens was used as the primary relay lens, to ensure maximum light trans-
mission through the system. The orientation of the lenses were changed to find the best trans-
mission through the system. The optimal setup is shown in figure D.2. The merit function
was used to optimise the smallest paraxial RMS centroid spot size (shown in figure D.3 at
maximum ETL power). The primary source of aberration was the power surface of the ETL
(surface #12 in figure D.4). However the amount of spherical aberration varied with ETL
power. Consequently the system cannot be optimised further without an optical element that
has dynamic aberration compensation such as an SLM.
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Figure D.3: Zemax spot diagrams for setup shown in figure D.2 for 3 field locations. System
maximises paraxial resolution. ETL power at maximum.
Figure D.4: The three configuration corresponded to the ETL at min/mean/max currents. ETL
power surface at #12. Majority of the aberration was caused by curvature change of ETL
surface.
Appendix E
Non-Telecentric OPT
E.1 Field Transfer in Non-Telecentric System
This section details the derivation for optical electric field transfer in the non-telecentric mi-
croscope, illustrated by the schematic in figure 8.2. The object plane is at a distance z+ f1
away from the first lens. The field before the field lens is calculated using equation A.1,
U f1(x,y) =
−i
λ ( f1+ z)
eik( f1+z)e
ik
2( f1+z)
(x2+y2)
∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z)
(x′2+y′2)e
−ik
( f1+z)
(xx′+yy′)dx′dy′
Using equation A.3, the field after passing through the ideal infinite primary lens is given by,
U ′f1(x,y)=
−i
λ ( f1+ z)
eik( f1+z)e
ik
2 (x
2+y2)
(
1
f1+z
− 1f1
) ∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z)
(x′2+y′2)e
−ik
( f1+z)
(xx′+yy′)dx′dy′
⇒U ′f1(x,y)=
−i
λ ( f1+ z)
eik( f1+z)e
ik
2 (x
2+y2)
(
−z
f 1( f1+z)
) ∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z)
(x′2+y′2)e
−ik
( f1+z)
(xx′+yy′)dx′dy′
(E.1)
Propagating to the the plane of the aperture, set a distance f1−d away from the primary lens,
again using equation A.1, the field is given by,
Uap(x,y) =
−i
λ ( f1−d)e
ik( f1−d)e
ik
2( f1−d) (x
2+y2)
∫∫ ∞
−∞
U ′f1(x
′,y′)e
ik
2( f1−d) (x
′2+y′2)e
−ik
( f1−d) (xx
′+yy′)dx′dy′
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Inserting the field after the primary lens, U ′f1(x
′,y′), using equation E.1, this results in,
Uap(x,y) =
−eik(2 f1−d+z)
λ 2( f1−d)( f1+ z)e
ik
2( f1−d) (x
2+y2)
∫∫ ∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2( f1+z)
(x′′2+y′′2)e
−ik
( f1+z)
(x′x′′+y′y′′)
. . .
· · ·× e
ik
2 (x
′2+y′2)
(
1
f1−d−
z
f 1( f1+z)
)
e
−ik
( f1−d) (xx
′+yy′)dx′dy′dx′′dy′′
(E.2)
The linear phase terms of this expression can be rewritten as,
e
−ik
f1+z
(x′x′′+y′y′′)e
−ik
( f1−d) (xx
′+yy′)
= e−ik
(
x′
(
x′′
f1+z
+ xf1−d
)
+y′
(
y′′
f1+z
+ yf1−d
))
As such the integral over dx′dy′ in equation E.2 can be given as,
M(x,y,x′′,y′′) =
∫∫ ∞
−∞
e
ik
2 (x
′2+y′2)
(
1
f1−d−
z
f 1( f1+z)
)
e−ik
(
x′
(
x′′
f1+z
+ xf1−d
)
+y′
(
y′′
f1+z
+ yf1−d
))
dx′dy′
This is simply a scaled Fourier transform of the parabolic function, and by using equation A.4,
can be expressed as,
M(x,y,x′′,y′′) =
iλ f1( f1−d)( f1+ z)
f 21 + zd
e
−ik
2 (x
2+y2)
(
f1( f1+z)
( f1−d)( f 21+zd)
)
. . .
· · ·× e
−ik
2 (x
′′2+y′′2)
(
f1( f1−d)
( f1+z)( f
2
1+zd)
)
· · ·× e−ik(xx
′′+yy′′)
(
f1
f 21+zd
)
Equation E.2 can then be rewritten as,
Uap(x,y) =
−i f1eik(2 f1−d+z)
λ ( f 21 + zd)
e
ik
2 (x
2+y2)
(
1
f1−d−
f1( f1+z)
( f1−d)( f 21+zd)
)
. . .
· · ·×
∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z
− f1( f1−d)
( f1+z)( f
2
1+zd)
)
e
−ik(xx′′+yy′′)
(
f1
f 21+zd
)
dx′′dy′′
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The field after the aperture stop is the product of Uap with a general function describing the
aperture transmission, P0(x,y). This is given by,
U ′ap(x,y) =
−i f1eik(2 f1−d+z)
λ ( f 21 + zd)
P0(x,y)e
ik
2 (x
2+y2)
(
1
f1−d−
f1( f1+z)
( f1−d)( f1+zd)
)
. . .
· · ·×
∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z
− f1( f1−d)
( f1+z)( f
2
1+zd)
)
e
−ik(xx′′+yy′′)
(
f1
f 21+zd
)
dx′′dy′′
The field after the aperture can be propagated to the final image plane using equation A.2. The
propagation distance to the final lens is equal to f2+d, and as such the field in the image plane
can be expressed as,
U1(x,y) =
−i
λ f2
eik(2 f2+d)e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U ′ap(x
′,y′)e
−ik
f2
(xx′+yy′)dx′dy′ (E.3)
Inserting the expression for U ′f (x
′,y′),
⇒U1(x,y) = − f1e
ik(2 f1+2 f2+z)
λ 2 f2( f 21 + zd)
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∫∫ ∞
−∞
P0(x′,y′)e
ik
2 (x
′2+y′2)
(
1
f1−d−
f1( f1+z)
( f1−d)( f 21+zd)
)
. . .
· · ·×U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z
− f1( f1−d)
( f 21+z)( f1+zd)
)
e
−ik(x′x′′+y′y′′)
(
f1
f 21+zd
)
e
−ik
f2
(xx′+yy′)dx′dy′dx′′dy′′
The above expression can make use of the following conversions,
1
f1−d −
f1( f1+ z)
( f1−d)( f 21 + zd)
=
−z
f 21 + zd
1
f1+ z
− f1( f1−d)
( f1+ z)( f 21 + zd)
=
d
f 21 + zd
e
−ik(x′x′′+y′y′′)
(
f1
f 21+zd
)
e
−ik
f2
(xx′+yy′)
= e
−ik
(
x′
(
f1x
′′
f 21+zd
+ xf2
)
+y′
(
f1y
′′
f 21+zd
+ yf2
))
⇒U1(x,y) = − f1e
ik(2 f1+2 f2+z)
λ 2 f2( f 21 + zd)
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U0(x′′,y′′)e
ikd
2( f 21+zd)
(x′′2+y′′2)
. . .
· · ·×
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z
f 21+zd
)
(x′2+y′2)
e
−ik
(
x′
(
f1x
′′
f 21+zd
+ xf2
)
+y′
(
f1y
′′
f 21+zd
+ yf2
))
dx′dy′dx′′dy′′
(E.4)
The coherent spread function (CSF) is defined as,
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c(α,β ) =
1
( f1λ )2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
(
z
f 21+zd
)
e
ik f1
f 12+zd
(αx′+βy′)
dx′dy′
α =
x
m(z)
− x′′
β =
y
m(z)
− y′′
m(z) =
− f2 f1
f 21 + zd
The image field is the convolution of the CSF with the object field,
U1(x,y) =
eik(2 f1+2 f2+z)
m
· m(z)
m
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U0(x′′,y′′)e
−ikd
2( f 21+zd)
(x′′2+y′′2)
. . .
. . .× c
(
x
m(z)
− x′′, y
m(z)
− y′′
)
dx′′dy′′
E.1.1 Solid-Angle and Energy Transfer
The ratio of magnifcations, Rm, (equation 8.3) can be expressed in terms of collection solid-
angle. For a telecentric optical system, the collection angle is constant for each object plane.
This is shown in figure E.1a. However when the aperture is axially displaced the collection
angle also varies. As the collection angle varies the amount of energy transmitted through
the optical system varies for each object plane. The derivation for the solid angle is detailed
below.
The solid angle for a hemispherical cap is given by [103],
Ω= 2π(1− cosθ)
Under the paraxial approximation, sinθ ≈ θ . As such this formula can be reduced to,
Ω≈ 2π
(
1−
(
1− θ22
))
= πθ 2
When the system is telecentric, the aperture lies in the Fourier plane (figure E.1a). As a
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[b!]
(a) (b)
Figure E.1: Axial dependent light collection efficiency for non-telecentric system illstrated by
variation in collection solid-angle. (a) Cross sectional geometric representation of the solid
angle subtended by the aperture when the aperture lies in the Fourier plane of the 4f system.
The solid angle is equal for all object planes, Ωz′′ = Ω0. Note the in plane half-angle of the
cone is given by θ . (b) The aperture is displaced by a distance d towards the primary lens.
Simple ray tracing argument give the location of the entrance pupil (orange). With a displaced
aperture, the solid angle is not equal for all object planes, Ωz′′ ̸=Ω0.
consequence if the aperture is circular and for an objective obeying the sine condition [24],
θ =
rap
f1
⇒Ω0 =Ωz′′ =
πr2ap
f 21
=
1
f 21
∫ ∞
−∞
|P0(t ′,y′)|2dt′dy′
where rap is the aperture radius. When the aperture is displaced by a distance d towards the
primary lens, the position of the entrance pupil is calculated using the lens maker’s equation
[24] (note the signs may not be consistent with other references due to the already defined
geometry of the OPT system). In our system the distance of the entrance pupil from the
objective (v) and transverse magnification are given by,
v =
∣∣∣∣ f1( f1−d)d
∣∣∣∣ m = ∣∣∣∣ f1d
∣∣∣∣
This leads the the radius of the entrance pupil, re =
rap f1
d . The half-angle θ in the focal plane
of the primary lens is the same as for the previous case, θ ≈ ρf1 leading to the same solid angle
of Ω0. For an object plane a distance z′′ away from the focal plane, the half angle θz′′ is given
by,
θz′′ = tan−1
rap f1
d
· 1
f1+ z′′+
f 21
d − f1
= tan−1( rap f1
f 21 + z
′′d
)
≈ rap
f1(1+ z
′′d
f 21
)
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This leads to a solid angle, Ωz, that depends on the object plane location.
Ωz′′ =
πρ2
f 21
· f
2
1(
f 21 + z
′′d
)2 = f 21( f 21 + z′′d)2 ·
1
f 21
∫ ∞
−∞
|P0(t ′,y′)|2dt′dy′
Using the formula, the ratio of solid angles can be rewritten in terms of the ratio of magnifica-
tions,
Ωz′′
Ω0
=
m2(z′′)
m2
=
1(
1+ z
′′d
f 21
)2 (E.5)
E.2 Focal-Scanning in Non-Telecentric System
The point spread function in the non-telecentric system is described by equation 8.5 in the
main text.
hrot(α,ψ,η ′′o f f ) =
1
(λ f1)4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(ζ ′,y′)e
−ikη ′′o f f Rm
2 f 21
(ζ ′2+y′2)
e
ikRm
f1
(αζ ′+ψy′)dζ ′dy′
∣∣∣∣∣∣
2
Rm ==
1
1+
η ′′o f f d
f 21
In the focal-scanning system, the aperture stop is replaced by a finite tunable lens. The deriva-
tion follows an identical path section E.1, with the aperture function replaced with a function
describing tunable lens shape and focal length, f (see equation A.3).
P0(x′,y′)→ P0(x′,y′)e−
ik
2 f
The extra quadratic phase factor is enveloped by the defocus parameter that is present in the
point spread function, and is not transferred to any other part of the imaging equation. The
final expression for the PSF with the tunable lens present is given by,
hrot(α,ψ,η ′′o f f ) =
1
(λ f1)4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(ζ ′,y′)e
−ik
2 (ζ
′2+y′2)
(
η ′′o f f Rm
f 21
+ 1f
)
e
ikRm
f1
(αζ ′+ψy′)dζ ′dy′
∣∣∣∣∣∣
2
(E.6)
A focal-scanned point spread function is generated by integrating over the optical power of
the tunable lens, p = 1f . This can be represented as an integral between
−ρ
2 → ρ2 where ρ is
the total optical power range that the system is scanning over.
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hrot(α,ψ,η ′′o f f )=
∫ p= ρ2
p=−ρ2
1
(λ f1)4
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(ζ ′,y′)e
−ik
2 (ζ
′2+y′2)
(
η ′′o f f Rm
f 21
+p
)
e
ikRm
f1
(αζ ′+ψy′)dζ ′dy′
∣∣∣∣∣∣
2
dp
Expanding the square function leads to,
h f s =
∫ p= ρ2
p= ρ2
1
(λ f1)4
∫∫∫∫
P0(ζ1,y1)P∗0 (ζ2,y2)e
−ik
2
(
η ′′o f f Rm
f 21
+p
)
(ζ 21−ζ 22+y21−y22)
. . .
· · ·× e
−ikRm
f1
(α(ζ1−ζ2)+ψ(y1−y2))dtζ1dζ1dt2dy2dp
Using the relations ζ1 = ζ ′+ τ2 , ζ2 = ζ
′− τ2 , y1 = y′+ ε2 and y2 = y′− ε2 this is equivalent to,
h f s =
∫ p= ρ2
p= ρ2
1
(λ f1)4
∫∫∫∫ ∞
−∞
P0(ζ ′+ τ2 ,y
′+ ε2)P
∗
0 (ζ
′− τ2 ,y′− ε2) . . .
· · ·× e−ik
(
η ′′o f f Rm
f 21
+p
)
(ζ ′τ+y′ι)
e
−ikRm
f1
(ατ+ψε)dζ ′dy′dτdεdp
The scanning of the focal plane is represented by the p-integral, which can be isolated and
evaluated independently. This is identical to the equivalent focal-scanning integral in tele-
centric focal scanning (section 6.2.2). The final expression for the focal scanned point spread
function in the non-telecentric system, shown for both linear and sinusoidal operation, is given
by,
h f s =
1
(λ f1)4
∫∫ ∞
−∞
A fmod
(
τ,ε,Rm · η
′′
o f f τ
λ f 21
,Rm · η
′′
o f f ε
λ f 21
,ρ
)
e
−ik
f1
Rm(ατ+ψε)dτdε
where the modified ambiguity function (see section A.3) is described by,
A fmod(τ,ε,µ,ν ,ρ) =
∫∫ ∞
−∞
P0(ζ ′+ τ2 ,y
′+ ε2)P
∗
0 (ζ
′− τ2 ,y′− ε2) ·M · e−i2π(µζ
′+νy′)dζ ′dy′
M(ρ,ζ ′,y′,τ,ε) =
sinc
(
ρ(ζ ′τ+y′ε)
λ
)
linear
J0 (πρk(ζ ′τ+ y′ε)) sinusoidal
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E.3 Sub-Volume Non-Telecentric OPT
This derives the field transfer for the optical setup shown in figure 9.2. The field in the plane
of the aperture is given by equation E.2, with z→ z′′−b.
U ′ap(x,y) =
−i f1eik(2 f1−d+z′′−b)
λ ( f 21 +(z′′−b)d)
P0(x,y)e
ik
2 (x
2+y2)
(
1
f1−d−
f1( f1+z
′′−b)
( f1−d)( f1+(z′′−b)d)
)
. . .
· · ·×
∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+(z
′′−b)−
f1( f1−d)
( f1+z
′′−b)( f 21+(z′′−b)d)
)
e
−ik(xx′′+yy′′)
(
f1
f 21+(z
′′−b)d
)
dx′′dy′′
The field after the aperture can be propagated to the final image plane using equation A.2. The
propagation distance to the final lens is equal to f2+d+b, and as such the field in the image
plane can be expressed as,
U1(x,y) =
−i
λ f2
eik(2 f2+d+b)e
−ik(d+b)
2 f2( f2+d+b)
(x2+y2)
∫∫ ∞
−∞
U ′ap(x
′,y′)e
−ik
f2
(xx′+yy′)dx′dy′
Inserting the expression for U ′ap(x′,y′) results in the final expression for image field,
U1(x,y) =
− f1 fdeik(2( f1+ f2)+z′′)
λ 2 f2( f 21 +(z′′−b)d)
e
−ik
2 f2
(x2+y2) d+bf2+d+b · · ·
· · ·×
∫∫∫∫ ∞
−∞
dx′′dy′′dx′dy′U0(x′′,y′′)e
−ik
2 (x
′′2+y′′2)
(
d
f 21+(z
′′−b)d
)
P0(x′,y′) · · ·
· · ·× e
−ik
2 (x
′2+y′2)
[
z′′−b
f 21+(z
′′−b)d
]
e
−ik
[
x′
(
f1x′′
f 21+(z
′′−b)d+
x
f2
)
+y′
(
f1y′′
f 21+(z
′′−b)d+
y
f2
)]
For an incoherent imaging system the image intensity for an extended object is given by,
I(x,y) =
1
m2
∫ ∞
−∞
m2(z′′)
m
∫∫ ∞
−∞
I0(x′′,y′′) ·hnt
(
x
m(z′′) − x′′, ym(z′′) − y′′,z′′
)
dx′′dy′′dz′′
where the intensity point spread function, hnt , is equal to
hnt
(
α,ε,z′′
)
=
1
( f1λ )4
∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
[
z′′−b
f 21+(z
′′−b)d
]
e
ik
f1
f 21+(z
′′−b)d (αx
′+εy′)
dx′dy′
∣∣∣∣∣
2
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α =
x
m(z′′)
− x′′ ε = y
m(z′′)
− y′′
m(z′′) =
− f1 f2
f 21 +(z
′′−b)d =
m
1+ (z
′′−b)d
f 21
E.4 Focal Scanning Sub-Volume OPT: Common Displace-
ment of ETL and Objective
This section details the derivation for image intensity in the non-telecentric focal-scanning
sub-volume system. It is referenced to by section 9.3.1, and the optical schematic is shown
in figure 9.11. The object plane is at a distance z+ f1−b away from the first lens. The field
before the field lens is calculated using equation A.1,
U f1(x,y)=
−i
λ ( f1+ z−b)e
ik( f1+z−b)e
ik
2( f1+z−b) (x
2+y2)
∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z−b) (x
′2+y′2)e
−ik
( f1+z−b) (xx
′+yy′)dx′dy′
Using equation A.3, the field after passing through the ideal infinite primary lens is given by,
U ′f1(x,y) =
−i
λ ( f1+ z−b)e
ik( f1+z−b)e
ik
2 (x
2+y2)
(
1
f1+z−b−
1
f1
)
· · ·
· · ·×
∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z−b) (x
′2+y′2)e
−ik
( f1+z−b) (xx
′+yy′)dx′dy′
⇒U ′f1(x,y) =
−i
λ ( f1+ z−b)e
ik( f1+z−b)e
ik
2 (x
2+y2)
(
−z+b
f 1( f1+z−b)
)
×
·· ·×
∫∫ ∞
−∞
U0(x′,y′)e
ik
2( f1+z−b) (x
′2+y′2)e
−ik
( f1+z−b) (xx
′+yy′)dx′dy′
Propagating to the the plane of the ETL, set a distance f1−d+b away from the primary lens,
again using equation A.1, the field is given by,
U f (x,y)=
−i
λ ( f1−d+b)e
ik( f1−d+b)e
ik
2( f1−d+b) (x
2+y2)
∫∫ ∞
−∞
U ′f1(x
′,y′)e
ik
2( f1−d+b) (x
′2+y′2)e
−ik
( f1−d+b) (xx
′+yy′)dx′dy′
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Inserting the field after the primary lens, U ′f1(x
′,y′), this results in,
U f (x,y) =
−eik(2 f1−d+z)
λ 2( f1−d+b)( f1+ z−b)e
ik
2( f1−d+b) (x
2+y2) · · ·
· · ·×
∫∫ ∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2( f1+z−b) (x
′′2+y′′2)e
−ik
( f1+z−b) (x
′x′′+y′y′′)
. . .
· · ·× e
ik
2 (x
′2+y′2)
(
1
f1−d+b−
z−b
f1( f1+z−b)
)
e
−ik
( f1−d+b) (xx
′+yy′)dx′dy′dx′′dy′′
The linear phase terms of this expression can be rewritten as,
e
−ik
f1+z−b (x
′x′′+y′y′′)e
−ik
( f1−d+b) (xx
′+yy′)
= e−ik
(
x′
(
x′′
f1+z−b+
x
f1−d+b
)
+y′
(
y′′
f1+z−b+
y
f1−d+b
))
As such the integral over dx′dy′ is given by,
M(x,y,x′′,y′′)=
∫∫ ∞
−∞
e
ik
2 (x
′2+y′2)
(
1
f1−d+b−
z−b
f1( f1+z−b)
)
e−ik
(
x′
(
x′′
f1+z−b+
x
f1−d+b
)
+y′
(
y′′
f1+z−b+
y
f1−d+b
))
dx′dy′
This is simply a scaled Fourier transform of the parabolic function, and by using equation A.4,
can be expressed as,
M(x,y,x′′,y′′) =
iλ f1( f1−d+b)( f1+ z−b)
f 21 +(b− z)(b−d)
e
−ik
2 (x
2+y2)
(
f1( f1+z−b)
( f1−d+b)( f 21+(b−d)(b−z))
)
. . .
· · ·× e
−ik
2 (x
′′2+y′′2)
(
f1( f1−d+b)
( f1+z−b)( f 21+(b−z)(b−d))
)
· · ·× e−ik(xx
′′+yy′′)
(
f1
f 21+(b−d)(b−z)
)
The field before the ETL is then described by,
U f (x,y) =
−i f1eik(2 f1−d+z)
λ ( f 21 +(b−d)(b− z))
e
ik
2 (x
2+y2)
(
1
f1−d+b−
f1( f1+z−b)
( f1−d+b)( f 21+(b−z)(b−d))
)
. . .
· · ·×
∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z−b−
f1( f1−d+b)
( f1+z−b)( f 21+(b−z)(b−d))
)
e
−ik(xx′′+yy′′)
(
f1
f 21+(b−z)(b−d)
)
dx′′dy′′
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The field after the ETL is the product of U f with a general function describing the aperture
transmission, P0(x,y), and the quadratic phase of the ETL. This is given by,
U ′f (x,y) =
−i f1eik(2 f1−d+z)
λ ( f 21 +(b−d)(b− z))
P0(x,y)e
ik
2 (x
2+y2)
(
1
f1−d+b−
f1( f1+z−b)
( f1−d+b)( f1+(b−d)(b−z))−
1
f
)
. . .
· · ·×
∫∫ ∞
−∞
U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z−b−
f1( f1−d+b)
( f1+z−b)( f 21+(b−d)(b−z))
)
e
−ik(xx′′+yy′′)
(
f1
f 21+(b−d)(b−z)
)
dx′′dy′′
The field after the aperture can be propagate to the final image plane using equation A.2. The
propagation distance to the final lens is equal to f2+d, and as such the field in the image plane
can be expressed as,
U1(x,y) =
−i
λ f2
eik(2 f2+d)e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U ′f (x
′,y′)e
−ik
f2
(xx′+yy′)dx′dy′
Inserting the expression for U ′f (x
′,y′),
⇒U1(x,y) = − f1e
ik(2 f1+2 f2+z)
λ 2 f2( f 21 +(b−d)(b− z))
e
−ikd
2 f2( f2+d)
(x2+y2) · · ·
· · ·×
∫∫ ∫∫ ∞
−∞
P0(x′,y′)e
ik
2 (x
′2+y′2)
(
1
f1−d+b−
f1( f1+z−b)
( f1−d+b)( f 21+(b−d)(b−z))
− 1f
)
. . .
· · ·×U0(x′′,y′′)e
ik
2 (x
′′2+y′′2)
(
1
f1+z−b−
f1( f1−d+b)
( f 21+z−b)( f1+(b−d)(b−z))
)
· · ·
· · ·× e−ik(x
′x′′+y′y′′)
(
f1
f 21+(b−d)(b−z)
)
e
−ik
f2
(xx′+yy′)dx′dy′dx′′dy′′
The above expression can make use of the following conversions,
1
f1−d+b −
f1( f1+ z−b)
( f1−d+b)( f 21 +(b−d)(b− z))
− 1
f
=
−z+b
f 21 +(b−d)(b− z)
− 1
f
1
f1+ z−b −
f1( f1−d+b)
( f1+ z−b)( f 21 +(b−d)(b− z))
=
d−b
f 21 +(b−d)(b− z)
e
−ik(x′x′′+y′y′′)
(
f1
f 21+(b−d)(b−z)
)
e
−ik
f2
(xx′+yy′)
= e
−ik
(
x′
(
f1x
′′
f 21+(b−d)(b−z)
+ xf2
)
+y′
(
f1y
′′
f 21+(b−d)(b−z)
+ yf2
))
⇒U1(x,y) = − f1e
ik(2 f1+2 f2+z)
λ 2 f2( f 21 +(b−d)(b− z))
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U0(x′′,y′′)e
ik(d−b)
2( f 21+(b−d)(b−z))
(x′′2+y′′2)
. . .
· · ·×
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2
(
z−b
f 21+(b−d)(b−z)
+ 1f
)
(x′2+y′2)
e
−ik
(
x′
(
f1x
′′
f 21+(b−d)(b−z)
+ xf2
)
+y′
(
f1y
′′
f 21+(b−d)(b−z)
+ yf2
))
dx′dy′dx′′dy′′
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The coherent spread function (CSF) is defined as,
c(α,β ) =
1
( f1λ )2
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
(
z−b
f 21+(b−d)(b−z)
+ 1f
)
e
ik f1
f 12+(b−d)(b−z) (αx
′+βy′)
dx′dy′
α =
x
m(z)
− x′′
β =
y
m(z)
− y′′
m(z) =
− f2 f1
f 21 +(b−d)(b− z)
The image field is the convolution of the CSF with the object field,
U1(x,y) =
eik(2 f1+2 f2+z)
m
· m(z)
m
e
−ikd
2 f2( f2+d)
(x2+y2)
∫∫ ∞
−∞
U0(x′′,y′′)e
ik(d−b)
2( f 21+(b−d)(b−z))
(x′′2+y′′2)
. . .
. . .× c
(
x
m(z)
− x′′, y
m(z)
− y′′
)
dx′′dy′′
For an incoherent imaging system the image intensity for an extended object is given by,
I(x,y) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′) ·h
(
x
m(z′′) − x′′, ym(z′′) − y′′,z′′
)
dx′′dy′′dz′′
where the intensity point spread function, h, is equal to
h
(
α,ε,z′′
)
=
(
m(z′′)
mλ 2 f 21
)2 ∣∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
(
z′′−b
f 21
m(z′′)
m +
1
f
)
e
ik
f1
m(z′′)
m (αx
′+εy′)dx′dy′
∣∣∣∣∣∣
2
α =
x
m(z′′)
− x′′ ε = y
m(z′′)
− y′′
m(z′′) =
− f1 f2
f 21 +(z
′′−b)(d−b) =
m
1+ (z
′′−b)(d−b)
f 21
Unlike the non-telecentric sub-volume OPT system described in section 9.1.2, the depth de-
pendent magnification m(z′′) cannot be cast into a form that resembles the x-ray coordinate
E.5 ETL-Offset Lens Combination for Sub-Volume Non-Telecentric OPT 291
transform (given by equation 8.13). The effective source-detector distance would be given by,
R(b) =
d−b
f 21
For sub-volume tracking the value of the axial translation, b, is described by equation 9.1, and
is dependent on the projection angle, β . As a consequence the above optical system cannot be
used with standard cone-beam reconstruction as the effective source-detector distance changes
with projection angle.
E.5 ETL-Offset Lens Combination for Sub-Volume Non-Telecentric
OPT
This derivation relates to section 9.3.2 of the main text, and references figure 9.13. Using
equations A.1 and A.2, the field after the diverging lens and the field in the image plane are
described by the following equations.
U ′d(x,y) =
−i
λ (g+b)
eik(g+b)e
ik
2 (x
2+y2)
( 1
g+b−
1
fd
) ∫∫ ∞
−∞
U ′e(x
′,y′)e
ik
2(g+b) (x
′2+y′2)e
−ik
g+b (xx
′+yy′)dx′dy′
U1(x,y) =
−i
λ f2
eik(2 f2+d−g)e
ik
2 f 22
(x2+y2)(g−d) ∫∫ ∞
−∞
U ′d(x
′,y′)e
−ik
f2
(xx′+yy′)dx′dy′
Combining these two expressions,
U1(x,y) =
−eik(2 f2+d+b)
λ 2 f2(g+b)
e
ik
2 f 22
(x2+y2)(g−d) ∫∫ ∞
−∞
U ′e(x
′′,y′′)e
ik
2(g+b) (x
′′2+y′′2) · · ·
· · ·×
∫∫ ∞
−∞
e
ik
2 (x
′2+y′2)
(
fd−g−b
fd(g+b)
)
e
−ik
[
x′
(
x
f2
+
x′′
g+b
)
+y′
(
y
f2
+
y′′
g+b
)]
dx′dy′︸ ︷︷ ︸
FT[F(x′,y′)]
dx′′dy′′
The Fourier transform over (x′,y′) can be evaluated using equation A.4.
FT
[
F(x′,y′)
]
=
iλ fd(g+b)
fd−g−b
[
e
−ik
2 f 22
fd (g+b)
fd−g−b(x
2+y2)
e
−ik
2(g+b)
fd
fd−g−b(x
′′2+y′′2)e
−ik
f2
fd
fd−g−b (xx
′′+yy′′)
]
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Replacing this result into the original formula,
U1(x,y) =
−i fdeik(2 f2+d+b)
λ f2( fd−g−b) e
ik
2 f 22
(x2+y2)
(
g−d− fd(g+b)fd−g−b
)
· · ·
· · ·×
∫∫ ∞
−∞
U ′e(x
′′,y′′)e
−ik
2( fd−g−b) (x
′′2+y′′2)
e
−ik fdf2( fd−g−b) (xx
′′+yy′′)
dx′′dy′′
The formula for the field after the tunable lens is given by,
U ′e(x,y) =
−i f1
λ ( f 21 +(z′′−b)d)
eik(2 f1−d+z
′′−b)e
−ik
2 (x
2+y2)
(
z′′−b
f 21+(z
′′−b)d+
1
f
)
×P0(x,y) · · ·
· · ·×
∫∫ ∞
−∞
U0(x′,y′)e
−ik
2 (x
′′2+y′′2)
(
d
f 21+(z
′′−b)d
)
e
−ik f1
f 21+(z
′′−b)d (xx
′+yy′)
dx′dy′
The final expression for image field can then be calculated.
U1(x,y) =
− f1 fdeik(2( f1+ f2)+z′′)
λ 2 f2( fd−g−b)( f 21 +(z′′−b)d)
e
−ik
2 f 22
(x2+y2)
(
g−d− fd(g+b)fd−g−b
)
· · ·
· · ·×
∫∫∫∫ ∞
−∞
dx′′dy′′dx′dy′U0(x′′,y′′)e
−ik
2 (x
′′2+y′′2)
(
d
f 21+(z
′′−b)d
)
P0(x′,y′) · · ·
· · ·× e
−ik
2 (x
′2+y′2)
[
z′′−b
f 21+(z
′′−b)d+
1
f +
1
fd−g−b
]
· · ·
· · ·× e−ik
[
x′
(
f1x′′
f 21+(z
′′−b)d+
fdx
f2( fd−g−b)
)
+y′
(
f1y′′
f 21+(z
′′−b)d+
fdy
f2( fd−g−b)
)]
For an incoherent imaging system the image intensity for an extended object is given by,
I(x,y) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′) ·h
(
x
m(z′′) − x′′, ym(z′′) − y′′,z′′
)
dx′′dy′′dz′′
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where the intensity point spread function, h, is equal to
h
(
α,ε,z′′
)
=
 m(z′′)
mλ 2 f 21
(
1− g+bfd
)2

2
· · ·
· · ·×
∣∣∣∣∣
∫∫ ∞
−∞
P0(x′,y′)e
−ik
2 (x
′2+y′2)
[
z′′−b
f 21+(z
′′−b)d+
fd+ f−g−b
f ( fd−g−b)
]
e
ik
f1
f 21+(z
′′−b)d (αx
′+εy′)
dx′dy′
∣∣∣∣∣
2
α =
x
m(z′′)
− x′′ ε = y
m(z′′)
− y′′
m(z′′) =
− f1 f2( fd−g−b)
fd( f 21 +(z
′′−b)d) =
(
1− g+bfd
)
· m
1+ (z
′′−b)d
f 21
Under the coordinate transforms for sub-volume imaging z′′− b → η ′′sv, is the new depth co-
ordinate. The following equations describe the effective new depth coordinate, and tracking
profiles in depth (∆η ′′) and perpendicular to the optic axis (∆ζ ′′).
η ′′sv = z
′′ cosβ − x′′ sinβ +∆η ′′
∆η ′′ = ∆zcosβ −∆xsinβ
∆ζ ′′ = ∆xcosβ +∆zsinβ
The tomographic formula for this system is given by,
I(ζ ,σ) =
1
m2
∫∫∫ ∞
−∞
I0(x′′,y′′,z′′) ·hr
(
α,ε,η ′′sv
)
dx′′dy′′dz′′
hr(α,ε,η ′′sv) =
 mη ′′sv
mλ 2 f 21
(
1− g+bfd
)
2 · · ·
· · ·×
∣∣∣∣∣∣
∫∫ ∞
−∞
P0(ζ ′,y′)e
−ik
2 (ζ
′2+y′2)
[mη ′′sv
m
η ′′sv
f 21
+ 1fd−g−b+
1
f
]
e
ik
f1
mη ′′sv
m (αζ
′+εy′)dζ ′dy′
∣∣∣∣∣∣
294 Non-Telecentric OPT
α =
ζ
m(z′′)
− x′′ cosβ − z′′ sinβ −∆ζ
ε =
σ
m(z′′)
− y′′
mb =
(
1− g+bfd
)
·mη ′′sv
mη ′′sv =
m
1+ η
′′
svd
f 21
The formula below alternatively represents the PSF using the shifted ambiguity function (sec-
tion A.3), and the magnification parameter associated with sub-volume non-telecentric OPT ,
mη ′′sv .
hr(α,ε,η ′′sv) =
 mη ′′sv
mλ 2 f 21
(
1− g+bfd
)
2 ∫∫ ∞
−∞
A fshi f t (τ, ι ,µ,ν)e
ik
f 1
mη ′′
m (ατ+ει)dτdι
µ =
τ
λ
(mη ′′sv
m · η
′′
sv
f 21
+ 1fd−g−b +
1
f
)
ν =
ι
λ
(mη ′′sv
m · η
′′
sv
f 21
+ 1fd−g−b +
1
f
)
E.6 Derivation for negligible Magnification Change in ETL-
Negative Lens System
Using equation 9.8, the minimum magnification change for negligible change (for common
η ′′sv) in the projection images is derived below. The maximum lateral field location at minimum
and maximum magnification are given by Fmin and Fmax respectively.
Fmin =
e ·FoV
2m(z′′)max
=
e ·FoV
2mη ′′sv
· 1
1− g+bmaxfd
Fmax =
e ·FoV
2m(z′′)min
=
e ·FoV
2mη ′′sv
· 1
1− g+bminfd
∆F = Fmax−Fmin
=
e ·FoV
2mη ′′sv
· bmin−bmax(
1− g+bminfd
)(
1− g+bmaxfd
)
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If bmax =−bmin = |b| then,
∆F =
e ·FoV
2mη ′′sv
· 2|b| fd
( fd−g)2−|b|2
For the difference to be invisible the magnitude of ∆F must be less than the effective pixel
size, relative to the objective magnification, m.
∆F ≤ e
m
⇒ FoV
2
(
1+ η
′′
svd
f 21
)
· −2|b| fd
( fd−g)2−|b|2
≤ 1
⇒ FoV
2
(
1+ η
′′
svd
f 21
)
≤ −( fd−g)
2−|b|2
2|b| fd
If our system, fd−g≫ |b|, reducing the condition down to,
FoV
2
(
1+ η
′′
svd
f 21
)
≤ −( fd−g)
2
2|b| fd
|b| ·FoV≤ −( fd−g)
2
fd
· 1
1+ η
′′
svd
f 21
For η ′′sv = 0 this reduces to,
|b| ·FoV≤ −( fd−g)
2
fd
For the tracked point in our system, η ′′sv = 0, fd ∼ −80mm and g ∼ 10mm, the condition
becomes |b| · FoV . 100mm. If the range on our piezo drive is 1mm, then the relative
change in magnification from the piezo translation is not significant for the central 100 pixels
(∆F . 100pixels). However this is insufficient for any sub-volume that exceeds 100 pixels in
diameter.
However this criterion is a strict limit. When the magnitude of ∆F is smaller than the
diffraction limited resolution, there is negligible difference in the projection images (if diffrac-
tion limited, the pixel values may change, but the overall projection will have not contain any
significant differences). In this case,
∆F ≤ FWHM
e ·FoV
2mη ′′sv
· 2|b| fd
( fd−g)2−|b|2
≤ FWHM
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e·FoV
FWHM
≤ m · −( fd−g)
2
|b| fd ·
1
1+ η
′′
svd
f 21
In our system at η ′′sv = 0, this reduces to,
e·FoV
FWHM
. 100 ·m
E.7 Displacement of Aperture Stop from ETL Principal Plane
in Focal Scanning Sub-Volume NT OPT
In reality the tunable lens is not an ideal thin lens. In a thick lens the focal power is applied at
the principal planes, see [24]. This section explores the consequence of an axial displacement
between the tunable lens and the aperture stop. Figure 9.17 illustrates the optical schematic
of the non-telecentric focal-scanning system with a displacement, e, between the ETL and the
stop. Using equations A.1 and A.2, the field after the tunable lens, and the field in the image
plane are described by the following equations.
U ′e(x,y) =
−i
λe
eikee
ik
2e (x
2+y2)
(
1− ef
) ∫∫ ∞
−∞
U ′ap(x
′,y′)e
ik
2e (x
′2+y′2)e
−ik
e (xx
′+yy′)dx′dy′
U1(x,y) =
−i
λ f2
eik(2 f2+d−e)e
ik
2 f 22
(x2+y2)(e−d) ∫∫ ∞
−∞
U ′e(x
′,y′)e
−ik
f2
(xx′+yy′)dx′dy′
Combining these two expressions,
U1(x,y) =
−eik(2 f2+d)
λ 2 f2e
e
ik
2 f 22
(x2+y2)(e−d) ∫∫ ∞
−∞
U ′ap(x
′′,y′′)e
ik
2e (x
′′2+y′′2) · · ·
· · ·×
∫∫ ∞
−∞
e
ik
2e (x
′2+y′2)
(
1− ef
)
e
−ik
[
x′
(
x
f2
+
x′′
e
)
+y′
(
y
f2
+
y′′
e
)]
dx′dy′︸ ︷︷ ︸
FT[F(x′,y′)]
dx′′dy′′
The Fourier transform over (x′,y′) can be evaluated using equation A.4.
FT
[
F(x′,y′)
]
=
iλe f
f − e
[
e
−ik
2 f 22
g f
f−e(x
2+y2)
e
−ik
2e
f
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f
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]
Replacing this result into the original formula,
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U1(x,y) =
−i f eik(2 f2+d)
λ f2( f − e) e
−ik
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The field after the aperture stop is given by,
U ′ap(x,y) =
−i f1
λ ( f 21 + z′′d)
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−ik
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The final expression for image field can then be calculated.
U1(x,y) =
− f1 f eik(2( f1+ f2)+z′′)
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−ik
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For an incoherent imaging system the image intensity for an extended object is given by,
I(x,y) =
1
m2
∫ ∞
−∞
m2z′′
m2
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x
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where the intensity point spread function, hnt , is equal to
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298 Non-Telecentric OPT
After rotation in the tomographic system (no offset), z′′→ η ′′ = z′′ cosβ−x′′ sinβ , x′′→ ζ ′′ =
x′′ cosβ + z′′ sinβ .
I(ζ ,σ ,β ) =
1
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∫ ∞
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E.8 Derivation for Magnification Calibration with Non-Centred
AoR
As mentioned in section 8.1.6, when the optical axis is displaced from the axis of rotation, the
effective OPT source-detector distance R, cannot be calculated from the trace of a single point
object. However the location of the optic centre can be estimated using the traces of muliple
objects. This information can be used to calculate R. A single trace is illstrated in figure 8.6b,
highlighting the location of the maximum and minimum extents over 360°. The derivation
covers calculating the four values ∆ζ ,∆σ ,∆ζσ ,∆σζ and using these values to estimates ζo,σo.
The horizontal and vertical image coordiates are given by the following equations where
the optical centre is located at (ζo,σo).
ζ =
r cos(φ −β )−ζo
1+ r sin(φ−β )R
+ζo σ =
y−σo
1+ r sin(φ−β )R
+σo
The derivatives of the above, with respect to β , are given by,
dζ
dβ
=
rR(r−ζo cos(φ −β )+Rsin(φ −β ))
(R+ r sin(φ −β ))2
dσ
dβ
=
(y−σo)rRcos(φ −β )
(R+ r sin(φ −β ))2
The above formulae can be used to identify to value of β for the extreme points.
βζmin = φ + tan
−1
[
(rRζo−R
√
R4− r2R2+R2ζ 2o
rR2+ζo
√
R4− r2R2+R2ζ 2o
]
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βζmax = φ + tan
−1
[
(rRζo+R
√
R4− r2R2+R2ζ 2o
rR2−ζo
√
R4− r2R2+R2ζ 2o
]
βσmin = φ −
π
2
βσmax = φ +
π
2
Using figure 8.6b as reference, the maximum deviation in σ , can be calculated as,
∆σ = σ (βσmax)−σ (βσmin) =
2rR(y−σo)
R2− r2
At the same coordinates, the deviation in ζ is given by,
∆ζσ = ζ (βσmax)−ζ (βσmin) =
2rRζo
r2−R2
Using the same principle, the maximum deviation in ζ is given by,
∆ζ = ζ
(
βζmax
)−ζ (βζmin)= 2r
√
R4− r2R2+R2ζ 20
R2− r2
At the same coordinates, the deviation in σ is given by,
∆σζ =
2r(y−σo)ζo
√
R4− r2R2+R2ζ 20
(R2− r2)(r2−R2−ζ 2o )
Assuming a small cone-angle (paraxial assumption), R4 >> r2R2 >> R2ζ 2o , the ratio of ∆ζ
to ∆σ is given by,
∆σ
∆ζ
=
y−σo
R
⇒ σo = y− ∆σR∆ζ
Linear regression can be used on the equation for ∆σ to find the zero value. The data can be
fit using linear least square analysis [98]. Assuming all the traces have r,R> 0, this will reveal
the y−location of the optic centre (σo). There also exists a consistency relationship between
the above variables,
∆ζσ
∆ζ
=
∆σζ
∆σ
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∆σ and ∆ζσ can be combined to form the relationship,
ζo =
(σo− y)∆ζσ
∆σ
In a practical environment the largest inaccuracy comes by estimating ∆ζσ .The consistency
condition can be used to rewrite the above formula as,
ζo =
(σo− y)∆ζ∆σζ
∆σ2
Each trace provides an estimate of the optic centre x−location (ζo), and an average over all
traces will provide an average value for the optic centre, along with an associated error. Once
the optic centre has been found, R can be calculated using the same method as described in
the main text. The maximum deviation in ζ is given by,
∆ζ = ζ
(
βζmax
)−ζ (βζmin)= 2r
√
R4− r2R2+R2ζ 20
R2− r2
At the same coordinates, the deviation in σ is given by,
∆σζ =
2r(y−σo)ζo
√
R4− r2R2+R2ζ 20
(R2− r2)(r2−R2−ζ 2o )
Both ∆ζ and ∆σ can be solved for r (restricted to r > 0),
r =
√
∆ζ 2R4
R2(∆ζ 2+2(R2+ζ 2o ))+2
√
R4(∆ζ 2ζ 2o +(R2+ζ 2o )2)
r =
√
R2 (∆σ2+(y−σo)2)−R|y−σo|
∆σ
These two equations can be equated and solved for R,
R =
1√
2
√√√√∆ζ 2(y−σo)2
∆σ2
−ζ 2o +
√
(∆σ2+(y−σo)2) · (∆ζ 2(y−σo)2−∆σ2ζ 2o )2
∆σ4(y−σo)2
When (σo,ζo)→ 0 this expression reduces to the standard expression derived in the main text,
R =
1√
2
√
∆ζ 2y2
∆σ2
+
√
∆ζ 4y2 (∆σ2+ y2)
∆σ2
The above equations highlight that any error in the value of ∆σ against the y−location of the
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optic centre will cause inaccuracy in the estimation of R. As such in an experimental situation,
traces that are close to the optic centre are ignored.
E.9 Non-Telecentric OPT Line Profile Reconstructions
Additional analysis from equivalent dataset that is displayed in figure 8.8. Maximum intensity
projections through the reconstructed volume are shown in figure 8.8b-c, for yz and xy orthogo-
nal views (axis of rotation ≡ y axis). Figure E.2 displays line profiles through a reconstructed
sphere in comparison to raw projections. The FWHM resolution of the raw projection was
~1.6µm, while the resolution of the reconstruction was also ~1.75±0.15µm. Using the FWHM
resolution of the yz and xy profile, the anisotropicity ratio was approximately Raniso~0.85 (see
equation 4.9). Over the entire dataset the anisotropicity ratio was ~0.7±0.2.
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Figure E.2: Experimental images and associated line profiles through single microsphere in
raw projection (a), through maximum intensity projection through reconstructed volume along
along x-axis (b) and z-axis (c). Note that the fitting parameters are calculated in terms of pixels.
The FWHM is calculated by multiplying fitting parameter d by 2.355, and then converting into
real units. (d) Maximum and minimum FWHM resolutions in mm (in xz slice). (e) Anisotrop-
icity ratio as a function of field position (Raniso calculated as ratio of minimum:maximum
FWHM resolution in xz slice).
