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Abstract
In the present paper we analyze and discuss some mathematical aspects
of the fluid-static configurations of a self-gravitating perfect gas enclosed
in a spherical solid shell. The mathematical model we consider is based
on the well-known Lane–Emden equation, albeit under boundary condi-
tions that differ from those usually assumed in the astrophysical literature.
The existence of multiple solutions requires particular attention in devising
appropriate numerical schemes apt to deal with and catch the solution mul-
tiplicity as efficiently and accurately as possible. In sequence, we describe
some analytical properties of the model, the two algorithms used to obtain
numerical solutions, and the numerical results for two selected cases.
keyword Self-gravitating gas, Lane–Emden equation, Multiple solutions.
1 Introduction
The motivation behind our research in gravitational fluid dynamics is described in
details in the introduction to our recent paper [12]. The core purpose of that paper
was to study the static configurations of a self-gravitating isothermal sphere (see
Figure 1). The emphasis therein was mainly on physics, fluid statics and thermo-
dynamics in particular; we described thoroughly the adopted physical model and
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Figure 1: Study case: fluid statics of a self-gravitating isothermal perfect gas inside
a spherical solid shell with internal radius a and thickness δ.
the ensuing governing equations, and discussed numerical results. The spherically
symmetric mathematical problem inside the gas turns out to hinge completely on
the solution of the isothermal Lane-Emden equation [10]
d2 log ρ
dr2
+
2
r
d log ρ
dr
+
4piG
RT
ρ = 0, (1)
which provides the mass-density radial profile. Once this is available, pressure and
gravitational field follow straightforwardly from
p = ρRT (2)
and
g = RT
d log ρ
dr
. (3)
The following notation is used in equations (1)-(3):
2
r radial distance from origin
ρ mass density
G gravitational constant, 6.67428 · 10−11m3·kg−1·s−2
T temperature
R gas constant
p pressure
g gravitational field
Equation (1) is complemented with two conditions. The condition
d log ρ
dr
∣∣∣∣
r=0
= 0 (4)
is necessary from a mathematical point of view, to guarantee regularity of solutions
(see [14]), and is consistent with Gauss’ theorem, requiring the vanishing of the
gravitational field at the center of the gas sphere. The boundary condition
d log ρ
dr
∣∣∣∣
r=a
= − Gmg
a2RT
(5)
reflects the gravitational-field value established at the internal wall of the solid
shell by Gauss’ theorem and the spherical symmetry of the physical system. In
imposing the boundary condition (5), we diverge from the standard followed in the
astrophysical literature, which adopts the prescription of the gas density [ρ(0)] at
the center of the sphere. Ample discussion of the physical arguments that motivate
and justify our choice is provided in [12].
According to standard practice, we reformulate the mathematical problem [(1);
(4) and (5)] by introducing nondimensional radial coordinate and density together
with corresponding scale factors marked with a tilde
r = r˜ η and ρ(r) = ρ˜ ξ(η), (6)
so that the governing differential equation (1) and its associated boundary condi-
tions (4) and (5) turn into the nondimensional form
d2 log ξ
dη2
+
2
η
d log ξ
dη
+
4piGr˜2ρ˜
RT
ξ = 0
and
d log ξ
dη
∣∣∣∣
η=0
= 0,
d log ξ
dη
∣∣∣∣
η=a/r˜
= −Gmgr˜
a2RT
.
One further step consists in introducing the function y(η) = log ξ(η) and the
characteristic numbers
Π1 =
4piGr˜2ρ˜
RT
, Π4 =
a
r˜
, N =
Gmg
aRT
. (7)
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which control the mathematical problem. For details on the conceptual impli-
cations of turning equations such as (1) into nondimensional form, we refer the
reader to [12, Section 2.2]. After that step, the mathematical problem achieves
the final form
d2y
dη2
+
2
η
dy
dη
+ Π1e
y = 0, (8a)
dy
dη
∣∣∣∣
η=0
= 0,
dy
dη
∣∣∣∣
η=Π4
= −N
Π4
, (8b)
which constitutes the starting point of the present analysis.
In this paper, we concentrate on the mathematical aspects related to the gov-
erning differential equation (8a), its boundary conditions (8b) and its solutions. In
Section 2, we carry out a theoretical analysis of (8) and, among other things, we
show that multiple solutions are possible. In Section 3, we introduce two different
discretizations to solve the density equation. In Section 4, we illustrate and dis-
cuss numerical tests to highlight the behavior of the solutions. Some concluding
remarks are drawn in Section 5. In the Appendix, multiplicity results for higher
dimensional problems are obtained by combining the analysis of Section 2 with
numerical evidence.
2 Some analytical results
In this section we discuss the existence and multiplicity of solutions to problem (8).
Our main tool is the following representation theorem, inspired by techniques
developed in the study of (8a) under Dirichlet boundary conditions (for instance,
see [11]).
Theorem 1. A function y solves problem (8) if, and only if,
y(η) = U
(
σ
Π4
η
)
+ ln
(
σ2
Π1 Π24
)
, η ∈ [0,Π4], (9)
where U is the unique maximal forward solution of the initial value problem u′′ +
2
t
u′ + eu = 0,
u′(0) = u(0) = 0,
(10)
and σ ∈ (0,∞) satisfies
σ U ′(σ) = −N. (11)
4
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Figure 2: Profiles of the functions U(t) (left) and W (t) (right) on the interval
[10−1, 105], using a base 10 logarithmic scale for the x-axis.
Proof. To begin with, note that (10) has a unique maximal forward solution U ,
despite being singular at t = 0. From (t2 U ′(t))′ = −t2 eU(t) < 0 and U ′(0) = 0, it
follows that U is decreasing in its interval of existence; from this and U(0) = 0,
it follows that U is negative throughout. This implies U(t) ≥ −t2/6 throughout,
whence U is global.
Direct calculations show that a function y, defined as in (9), solves (8). To
prove the “only if” part of the statement, suppose that a function y solves (8).
Define
z(t) = y
(
e−y(0)/2 Π−1/21 t
)
− y(0),
and observe that z solves (10) in [0, ey(0)/2 Π
1/2
1 Π4]. Uniqueness implies z = U ,
whence
y(η) = U
(
ey(0)/2 Π
1/2
1 η
)
+ y(0). (12)
Since, by assumption, y′(Π4) = −N/Π4, from (12) we get
ey(0)/2 Π
1/2
1 Π4 U
′
(
ey(0)/2 Π
1/2
1 Π4
)
= −N,
that is, (11) is satisfied with σ = ey(0)/2 Π
1/2
1 Π4. Solving for y(0) and substituting
into (12) we get that y satisfies (9).
Note that, by Theorem 1, the profile of every solution to (8) is obtained, via
scalings and translations, from the profile of U (see Figure 2, left).
Moreover, solutions to (8) are in one-to-one correspondence with positive solu-
tions of the numerical equation
W (t) = −N, (13)
5
where W := t 7→ t U ′(t).
A qualitative description of W and its asymptotic behavior can be obtained
by means of classic dynamical systems techniques. This was done, for instance,
in [8, 10, 11, 14]. Indeed, with the change of variables
v(s) = u(es) + 2 s , s ∈ R,
problem (10) turns into the second-order autonomous problem
v′′ + v′ + ev − 2 = 0,
lim
s→−∞
v(s) = −∞,
lim
s→−∞
v′(s) = 2.
(14)
Phase-plane analysis shows that the derivative of the solution of (14) oscillates
about and tends to 0 as s → ∞. Returning to the original variables, this means
that W oscillates about and tends to −2 as t→∞.
As a modern alternative to the argument above, standard techniques of numer-
ical integration, directly applied to the initial value problem (10), yield the profile
of W (see Figure 2, right). Both approaches lead to the following result.
Theorem 2. There exist N1, N2 ∈ (0,∞), with N1 < 2 < N2, such that
(a) problem (8) has solutions if and only if N ≤ N2;
(b) problem (8) has a unique solution if and only if 0 < N < N1;
(c) the number of solutions to problem (8) tends to infinity as N → 2.
Accurate values of N1 and N2 have been obtained by exploiting the pathfollow-
ing algorithm presented in Section 4, as well as by solving problem (10) in Matlab
with the aid of some available ODE solvers coupled with the event location tool
to detect when the derivative of W (t) vanishes during the computation of the nu-
merical solution. All these numerical computations show that N1 ≈ 1.8427 and
N2 ≈ 2.5175.
3 Discretization
In the sequel, we will assume Π1 = Π4 = 1 in (8), thus obtaining the simplified
problem
y′′ +
2
η
y′ + ey = 0, (15a)
y′(0) = 0, (15b)
y′(1) = −N. (15c)
6
This choice of the parameters entails no loss of generality: if y solves (15), then
the function
y˜(η) = y(η/Π4)− log(Π1 Π24), η ∈ [0,Π4],
solves (8). (See the Appendix for more general invariance properties of (8).) From
a computational point of view, the numerical schemes we introduce to compute
approximated solutions work well for this choice of the parameters.
Remark 1. In view of Theorem 1, a numerical approximation to the solution of
(15) could be in principle obtained by solving the algebraic equation (13). Although
successful for theoretical purposes, this strategy brings out a number of difficulties
when approaching the problem numerically. When N is close to the limit value
2, equation (10) has to be solved on a sufficiently large integration interval that
encloses all the solutions of (13). However, the stiff nature of problem (10) for
large value of t poses accuracy issues. It turns out that equation (13) is actually
affected by a perturbation whose size increases with t. On the other hand, since
W ′(t) → 0 as t increases (see Figure 2, right), the conditioning number of the
problem also increases with t, thus preventing an accurate approximation of the
solutions of (13).
We have solved problem (15) by means of two different numerical approaches
described in the subsections below. A comparison of the results has allowed us to
prevent possible discrepancies in the numerical approximations that might emerge
after the discretization process.
Both techniques need an initial guess of the solution to be used as starting
point in the iterative procedure associated with the numerical method employed
to solve (15). A consistent initial profile mimicking the shape of the solution has
been obtained by means of a polynomial of degree two
P (η) = aη2 + bη + c. (16)
Imposing the boundary conditions (15b)-(15c) yields
0 = P ′(0) = b, −N = P ′(1) = 2a+ b⇒ a = −N
2
, (17)
thus P (η) = −N
2
η2 + c. The remaining free coefficient c has been computed
following two different strategies, as described below.
To begin with, note that the characteristic numbers defined in (7) satisfy the
equality ∫ Π4
0
ξ(η)η2dη = N
Π4
Π1
, (18)
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which follows from the expression of the gas mass
mg = 4pi
∫ a
0
ρ(u)u2 du
after introducing the change of variables in (6). With Π1 = Π4 = 1, (18) reduces
to ∫ 1
0
ξ(η)η2dη = N. (19)
(a) By imposing that eP (η) satisfies (19), we get
N =
∫ 1
0
η2eP (η)dη = ec
∫ 1
0
η2e−
N
2
η2dη,
whence
c = log
(
N∫ 1
0
η2e−
N
2
η2dη
)
. (20)
The integral in (20) can be easily computed by a quadrature formula.
(b) Since (19) implies
∫ 1
0
η2 (ξ(η)− 3N) dη = 0, there exists η0 ∈ [0, 1] such that
ξ(η0) = 3N . For example, assuming η0 =
1
2
, we get 3N = eP (
1
2
) = e−
N
8 ec,
whence
c =
N
8
+ log(3N). (21)
3.1 HOFiD code
The MATLAB code HOFiD (see [3, 4]) is based on high order (up to 10) finite
difference schemes to solve general second order ODEs,
f(η, y, y′, y′′) = 0, η ∈ [a, b], (22)
subject to Neumann, Dirichlet or mixed boundary conditions. The ideas under-
lying this technique have also been adapted to solve Sturm–Liouville and multi-
parameter problems [1, 2].
To explain the procedure, let us, for simplicity, consider the interval [a, b] uni-
formly subdivided into n subintervals by means of n + 1 equispaced grid points
ηi = a+ ih, i = 0, . . . , n, with the stepsize h = (b− a)/n. The derivatives at ηi are
approximated as
y(ν)(ηi) ≈ y(ν)i =
1
hν
ri∑
j=−si
α
(ν)
j+si
yi+j, ν = 1, 2, i = 1, . . . , n−1, (23)
8
where the coefficients α
(ν)
j involved in each formula are computed to guarantee the
highest possible order of consistency.
When (22) is coupled with Dirichlet boundary conditions, we obtain a closed
system with n−1 nonlinear algebraic equations
F (xi, yi, y
′
i, y
′′
i ) = 0, i = 1, . . . , n−1, (24)
for the n−1 unknowns yi, i = 1, . . . , n−1. In case of a Neumann boundary con-
dition in a (we proceed similarly in b), the value y0 is considered as an unknown
and the equation
1
h
r0∑
j=0
α′jyi = y
′
0 = y
′(a)
is added to (24).
The values ri and si in (23) may be chosen according to the value of the index
i. For the second derivative the choice ri = si leads to symmetric formulae of order
2ri. For the first derivative we choose ri = si ± 1, depending on the sign of the
term multiplying y′i, in accordance with the upwind strategy wich improves the
stability domain.
These choices are not always possible but depend on the available points to the
left and to the right of i. For this reason, at the initial grid points ηi, i <
p
2
, we
choose si = i and ri = p − si + ν − 1, since p2 values are not available on the left
of ηi. Analogously, for i > n − p2 , we choose ri = n − i and si = p − ri + ν − 1.
Hence, in a block form each derivative is approximated by Y (ν) = AνY , where Aν
is a banded matrix [5].
For regular second order BVPs for ODEs with appropriately smooth solution,
the global order of the above finite difference scheme coincides with the order of
consistency [3].
The code employs fixed even orders from 2 to 10 (order 2 corresponds to the
classical centered differences), and variable stepsize based on an equidistribution
of the error obtained by exploiting the solution yielded by two consecutive order
formulae.
3.2 Codes for first order BVPs
A more standard approach consists in recasting the second order differential equa-
tion (15a) as a first order system and then apply a general-purpose code for
boundary-value problems. Setting (z1, z2)
T = (y, y′)T , equation (15a) assumes
the equivalent form
z′1(η) = z2(η),
z′2(η) = −
2
η
z2(η) + e
z1(η),
(25)
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N 0.5 1 1.5 2 2.5 2.51 2.5175513
cond. 3.87 2.74 2.64 4.04 44.02 97.04 4.61 · 104
Table 1: Condition numbers for different values of N
with η ∈ [0, 1], and coupled with the boundary conditions
z2(0) = 0, z2(1) = −N, (26)
To avoid the singularity, at η = 0 we use the equations
z′1(η) = z2(η), z
′
2(η) = −
ez1(η)
3
,
which have been derived by considering the first derivative of the equation
ηy′′(η) + 2y′(η)− ηey(η) = 0
computed at η = 0.
The first order BVP (25)-(26) has been solved in MATLAB by using the codes
bvptwp [6], tom [15], and the codes bvp4c and bvp5c of the MATLAB release
R2014b. The same problem has also been solved in R by using the solver bvptwp
belonging to the R-package bvpSolve [16]. The codes bvptwp and tom make use
of a similar hybrid mesh selection strategy based on conditioning, which allows to
get output information about the conditioning of the continuous problem [17, 7].
In order to obtain a solution in the lowermost branch of the bifurcation dia-
gram in Figure 3 (left plot), we have considered an initial mesh of 101 equispaced
meshpoints, with a constant stepsize equal to 0.01, and an initial guess as in (16)-
(17)-(21).
All the methods are able to find a solution for N ≤ N2 ' 2.5175513. However,
the input absolute and relative tolerances have been set equal to 10−8 since, with
higher tolerances, the two codes bvp4c and bvp5c would give a solution in corre-
spondence to values of N for which the continuous problem admits no solutions.
The condition number of the problem is reported in Table 1 for different values
of N , showing that the problem is in general well conditioned. As is expected, the
condition number grows when N approaches the limit value N2.
4 Numerical results
In view of Theorems 1 and 2, which show how the parameter N affects the exis-
tence and multiplicity of the static configurations of the physical model, the most
relevant question to be addressed from a numerical viewpoint may be stated as
follows:
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Figure 3: Bifurcation diagrams showing the dependence of the solution of problem
(15) on the parameter N . Specific continuation techniques are required to jump
over the turning points.
find out (possibly all) the isolated solutions of (15) corresponding to a
given value of the parameter N ≤ N2 (existence condition).
Assume that the nonlinear system obtained after one of the discretization pro-
cedures illustrated in Section 3 has dimension n+1 and generates an approximation
y = (y0, y1, . . . , yn)
> to the true solution, where y0 ≈ y(0) and yn ≈ y(1). Then,
the dependence of the solution y on the parameter N in (15) may be visualized,
in the parameter space Rn+2, as a one-dimensional curve forming a branch of
solutions. The occurrence of multiple solutions prevents us from using a simple
continuation argument on the parameter N to determine the complete bifurcation
diagram.
To highlight this difficulty one can, for example, resort to the projection of
the curve onto the plane (y0, N) or the plane (yn, N). The resulting diagrams are
reported in Figure 3 and reveal the presence of turning points where dy0/dN →∞
(left plot) or, equivalently, dyn/dN → ∞ (right plot). Table 1 accounts for the
difficulty of solving (15) in the vicinity of N2. Similar ill-conditioning issues arise
when N is close to any subsequent singular points, which makes the numerical
treatment of (15) challenging.
The branch starting at N = 0 and ending at N = N2 contains the configura-
tions which have been recognized as thermally stable in [12]. We have experienced
that the corresponding solutions are those obtained by the codes we have employed
starting with generic initial guesses as those illustrated at the beginning of Section
3. According to [12], the other branches, for example the one starting at N2 and
ending at N1, contain thermally unstable configurations. To get the corresponding
numerical approximations we need very accurate initial guesses. Consequently, a
suitable numerical continuation technique must be implemented to jump over the
turning points and search for the solutions which lie on other, thermally unstable
11
branches.
The left picture in Figure 3 suggests that a natural way to avoid turning points
could be using y0, instead of N , as a parameter. This would change problem (15)
into an initial value problem with initial conditions y0 := y(0) ∈ [0,+∞) and y′0 :=
y′(0) = 0. However, we did not follow this approach since, as was outlined above in
the definition of the task, we are interested in computing solutions corresponding
to a prescribed value of N . Therefore, we should couple the initial value problem
with a suitable shooting technique; this would be less efficient than employing a
continuation strategy involving the parameter N directly. In addition, we observe
that for large values of y0 the problem becomes stiff and requires a large number
of mesh points.
The numerical continuation strategy we have adopted may be thought of as a
compromise between solving the original problem (15) and the initial value problem
described above. It consists of a parametrization involving both y0 and N and
defined as follows:
(1) Set N (1) := N and compute the first solution y(1) of (15) corresponding to
the point z1 := (N, y
(1)
0 ) in the lower branch of the left picture in Figure 3.
If N <= N2, this solution always exists.
(2) Set N (2) := N + ∆N , with ∆N small enough, and compute the solution y(2)
of (15) with boundary condition y′(1) = −N (2). Set z2 := (N (2), y(2)0 ).
(3) Predictor: for a given, small enough stepsize δ > 0, compute an initial guess
w for the new point on the branch as
w := z2 + δv, with v :=
z2 − z1
||z2 − z1||2 .
(4) Corrector: Solve (15a)-(15b) and replace (15c) with the following two extra
conditions
y(0) = w(2) + cv(1), −y′(1) = w(1)− cv(2), (27)
which, removing the extra unknown c ∈ R, simplifies as
v(2)y(0)− v(1)y′(1) = v(1)w(1) + v(2)w(2). (28)
(5) If y = (y0, . . . , yn)
> is the resulting numerical solution and y′ = (y′0, . . . , y
′
n)
>
contains the corresponding approximations of the first derivatives given in
output from the previous step, set
(N (1), y
(1)
0 ) := (N
(2), y
(2)
0 ) and (N
(2), y
(2)
0 ) := (−y′n, y0).
Then go to step (3) to advance the approximation of the branch.
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A few comments elucidating the geometric meaning of the above steps are in order.
Step (1) computes the basic solution belonging to the thermally stable branch. As
was mentioned above, if N is sufficiently away from the limit value N2, the codes
easily solve problem (15) directly. Should N be close to N2, we could start with
selecting a lower value for N (1) and then reach N by continuation, as illustrated
in the subsequent steps.
Step (2) computes a solution close to but different from the one obtained at the
previous step. This further approximation is needed to start the secant predictor-
corrector method employed at steps (3) and (4).
At step (3) we predict the next point on the branch by linear extrapolation
based on the last two computed solutions. Notice that v is the unitary vector
defining the direction of the line joining z1 and z2, in the (N, y0)-plane.
Step (4) implicitly corrects the initial guess w by solving a modified boundary
value problem with (15c) replaced by (28), which comes from (27). Here, the
couple (w(1)− cv(2), w(2) + cv(1)), with c ∈ R, locates a generic point on the line
orthogonal to v and passing through the point w, in the (N, y0)-plane. As initial
guess for the solver we use the configuration obtained at the previous step which,
for δ small enough, assures a fast convergence of the nonlinear iteration scheme.
The numerical continuation technique summarized at steps (3)-(4) is iterated
and, if needed, the value of the stepsize δ at step (3) is tuned in order to assure
that the numerical continuation procedure may successfully compute the current
branch, go beyond the corresponding turning point and continue with approximat-
ing the subsequent branch in the bifurcation diagram. During the computation of
this new branch, two different situations may occur:
- At a certain step on the new branch, the following event is recognized:
N ∈ [min{N (1), N (2)},max{N (1), N (2)}]. If the last used stepsize δ is small
enough, the code will be able to solve the original problem (15) directly us-
ing one of the two last computed solutions as initial guess. After this new
solution has been obtained, the continuation algorithm is started again to
reach a new branch.
- A new turning point is achieved without meeting the event described above.
In view of the shape of the bifurcation diagram (see the left picture in Figure
3), the algorithm may be stopped since no new solutions may be attained in
the subsequent branches.
Concerning the choice of the parameter δ at step (3) of the pathfollowing
algorithm, an automatic stepsize variation strategy is mandatory to reproduce a
correct shape of the bifurcation diagram, thus preventing that turning point might
be skipped. In more detail, denoting by δk the value assumed by the parameter δ
at step k and by nk the number of iterations needed by the solver of the nonlinear
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algebraic equation associated with the discrete problem, the following scheme has
been implemented:
(a) Set δn = δn−1.
(b) Solve the discrete problem.
(c) If nk > nmax or convergence is not achieved, then set δn = max{δn/2, δmin}.
In particular, in case of convergence failure, go back to step (b).
(c) If nk < nmin then set δn = min{2δn, δmax}.
Here, we constrain δn to lie inside a suitable interval [δmin, δmax] to smoothly capture
the correct curvature of the branches in a neighbourhood of turning points.1 We
emphasize that the above procedure, which turns out to be successful for the
problem at hand, is mainly addressed at guaranteeing a (fast) local convergence
of the iteration scheme towards the solution closest to the initial guess. In fact,
we have experienced that, as we move along the upper branches of the bifurcation
diagrams, the parameter δn is gradually reduced to ensure that the initial profile
of the numerical solution be inside the basin of attraction of the Newton iteration
scheme (for a more sophisticated numerical pathfollowing technique see, e.g., [9]).
Hereafter, we illustrate the output of the continuation algorithm coupled with
one of the two solvers for BVPs described in Section 3. Since these two codes yield
essentially the same results, we only report the results for the former, namely
the HOFiD code described in Section 3.1.2 For such a code, in the following test
problems, we used the default order 6 for the methods, error tolerance 10−8 as the
required accuracy in the numerical approximation, and 21 initial equispaced points
to solve the first problem. Moreover, we fixed δ0 = 0.2 as starting value of the
parameter δ needed by the continuation strategy. Besides the results illustrated
below, the continuation technique allowed us to compute N2 ' 2.51755148 as the
largest value of N (with 8 significant digits) for which a solution exists (see Figure
3 and Theorem 2).
4.1 Test #1
As a first, simpler example, we set N = 1.9 and let the code compute all the
corresponding solutions to (15). To start the continuation procedure, we compute
the solutions belonging to the lower branch of the bifurcation diagram associated
with the values N = 1.8 and N = 1.9, respectively.
1Actually, the value δmin, below which the procedure would be stopped returning a failure
flag, has never been attained in the experiments included in the paper.
2The use of the latter code and a comparison between the corresponding numerical approxi-
mations turned out to be very useful in assessing the correctness of the obtained results.
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Figure 4: Computation of the three solutions to (15) for N = 1.9. Bifurcation
diagrams of the computed solutions with the continuation technique (dots in the
left picture) and the three numerical solutions (right picture).
Figure 4 shows a set of 84 dots on the bifurcation diagram computed by the
algorithm. This means that, with the selected parameters, the code requires the
computation of the solution of 84 BVPs before stopping. It should be noticed that
a few iterations of the nonlinear solver are needed at each step, since we are using
the previous computed solution as initial guess.
The three isolated solutions corresponding to N = 1.9 are displayed in the right
picture of Figure 4. For each solution, Table 2 reports the value y0 ≈ y(0) of the
solution at η = 0, the number of points n+ 1 introduced by the BVP solver, and
the minimum stepsize hmin used by the variable stepsize technique employed in the
code. We notice that, after the computation of the third (uppermost) solution,
the code needs to proceed with the detection of the two subsequent turning points
before realizing that no further solution does exist.
4.2 Test # 2
In this second example, we solve a more involved problem, by choosing for the pa-
rameter N a value very close to 2, namely, N = 2.0001. We start with computing
y0 2.6618 7.9906 10.609
n+ 1 51 1248 2600
hmin 1.71e-2 4.72e-4 5.90e-5
Table 2: The 3 solutions obtained for N = 1.9.
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the solutions belonging to the lower branch of the bifurcation diagram associated
with the values N = 2 and N = 2.1, respectively. In such a case, the continuation
algorithm finds eight isolated solutions before stopping. Figure 5 shows the bifur-
cation diagram with 202 dots representing the as many boundary value problems
needed by the procedure. Table 3 has the same meaning as Table 2; we notice
that, as we move from one solution to the next in the subsequent upper branch,
the number of points needed by the code to approximate the solution within the
input tolerance significantly increases. This is a consequence of the formation of a
boundary layer in a right neighbourhood of 0, whose radius on the η-axis decreases
as we move from lower to upper branches. The use of an efficient variable stepsize
strategy, with the possibility of increasing the number of points to match the re-
quired accuracy, becomes crucial to handle the increasing stiffness of the problems
to be solved during the branches inspection.
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Figure 5: Bifurcation diagram with a closeup highlighting the eight computed
solutions to (15) for N = 2.0001.
y0 2.8082 7.2495 12.124 16.832 21.618 26.280 31.263 35.221
n+ 1 51 306 1497 2163 3431 5048 7641 6399
hmin 1.67e-2 1.58e-3 4.17e-5 1.74e-6 4.14e-7 1.64e-8 6.60e-10 3.96-10
Table 3: Some statistics on the eight solutions to (15) obtained for N = 2.0001.
5 Conclusions
In this paper, we have considered some mathematical aspects of a physical model
governing the fluid-static configurations of a self-gravitating perfect gas enclosed
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Figure 6: Computation of the first three solutions (left picture) and the last one
(right picture) to (15) for N = 2.0001.
in a spherical solid shell. The problem takes the form of the well-known Lane-
Emden equation describing the mass-density of the gas. Differently from what is
usually done in astrophysics, here the equation is coupled with boundary conditions
emerging from the application of Gauss’ theorem at the center and at the internal
wall of the solid shell. We have carried out an analytical study about the existence
and multiplicity of solutions as well as an implementation of some robust numerical
strategies to compute them. An extension to higher dimension has been proposed
in the Appendix.
A Appendix
Equation (8a) is the three-dimensional radial version of the elliptic equation
∆u+ λ eu = 0 (29)
(with Π1 replaced by λ). In this section we generalize the results in Section 2 to ar-
bitrary dimensions and compare them with analogous, known results for Dirichlet
problems.
We begin by observing that, for every λ ∈ (0,∞), the elliptic equation (29) has
exactly a one-parameter family of entire radially symmetric solutions, defined by
uσ(x) = Un(σ |x|) + ln
(
σ2/λ
)
, (30)
where σ ∈ (0,∞) and Un is the unique maximal forward solution of the initial
value problem  u′′ +
n− 1
t
u′ + eu = 0,
u′(0) = u(0) = 0.
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The same argument as in Section 2 shows that Un is global and decreasing through-
out. The dimension n does not seem to affect the profile of Un (see Figure 7,
obtained via standard techniques of numerical integration); nonetheless, it plays a
crucial role in determining the number of solutions for boundary value problems
associated with equation (29).
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Figure 7: Profile of Un for different values of n.
A.1 Boundary value problems
For R ∈ (0,∞), let BR = {x ∈ Rn | |x| < R}. We can complement equation (29),
posed on BR, with the Neumann boundary condition
∂u
∂ν
= γ on ∂BR. (31)
In view of the comments above, we assume γ ∈ (−∞, 0). The parameter λ is
irrelevant: if u solves (29)-(31) with λ = λ1, then u + ln (λ1/λ2) solves the same
problem with λ = λ2. Therefore, there is no loss of generality in confining attention
to λ = 1. Furthermore, if u solves (29)-(31) with R = R1 and γ = γ1, then the
function
x 7→ u
(
R1
R2
x
)
+ ln
(
R21
R22
)
solves the same problem with R = R2 and γ = γ1R1/R2. Thus, we fix R = 1 and
discuss the existence and multiplicity of solutions to{
∆u+ eu = 0 in B1,
∂u
∂ν
= γ on ∂B1
(32)
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in dependence of γ and n. We can also complement equation (29) with the Dirichlet
boundary condition
u = c on ∂BR, (33)
with c ∈ R. If u solves (29)-(33) with λ = λ1, R = R1, and c = c1, then the
function
x 7→ u
(
R1
R2
x
)
+ ln
(
λ1
λ2
R21
R22
)
solves the same problem with λ = λ2, R = R2, and c = c1 + ln
(
λ1
λ2
R21
R22
)
. In line
with the existing literature, we fix c = 0 and R = 1, and discuss the existence and
multiplicity of solutions to{
∆u+ λ eu = 0 in B1,
u = 0 on ∂B1
(34)
in dependence of λ and n. The discussion at the beginning of this appendix yields
the following characterizations.
Theorem 3.
(a) A function u = u(x) is a radially symmetric solution of Problem (32) if, and
only if, u satisfies (30) and σ solves
σ U ′n(σ) = γ.
(b) A function u = u(x) is a radially symmetric solution of Problem (34) if, and
only if, u satisfies (30) and σ solves
σ2eUn(σ) = λ.
Remark 2. In view of Theorem 3, counting solutions to the boundary value prob-
lems (32) and (34) amounts to counting intersections between the family of hor-
izontal lines and the graphs of the functions σ 7→ σ U ′n(σ) and σ 7→ σ2eUn(σ),
respectively.
A.2 Discussion
For the Dirichlet problem (34), a complete description of the existence and multi-
plicity of solutions is available (see [13]). Specifically, we know that for any n ≥ 1,
there exists a finite positive value λ∗n, such that there are no solutions when λ > λ
∗
n.
Moreover,
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• for n ∈ {1, 2}, there are two solutions for λ < λ∗n and exactly one solution
when λ = λ∗n;
• for 3 ≤ n ≤ 9, there are infinitely many solutions for λ = λ∗∗n := 2(n − 2)
and a finite but large number of solutions when |λ− λ∗∗n | is small;
• for n ≥ 10, there is one solution for λ < λ∗n = 2(n− 2) and no solution when
λ = λ∗n.
These results fit with the information that we obtain from Figure 8, portraying the
function σ 7→ σ2eUn(σ) for different values of n. For the Neumann problem (32) we
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Figure 8: Profiles of the function σ 7→ σ2eUn(σ) for different values of n.
are not aware of corresponding results. Figure 9 portrays the function σ 7→ σ U ′n(σ)
for different values of n. These graphs, in view of Remark 2, lead to conclusions
that depend on n, mirroring the different cases observed for the Dirichlet problem:
for any n ≥ 1, there exists a finite negative value γ∗n, such that there are no
solutions when γ < γ∗n. Moreover,
• for n = 2, there is one solution when γ > γ∗2 = −4;
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Figure 9: Profiles of the function σ 7→ σU ′n(σ) for different values of n.
• for n ∈ {3, 5} (presumably, for 3 ≤ n ≤ 9), there are infinitely many solutions
for γ = −2 and a finite but large number of solutions when |γ + 2| is small;
• for n = 10 (presumably, for n ≥ 10), there is one solution when γ > −2.
Clearly, these assertions are based on numerical evidence and would require a
proof.
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