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Abstract
In the theory of radial basis functions as well as in the theory of spherically symmetric
characteristic functions recurrence relations are used to construct d-dimensional functions
starting with lower-dimensional ones. We show that the operators used so far are special
cases of one step recurrence relations for 2-radial positive definite functions. We further
give the analogue for 1-radial functions and thereby define a turning bands operator for
1-symmetric characteristic functions.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Matheron [1] introduced in 1973 the so-called turning bands operator
ϕd
(|v|2)= 2Γ
(
d
2
)
√
π Γ
(
d−1
2
) 1∫
0
(
1− τ 2)(d−3)/2ϕ1(|v|2τ )dτ, v ∈Rd, (1)
to construct an 2-radial characteristic function ϕd on Rd starting from an even
characteristic function ϕ1 on R. In a similar way, Schaback and Wu [2] and
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Wendland [3] in recent papers used formulae for Bessel functions to construct
radial basis functions with compact support; see the survey of Buhmann [4] for
the current developments in the theory of radial basis functions. Both methods are
based on the well-known property of the Bessel functions Jν of order ν:(
1
x
d
dx
)m{
xνJν(x)
}= xν−mJν−m(x), m ∈N0.
Let us denote by Φd(p), 1  p ∞, the class of functions ϕ on R+, with the
property that ϕ(|x|p), x ∈ Rd , is positive definite. For p = 2 the Bessel function
J(d−2)/2 plays a fundamental role in the study of positive definite 2-radial
functions. To be precise, every function ϕ ∈ Φd(2) can be written as a scale
mixture of the kernel
Ωd(x)= Γ
(
d
2
)(
x
2
)−(d−2)/2
J(d−2)/2(x), x ∈R+. (2)
A scale mixture of a function f on Rd is a function g on Rd for which there exists
a distribution function G on R+ such that
g(x)=
∞∫
0
f (τx) dG(τ), x ∈Rd .
Scale mixtures of positive definite functions are again positive definite which
allows us to reduce the investigation of the class Φd(2) to the study of the
kernel Ωd . We therefore call the function Ωd the primitive of the class. The
characterization of Φd(2) in terms of scale mixtures was already given by
Schoenberg [5] in 1938. For 1-radial functions, i.e., for functions of the form
ϕ(|v1| + · · · + |vd |), v = (v1, . . . , vd) ∈ Rd , Cambanis et al. [6] showed the
class Φd(1) to be generated by the primitive
ωd(x)= 2
d/2Γ 2
(
d
2
)
Γ
( 1
2
)
Γ
(
d−1
2
)x−(d−2)/2
×
∞∫
1
(
τ 2 − 1)(d−3)/2τ−(3d−4)/2J(d−2)/2(xτ) dτ, x ∈R+. (3)
In [7] a representation of the kernel ωd in terms of Meijer’s G-function has been
given. G-functions are generalizations of hypergeometric functions, which, for
example, include the Bessel functions. For p > 2 and d  3 the classes Φd(p)
consist only of constants. In the case 1 <p < 2 nothing is known up to my knowl-
edge. In this paper we want to give recurrence relations for the two kernels Ωd
and ωd , which allows us to define a turning bands equation for 1-radial character-
istic functions. The main tool to define these recurrence relations are operators of
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fractional integration and differentiation. Using a quite general form of the frac-
tional operators, allows us to subsume the above mentioned methods to construct
positive definite 2-radial functions as special cases.
2. Definition and properties of Meijer’s G-function
The basic representation for the kernels to deal with in our context is in terms of
Meijer’s G-function. We give a definition as a Mellin–Barnes type integral which
goes back to Erdélyi [8, Chapter 5.3]: For integers 0m q and 0 n p the
G-function is defined for the complex variable z = 0 by
Gm,np,q
(
z
∣∣∣∣ a1, . . . , apb1, . . . , bq
)
= 1
2πi
∫
L
∏m
j=1 Γ (bj − s)
∏n
j=1 Γ (1− aj + s)∏q
j=m+1 Γ (1− bj + s)
∏p
j=n+1 Γ (aj − s)
zs ds,
where an empty product has to be treated as unity.
There are three possibilities for the path of integration L to guarantee its
existence. Compare the monograph of Luke [9] for details.
• L runs from −i∞ to i∞ such that all poles of Γ (bj − s), j = 1, . . . ,m, lie
on the right side of the path and all poles of Γ (1− ak + s), k = 1, . . . , n, lie
on the left side. If further δ = m+ n− (1/2)(p + q) > 0 and | argz|< δπ ,
the integral converges. For | argz| = δπ (δ > 0) the integral does converge
absolutely, if p = q and if (∑qj=1 bj −∑pj=1 aj ) <−1. For p = q we get
absolute convergence if s = σ + iτ is chosen such that for τ →±∞
(q −p)σ >
(
q∑
j=1
bj −
p∑
j=1
aj
)
+ 1− 1
2
(q − p).
• L describes a loop, starting and ending at +∞. The loop must surround all
poles of Γ (bj − s), j = 1, . . . ,m, once in negative direction, but none of the
poles Γ (1− ak + s), k = 1, . . . , n. We get convergence for q  1 and either
p < q or p= q and |z|< 1.
• L describes a loop starting and ending at −∞ which surrounds all poles of
Γ (1− ak + s), k = 1, . . . , n, once in positive direction, but none of the poles
Γ (bj − s), j = 1, . . . ,m. The integral converges if p 1 and either p > q or
p = q and |z|> 1.
In our case we can select the second possibility for the path L. In order to
get the functions well defined, the condition ak − bj /∈ N for k = 1, . . . , n and
j = 1, . . . ,m ensures that no pole of Γ (bj − s) coincides with any pole of
Γ (1− ak + s).
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Meijer introduced the G-function in order to give the hypergeometric sym-
bol pFq a meaning for p > q+1. His definition describes a G-function as a finite
sum of generalized hypergeometric functions. For an pFq -function itself we have
pFq
[
a1, . . . , ap
b1, . . . , bq
∣∣∣∣ z
]
= Γ (b1) . . .Γ (bq)
Γ (a1) . . .Γ (ap)
G
1,p
p,q+1
(
−z
∣∣∣∣ 1− a1, . . . ,1− ap0,1− b1, . . . ,1− bq
)
. (4)
G-functions have a lot of useful properties. They are symmetric in the four groups
of parameters a1, . . . , an or an+1, . . . , ap and b1, . . . , bm or bm+1, . . . , bn. Also,
there are two formulae of reduction if one of the parameters of the first group
of ak’s coalesces with one of the parameters of the second group of bj ’s or the
other way round:
Gm,np,q
(
z
∣∣∣∣ a1, . . . , apb1, . . . , bq−1, a1
)
=Gm,n−1p−1,q−1
(
z
∣∣∣∣ a2, . . . , apb1, . . . , bq−1
)
,
if n,p,q  1, (5)
and
Gm,np,q
(
z
∣∣∣∣ a1, . . . , ap−1, b1b1, b2, . . . , bq
)
=Gm−1,np−1,q−1
(
z
∣∣∣∣ a1, . . . , ap−1b2, . . . , bq
)
,
if m,p,q  1. (6)
One of the most powerful formulae allows to eliminate a factor in front of a
G-function, given by a power of the argument, by shifting parameters; i.e.,
zσGm,np,q
(
z
∣∣∣∣ a1, . . . , apb1, . . . , bq
)
=Gm,np,q
(
z
∣∣∣∣ a1 + σ, . . . , ap + σb1 + σ, . . . , bq + σ
)
. (7)
As an example of a special function represented in terms of a G-function we state
[9, 6.5(6)]
G
1,0
0,2
(
x2
4
∣∣∣∣ a, b
)
=
(
x
2
)a+b
Ja−b(x). (8)
The power of the G-function in connection with integral transforms is based on
Meijer’s formula:
∞∫
0
Gm,np,q
(
ηx
∣∣∣∣ a1, . . . , apb1, . . . , bq
)
Gµ,νσ,τ
(
ωx
∣∣∣∣ c1, . . . , cσd1, . . . , dτ
)
dx
= 1
η
G
n+µ,m+ν
q+σ,p+τ
(
ω
η
∣∣∣∣ −b1, . . . ,−bm, c1, . . . , cσ ,−bm+1, . . . ,−bq−a1, . . . ,−an, d1, . . . , dτ ,−an+1, . . . ,−ap
)
= 1
ω
G
m+ν,n+µ
p+τ,q+σ
(
η
ω
∣∣∣∣ a1, . . . , an,−d1, . . . ,−dτ , an+1, . . . , apb1, . . . , bm,−c1, . . . ,−cσ , bm+1, . . . , bq
)
. (9)
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Luke (cf. [9, Chapter 5.6.2]) gives nine cases of conditions for the parameters
of G-functions to guarantee that the integral exists and that it can be evaluated
as above. Meijer’s formula shows that under certain conditions, the class of
G-functions is closed under the action of integral transforms on the positive real
line R+, the kernels of which can be written as G-function themselves.
3. Operators of fractional integration and differentiation
Most of the fractional operators in the context of the present paper are special
cases of two operators which are normally referred to Erdélyi and Kober (cf.
[10, Chapter 18.1]). They are generalizations of the classical Riemann–Liouville
fractional integral and the fractional integral of Weyl type. Following the notation
of [11] we define the generalized Erdélyi–Kober fractional integral
I
γ,δ
β f (x)=
1
Γ (δ)
1∫
0
(1− τ )δ−1τγ f (xτ 1/β)dτ,
x ∈R+, β, δ > 0, γ ∈R, (10)
and the generalized Erdélyi–Kober fractional integral of Weyl type
W
γ,δ
β f (x)=
1
Γ (δ)
∞∫
1
(τ − 1)δ−1τ−(γ+δ)f (xτ 1/β)dτ,
x ∈R+, β, δ > 0, γ ∈R. (11)
For β = 1 the operators have been introduced by Kober in 1940 and extended
to the general case by Erdélyi in 1950. The operator xδI 0,δ1 f (x) is the classical
Riemann–Liouville fractional integral and xδW−δ,δ1 f (x) the fractional integral
of Weyl type.
Kiryakova’s idea to generalize a large class of fractional operators and at the
same time subsume all the well-known operators into a common scheme is based
on Meijer’s formula for G-functions. Therefore let us express the kernels of the
fractional operators in terms of Meijer’s G-function:
1
Γ (δ)
(1− τ )δ−1+ τγ =G1,01,1
(
τ
∣∣∣∣ γ + δγ
)
, τ ∈R+, (12)
and
1
Γ (δ)
(τ − 1)δ−1+ τ−(γ+δ) =G0,11,1
(
τ
∣∣∣∣ −γ−(γ + δ)
)
, τ ∈R+. (13)
The fractional operators defined above act nicely on G-functions; to be precise,
the image of a G-function under such operations is again a G-function with
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modified parameters. For the Erdélyi–Kober fractional integral we have (cf. [11,
Lemma 1.2.2])
I
γ,δ
β G
m,n
p,q
(
ωxβ
∣∣∣∣ (ap)(bq)
)
=Gm,n+1p+1,q+1
(
ωxβ
∣∣∣∣ −γ, (ap)(bq),−(γ + δ)
)
,
x ∈R+. (14)
The analogue formula for the Weyl type operator reads (cf. [11, Lemma 1.4.2])
W
γ,δ
β G
m,n
p,q
(
ωxβ
∣∣∣∣ (ap)(bq)
)
=Gm+1,np+1,q+1
(
ωxβ
∣∣∣∣ (ap), γ + δγ, (bq)
)
,
x ∈R+. (15)
In connection with operators of fractional integration and differentiation the
theory of fractional calculus has been developed. We want to state some of the
known results for the Erdélyi–Kober type operators (cf. [11, Chapters 1.3–1.5]).
Let δ, σ,β > 0. The following formal identities for the generalized Erdélyi–
Kober fractional integral hold true:
I
τ,σ
β I
γ,δ
β = Iγ,δβ I τ,σβ , (commutatitivity) (16)
xλI
γ,δ
β = Iγ−λ/β,δxλ, λ > 0, (shift) (17)
I
γ+δ,σ
β I
γ,δ
β = Iγ,σ+δβ , (index law) (18)(
I
γ,δ
β
)−1 = Iγ+δ,−δβ . (inverse) (19)
The corresponding identities for the generalized Erdélyi–Kober fractional integral
of Weyl type are
W
τ,σ
β W
γ,δ
β =Wγ,δβ Wτ,σβ , (commutatitivity) (20)
xλW
γ,δ
β =Wγ+λ/β,δβ xλ, λ > 0, (shift) (21)
W
γ+δ,σ
β W
γ,δ
β =Wγ,σ+δβ , (index law) (22)(
W
γ,δ
β
)−1 =Wγ+δ,−δβ . (inverse) (23)
At the end of this section I would like to cite a statement given by Brehm [12].
He introduced G-functions in the context of spherically invariant random proc-
esses (SIRPs), i.e., random processes with 2-radial characteristic functions.
These processes occur in connection with the simulation of speech signals. Brehm
showed that all the characteristics of SIRPs can be formulated within the formal
calculus of G-functions. He concludes [12, p. 70]:
Though these higher-transcendental functions are commonly not used, they are
highly recommended for the solution of problems with spherical symmetry,
because they form a set of functions, that is closed under operations like dif-
ferentiation, integration, and some integral-transformations.
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4. Recurrence relations for the primitives Ωd and ωd
To obtain a recurrence relation for a G-function we use (14) and (15) to adapt
the parameters of the G-function in the desired way. Let us first look at the
kernel Ωd . Using (8) we get
Ωd(x)= Γ
(
d
2
)
G
1,0
0,2
(
x2
4
∣∣∣∣ 0,− d−22
)
, x ∈R+.
Arguments of the form x2/4 are typical for all functions of the ‘Bessel family.’
Considering the integral formulae (14) and (15) it is natural to use fractional
operators with β = 2 to deal with the primitive under consideration. Both
formulae allow us to introduce two further parameters for the G-function. Indeed,
I
γ,δ
2 G
1,0
0,2
(
x2
4
∣∣∣∣ 0,− d−22
)
=G1,11,3
(
x2
4
∣∣∣∣ −γ0,− d−22 ,−(γ + δ)
)
.
Note, just one of the denominator parameters of Ωd depends on the dimension d .
We therefore choose the parameters of the fractional operator such that we adjust
the dimension-dependent parameter in the denominator and at the same time
repeat the old d-dependent parameter in the nominator. We then reduce the order
of the G-function to obtain the (d+1)-dimensional kernel. Doing so we conclude
that
I
(d−2)/2,1/2
2 Ωd(x)= Γ
(
d
2
)
G
1,1
1,3
(
x2
4
∣∣∣∣ − d−220,− d−22 ,− d−12
)
= Γ
(
d
2
)
G
1,0
0,2
(
x2
4
∣∣∣∣ 0,− d−12
)
,
where we used (5) to reduce the order of the resulting G-function.
Using the same idea, we obtain for the operator of Weyl type
W
1/2,−1/2
2 Ωd(x)= Γ
(
d
2
)
G
2,0
1,3
(
x2
4
∣∣∣∣ 01
2 ,0,− d−22
)
= Γ
(
d
2
)
x
2
G
1,0
0,2
(
x2
4
∣∣∣∣ 0,− d−12
)
.
Here we used (6) for the reduction of order and (7) to get the final G-function.
We have thus proved
Theorem 4.1. For all d > 1 the primitive Ωd of the class Φd(2) satisfies the
recurrence relations
Ωd+1(x)= Γ
(
d+1
2
)
Γ
(
d
2
) I (d−2)/2,1/22 Ωd(x)
= Γ
(
d+1
2
)
Γ
(
d
2
) (2x−1W 1/2,−1/22 )Ωd(x), x ∈R+. (24)
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Let us now turn to the primitive ωd of the class Φd(1). From [7] we have, using
a slightly different normalization,
ωd(x)= Γ
2( d
2
)
√
π
G
2,0
1,3
(
x2
4
∣∣∣∣ d20, 12 ,− d−22
)
, x ∈R+.
To get a recurrence relation for the kernel, we have to adjust two parameters of
the G-function. Using the same idea as above, we therefore need both operators
of fractional integration. From (14) and (5) it follows that
I
(d−2)/2,1/2
2 ωd(x)=
Γ 2
(
d
2
)
√
π
G
2,1
2,4
(
x2
4
∣∣∣∣ − d−22 , d20, 12 ,− d−22 ,− d−12
)
= Γ
2( d
2
)
√
π
G
2,0
1,3
(
x2
4
∣∣∣∣ d20, 12 ,− d−12
)
.
Formula (15) in connection with (6) then gives
W
d/2,1/2
2 I
(d−2)/2,1/2
2 ωd(x)=
Γ 2
(
d
2
)
√
π
G
3,0
2,4
(
x2
4
∣∣∣∣ d2 , d+12d
2 ,0,
1
2 ,− d−12
)
= Γ
2( d
2
)
√
π
G
2,0
1,3
(
x2
4
∣∣∣∣ d+120, 12 ,− d−12
)
.
The analogue of Theorem 4.1 therefore reads
Theorem 4.2. For all d > 1 the primitive ωd of the class Φd(1) satisfies the
recurrence relation
ωd+1(x)= Γ
2( d+1
2
)
Γ 2
(
d
2
) Wd/2,1/22 I (d−2)/2,1/22 ωd(x), x ∈R+. (25)
5. Examples and remarks
We want to use fractional calculus to give several examples of the above shown
recursion formulae.
Example 5.1. As mentioned in the Introduction, Matheron [1] introduced the
turning bands method to construct d-dimensional positive definite 2-radial
functions starting from one-dimensional functions. Since the members of the
class Φd(2) are scale mixtures of the primitive Ωd we can restrict ourselves on
showing that the turning bands operator maps the kernel Ω1 onto the kernel Ωd .
Looking at (1), we can interpret the turning bands operator as fractional integral
I
−1/2,(d−1)/2
2 . Now we could directly apply formula (14) to the G-function
representation of the primitive and we would be finished. But we further want
to show that the turning bands operator follows easily from Theorem 4.1.
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For d  2 we have
Ωd(x)= Γ
(
d
2
)
Γ
(
d−1
2
)I (d−3)/2,1/22 Ωd−1(x).
If d = 2 we have the turning bands operator. For d > 2 we have to repeat applying
Theorem 4.1 to get
Ωd(x)= Γ
(
d
2
)
Γ
(
d−1
2
) Γ ( d−12 )
Γ
(
d−2
2
) · · · Γ ( d2 − d−22 )
Γ
( 1
2
)
× I (d−3)/2,1/22 I (d−4)/2,1/22 . . . I (d−3)/2−(d−2)/2,1/22 Ω1(x)
= Γ
(
d
2
)
Γ
( 1
2
) I (d−2)/2,12 . . . I (d−3)/2−(d−2)/2,1/22 Ω1(x)= · · ·
= Γ
(
d
2
)
Γ
( 1
2
) I−1/2,(d−1)/22 Ω1(x),
where we used (18) in each step to compose two consecutive fractional opera-
tors. The turning bands operator therefore is just an accumulation of the recur-
rence (24).
Example 5.2. Wendland [3] introduced the operator
Iϕ(x)=
∞∫
x
τϕ(τ ) dτ, x ∈R+, (26)
and showed that for a given function ϕ ∈ Φd(2) the image Iϕ belongs to
Φd−2(2). Gneiting [13] gives a generalization of this operator for arbitrary orders,
including (26) setting κ = 1:
Iκϕ(x)=
∞∫
x
(
τ 2 − x2)κ−1τϕ(τ ) dτ, x ∈R+, κ > 0. (27)
After a change of variables we can identify these operators as fractional integrals
of Weyl type. Indeed,
Iκϕ(x)= 1
2
Γ (κ)x2κW−κ,κ2 ϕ(x),
giving the classical operator introduced by Kober in 1940; see the remark fol-
lowing (11).
We could apply (15) directly to the primitive Ωd to prove that the operator I
maps Φd(2) into Φd−2(2), but we will again use fractional calculus.
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From (24) we get by inversion (23)
Ωd−1(x)= Γ
(
d−1
2
)
2Γ
( 1
2
) W 0,1/22 xΩd(x). (28)
Repeating this step and using (20) and (22), we further reduce the dimension:
Ωd−2(x)= Γ
(
d−2
2
)
4Γ
(
d
2
) W 0,1/22 xW 0,1/22 xΩd(x)= Γ
(
d−2
2
)
4Γ
(
d
2
) x2W−1,12 Ωd(x)
= 1
d − 2I
1Ωd(x),
where we applied (21) to interchange the factor x with the operator.1 Thus we
have the operator (27) for κ = 1, except for the factor 1/(d − 2) which can be
incorporated into the measure of the scale mixture. The calculation further shows
that κ = 1/2 would be the correct index to get a one step recurrence relation.
Example 5.3. Schaback and Wu [2] actually used the classical fractional integral
of Weyl type introduced by Liouville in 1834:
Wδf (x)= 1
Γ (δ)
∞∫
x
(τ − x)δ−1f (τ) dτ = xδW−δ,δ1 f (x).
Setting β = 1 in (11) instead of 2 forces the authors to use a quite unconventional
definition of a radial function (cf. [2, Definition 1.1]). They further introduce the
operator
Fνf (x)= x−ν/2
∞∫
0
τf (τ)ν/2Jν
(
2
√
xτ
)
dτ,
which is a special form of the modified Hankel transform
Sη,α;βf (x)= βαx−βα/2
∞∫
0
f (τ)τβα/2+β−1J2η+α
(
2
β
(xτ)β/2
)
dτ.
For β = 1 Erdélyi showed in 1940 that the fractional integral of Weyl type nicely
interacts with the modified Hankel transform; to be precise, the composition of
two modified Hankel transforms can be written as a fractional integral of Weyl
type (cf. [10, Chapter 18.1] and references therein).
1 Note that the notation Wγ,δβ xf (x) is a shortcut of the correct expression W
γ,δ
β {(·)f (·)}(x) which
is widely used in the literature of fractional operators.
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Example 5.4. Berens and Xu [14] gave a two step recurrence relation for the
kernel ωd , which can be interpreted as a combination of two fractional integrals:
ωd+2(x)= d2xd
∞∫
x
1
t2d
( t∫
0
τdωd(τ )
dτ
τ
)
dt
t
= Γ
2( d+2
2
)
Γ 2
(
d
2
) Wd/2,12 I (d−2)/2,12 ωd(x).
Using (18) and (22) this recursion follows directly form (25) by interchanging the
order of the operators:
ωd+2(x)= Γ
2( d+2
2
)
Γ 2
(
d
2
) W(d+1)/2,1/22 Wd/2,1/22 I (d−1)/2,1/22 I (d−2)/2,1/22 ωd(x)
= Γ
2( d+2
2
)
Γ 2
(
d
2
) Wd/2,12 I (d−2)/2,12 ωd(x).
Example 5.5. The examples so far all treated only one of the primitives Ωd
and ωd , respectively. But there are relations between both kernels, for example,
Cambanis’ definition of the function ωd . Another relation of such kind was given
by Gneiting [15]. He used the operator If (x)= ∫∞
x
f (τ ) dτ and proved
ωd(x)= Γ
2( d
2
)
Γ
( 1
2
)
Γ
( 2d−1
2
)Id−1Ω2d−1(x). (29)
In [16] a short proof of Gneiting’s relation was given using the calculus for gener-
alized hypergeometric functions. But it is also possible, to interpret the relation in
the context of recurrence formulae.
Let us first have a look at the primitive Ωd . Applying formula (15) gives
W
γ,δ
2 Ωd(x)= Γ
(
d
2
)
W
γ,δ
2 G
1,0
0,2
(
x2
4
∣∣∣∣ 0,− d−22
)
= Γ
(
d
2
)
G
2,0
1,3
(
x2
4
∣∣∣∣ γ + δγ,0,− d−22
)
,
while setting γ = 1/2 and δ = (d − 1)/2 we obtain
Γ
(
d
2
)
Γ
( 1
2
)W 1/2,(d−1)/22 Ωd(x)= Γ 2
(
d
2
)
Γ
( 1
2
) G2,01,3
(
x2
4
∣∣∣∣ d20, 12 ,− d−22
)
= ωd(x).
We compare the result with (2) and thus proved Cambanis’ definition of the ker-
nel ωd .
To deduce Gneiting’s formula let us first observe that
If (x)= 1
2
xW
−1/2,1
2 f (x).
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The relation (29) therefore can be written as
ωd(x)= Γ
2( d
2
)
Γ
( 1
2
)
Γ
( 2d−2
2
) (1
2
xW
−1/2,1
2
)
. . .
(
1
2
xW
−1/2,1
2
)
︸ ︷︷ ︸
(d−1)-times
Ω2d−1(x)
= Γ
2( d
2
)
Γ
( 1
2
)
Γ
( 2d−2
2
)2−d+1W 0,12 W 1/2,12 . . .W(d−2)/2,12 xd−1Ω2d−1(x),
where we used the shift formula (21) several times.
Starting with Cambanis’ definition and using the recurrence (28) to express Ωd
in terms of Ω2d−1, we get the representation of the primitive ωd to start with:
ωd(x)= Γ
2( d
2
)
Γ
( 1
2
)
Γ
( 2d−1
2
)
×W 1/2,(d−1)/22
(
1
2
xW
−1/2,1/2
2
)
. . .
(
1
2
xW
−1/2,1/2
2
)
︸ ︷︷ ︸
(d−1)-times
Ω2d−1(x)
= Γ
2( d
2
)
Γ
( 1
2
)
Γ
( 2d−1
2
)2−d+1
×W 1/2,(d−1)/22 W 0,1/22 W 1/2,1/22 . . .W(d−2)/2,1/22 xd−1Ω2d−1(x),
where we again used (21). We thus have to show that
W
0,1
2 W
1/2,1
2 . . .W
(d−2)/2,1
=W 1/2,(d−1)/22 W 0,1/22 W 1/2,1/22 . . .W(d−2)/2,1/22 , (30)
which can indeed be done by decomposing the operator W 1/2,(d−1)/22 . Applying
W
(λ+1)/2,k/2
2 W
λ/2,1/2
2 =Wλ/2,(k+1)/22 , (31)
which is the index law (22), we write
W
1/2,(d−1)/2
2 =W 1/2,1/22 W 1,1/22 . . .W(d−1)/2,1/22 .
Incorporating the decomposition into (30) and using (20) we can rearrange the
series of operators to get d − 1 pairs of the form W(λ+1)/2,1/22 Wλ/2,1/22 , λ =
0, . . . , d − 2, which reduce to Wλ/2,12 using (31) again, giving (30).
6. Turning bands operator for 1-radial functions
Kiryakova [11] generalized operators of the types (10) and (11) to get a unified
approach to a large class of fractional operators. Her multi-operators of fractional
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integration include products of fractional operators which cannot be simplified
by index laws. The idea to get a closed form of the associated kernel is to use
G-functions instead of the truncated power functions. We follow her idea to show
that a product of an operator of Erdélyi–Kober type with an operator of Weyl type
can be expressed in terms of an operator with a G-function kernel. Similar results
for operators of the type Iγ,δ1 and W
α,β
1 can be found in the book of Samko et al.
(cf. [10, Theorem 10.7]).
To get a G-function representation of the product Wα,βσ Iγ,δσ , we use the
definition of the operators and change the order of integration:
Wα,βσ I
γ,δ
σ f (x)=
σ 2xσα
Γ (δ)Γ (β)
∞∫
0
τσγ+σ−1f (τ)
×
∞∫
0
(tσ − xσ )β−1+ (tσ − τσ )δ−1+
tσ (α+β+γ+δ)−σ+1
dt dτ.
We use the representation (13) for the truncated power function and then apply
Meijer’s formula (9) to express the inner integral as a G-function:
1
Γ (δ)Γ (β)
∞∫
0
(tσ − xσ )β−1+ (tσ − τσ )δ−1+
tσ (α+β+γ+δ)−σ+1
dt
= 1
σ
x−σα−σ τ−σγ−σ
∞∫
0
G
0,1
1,1
(
s
xσ
∣∣∣∣ −β−α − β
)
G
0,1
1,1
(
s
τσ
∣∣∣∣ −δ−γ − δ
)
ds
= 1
σ
x−σα−σ τ−σγG1,12,2
(
τσ
xσ
∣∣∣∣ −β,γ + δδ,−α − β
)
.
The product of an Erdélyi–Kober operator with an operator of Weyl type can
therefore be expressed as the following Mellin convolution:
Wα,βσ I
γ,δ
σ f (x)= σ
∞∫
0
f (τ)G
1,1
2,2
(
τσ
xσ
∣∣∣∣ −β + 1, γ + δ+ 1δ+ 1,−α− β + 1
)
dτ
τ
. (32)
Let us now turn our attention to the multiple case. To simplify notation, we
use the abbreviation (αn) for the set of parameters α1, . . . , αn, and in the same
manner for the other sets of parameters. Arithmetic operations are understood to
be applied to each component.
Theorem 6.1. For n ∈ N, σ > 0, (βn), (δn) > 0, and arbitrary nonnegative pa-
rameters (αn), (γn), we have
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(
n∏
j=1
W
αj ,βj
σ I
γj ,δj
σ
)
f (x)
= σ
∞∫
0
f (τ)G
n,n
2n,2n
(
τσ
xσ
∣∣∣∣ (−βn + 1), (γn+ δn + 1)(δn + 1), (−αn − βn + 1)
)
dτ
τ
, (33)
where f is a function for which the integral exists.
Proof. Equation (33) is another application of Meijer’s formula (9). The
representation (32) proves the case n = 1. For the inductive step, we have to
evaluate the integral
∞∫
0
G
n,n
2n,2n
(
τσ
tσ
∣∣∣∣ (−βn + 1), (γn + δn + 1)(δn + 1), (−αn − βn + 1)
)
×G1,12,2
(
tσ
xσ
∣∣∣∣ −βn+1 + 1, γn+1 + δn+1 + 1δn+1 + 1,−αn+1 − βn+1 + 1
)
dt
t
.
Before applying Meijer’s formula we have to invert the argument of the first
G-function, which can be done according to (cf. [9, 5.4(3)])
Gm,np,q
(
z
∣∣∣∣ (ap)(bq)
)
=Gn,mq,p
(
1
z
∣∣∣∣ (1− bq)(1− ap)
)
, arg
(
z−1
)=− argz.
After a change of variables, and by applying (7), we obtain
1
σ
x−σ
∞∫
0
G
n,n
2n,2n
(
s
τσ
∣∣∣∣ (−δn), (αn + βn)(βn), (−γn − δn)
)
×G1,12,2
(
s
xσ
∣∣∣∣ −βn+1, γn+1 + δn+1δn+1,−αn+1 − βn+1
)
ds
= 1
σ
G
n+1,n+1
2n+2,2n+2
(
τσ
xσ
∣∣∣∣
(−βn + 1), βn+1 + 1, (γn + δn + 1), γn+1 + δn+1 + 1
(δn + 1), δn+1 + 1, (−αn − βn + 1),−αn+1 − βn+1 + 1
)
,
which proves the theorem. ✷
Setting (αd−1)= (1/2,1, . . . , (d − 1)/2), (γd−1)= (−1/2,0, . . . , (d − 3)/2)
and (βd−1) = (δd−1) = (1/2, . . . ,1/2), we get the turning bands operator for
1-radial functions:
Corollary 6.1. For a function ϕ1 ∈Φ1(1) and d  2, we have ϕd ∈Φd(1), where
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ϕd(x)= 2
∞∫
0
ϕ1(τ )
×Gd−1,d−12d−2,2d−2
(
τ 2
x2
∣∣∣∣ (−βd−1 + 1), (γd−1 + δd−1 + 1)(δd−1)+ 1, (−αd−1 − βd−1 + 1)
)
dτ
τ
,
x ∈R+, (34)
where the parameter vectors (αd−1), (βd−1), (γd−1), and (δd−1) are given as
above.
Operators like (34) do not seem to be of much interest in practical applications,
but following Brehm (cf. [12] and references therein), we just need an algorithm to
calculate G-functions to deal with the turning bands operator. Since, in a natural
way, a wide class of 1-radial, as well as 2-radial functions, can be expressed
in terms of G-functions, fractional operators are a powerful tool to generate
higher-dimensional radial functions. Brehm and his group successfully applied
G-functions to explicitly calculate probability densities which arise in connection
with speech signals.
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