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Abstract
AMANDA FRENCH: Scattering For Nonlinear Waves On Hyperbolic Space
(Under the direction of Michael Taylor)
The purpose of this dissertation is to analyze the asymptotic behavior of solutions to
the nonlinear wave equation on hyperbolic space of dimension n, where n ≥ 3. We will
assume the nonlinearity to be of power type; that is, 2u = F (u), where F (u) ∼ a|u|b.
Small data global well-posedness for this equation in dimension n = 3 was explored by
Metcalfe and Taylor in [20], and in dimensions greater than 3 by Anker and Pierfelice in
[3]. With their results in hand, we then ask what happens to solutions u(t, x) as t −→∞
and t −→ −∞. Answers to this type of question are phrased in terms of the existence
of wave operators and scattering, which have been demonstrated in the Euclidean case
by Lindblad and Sogge in [18], and for the nonlinear Schrodinger equation on hyperbolic
space by Banica, Carles, and Duykaerts in [4] and Banica, Carles, and Staffilani in [5].
In this thesis we will demonstrate the existence of scattering and wave operators for the
nonlinear wave equation on hyperbolic space of dimension n ≥ 3 when 1 < b ≤ 1 + 4
n−1
and of dimension 3 ≤ n ≤ 5 when 1 + 4
n−1 ≤ b ≤ 1 + 4n−2 .
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Introduction
The wave equation, given by
∂2t u−∆u = 0,
where ∆ is the Laplace operator, is one of the central objects of study in the field
of partial differential equations. Its history is rooted in physics, as it describes waves
moving through sound, light, or fluid. A solution u(t, x) to the wave equation describes
the height of a wave at time t and spatial position x; the existence and properties of such
a u can be investigated given initial data u(0) = f and ut(0) = g. Additional complexity
arises when a source function F is inserted on the right-hand side of the equation to give
(0.1) ∂2t u−∆u = F (u);
the resulting inhomogeneous wave equation may or may not be solvable depending on
the initial data and the properties of F .
0.1. The Strauss Conjecture
One case of particular interest concerns a source function F that is a homogeneous
function of the absolute value of the solution; i.e., where
(0.2) F (u) ∼ a|u|b,
for some real number b. This problem has a long history; F. John considered it in three
space dimensions in 1979 in [14], where he demonstrated the small-data global existence
of solutions when b > 1 +
√
2. Moreover, he demonstrated blow-up of solutions when b
falls below 1 +
√
2.
More generally, in 1981 Strauss conjectured that (0.1), with F as in (0.2), always has
a small-data global solution when b exceeds a ”critical power,” given by the positive root
to the quadratic
(n− 1)b2 − (n+ 1)p− 2 = 0.
This conjecture was proven in steps. The negative portion of it, blow-up of solutions to
(0.1) when b is below the critical power, was shown by Sideris in [22]. For powers b above
the conformal power b = 1 + 4
n−1 and dimensions n ≥ 4, small-data global existence was
demonstrated in [18] by Lindblad and Sogge. A later work [9] by Georgiev, Lindblad, and
Sogge proved small-data global existence when b lies between the critical and conformal
powers and n ≥ 3.
Significantly for this work, in [26] Tataru replicated the results of Georgiev, LIndblad
and Sogge in [9] by exploiting the relationship between nonlinear wave equations of type
(0.2) in Minkowski space and hyperbolic space. From there, it is natural to consider
whether some version of the Strauss conjecture might hold on hyperbolic space, and how
such results might compare to what it known in the Euclidean case.
0.2. Hyperbolic Space
The results of this paper will all concern hyperbolic space, which has constant sec-
tional curvature −1. We will record some basic facts about hyperbolic space for further
use; proofs of these facts and more details may be found in, for example, [6], [11],[12],
and [13]. Hyperbolic space of dimension n may be defined as follows: On Rn+1, define
the bilinear form
< x, y >= xn+1yn+1 − (x1y1 + ...+ xnyn).
We then have Hn = G/K, where G = SO0(n, 1), the connected Lie group that leaves
<,> invariant, and K = SO(n) is a compact rotation subgroup acting on the first n
variables. Hn is thus a Riemannian symmetric space of noncompact type.
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We can also write down a formula for the Laplace operator on Hn. In geodesic polar
coordinates, we have
∆Hn = ∂2r + (n− 1)cothr∂r + sinh−2r∆Sn−1 .
Given a spherically symmetric function f(s) on Hn, its spherical transform (an analogue
of the Fourier transform) is defined:
(0.3) f˜(λ) =
∫ ∞
0
f(s)Φλ(s)(sinhs)
2ρds, λ ∈ [0,∞)
where
ρ =
n− 1
2
and Φλ(s) is the spherical function on Hn. One formula for Φλ(s) is the following:
(0.4) Φλ(s) =
2ρ−1Γ(ρ+ 1
2
)
pi
1
2Γ(ρ)(sinhs)2ρ−1
∫ s
−s
eiλµ(coshs− coshµ)ρ−1dµ.
The spherical functions Φλ are eigenfunction of ∆Hn with eigenvalues −(λ2 + ρ2). We
also have the inversion formula:
(0.5) f(s) =
∫ ∞
0
f˜(λ)Φλ(s)|c(λ)|−2dλ
where c(λ) is the Harish-Chandra c-function,
(0.6) c(λ) =
Γ(2ρ)Γ(iλ)
Γ(ρ)Γ(iλ+ ρ)
.
Spectral theory on Hn also tells us that ∆ is a self-adjoint operator and eit
√−∆ is a
one-parameter group of unitary operators on Hn.
0.3. Global Existence on Hn
In [20], Metcalfe and Taylor considered the problem of small-data global existence
for (0.1) with (0.2) on H3. There, they obtained small-data global existence results for
all powers b > 5
3
, given Cauchy data lying in certain L2-Sobolev spaces. These results are
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stronger than those in R3, in that the range for b is lower than in the Euclidean space.
This is a result of stronger dispersion in the hyperbolic case, which in turn comes from
the negative curvature.
In [3], Anker and Pierfelice showed small-data global well-posedness on Hn for 1 <
b ≤ 1 + 4
n−1 . Their lower range in b for n = 3 derives from sharper dispersive estimates
than those found in [20] (though Metcalfe and Taylor later produced equivalent estimates
in [19]). They also showed small-data global existence when 1 + 4
n−1 ≤ b ≤ 1 + 4n−2 for
3 ≤ n ≤ 5, and when 1 + 4
n−1 ≤ b ≤ n−12 + 3n+1 −
√
(n−3
2
+ 3
n+1
)2 − 4(n−1
n+1
) for n ≥ 6. In
[20] as well as in [3], the method of proof is a contraction argument on a Banach space
whose definition depends on the value of b, using Strichartz etimates that in turn derive
from dispersive estimates.
0.4. Dispersive Estimates of Anker and Pierfelice
Since the main results in this paper will make use of Strichartz estimates and global
existence results derived in [20] and [3], we will give a brief outline of the proof of the
dispersive estimates obtained by Anker and Pierfelice in [3]. Full details, of course, may
be found in [3].
First, Anker and Pierfelice define wσt as the radial convolution kernel of the operator
√−∆−σeit
√−∆. Then the inversion formula (0.5) gives
(0.7) wσr (r) = C
∫
R
|c(λ)|−2(λ2 + ρ2)−σ2 Φλ(r)eit
√
λ2+ρ2dλ.
Breaking up wσt (r) according to small and large values of t yields:
wσt (r) = w
σ,0
t (r) + w
σ,∞
t (r)(0.8)
with
(0.9) wσ,0t (r) = C
∫
R
|c(λ)|−2(λ2 + ρ2)−σ2 Φλ(r)eit
√
λ2+ρ2χ0(λ)dλ
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and
(0.10) wσ,∞t (r) = C
∫
R
|c(λ)|−2(λ2 + ρ2)−σ2 Φλ(r)eit
√
λ2+ρ2χ∞(λ)dλ,
where χ0 and χ∞ are smooth even cutoff functions on Rn such that
χ0(λ) + χ∞(λ) = 1
and
χ0(λ) = 1 for |λ| ≤ ρ
χ∞(λ) = 1 for |λ| ≥ ρ+ 1.
The following theorem gives pointwise estimates on wσ,0t :
Theorem 0.4.1. Let σ ∈ R. Then the following hold:
(i) For every t ∈ R and r ≥ 0, we have
(0.11) |wσ,0t (r)| ≤ CΦ0(r).
(ii) For |t| ≥ 2 and 0 ≤ r ≤ |t|
2
,
(0.12) |wσ,0t (r)| ≤ C|t|
−3
2 (1 + r)Φ0(r).
Proof. The proof of (i) follows from the well-known estimates
(0.13) |Φλ(r)| ≤ Φ0(r) ≤ C(1 + r)e−ρr
and
(0.14) |c(λ)|−2 ≤ C|λ|2(1 + |λ|)n−3.
The proof of (ii) follows from writing
wσ,0t (r) = C
∫ ρ+1
−ρ−1
|c(λ)|−2(λ2 + ρ2)−σ2 Φλ(r)eit
√
λ2+ρ2χ0(λ)dλ
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and substituting into this the Harish-Chandra formula Φλ(r) =
∫
K
e−(ρ+iλ)H(a−rk). One
then gets a product of integrals which may be estimated using Fourier analysis. 2
For pointwise estimates on wσ,∞t , one must contend with the logarithmic singularity
on the sphere r = t when σ = n+1
2
. Anker and Pierfelice thus instead obtain bounds on
the kernel of e
σ2
Γ(n+1
2
−σ)χ∞
√−∆−σeit
√−∆ on the vertical strip 0 ≤ Reσ ≤ n+1
2
,
(0.15) w˜σ,∞t (r) = C
eσ
2
Γ(n+1
2
− σ)
∫
R
χ∞(λ)|c(λ)|−2(λ2 + ρ2)−σ2 Φλ(r)eit
√
λ2+ρ2dλ.
The estimates on w˜σ,∞t are as follows:
Theorem 0.4.2. The following estimates hold for w˜σ,∞t , uniformly in σ ∈ C with
Re σ = n+2
2
:
(i) Let |t| ≥ 2. Then, for every r ≥ 0, we have
|w˜σ,∞t | ≤ C|t|−∞.
(ii) Let 0 < |t| ≤ 2.
(a) If r ≥ 3, then w˜σ,∞t (r) = O(r−te−ρr).
(b) If 0 ≤ r ≤ 3, n ≥ 3, then |w˜σ,∞t (r)| ≤ C|t|
−n−1
2 .
Proof. The proof of these estimates is quite involved, and in this setting we will
say only that it requires a substitution of a variant of (0.15) into the Harish-Chandra
expansion of Φλ(r):
Φλ(r) = c(λ)φλ(r) + c(−λ)φ−λ(r),
where
φλ(r) = (2sinhr)
−ρeiλr
∞∑
k=0
Γk(λ)e
−2kr
∼ e(iλ−ρ)r as r −→ +∞.
Fourier analysis, in addition to estimates from [1], are then used. 2
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Dispersive estimates follow from these kernel estimates, in conjunction with the fol-
lowing lemma:
Lemma 0.4.3. There exists a constant C > 0 such that, for every radial measurable
function κ on Hn, for every 2 ≤ q <∞ and f ∈ Lq′(Hn),
(0.16) ||f ∗ κ||Lq ≤ Cq||f ||Lq′ (
∫ ∞
0
|κ(r)| q2 (sinh r)n−1Φ0(r)dr)
2
q .
Finally, one can state the dispersive estimates for both small and large t:
Theorem 0.4.4. Let 0 < |t| ≤ 2, 2 < q < ∞, and σ ≥ (n + 1)(1
2
− 1
q
). Then, for
n ≥ 3,
(0.17) ||√−∆−σeit
√−∆||Lq′→Lq ≤ C|t|−(n−1)(
1
2
− 1
q
).
Proof. The proof relies upon the decomposition wσt = w
σ,0
t + w
σ,∞
t . Using (0.4.3)
and the pointwise estimates on wσ,0t yields
||f ∗ wσ,0t ||Lq ≤ C(
∫ ∞
0
|wσ,0t (r)|
q
2 (sinh r)n−1Φ0(r)dr)
2
q ||f ||Lq′
≤ C(
∫ ∞
0
e−(
q
2
−1)ρr(1 + r)
q
2
+1dr)
2
q ||f ||Lq′
≤ C||f ||Lq′ .
For the Lq
′ → Lq norm of f → f ∗ wσ,∞t , one interpolates between
Re σ = 0, ||f ∗ w˜σ,∞t ||L2 ≤ C||f ||L2
and
Re σ =
n+ 1
2
, ||f ∗ w˜σ,∞t ||L∞ ≤ C|t|−∞||f ||L1
to get
Re σ = (n+ 1)(
1
2
− 1
q
), ||f ∗ w˜σ,∞t ||Lq ≤ C|t|−∞||f ||Lq′ .
2
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Theorem 0.4.5. Let |t| ≥ 2, 2 < q <∞ and σ ≥ (n+ 1)(1
2
− 1
q
). Then, for n ≥ 3,
||√−∆−σeit
√−∆||Lq′→Lq ≤ |t|
−3
2 .
Proof. We write
wσt = 1B(0, |t|
2
)
wσ,0t + 1Hn\B(0, |t|
2
)
wσ,0t + w
σ,∞
t .
The first piece, 1
B(0,
|t|
2
)
wσ,0t , is shown to have the desired mapping property using Lemma
0.4.3 and (0.12). For 1Hn\B(0, |t|
2
)
wσ,0t , we use Lemma 0.4.3 and (0.11). For w
σ,∞
t , we
interpolate between:
Re σ = 0, ||f ∗ w˜σ,∞t ||L2 ≤ C||f ||L2
and
Re σ =
n+ 1
2
, ||f ∗ w˜σ,∞t ||L∞ ≤ C|t|−∞||f ||L1
to get
σ = (n+ 1)(
1
2
− 1
q
) ||f ∗ wσ,∞t ||Lq ≤ C|t|−∞||f ||Lq′ .
2
0.5. Overview of Dissertation
The principal topic of this dissertation is the asymptotic behavior of solutions to
(0.1) on Hn for n ≥ 3 as time t −→ ±∞. We will show that over time such a solution u
converges to the solution to the free wave equation with initial data (φ±, ψ±). This result
is known as the existence of scattering, or alternatively the completeness of the wave
operator. As a companion result, we will also aim to demonstrate the existence of wave
operators, which in this setting are the correspondence between (u, ut) and (φ±, ψ±).
Similar results are obtained for the nonlinear Schrodinger equation on hyperbolic space
by Banica, Carles, Duykaerts, and Staffilani in [4] and [5], and for nonlinear waves on
Rn by Lindblad and Sogge in [18]. In [21] Metcalfe and Taylor obtained existence of
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scattering and wave operator results for nonlinear waves on hyperbolic space when the
dimension n = 3.
The first chapter of this paper establishes Strichartz estimates for (0.1), which depend
upon the dispersive estimates obtained by Anker and Pierfelice in [3]. These results were
first proven in [3] and [20]; we state them here for completeness and for later use in
proving our main results. The Strichartz estimates obtained will hold for admissible
triples (p, q, γ), where γ dictates the regularity of the Cauchy data and (p, q) are the
indices of the mixed-norm LptL
q
x space in which the solution u to (0.1) with eventually
lie.
The second chapter of this paper uses Strichartz estimates to obtain global well-
posedness of (0.1) on Hn for all dimensions n ≥ 3 when 1 < b ≤ 1 + 4
n−2 , and for
dimensions 3 ≤ n ≤ 5 when 1+ 4
n−1 ≤ b ≤ 1+ 4n−2 . Again these results were first obtained
in [3] and [20], and we establish them here for use in Chapters 3 and 4. Though Anker
and Pierfelice obtained well-posedness results for dimensions n ≥ 6 and 1 + 4
n−1 ≤ b ≤
n−1
2
+ 3
n+1
−
√
(n−3
2
+ 3
n+1
)2 − 4(n−1
n+1
), that range of powers b and dimensions n is not
treated here.
The third chapter contains the first set of major results from this paper: Scattering
for nonlinear waves on Hn. We will state our scattering theorem now, though it will be
restated and proven (in two pieces) in Chapter 3:
Theorem 0.5.1. Take (0.1), with Hn = M , F (u) ∼ a|u|b, and Cauchy data u(0) = f ,
∂tu(0) = g lying in H
γ,2⊕Hγ−1,2. Then for u the small-data solution to (0.1) with either
3 ≤ n, 1 < b ≤ 1 + 4
n− 1 , γ =
n+ 1
4
b− 1
b+ 1
or
3 ≤ n ≤ 5, 1 + 4
n− 1 ≤ b ≤ 1 +
4
n− 2 , γ =
n
2
− 2
b− 1
there exist
φ± ∈ Hγ,2(M), ψ± ∈ Hγ−1,2(M),
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such that
||
u(t)
ut(t)
− eitL
φ±
ψ±
 ||Hγ,2⊕Hγ−1,2 → 0
as t→ ±∞.
The fourth chapter contains the second set of major results from this paper: Existence
of wave operators. We will prove the following theorem:
Theorem 0.5.2. If we have
(0.18) 1 < b ≤ 1 + 4
n− 1 , γ =
n+ 1
4
b− 1
b+ 1
or
(0.19) 1 +
4
n− 1 ≤ b ≤ 1 +
4
n− 2 , γ =
n
2
− 2
b− 1
there exists 0 > 0 such that if ||φ−||Hγ,2 , ||ψ−||Hγ−1,2 ≤ 0, then the equation
w(t) = eitL
φ−
ψ−
+ ∫ t
−∞
ei(t−s)LG(w(s))ds
has a global solution, satisfying w = (u, ut), with
u ∈ Lp(R×M), p = b+ 1 (case (0.18))
or
u ∈ Lp(R, Lq(M)) for p, q in an appropriate range (case (0.19))
and
||
u(t)
ut(t)
− eitL
φ−
ψ−
 ||Hγ,2⊕Hγ−1,2 → 0, as t→ −∞.
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CHAPTER 1
Strichartz Estimates
1.1. Homogeneous Strichartz Estimates
In this chapter we demonstrate how the dispersive estimates obtained by Anker and
Pierfelice in [3] can be used to obtain homogeneous Strichartz estimates. By Strichartz
estimates, we mean bounds of the form
(1.1) ||Tf ||LptLqx ≤ C||f ||Hγ,2
for the operator
(1.2) Tf(t, x) = eit
√−∆f(x).
Of course, demonstrating that estimate (1.1) holds is equivalent to showing
(1.3) T : Hγ,2(M) −→ Lp(R, Lq(M)), M = Hn,
or rather
(1.4) T ∗ : Lp
′
(R, Lq′(M)) −→ H−γ,2(M)
for
(1.5) T ∗g(x) =
∫ ∞
−∞
e−it
√−∆g(t, x)dt.
and p′ and q′ are the Holder conjugates of p and q respectively. That is, we have
1
p
+
1
p′
= 1
and
1
q
+
1
q′
= 1.
The mapping properties and (1.3) and (1.4) will only hold for triplets (p, q, γ) within
a certain range, the derivation of which will form the substance of this section. First, [3]
gives the following dispersive estimate:
(1.6) ||eit
√−∆f ||H−2γ,q(M) ≤ Cφσ(t)||f ||Lq′ (M)
with
φσ(t) =

|t|−σ for |t| ≤ 1
|t|− 32 for |t| ≥ 1,
where
(1.7) 2 < q <∞, 2γ = (n+ 1)(1
2
− 1
q
), σ = (n− 1)(1
2
− 1
q
).
Then, following [20], we write:
(T ∗g, T ∗g)H−γ,2 = ((−∆)−γT ∗g, T ∗g)L2
=
∫∫
((∆)−γei(s−t)
√−∆g(t, ·), g(s, ·))L2dsdt
≤ C
∫∫
||ei(s−t)
√−∆g(t, ·)||H−2γ,q ||g(s, ·)||Lq′dsdt,
with the last line using the fact:
(1.8) (−∆)m2 : Hs,p(M) −→ Hs−m,p(M).
Then we apply (1.6) to obtain:
(1.9) (T ∗g, T ∗g)H−γ,2 ≤ C
∫∫
φσ(s− t)||g(t, ·)||Lq′ ||g(s, ·)||Lq′dsdt
12
Now to proceed we set
(1.10) ΦσG(t) =
∫ ∞
−∞
φσ(s− t)G(s)ds.
so that
(1.11)
∫∫
φσ(s− t)||g(t, ·)||Lq′ ||g(s, ·)||Lq′dsdt = 〈Φσ||g(t, ·)||Lq′ , ||g(t, ·)||Lq′ .〉
Hence finding a range of p for which (1.3) and (1.4) hold amounts to determining for
what p we have:
(1.12) Φσ : L
p′(R) −→ Lp(R).
Once we determine the range in p for which (1.12) holds, we will then be able to use the
duality of Lp and Lp
′
to bound the right side of (1.11) and hence the H−γ,2-norm of T ∗.
The definition of φσ suggests a natural decomposition of Φσ into two separate operators,
Φσ = Φ
1
σ + Φ
2
σ,
where of course
(1.13) Φ1σG(t) =
∫ ∞
−∞
φσ(s− t) · χ|s−t|≤1G(s)ds
and
(1.14) Φ2σG(t) =
∫ ∞
−∞
φσ(s− t) · χ|s−t|≥1G(s)ds.
We will deal with Φ1σ and Φ
2
σ separately. For Φ
1
σ we will need:
Lemma 1.1.1. Hardy-Littlewood-Sobolev Estimate Let Hαf(t) =
∫∞
−∞
f(s)
|t−s|αds.
Then for α ∈ (0, 1), 1 < x < y <∞, and 1 + 1
y
= α + 1
x
, we have
Hα : L
x(R) −→ Ly(R).
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Taking x = p′ and y = p, we thus obtain (1.12) for Φ1σ when σ =
2
p
and 1 < p′ < 2 < p <
∞. For values 0 < σ < 2
p
, or equivalently p < 2
σ
, we may now write:
|Φ1σG(t)| = |
∫ ∞
−∞
φ1σ(t− s)G(s)ds| ≤ |
∫ ∞
−∞
φ12
p
(t− s)G(s)ds|,
the last inequality holding provided G(s) ≥ 0, which of course is true of ||g(s, ·)||Lq′ .
Thus in this case we again have (1.12) for Φ1σ. When 2 = p we may not apply Lemma
1.1.1, which requires p 6= p′, but we may use the convolution identity Lp ∗ L1 ⊂ Lp to
deduce that Φ1σ : L
2 −→ L2 as long as σ < 1 so that we have φσ ∈ L1.
Recording the results for Φ1σ, we may say that Φ
1
σ has mapping property (1.12) for
0 < σ ≤ 2
p
and 2 < p <∞, or p = 2 and 0 < σ < 1, with σ and q as in (1.7).
As for Φ2σ, we first observe that
φσ · χ|t|≥1 ∈ L1 ∩ L∞.
Then, we may apply Young’s Inequality
Lp ∗ Lq ⊂ Lr, for 1 ≤ p, q, r ≤ ∞ and 1
r
=
1
p
+
1
q
− 1
to deduce that
Φ2σ : L
p1 −→ Lp2 , for all p1, p2 such that 1 ≤ p1 ≤ p2 ≤ ∞
⇒ Φ2σ : Lp
′ −→ Lp, for all p ≥ 2.
Combining these results for Φ1σ and Φ
2
σ, we obtain the following proposition:
Proposition 1.1.2. Let T ∗g(x) =
∫∞
−∞ e
−it√−∆g(t, x)dt. In the setting (1.7) we have
T ∗ : Lp
′
(R, Lq′(M)) −→ H−γ,2(M),
provided
(1.15) 2 < p <∞ and 0 < σ ≤ 2
p
14
or
(1.16) 2 = p and 0 < σ < 1.
We note here that another way of describing p, q and σ that satisfy (1.7), (1.15), and
(1.16) is to write:
(1.17) 2 < q <
2(n− 1)
n− 3 , 2 ≤ p ≤
2
σ
, σ = (n− 1)(1
2
− 1
q
).
When (1.17) holds and γ = 1
2
(n+ 1)(1
2
− 1
q
), we say
(1.18) (p, q, γ) ∈ R.
We may rephrase Proposition 1.1.2 as follows:
Proposition 1.1.3. For (p, q, γ) ∈ R and T and T ∗ as in (1.2) and (1.5), we have
(1.19) T ∗ : Lp
′
(R, Hγ,q′(M)) −→ L2(M)
and
(1.20) TT ∗ : Lp
′
(R, Hγ,q′(M)) −→ Lp(R, H−γ,q(M)).
We next obtain Strichartz estimates for (p, q) in a different region of the (1
p
, 1
q
) plane,
meeting the previous region on the line segment 1
2
(n− 1)(1
2
− 1
q
) = 1
p
. We will prove the
following:
Proposition 1.1.4. The mapping properties (1.3) and (1.4), and hence (1.19) and
(1.20), also hold for
(1.21) γ = n(
1
2
− 1
q
)− 1
p
provided
(1.22)
1
p
≤ 1
2
(n− 1)(1
2
− 1
q
).
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When both of these conditions hold, we say (p, q, γ) ∈ E.
Proof. We know that the mapping properties hold for
(1.23) γ =
1
2
(n+ 1)(
1
2
− 1
q
),
provided (p, q, γ) ∈ R. In particular, they hold if
(1.24)
1
p
=
1
2
(n− 1)(1
2
− 1
q
), p, q > 2.
Yet in this endpoint case the formulas for γ coincide, giving us Proposition 1.1.4. More
generally, whenever (1.21) and (1.23) hold, we can extend our mapping result as follows:
For each α ∈ R,
(1.25) u = Tf ⇒ ||u||Lp(R,Hα,q(M)) ≤ C||f ||Hα+γ .
We bring in the Sobolev embedding result:
Hα,q(M) ⊂ Lq(α)(M), q(α) = nq
n− αq
valid for αq < n, noting that this holds for M = Hn because Hn has bounded geometry.
This, combined with (1.25), gives the following estimate:
||u||Lp(R,Lq(α)(M)) ≤ C||f ||Hα+γ .
We will now demonstrate that each such triplet (p, q(α), γ + α) is in fact an element of
E : First, clearly we have q(α) ≥ q, so that (1.22) is satisfied for (p, q(α)). Second,
n
2
− n
q(α)
− 1
p
=
n
2
− n− αq
q
− 1
p
=
n
2
− n
q
− 1
p
+ α
= γ + α,
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so that (1.21) is also satisfied for (p, q(α), γ+α). Hence we do in fact have (p, q(α), γ+α) ∈
E . The converse also holds: Each triplet (p˜, q˜, γ˜) ∈ E may be written as (p, q(α), α + γ),
with (p, q, γ) satisfying (1.21) and (1.24) and α ∈ [0, n
q
), so q(α) ∈ [q,∞). Hence, we
have Proposition 1.1.4. 2
1.2. Inhomogeneous Strichartz Estimates
In this section we will derive inhomogeneous Strichartz estimates, which will be nec-
essary for the global existence results of the next chapter. First we define the following
operator:
(1.26) V f(t, x) =
∫ t
0
sin(t− s)√−∆√−∆ f(s, x)ds
This, of course, is the solution operator to the inhomogeneous wave equation ∂
2u
∂t2
−∆u =
f(t, x), u(0) = ∂tu(0) = 0. We will prove the following mapping property:
Proposition 1.2.1. For (p, q, γ) and (p˜, q˜, γ˜) ∈ R ∪ E, (p, p˜) 6= (2, 2), we have
(1.27) V : Lp˜
′
(R, H γ˜,q˜′(M)) −→ Lp(R, H1−γ,q(M)).
Proof. Using (1.8), it suffices to prove that in this setting
(1.28) V0 : L
p˜′(R, H γ˜,q˜′(M)) −→ Lp(R, H−γ,q(M))
for
V0f(t, x) =
∫ t
0
ei(t−s)
√−∆f(s, x)ds.
Restricting V0f(t, x) to t ∈ R+, we next write
V1g(t, x) =
∫ t
0
K(t, s)g(s, x)ds,
with K(t, s) = ei(t−s)
√−∆ and g(s, x) = χR+(s)f(s, x). In [7] this sequence of nested
subsets [0, t) ⊂ R+ is labelled a filtration, and, in a result known as the Christ-Kiselev
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Lemma, it is shown that, for any Banach function spaces X and Y , bounds
V1 : L
p(R, X) −→ Lq(R, Y )
may be derived from bounds
W : Lp(R, X) −→ Lq(R, Y ),
where
Wg(t, x) =
∫ ∞
−∞
K(t, s)g(s, x)ds,
provided p < q. Therefore, to prove (1.28) we must demonstrate that
(1.29) W : Lp˜
′
(R, H γ˜,q˜′(M)) −→ Lp(R, H−γ,q(M)).
Examining W , however, reveals that we have W = TT ∗; therefore we may successively
apply (1.19) and (1.3) to get
T ∗ : Lp˜
′
(R, H γ˜,q˜′(M)) −→ L2(M)
and then
T : L2 −→ Lp(R, H−γ,q(M)).
Hence we have (1.29) and therefore (1.28) whenever (p, q, γ), (p˜, q˜, γ˜) ∈ R∪E , and p˜′ < p.
Note that we could apply the same technique for values of t ∈ R−, suitably altering our
definition of g(s, x), to get identical results. 2
We can derive several restatements of Proposition 1.2.1:
Proposition 1.2.2. For (p, q, γ), (p˜, q˜, γ˜) ∈ R ∪ E, and (p, p˜) 6= (2, 2), we have
(1.30) ||u||Lp(R,H1−γ,q(M)) ≤ C||f ||Lp′ (R,H γ˜,q˜′ (M)),
and, for each σ ∈ R,
(1.31) ||u||Lp(R,Hσ+1−γ,q(M)) ≤ C||f ||Lp˜′ (R,Hσ+γ˜,q˜′ (M)),
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Proof. This follows from Proposition 1.2.1 and the commutativity of V with (−∆)−σ2 .
2
Another consequence of Proposition 1.2.1 is the following:
Corollary 1.2.3. In the setting of Proposition 1.2.1, we have
(1.32) V : Lp
′
(R, Lq′(M)) −→ Lp(R, Lq(M))
provided
(1.33) 0 < γ ≤ 1
2
.
Note that the restriction on γ ≤ 1
2
can be rephrased as a restriction on q, so that we
might instead say that Corollary 1.2.3 holds provided
2 < q ≤ 2(n+ 1)
n− 1 .
Setting p = q, we easily obtain:
Corollary 1.2.4.
(1.34) V : Lq
′
(R×M) −→ Lq(R×M)
is valid in the setting of Corollary 1.2.3 for 2 < q ≤ 2(n+1)
n−1 .
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CHAPTER 2
Global Well-Posedness
In this chapter we use the homogeneous and inhomogeneous Strichartz estimates
derived in Chapter 1 to obtain global solvability results for
(2.1)
∂2u
∂t2
−∆u = F (u), u(0) = f, ∂tu(0) = g
on R×Hn, for  sufficiently small and F (u) ∼ a|u|b. Existence of a solution to (2.1) for
f and g in certain L2-Sobolev spaces is explored in [20] for n = 3 and in [3] for other
values of n. [20] demonstrates the existence, when n = 3, of a solution for all values of
b ≥ 5
3
. This dissertation, in parallel with results from [3], extends that range down to
b > 1. [3] demonstrates the existence of a solution for all n ≥ 3 when 1 < b ≤ b′, where
b′ is an upper range depending on n. In this dissertation we will reiterate these results
for later use in scattering and wave operator results. In all cases, the method of proof for
global existence is a contraction argument, which will vary only according to the Banach
space in which the contraction takes place.
2.1. The case 1 < b ≤ 1 + 4
n−1
In this section we will prove the following proposition:
Proposition 2.1.1. Take (2.1), with
(2.2) F (u) ∼ a|u|b
and
(2.3) 1 < b ≤ 1 + 4
n− 1 .
There exists an 0 > 0 such that, for M = Hn, n ≥ 3, and
(2.4) ||f ||Hγ,2(M), ||g||Hγ−1,2(M) < 1, γ = n+ 1
4
b− 1
b+ 1
,
(2.1) is globally solvable for all  ∈ (0, 0].
Proof. To begin, we write
u(t) = u0(t) +
∫ t
0
sin (t− s)√−∆√−∆ F (u(s))ds(2.5)
= Ξ0(f, g)(t) + Ξ1u(t)
= Ξu(t),
with
(2.6) u0(t) = cos t
√−∆f + sin
√−∆√−∆ g.
Now we take p = q ∈ (2, 2(n+1)
n−1 ], and (for reasons that shall become clear shortly) set
b = p
p′ = p − 1 = q − 1. Note that the restriction 2γ = (n + 1)(12 − 1q ) then yields
γ = n+1
4
( b−1
b+1
). Define
(2.7) Xpδ = {v ∈ Lp(R×M) : ||v||Lp(R×M) ≤ δ}.
We will show global solvability by proving that there exists δ > 0 such that, for sufficiently
small ,
(2.8) Ξ : X
p
δ −→ Xpδ
is a contraction map. First note that our results in Chapter 1, specifically Proposition
1.1.2 together with (1.8), give
Ξ0 : Hγ,2(M)⊕Hγ−1,2(M) −→ Lp(R×M)
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in this setting. Next, to estimate Ξ1v for v ∈ Xpδ , we observe:
||F (v)||Lp′ (R×M) = |a|(
∫
|v|bp′dV ) 1p′
= |a|||v||bLp(R×M).
so that
v ∈ Xbδ ⇒ ||F (v)||Lp′ (R×M) ≤ C|a|δb
⇒ ||Ξ1v||Lp(R×M) ≤ C|a|δb
the last implication via Corollary 1.2.4, since V = Ξ1. Then, since q > 2 ⇒ b > 1, we
have indeed the mapping property (2.8).
What remains to show is the contraction property for Ξ. To this end, take v, w ∈ Xpδ
and write:
(2.9) Ξv(t)− Ξw(t) =
∫ t
0
sin(t− s)√−∆√−∆ G(v(s), w(s))ds,
where
G(v(s), w(s)) = F (v(s))− F (w(s))
= H(v(s), w(s))(v(s)− w(s))
and
H(v, w) =
∫ 1
0
F ′(τv + (1− τ)w)dτ.
Then F ′(v) = ab|v|b−1(sgnv)⇒
|H(v, w)| ≤ C(|v|b−1 + |w|b−1).
Hence
||G(v, w)||Lp′ (R×M) ≤ ||v − w||Lp(R×M)||H(v, w)||Lr(R×M),
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with p = b+ 1 and
1
p
+
1
r
=
1
p′
, hence r = p
p−2
hence r(b− 1) = p,
and
||H(v, w)||Lr(R×M) ≤ C(|||v|b−1||Lr(R×M) + |||w|b−1||Lr(R×M))
≤ C(||v||b−1Lp(R×M) + ||w||b−1Lp(R×M)).
Finally we deduce:
v, w ∈ Xpδ ⇒ ||G(v, w)||Lp′ (R×M) ≤ Cδb−1||v − w||Lp(R×M)
⇒ ||Ξv − Ξw||Lp(R×M) ≤ Cδb−1||v − w||Lp(R×M),
the latter implication by (2.9) and Corollary 1.2.4. Since b > 1 we have the contraction
property for δ sufficiently small, and the proof is complete. 2
2.2. The case 1 + 4
n−1 ≤ b ≤ 1 + 4n−2
In this section we will demonstrate the existence of a solution to (2.1) for slightly
higher values of b, reproducing the results of [3] and certain results from [20]. We will
again present the solution as the fixed point of a contraction on a Banach space, though
in this case the portion of the Strichartz-admissible range obtained through Sobolev
embedding, E , will be necessary. Specifically, we will prove the following:
Proposition 2.2.1. Take (2.1), with F (u) ∼ a|u|b and
1 +
4
n− 1 ≤ b ≤ 1 +
4
n− 2 .
There exists 0 > 0 such that, for M = H
n, f ∈ Hγ,2(M), g ∈ Hγ−1,2(M), 3 ≤ n ≤ 5,
and
||f ||Hγ,2(M), ||g||Hγ−1,2(M) < 1, γ = n
2
− 2
b− 1 ,
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(2.1) is globally solvable for all  ∈ (0, 0].
Proof. We start again with u(t) = Ξu(t), where Ξ is defined as in (2.5) and (2.6).
Define
(2.10) Xp,qδ = {v ∈ Lp(R, Lq(M)) : ||v||Lp(R,Lq(M)) ≤ δ}.
We will now proceed to find (p, q) ∈ [2,∞) and δ > 0 such that Ξ is a contraction
mapping on Xp,qδ , for sufficiently small . Recall that Ξ
1u = V F (u), and that we have
(2.11) Ξ0 : Hγ,2(M)⊕Hγ−1,2(M) −→ Lp(R, Lq(M))
V : Lp˜
′
(R, H γ˜+γ−1,q˜′(M)) −→ Lp(R, Lq(M)),
for
(2.12) (p, q, γ), (p˜, q˜, γ˜) ∈ E .
We will impose the condition
γ + γ˜ = 1,
and relate (p˜, q˜) and (p, q) via the requirement that
F : Lp(R, Lq(M)) −→ Lp˜′(R, Lq˜′(M))
when F is as given in Proposition (2.2.1) . That is to say, we require
(2.13) p = bp˜′, q = bq˜′
or equivalently
(2.14)
1
p˜
= 1− b
p
,
1
q˜
= 1− b
q
.
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Recalling that if (2.12) holds then
γ =
n
2
− n
q
− 1
p
, γ˜ =
n
2
− n
q˜
− 1
p˜
,
we see that requiring γ and γ˜ to sum to one is equivalent to requiring
(2.15)
n
q
+
1
p
+
n
q˜
+
1
p˜
= n− 1.
By (2.14), the left side of (2.15) is
n
q
+
1
p
+ n(1− b
q
) + 1− b
p
= n+ 1− (b− 1)(n
q
+
1
p
)
so (2.15) becomes
(2.16)
1
p
+
n
q
=
2
b− 1 .
Note that this, together with the definition of E , yields γ = n
2
− 2
b−1 , as in the Proposition
2.2.1. For (2.12) to hold we also need
(2.17)
1
p
≤ 1
2
(n− 1)(1
2
− 1
q
)
and
(2.18)
1
p˜
≤ 1
2
(n− 1)(1
2
− 1
q˜
).
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Combining (2.14), (2.16), (2.17), and (2.18), we obtain:
1
p˜
≤ 1
2
(n− 1)(1
2
− 1
q˜
) ⇐⇒
1− b
p
≤ nb
2q
− n
4
− b
2q
+
1
4
⇐⇒
n+ 3 ≤ 2b(2
p
+
1
q
(n− 1))⇒
n+ 3 ≤ 2b(n− 1
2
− n− 1
q
+
n− 1
q
) ⇐⇒
n+ 3
n− 1 ≤ b ⇐⇒
1 +
4
n− 1 ≤ b.
We may also use (2.14), (2.16), (2.17), and (2.18) to derive an upper bound on 1
q
:
1
p˜
≤ 1
2
(n− 1)(1
2
− 1
q˜
) ⇐⇒
1− b
p
≤ 1
2
(n− 1)( b
q
− 1
2
) ⇐⇒
n+ 3
4
≤ b
p
+
b
2q
(n− 1) ⇐⇒
n+ 3
4
≤ b( 2
b− 1 −
n
q
) +
b
2q
(n− 1) ⇐⇒
n+ 3
4
− 2b
b− 1 ≤
1
q
(
b(n− 1)
2
− nb) ⇐⇒
1
q
≤ b(5− n) + n+ 3
2b(b− 1)(n+ 1) .
From here we deduce:
1
p
=
2
b− 1 −
n
q
≥ b(n
2 − n+ 4)− n(n+ 3)
2b(b− 1)(n+ 1) .
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By (2.13), for p˜′ and q˜′ to be ≥ 1, we need p ≥ b and q ≥ b. Using this information, we
determine:
1
p
≤ 1
b
⇒
n2b− nb+ 4b− n2 − 3n
2b(b− 1)(n+ 1) ≤
1
b
⇐⇒
b(
n2 − n+ 4
2(n+ 1)
− 1) ≤ n(n+ 3)
2(n+ 1)
− 1 ⇐⇒
b ≤ 1 + 4
n− 2 .
Now that we have found p and q and demonstrated how they result in the range on b
found in Propostion 2.2.1, verifying the existence of δ > 0 such that Ξ is a contraction
on Xp,qδ for  sufficiently small proceeds largely as before: We already have (2.11), and
next, to estimate Ξ1v for v ∈ Xp,qδ , we write:
||F (v)||Lp˜′ (R,Lq˜′ (M)) = |a|(
∫
R
(
∫
M
|||v|b||q˜′dV 1q˜′ )p˜′dt) 1p˜′
= |a|(
∫
R
(
∫
M
||v||qdV bq )p˜′dt) 1p˜′
= |a|(
∫
R
||v||bp˜′Lq(M)dt)
1
p˜′
= |a|(
∫
R
||v||pLq(M)dt)
b
p
= |a|||v||bLp(R,Lq(M))
so that
v ∈ Xp,qδ ⇒ ||F (v)||Lp˜′ (R,Lq˜′ (M)) ≤ C|a|δb
⇒ ||Ξ1v||Lp(R,Lq(M)) ≤ C|a|δb.
Then, since, again here b > 1, we have the desired mapping property for Ξ.
What remains to show now is the contraction property; this argument will be nearly
identical to that in section 2. We again have (2.9), and G and H as defined above. To
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begin, we write
||G||Lp˜′ (R,Lq˜′ (M)) ≤ ||v − w||Lp(R,Lq(M))||H(v, w)||Lr(R,Ls(M))(2.19)
where
1
q
+
1
s
=
1
q˜′
, hence (using (2.13)) s(b− 1) = q
and
1
p
+
1
r
=
1
p˜′
, hence (using (2.13)) r(b− 1) = p.
This allows us to write:
||H(v, w)||Lr(R,Ls(M)) ≤ C(|||v|b−1||Lr(R,Ls(M)) + |||w|b−1||Lr(R,Ls(M)))
≤ C(||v||b−1Lp(R,Lq(M)) + ||w||b−1Lp(R,Lq(M))).
Then we deduce
v, w ∈ Xp,qδ ⇒ ||G(v, w)||Lp˜′ (R,Lq˜′ (M)) ≤ Cδb−1||v − w||Lp(R,Lq(M))
⇒ ||Ξv − Ξw||Lp(R,Lq(M)) ≤ Cδb−1||v − w||Lp(R,Lq(M))
the last implication via Proposition 2.1. Since b > 1 we have the contraction property
for δ sufficiently small, and the proof is complete. 2
28
CHAPTER 3
Existence of Scattering
We will now use the results obtained in Chapter 2 to demonstrate scattering in this
setting. For now, by scattering, we mean the asymptotic behavior of the solution u to
the Cauchy problem
(3.1) 2u = F (u), F (u) ∼ a|u|b, u(0) = f, ∂tu(0) = g
as t −→ ±∞. First, we define:
(3.2) w =
u
ut
 , h =
f
g
 , G(w) =
 0
F (u)
 , iL =
 0 I
∆ 0
 ,
so that (3.1) may then be rewritten:
(3.3) w(t) = eitLh+
∫ t
0
ei(t−s)LG(w(s))ds,
or
(3.4) e−itLw(t) = h+
∫ t
0
e−isLG(w(s))ds,
where eitL =
 cos tA A−1 sin tA
−A sin tA cos tA
, A = √−∆.
We will investigate the convergence of (3.4) as t→ +∞ and t→ −∞. (3.4) implies:
e−it2Lw(t2)− e−it1Lw(t1)
=
∫ t2
t1
e−isLG(w(s))ds
=
∫ t2
t1
−A−1 sin (sA)F (u(s))
cos (sA)F (u(s))
 ds.
Now set
Ht1t2(s) = F (s)χ[t1,t2](s), F (s) = F (s, x).
Then
||
∫ t2
t1
e−isAF (s)ds||H−γ,2 = ||
∫ ∞
−∞
e−isAHt1t2(s)ds||H−γ,2
= ||T ∗Ht1t2||H−γ,2
for T ∗ as in Chapter 1. We may now apply the Strichartz estimates from Chapter 1 to
deduce:
||
∫ t2
t1
e−isAF (s)ds||H−γ,2 ≤ C||F ||Lp′ ([t1,t2],Lq′ (M)),
for p, q, γ ∈ R ∪ E . Replacing F (s) by F (u(s)) = a|u(s)|b, we have
||F (u)||Lq′ (M) ≈ (
∫
M
|u|bq′dV )1/q′ = ||u||b
Lbq′ (M)
and hence
||F (u)||Lp′ ([t1,t2],Lq′ (M)) = (
∫ t2
t1
||F (u(s))||p′
Lq′ (M)ds)
1/p′
≈ (
∫ t2
t1
||u(s)||bp′
Lbq′ (M)ds)
1/p′
= ||u||b
Lbp
′ ([t1,t2],Lbp′ (M))
.
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Then in this setting we conclude
e−it2Lw(t2)− e−it1Lw(t1) =
φt1t2
ψt1t2
 ,
with
(3.5) ||φt1t2 ||H1−γ,2(M) + ||ψt1t2||H−γ,2(M) ≤ C||u||bLbp′ ([t1t2],Lbq′ (M)).
3.1. The case 1 < b ≤ 1 + 4
n−1
Now we specialize to the setting of our first set of existence results, where 1 < b ≤
1 + 4
n−1 . In that setting we had a small-data global solution to our non-linear wave
equation with the property:
u ∈ Lp(R×M) = Lp(R, Lp(M)) = Lbp′(R, Lbq′(M)).
From there we deduce:
||φt1t2||H1−γ,2 + ||ψt1t2||H−γ,2 ≤ C||u||bLp([t1,t2]×M) → 0
as t1, t2 →∞ or t1, t2 → −∞.
Since we had (p, q, γ) ∈ R, p = q, γ ≤ 1
2
in this setting, we then know 1−γ ≥ γ ⇒ −γ ≥
γ − 1. We may then say that:
(3.6) e−itLw(t) is Cauchy in Hγ,2(M)⊕Hγ−1,2(M) as t→ ±∞.
Now we are ready to state the following scattering result:
Theorem 3.1.1. In the setting of Proposition 3.1, for 1 < b ≤ 1 + 4
n−1 , γ =
n+1
4
b−1
b+1
,
||f ||Hγ,2 , ||g||Hγ−1,2 ≤ 0, and u the solution to (3.1), there exist
φ± ∈ Hγ,2(M), ψ± ∈ Hγ−1,2(M)
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such that
(3.7) ||
u(t)
ut(t)
− eitL
φ±
ψ±
 ||Hγ,2⊕Hγ−1,2 −→ 0 as t→ ±∞.
Proof. It remains only to observe that we may pass from (3.6) to (3.7) by the fact
that {eitL : t ∈ R } is a uniformly bounded family of operators on Hγ,2(M)⊕Hγ−1,2(M).
2
3.2. The case 1 + 4
n−1 ≤ b ≤ 1 + 4n−2
We will now obtain scattering results in the setting of our second set of global existence
results. We must rewrite (3.5) as follows:
||φt1t2 ||H1−γ˜,2(M) + ||ψt1t2||H−γ˜,2(M) ≤ C||u||bLbp˜′ ([t1t2],Lbq˜′ (M)),
for (p˜, q˜, γ˜) ∈ R ∪ E . We obtained a solution u to (3.1) with the property:
u ∈ Lp(R, Lq(M)) = Lbp˜′(R, Lbq˜′(M)).
Hence we deduce that
||φt1t2||Hγ,2(M) + ||ψt1t2||Hγ−1,2(M) ≤ C||u||bLp([t1t2],Lq(M)) −→ 0,
as either t1, t2 −→ +∞ or t1, t2,−→ −∞.
We thus have the following scattering result:
Theorem 3.2.1. In the setting of Proposition 2.1, there exist
φ± ∈ Hγ,2(M), ψ± ∈ Hγ−1,2(M),
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such that
(3.8) ||
u(t)
ut(t)
− eitL
φ±
ψ±
 ||Hγ,2⊕Hγ−1,2 −→ 0,
as t→ ±∞.
We note that it is easy to see that the pairs
φ±
ψ±
 obtained in Theorem (3.1.1) and
Theorem (3.2.1) are unique. One can write, for any pairs
φ1±
ψ1±
 and
φ2±
ψ2±
 obtained
as in the theorems,
||
φ1±
ψ1±
−
φ2±
ψ2±
 ||Hγ,2⊕Hγ−1,2
≤ ||
φ1±
ψ1±
− e−itL
u(t)
ut(t)
 ||Hγ,2⊕Hγ−1,2 + ||
φ2±
ψ2±
− e−itL
u(t)
ut(t)
 ||Hγ,2⊕Hγ−1,2 ,
both pieces of which go to 0 as t −→ ±∞ by assumption.
We pause a moment to consider the meaning of Theorems 3.1.1 and 3.2.1. The
operator eitL is the solution operator to the free wave equation. Hence, the limits (3.7)
and (3.8) imply that, as t −→ ±∞, the solution u to (3.1) converges to the solution to
a linear wave equation with initial data (φ±, ψ±). In the next chapter we shall discuss
another view of these scattering results, in terms of wave operators and the relationship
between the asymptotic behavior of u as t −→∞ and as t −→ −∞.
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CHAPTER 4
Existence of Wave Operators
Having analyzed the asymptotic behavior of solutions to (3.1) as t −→ ±∞, we will
now define wave operators and prove their existence in this context. This perspective will
allow us to rephrase the results of the previous section, as the asymptotic completeness
of the wave operator.
From the previous chapter, we know that, given the Cauchy problem (3.1), it is
possible to find initial data
φ±
ψ±
 that, when acted upon by the linear operator
Sn(t) = e
itL =
 cos tA A−1 sin tA
−A sin tA cos tA
 ,
A =
√−∆,
yields a solution asymptotically close to that of (3.1) as t −→ ±∞. Now we posit an
inverse problem: Given
φ±
ψ±
 as initial data, is it possible to obtain a solution to (3.1)?
In other words, we ask if there exist well-defined operators
(4.1) W− :
φ−
ψ−
 −→
u
ut

and
(4.2) W+ :
φ+
ψ+
 −→
u
ut
 .
If W− and W+ exist, we call them wave operators. It turns out that in this context
we can indeed find wave operators, provided
φ±
ψ±
 lie in the space Hγ,2 ⊕ Hγ−1,2 and
have sufficiently small norm. Here, of course, γ will derive from the Strichartz estimates
from Chapter 1, and the solution to (3.1) yielded by the mappings (4.1) and (4.2) will
lie in a mixed-norm LptL
q
x space whose indices form a Strichartz-admissible triple with
γ. Hence we will have two sets of wave operator results, one for 1 < b < 1 + 4
n−1 and
another for 1 + 4
n−1 ≤ b ≤ 1 + 4n−2 , corresponding to the two halves R and E of our
Stichartz-admissible range.
To set things up, we will first rephrase the global existence results from Chapter 2:
Theorem 4.0.1. Assume
F (u) ∼ a|u|b,
and b and γ satisfy either
(4.3) 1 ≤ b ≤ 1 + 4
n− 1 , γ =
n+ 1
4
b− 1
b+ 1
or
(4.4) 3 ≤ n ≤ 5, 1 + 4
n− 1 ≤ b ≤ 1 +
4
n− 2 , γ =
n
2
− 2
b− 1 .
Then there exists 0 > 0 such that, for f ∈ Hγ,2(M), g ∈ Hγ−1,2(M) with
||f ||Hγ,2 , ||g||Hγ−1,2 ≤ 0
the initial value problem
∂2u
∂t2
−∆u = F (u), u(0) = f, ut(0) = g
is globally solvable.
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4.1. The case 1 < b ≤ 1 + 4
n−1
We will now specialize to the setting of case (4.3) of Theorem 4.0.1. The first step is
to prove the following companion result to Theorem 4.0.1:
Theorem 4.1.1. In the setting of Theorem 4.0.1, in the case (4.3), there exists an 0
with the following property: For φ− ∈ Hγ,2(M) and ψ− ∈ Hγ−1,2(M), with
(4.5) ||φ||Hγ,2 , ||ψ||Hγ−1,2 ≤ 0,
the equation
(4.6) w(t) = eitL
φ−
ψ−
+ ∫ t
−∞
ei(t−s)LG(w(s))ds
with eitL defined as in Chapter 3 and G(w(s)) =
 0
F (u)
, has a global solution satisfying
w =
 u
∂tu
, with
(4.7) u ∈ Lp(R×M), p = b+ 1.
Proof. Note that if (4.6) holds, then
∂w
∂t
= iLw +G(w).
Also, solving (4.6) is equivalent to solving
(4.8) u(t) = (cos tA)φ− + (
sin tA
A
)ψ− +
∫ t
−∞
sin (t− s)A
A
F (u(s))ds.
We then write
u(t) = Ξ0(φ−, ψ−)(t) + Ξ1u(t) = Ξu(t),
36
with Ξ0(φ−, ψ−)(t) = cos(tA)φ− + sin tAA ψ− and
Ξ1(u(t)) =
∫ t
−∞
sin(t− s)A
A
u(s, x)ds.
Finding a solution to (4.8) that satisfies (4.7) will be accomplished through a con-
traction argument similar to those found in Chapter 2. We set
Xpδ = {v ∈ Lp(R×M) : ||v||Lp(R×M) ≤ δ}.
We will show that there exist δ > 0 and 0 > 0 such that when (4.5) holds, Ξ
is a contraction map on Xbδ. First, we shall observe that, by Proposition 1.1.2, with
p = q ∈ (2, 2(n+1)
n−1 ], γ =
n+1
4
b−1
b+1
,
Ξ0 : Hγ,2(M)⊕Hγ−1,2(M)→ Lp(R×M).
We now estimate Ξ1v for v ∈ Xbδ. As in Chapter 2, we have
(4.9) ||F (v)||Lp′ (R×M) = |a|(
∫
|v|bp′dV ) 1p′ = |a|||v||bLp(R×M)
Write
Ξ1v(t) =
∫ t
−∞
sin (t− s)A
A
F (v(s))ds = V F (v)(t),
where V is defined as in Chapter 1, except with
∫ t
0
replaced by
∫ t
−∞. The filtration
argument in that section can be applied in this case as well, with the filtration in question
being the series of subsets (−∞, t], to deduce:
V : Lp
′
(R×M) −→ Lp(R×M).
Thus we obtain the following:
v ∈ Xpδ ⇒ ||F (v)||Lp′ (R×M) ≤ C|a|δb
⇒ ||Ξ1v||Lp(R×M) ≤ C|a|δb
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Since b > 1, we thus have the desired mapping property Ξ : Xbδ → Xbδ, given δ and 0
sufficiently small. It only remains to establish the contraction property for Ξ. We write
Ξv1(t)− Ξv2(t) =
∫ t
−∞
A−1 sin((t− s)A)Φ(v1(s), v2(s))ds
where
Φ(v1, v2) = F (v1)− F (v2)
= H(v1, v2)(v1 − v2)
and
H(v1, v2) =
∫ 1
0
F ′(τv1 + (1− τ)v2)dτ.
Since F ′(v) = ab|b|b−1(sgnv), we have
|H(v1, v2)) ≤ C(|v1|b−1 + |v2|b−1).
Hence,
||Φ(v1, v2)||Lp′ (R×M) ≤ ||v1 − v2||Lp(R×M)||H(v1, v2)||Lr(R×M)
where p = b+ 1 and
1
p
+
1
r
=
1
p′
⇒
r =
p
p− 2 ⇒
r(b− 1) = p.
Thus
||H(v1, v2)||Lr(R×M) ≤ C(|||v1|b−1||Lr(R×M) + |||v2|b−1||Lr(R×M))
≤ C(||v1||b−1Lp(R×M) + ||v2||b−1Lp(R×M)).
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Finally we deduce
v1, v2 ∈ Xpδ ⇒ ||Φ(v1, v2)||Lp′ (R×M) ≤ Cδb−1||v1 − v2||Lp(R×M)
⇒ ||Ξv1 − Ξv2||Lp(R×M) ≤ Cδb−1||v1 − v2||Lp(R×M),
Since b > 1 we have the contraction property for δ sufficiently small, and the proof is
complete. 2
Now that we have w = (u, ut)
t, we can estimate the following difference:
(4.10) e−itLw(t)−
φ−
ψ−
 = ∫ t
−∞
 sin sAA F (u(s))
cos sAF (u(s))
 ds.
As we did to obtain scattering results, we write
||
∫ t
−∞
e−isAF (s)ds||H−γ,c = ||T ∗Ht||H−γ,2 ,
with
Ht(s, x) = χ(−∞,t](s)F (s, x).
Chapter 1 Strichartz estimates on T ∗ apply, as does (4.9). Hence we may rewrite the
right hand side of (4.10) as φ(t)
ψ(t)
 ,
and obtain
||φ(t)||H1−γ,2 + ||ψ(t)||H−γ,2 ≤ C||u||bLp((−∞,t]×M) → 0
as t→ −∞. We have obtained the following conclusion:
Proposition 4.1.2. In the setting of Theorem 4.1.1, with 1 < b ≤ 1 + 4
n−1 , γ =
n+1
4
b−1
b+1
, there exists 0 such that if ||φ−||Hγ,2 , ||ψ−||Hγ−1,2 ≤ 0, then the equation ∂w∂t =
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iLw +G(w) has a solution w = (u, ut)
t, with u ∈ Lp(R×M) and
(4.11) ||
u(t)
ut(t)
− eitL
φ−
ψ−
 ||H1−γ,2⊕H−γ,2 −→ 0, as t→ −∞.
Note that in this setting we have γ < 1
2
⇒ 1− γ > γ ⇒ H1−γ,2(M)⊕H−γ,2(M) has
a stronger norm than Hγ,2(M) ⊕ Hγ−1,2(M), so in the setting of Proposition 4.1.2, we
also have
||
u(t)
ut(t)
− eitL
φ−
ψ−
 ||Hγ,2⊕Hγ−1,2 −→ 0, as t→ −∞.
Using similar techniques, we could also get the convergence of the difference (4.10) to
0 in the H1−γ,2 ⊕H−γ,2 norm (and hence the Hγ,2(M)⊕Hγ−1,2(M) norm ) as t −→∞.
Thus we have demonstrated that, given initial data
φ±
ψ±
 ∈ Hγ,2 ⊕ Hγ−1,2 with
sufficiently small norm, we can find a solution to the nonlinear wave equation (4.6), and
that furthermore this solution satisfies the same limit as in (3.7), where u was the solution
to the Cauchy problem. Hence we have proven the existence of (4.1) and (4.2), as needed.
4.2. The case 1 + 4
n−1 ≤ b ≤ 1 + 4n−2
We will now prove the existence of wave operators for a higher range of b. As in the
previous section, we begin with an existence result:
Theorem 4.2.1. In the setting of Theroem 4.0.1, in case (4.4), there exists 0 > 0
such that, for φ− ∈ Hγ,2(M), ψ− ∈ Hγ−1,2(M) with
(4.12) ||φ−||Hγ,2 , ||ψ−||Hγ−1,2 ≤ 0,
the equation
(4.13) w(t) = eitL
φ−
ψ−
+ ∫ t
−∞
ei(t−s)LG(w(s))ds
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has a global solution satisfying w = (u, ut)
t, with
u ∈ Lp(R, Lq(M))
for (p, q) as in Proposition 2.2.1.
Proof. Again finding a solution to (4.13) will be equivalent to solving:
u(t) = (cos tA)φ− + (
sin tA
A
)ψ− +
∫ t
−∞
sin (t− s)A
A
F (u(s))ds.
As before we write:
u(t) = Ξ0(φ−, ψ−)(t) + Ξ1u(t) = Ξu(t)
with Ξ0 and Ξ1 as in the previous section. We then set:
Xp,qδ = {v ∈ Lp(R, Lq(M)) : ||v||Lp(R,Lq(M)) ≤ δ},
and proceed to show that Ξ is a contraction map on this space, provided (4.12) holds.
First we have
Ξ0 : Hγ,2(M)⊕Hγ−1,2(M) −→ Lp(R, Lq(M))
for (p, q, γ) ∈ E . Next, to estimate Ξ1v for v ∈ Xp,qδ , we note that
||F (v)||Lp˜′ (R,Lq˜′ (M)) = |a|||v||bLp(R,Lq(M)),
since p = bp˜′ and q = bq˜′. Also we again have Ξ1v(t) =
∫ t
−∞
sin (t−s)A
A
F (v(s))ds =
V F (v)(t), for V as in Chapter 1, with
∫ t
0
replaced by
∫ t
−∞, and we can once more extend
the proof of Proposition 1.2.1 to deduce
v ∈ Xp,qδ ⇒ ||F (v)||Lp˜′ (R,Lq˜′ (M)) ≤ C|a|δb
⇒ ||Ξ1v||Lp(R,Lq(M)) ≤ C|a|δb.
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Since b > 1, we thus have the desired mapping property, given δ and 0 sufficiently small.
It remains only to establish the contraction property. The proof here is the same as those
found in the previous section and in Chapter 2, so we will omit the details. 2
Now that we have w = (u, ut)
t, we proceed as above to estimate the difference:
(4.14) e−itLw(t)−
φ−
ψ−
 = ∫ t
−∞
 sin sAA F (u(s))
cos sAF (u(s))
 ds
Then
||
∫ t
−∞
e−is
√−∆F (s)ds||H−γ˜,2 = ||T ∗Ht||H−γ˜,2
with Ht(s, x) as in (4.10) above. We can use the mapping property
T ∗ : Lp˜
′
(R, Lq˜′(M)) −→ H−γ˜,2(M),
valid provided (p˜, q˜, γ˜) ∈ E , which is the case in this setting. Hence the right side of
(4.14) can be rewritten as φ(t)
ψ(t)

and thus
||φ(t)||H1−γ˜,2 + ||ψ(t)||H−γ˜,2 ≤ C||u||bLp((−∞,t]),Lq(M)) → 0,
as t→ −∞. Given the relation between γ and γ˜, namely that γ + γ˜ = 1, we have
H1−γ˜,2(M)⊕H−γ˜,2(M) = Hγ,2(M)⊕Hγ−1,2(M).
Hence we may make the following conclusion, which yields the existence of wave opera-
tors:
Theorem 4.2.2. In the setting of Theorem 3.1, with 1 + 4
n−1 < b < 1 +
4
n−2 , γ =
n
2
− 2
b−1 , there exists 0 such that if ||φ−||Hγ ,2, ||ψ−||Hγ−1,2 ≤ 0, then the equation ∂w∂t =
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iLw +G(w) has a solution w = (u, ut)
t, with u ∈ Lp(R, Lq(M)) and
||
u(t)
ut(t)
− eitL
φ−
ψ−
 ||Hγ,2⊕Hγ−1,2 −→ 0, as t→ −∞.
Again we note that similar techniques would suffice to obtain the convergence of
(4.14) to 0 as t −→∞. Unlike the previous case, however, we do not obtain convergence
in a stronger norm than that of Hγ,2(M)⊕Hγ−1,2(M).
4.3. Relation to Scattering
We will now relate these ideas to the scattering discussed in the previous chapter.
Given the existence of wave operators, one may define the scattering operator
(4.15) S = W−1+ W−
Hence S relates the asymptotic behavior of u as t −→ −∞ to its behavior as t −→ ∞.
Clearly the expression in (4.15) only makes sense if the range of W− is contained within
the range of W+, so what the limits in Chapter 3 really demonstrate is the invertibility
of the wave operator. The existence of scattering, proved in the last section, might also
have been labeled as the asymptotic completeness of the wave operator.
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