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Abstract 
Recent years have seen increased interest in phylogenetic comparative analyses of 
multivariate datasets, but to date the varied proposed approaches have not been extensively 
examined. Here we review the mathematical properties required of any multivariate method, and 
specifically evaluate existing multivariate phylogenetic comparative methods in this context. 
Phylogenetic comparative methods based on the full multivariate likelihood are robust to levels of 
covariation among trait dimensions and are insensitive to the orientation of the dataset, but display 
increasing model misspecification as the number of trait dimensions increases. This is because the 
expected evolutionary covariance matrix (V) used in the likelihood calculations becomes more ill-
conditioned as trait dimensionality increases, and as evolutionary models become more complex. 
Thus, these approaches are only appropriate for datasets with few traits and many species. Methods 
that summarize patterns across trait dimensions treated separately (e.g., SURFACE) incorrectly 
assume independence among trait dimensions, resulting in nearly a 100% model misspecification 
rate. Methods using pairwise composite likelihood are highly sensitive to levels of trait covariation, 
the orientation of the dataset, and the number of trait dimensions. The consequences of these 
debilitating deficiencies is that a user can arrive at differing statistical conclusions, and therefore 
biological inferences, simply from a dataspace rotation, like principal component analysis. By 
contrast, algebraic generalizations of the standard phylogenetic comparative toolkit that use the 
trace of covariance matrices are insensitive to levels of trait covariation, the number of trait 
dimensions, and the orientation of the dataset. Further, when appropriate permutation tests are 
used, these approaches display acceptable Type I error and statistical power. We conclude that 
methods summarizing information across trait dimensions, as well as pairwise composite 
likelihood methods should be avoided, while algebraic generalizations of the phylogenetic 
comparative toolkit provide a useful means of assessing macroevolutionary patterns in multivariate 
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data. Finally, we discuss areas in which multivariate phylogenetic comparative methods are still 
in need of future development; namely highly multivariate Ornstein-Uhlenbeck models and 
approaches for multivariate evolutionary model comparisons. 
 
Keywords: phylogenetic comparative methods, multivariate, high-dimensional data  
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INTRODUCTION 
Understanding patterns of trait evolution across sets of taxa requires accounting for the 
lack of independence among species due to shared evolutionary history (Felsenstein 1985). From 
this simple premise the burgeoning field of phylogenetic comparative biology has emerged, whose 
suite of statistical tools facilitate the evaluation of phenotypic patterns in a phylogenetic context 
to address a wide range of biological hypotheses. For example, phylogenetic comparative methods 
(PCMs) may be used to compare the rate of trait evolution among one or more sets of taxa or traits 
on a phylogeny (Garland 1992; O'Meara, et al. 2006; Thomas, et al. 2006; Revell and Harmon 
2008; Adams 2013), and to distinguish among differing models that describe how trait variation 
accumulates (e.g., Brownian motion [BM] versus Ornstein-Uhlenbeck [OU] models: Hansen 
1997; Beaulieu, et al. 2012). Other methods characterize the degree to which phenotypic traits 
display phylogenetic signal (Pagel 1999; Blomberg, et al. 2003), determine whether trait variation 
differs among groups of taxa (i.e., phylogenetic ANOVA: Garland, et al. 1993), or evaluate 
whether traits covary across the phylogeny (i.e., phylogenetic regression: Felsenstein 1985; Grafen 
1989; Garland and Ives 2000). These and other methods provide evolutionary biologists with a 
panoply of analytical tools for testing hypotheses that describe the evolution of phenotypic 
diversity, and provide insight on the putative processes that have generated these 
macroevolutionary patterns (for a review see Pennell and Harmon 2013).  
Presently, most analytical methods in the phylogenetic comparative toolkit model the 
evolution of a single trait across the phylogeny (Uyeda, et al. 2015). However, the last decade has 
seen increased interest in utilizing PCMs for examining phylogenetic patterns of trait evolution in 
multivariate datasets (e.g., Rüber and Adams 2001; Revell and Harmon 2008; Revell and Collar 
2009; Bastir, et al. 2010; Monteiro and Nogueira 2011; Klingenberg and Marugán-Lobón 2013; 
Monteiro 2013; Outomuro, et al. 2013; Polly, et al. 2013; Sherratt, et al. 2014; Sherratt, et al. 
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2016). Several distinct approaches have been proposed for statistically evaluating multivariate 
trends in light of a phylogeny. One method uses likelihood ratio tests to evaluate the fit of the data 
to the phylogeny under differing models of trait evolution  (Revell and Harmon 2008). This method 
relies on adequate estimation of model log-likelihood, which is possible with many taxa and few 
traits.  However, when multivariate data sets have comparatively many trait variables or few taxa 
(a common occurrence with empirical data sets), estimating log-likelihoods is troublesome; thus, 
alternative methods for estimating log-likelihoods, or using test statistics that are correlated with 
log-likelihood estimates, have been proposed as log-likelihood surrogates.   
One such approach evaluates evolutionary models via log-likelihood estimation across 
individual (univariate) trait dimensions treated separately and sums these to arrive at an overall 
hypothesis of the best-fitting evolutionary model for the data given a phylogeny (Ingram and 
Mahler 2013; Grundler and Rabosky 2014; Moen, et al. 2016). Another procedure uses test 
statistics based on traces of the same covariance matrices used for log-likelihood estimation (which 
are correlated with likelihood ratio test statistics) to evaluate macroevolutionary hypotheses in 
high-dimensional datasets (Adams 2014c; Adams 2014a; Adams 2014b; Adams and Felice 2014; 
Denton and Adams 2015).  Finally, a recently introduced approach combines pairwise composite 
likelihood – a pseudo-likelihood estimated from all or a portion of possible pairwise combinations 
of trait variables -  and phylogenetic simulation to compare the fit of the multivariate dataset to the 
phylogeny under a null and alternative hypothesis (Goolsby 2016). Strikingly, while all of these 
procedures have been developed to extend the phylogenetic comparative toolkit in various ways 
for the analysis of multivariate data, to date no study has compared their ability to accurately and 
reliably evaluate patterns in such multivariate dataspaces.  
The purpose of this paper is to examine existing phylogenetic comparative approaches that 
evaluate trends in multivariate data in an effort to provide guidance for empiricists and to identify 
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areas ripe for future analytical development (findings summarized in Table 1). We first review the 
general properties required of any analytical method describing patterns in multivariate data, and 
describe how these properties are also applicable to phylogenetic comparative methods. We then 
review the procedures currently developed for characterizing multivariate patterns in a 
phylogenetic context, and use computer simulations to compare some of their properties under 
differing conditions. We find that even under simple conditions (e.g., Brownian motion for a small 
number of trait dimensions) approaches that summarize information across individual axes of the 
dataspace display high levels of model misspecification when comparing evolutionary models, 
which greatly limits their utility. Likewise, methods based on pairwise composite likelihood can 
arrive at differing statistical inferences based entirely on how the multivariate dataspace is 
oriented, rendering their conclusions arbitrary. By contrast, comparing the fit of differing 
evolutionary models using likelihood ratio tests or AIC scores do not suffer from these 
shortcomings, but display increased model misspecification as trait dimensionality increases. 
Finally, we find that log-likelihood correlates (statistics using the traces of covariance matrices) 
display none of these challenges, and thus appear appropriate for use on multivariate datasets for 
hypothesis testing under Brownian motion. We further find that when the correct permutation 
procedures are utilized, these approaches display acceptable statistical performance in terms of 
type I error and power, and are thus suitable for evolutionary hypothesis testing. We conclude that 
methods summarizing information across trait dimensions individually, as well as pairwise 
composite likelihood methods should be avoided, while using log-likelihood correlates based on 
algebraic generalizations of the phylogenetic comparative toolkit provide a useful means of 
assessing macroevolutionary patterns in multivariate data. Areas in need of additional theoretical 
development; namely the development of robust approaches for evaluating highly multivariate 
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Ornstein-Uhlenbeck models and methods for multivariate evolutionary model comparisons, are 
also discussed. 
 
Necessary Characteristics of Analytical Methods for Multivariate Data 
Here we consider the general geometric properties inherent to multivariate data, and the 
requirements of any analytical approach designed to evaluate patterns in such datasets. The goal 
of many analytical and statistical methods is to describe patterns of dispersion of species’ trait 
values with respect to the hypothesis under investigation. This is the case for ordinary least squares 
(OLS) models such as analysis of variance and regression. Additionally, the hypothesis could 
incorporate some phylogenetic model for how trait variation is expected to accumulate over time. 
For instance, many phylogenetic comparative methods take into consideration the shared 
evolutionary history among species through the incorporation of the phylogenetic covariance 
matrix (C) when using generalized least squares (GLS) to estimate model parameters (see Rohlf 
2006). For univariate data, such analytical methods describe the dispersion of species values along 
a number line, which represents a one-dimensional trait space. Likewise, multivariate analytical 
methods summarize patterns of dispersion among species in a multivariate trait space. The axes of 
this dataspace may represent a set of single-valued traits treated simultaneously (e.g., length, 
width, and height measures), a set of summary axes of the original variables (such as ordination 
scores), or the dimensions of a composite multi-dimensional trait such as shape derived from 
landmark-based morphometric methods (Bookstein 1991; Mitteroecker and Gunz 2009; Adams, 
et al. 2013). Figure 1a provides an example of a three-dimensional trait space in which the locations 
of 15 species in each of two categories are observed.  
Both univariate and multivariate methods summarize dispersion in their respective 
datasets, but with multivariate data, additional mathematical properties must also be considered. 
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For instance, phenotypic traits are not independent, but can covary with one another. Hence, 
multivariate analytical methods must be capable of accurately summarizing the dispersion of 
species in this space regardless of the degree of covariation in the trait data. Additionally, the 
orientation of the dataspace should have no effect on statistical summaries obtained from the 
dataset. For example, rotating the data in Figure 1a to its principal component axes provides a 
different view of the multivariate dataspace (Fig. 1b), but the dispersion of points in the plot is 
exactly the same. Thus, statistical summaries of the data in either orientation must also be identical, 
so long as all trait dimensions that contain variation are included in the analysis. For Figures 1a 
and 1b this is indeed the case, as the summary parameter for multivariate ANOVA of the three-
dimensional dataset is the same for both orientations (e.g., Pillai’s trace = 0.65275 in this case). 
This property of rotation-invariance is well-known for multivariate OLS statistical methods in 
general (Mardia, et al. 1979; Rohlf 1999; Langsrud 2004), as linear models are invariant under 
linear transformations, including rigid rotations. Finally, rotation-invariance is not merely a matter 
of choice or convenience. For high-dimensional phenotypic data such as landmark-based 
morphometric shape data, rotation-invariance is in fact, essential, because there is no inherently 
‘natural’ orientation in the data. That is, one orientation of the aligned landmark coordinates is as 
valid as any other, and each expresses the same information regarding patterns of multivariate 
shape disparity among specimens. As such, any orientation of the multivariate dataspace may be 
used as input in downstream statistical analyses, and summary test measures must therefore be 
insensitive to differing choices of orientation.  
Importantly, and while not always considered, multivariate phylogenetic comparative 
methods must also conform to these fundamental geometric properties. Specifically, parameter 
estimates and statistical summaries must accurately characterize the evolutionary patterns of 
dispersion of species in the trait space regardless of the degree of covariation among trait 
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dimensions. Additionally, summary measures and statistical tests based on them should be 
invariant to the orientation of the multivariate dataspace, so long as all trait dimensions containing 
variation are treated simultaneously. For example, Figure 1C contains a phylomorphospace (sensu 
Sidlauskas 2008; Polly, et al. 2013) for a three-dimensional trait, displaying the dispersion of 16 
species relative to their phylogenetic relationships. Figure 1d displays the same dataspace rotated 
to its principal axes. Clearly, the dispersion of species relative to their phylogenetic relationships 
remains unchanged irrespective of the orientation of the dataspace. Thus, any multivariate PCM 
summarizing patterns of trait dispersion relative to their phylogenetic relationships using the entire 
multivariate dataset must also exhibit rotation-invariance. 
 
Conducting Phylogenetic Comparative Analyses on Multivariate Data 
Phylogenetic comparative methods describe patterns of trait covariation by conditioning 
the data on the phylogeny under a particular model of evolutionary change (frequently Brownian 
motion: see Felsenstein 1973; Felsenstein 1981). This is accomplished via two steps: model 
estimation and model evaluation. First, most PCMs fit a GLS model to the data to describe the 
relationship:  
 
      ܇ ൌ ܆઺෡ ൅ ߝ              1 
 
where ܇ is a N × p matrix of trait values for the N species across p trait dimensions, and X is a N 
× k design matrix, which is frequently a column of ones, but may also contain one or more 
independent variables (e.g., for phylogenetic regression). The coefficients, are estimated via 
generalized least squares as, ઺෡ ൌ ሺ܆࢚۱ି૚܆ሻି૚܆࢚۱ି૚܇, where t and -1 refer to matrix transposition 
and inversion, respectively, and C is an N × N phylogenetic covariance matrix.  Fitted values are 
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estimated as,  ܇෡ ൌ ܆઺෡, and the residuals of the model (), found as, ܇ െ ܧሺ܇ሻ ൌ ܇ െ ܇෡ ൌ ܇ െ ܆઺෡, 
with the vectored form of the matrix of residuals having values assumed to be normally distributed 
as ࣨሺ0, ܄ሻ, where V describes the lack of independence due to the phylogeny relative to the 
evolutionary model under consideration. The log-likelihood of the model (e.g., O'Meara, et al. 
2006; Revell and Harmon 2008; Bartoszek, et al. 2012; Clavel, et al. 2015) may be estimated based 
on the equation:  
 
 െଵଶ ሺሺܡ െ ܧሺܡሻሻ࢚܄ି૚ሺܡ െ ܧሺܡሻሻ ൅ ݈݋݃|܄| ൅ ܰ݌ ∙ ݈݋݃ሺ2ߨሻሻ 2 
 
Here, y is a  Np × 1 column vector of trait values for the N species across p trait dimensions (found 
using the vec operator on the N × p data matrix Y), E(y) is an Np × 1 column vector of expected 
values (i.e., the vectorization of the matrix of phylogenetic means, Xβ෠), and V is a Np × Np 
expected covariance matrix for the evolutionary model under consideration (see Revell and 
Harmon 2008). For the case of a single Brownian motion model, V is found as: ܄ ൌ ܀⊗ ۱, and 
represents the Kronecker product of an hypothesized p × p trait covariance matrix (typically called 
the rate matrix: R), with the N × N phylogenetic covariance matrix (C) as described above.  For 
some evolutionary models, estimating V involves considering the evolutionary model and the 
uniqueness of multiple rates (for a general overview see Clavel, et al. 2015). In these cases, R 
matrices are typically empirically derived, and V represents the joint contribution of C, as 
estimated from the evolutionary model, and its influence on R (see Revell and Harmon 2008). For 
other evolutionary models (e.g., Ornstein-Uhlenbeck models), estimating V is considerably more 
complex (see Clavel, et al. 2015).   
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Alternatively, model coefficients may be obtained from phylogenetic independent 
contrasts (Felsenstein 1985), phylogenetic generalized least squares (Grafen 1989; Martins and 
Hansen 1997), or least squares estimation based on a phylogenetic transformation of the data 
(Garland and Ives 2000). Prior work has shown that these algebraic approaches lead to identical 
fitted values and covariance matrices, and thus provide alternative, but equivalent, 
implementations for fitting the data to the phylogeny given a model of evolutionary change (see 
Garland and Ives 2000; Rohlf 2001; Blomberg, et al. 2012).  
 Subsequent to the estimation of model coefficients, patterns of covariation in the response 
variables (Y) conditioned on the phylogeny can be statistically evaluated relative to the 
evolutionary hypothesis under investigation. Some multivariate PCMs use likelihood ratio tests 
(LRT) or indexing measures of penalized likelihood (such as Akaike information criterion, AIC) 
to accomplish this. For instance, LRT or AIC scores may be used to compare the fit of the data to 
the phylogeny under differing evolutionary models (e.g., Brownian motion versus Ornstein-
Uhlenbeck models) to determine which provides the highest support (e.g., O'Meara, et al. 2006; 
Revell and Harmon 2008; Bartoszek, et al. 2012; Clavel, et al. 2015). In such cases, LRT and AIC 
are focused on evaluating different estimates of V, which represent differing evolutionary 
scenarios for how trait variation accumulates given a consistent statistical design (e.g., Revell and 
Harmon 2008). 
Similarly, likelihood ratio tests may be used to evaluate the fit of the data to a set of 
independent variables in the design matrix (X), given the expected phylogenetic covariance, as 
described by phylogenetic regression. In these cases, the expected phylogenetic covariance under 
a particular evolutionary model (V) remains consistent, but the expected values from nested 
statistical models (܆௜ሻ will vary. Using LRT to compare such models (e.g., Y~X versus Y~1, 
where 1 means a model including only an intercept), the phylogenetic covariance (V) remains 
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constant, and thus the LRT is simply the difference in scalars found from the first part of the log-
likelihood equation (equation 2):  
݈݋݃ ቀ௅ሺ܇|܄,܆ಷሻ௅ሺ܇|܄,܆బሻቁ ൌ െ
ଵ
ଶ ቀ൫ܡ െ ܧሺܡ|܄, ܆ிሻ൯
࢚܄ି૚൫ܡ െ ܧሺܡ|܄, ܆ிሻ൯ ൅ ݈݋݃|܄| ൅ ܰ݌ ∙
log	ሺ2ߨሻቁ 	െ ቂെ ଵଶ ቀ൫ܡ െ ܧሺܡ|܄, ܆଴ሻ൯
࢚܄ି૚൫ܡ െ ܧሺܡ|܄, ܆଴ሻ൯ ൅ ݈݋݃|܄| ൅ ܰ݌ ∙ log	ሺ2ߨሻቁቃ 	ൌ
ଵ
ଶ ቂ൫ܡ െ ܧሺܡ|܄, ܆଴ሻ൯
࢚܄ି૚൫ܡ െ ܧሺܡ|܄, ܆଴ሻ൯ െ ൫ܡ െ ܧሺܡ|܄, ܆ிሻ൯࢚܄ି૚൫ܡ െ ܧሺܡ|܄, ܆ிሻ൯ቃ.  3 
  
Further, when R is a ݌ ൈ ݌ identity matrix, the two times the LRT statistic is also the same as the 
sum of squares (SS) comprising the numerator of an F-statistic, calculated in analyses of variance 
(ANOVA) for multivariate data, based on the traces of estimated sums of squares and cross-
products (SSCP) matrices (Anderson 2001): 
 
2ሺLRTሻ ൌ ݐݎܽܿ݁ሾሺ܇ െ ܧሺ܇|܆଴ሻሻ௧۱ି૚ሺ܇ െ ܧሺ܇|܆଴ሻሻ െ ሺ܇ െ ܧሺ܇|܆ிሻሻ௧۱ି૚ሺ܇ െ
ܧሺ܇|܆ிሻሻሿ.  4 
 
Likewise, if R is a ݌ ൈ ݌ diagonal matrix with diagonal elements equal to the rank difference 
between ܆଴ and ܆ி (the null and "full" design matrices, respectively), Δ݇, the two times the LRT 
statistic is the same as the trace of the estimated covariance matrix for ܆ி compared to ܆଴: 
 
2ሺLRTሻ ൌ ݐݎܽܿ݁൫઱෡୼௞൯ ൌ ଵ୼௞ ݐݎܽܿ݁ሾሺ܇ െ ܧሺ܇|܆଴ሻሻ௧۱ି૚ሺ܇ െ ܧሺ܇|܆଴ሻሻ െ ሺ܇ െ
ܧሺ܇|܆ிሻሻ௧۱ି૚ሺ܇ െ ܧሺ܇|܆ிሻሻሿ.  5 
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In the event that C is singular, or just as a computationally efficient step, a phylogenetic 
transformation matrix, P, can be calculated from eigen-analysis of C, such that: 
 
	2ሺLRTሻ ൌ ݐݎܽܿ݁൫઱෡Δ௞൯ ൌ ଵΔ௞ ݐݎܽܿ݁ሾሺ۾܇ െ ܧሺ۾܇|۾܆଴ሻሻ௧ሺ۾܇ െ ܧሺ۾܇|۾܆଴ሻሻ െ ሺ۾܇ െ
ܧሺ۾܇|۾܆ிሻሻ௧ሺ۾܇ െ ܧሺ۾܇|۾܆ிሻሻሿ.  6 
 
(Garland and Ives 2000; Adams2014b), meaning matrix inversion can be avoided altogether.  
Transforming data using phylogentically independent contrasts (Felsenstein 1985) also avoids 
matrix inversion. This association between LRT and alternative statistics using traces of 
covariance matrices is important, because other multivariate PCMs use the traces of the covariance 
matrices to evaluate the fit of the data to the phylogeny relative to a set of independent variables 
(e.g., Adams 2014b; Adams and Collyer 2015). 
One challenge with likelihood approaches is that as the number of trait dimensions (p) 
increases, covariance matrices become more unstable. Also, as p approaches N they become 
singular, and as such, hypothesis tests based on estimating the log-likelihood (which includes 
inverting and finding the determinant of a singular V matrix)  becomes computationally prohibitive 
(see Adams 2014c). By contrast, PCMs which utilize the trace of a covariance matrix are not as 
prohibitive under these conditions, because inverting singular matrices is not needed, as shown 
above.   
Finally, it should be mentioned that while current multivariate PCMs largely follow the 
procedures described above, other analytical approaches for conditioning the data on the 
phylogeny, obtaining model parameters, and statistically evaluating evolutionary hypotheses could 
be envisioned. Such alternatives represent important avenues for future investigation, and are 
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briefly mentioned in the Discussion section. However, for the remainder of this article, we restrict 
our attention to those methods that have been formally described in the phylogenetic comparative 
literature, in an effort to determine how they perform under various conditions.  
 
METHODS AND RESULTS 
Simulation Approaches 
To provide an assessment of the degree to which the different PCM approaches were 
capable of evaluating known patterns in multivariate datasets, we performed a series of computer 
simulations. For each simulation, 100 random phylogenies were generated, using both random-
splits and pure-birth approaches (overall patterns from both methods were concordant, so only 
results from the former are shown: see Supplemental Material). On each phylogeny, multivariate 
phenotypic datasets were then simulated using a Brownian motion model of evolution. Datasets 
were simulated both with and without covariation among trait dimensions, ranging from complete 
trait independence (covY = 0.0) to very high trait correlations (covY = 0.9). Most simulations were 
performed using a 32 species phylogeny (N = 32) and eight trait dimensions (p = 8), resulting in a 
4:1 N:p ratio. However, some simulations were conducted across a broader range of species 
richness (N = 32, 64, 128) and a range of trait dimensionality (p = 2 - 32) to investigate their effects 
on PCM performance. All simulations were performed in R (R Core Team 2016), using the 
packages: ape (Paradis 2012), geiger (Pennell, et al. 2014), and phytools (Revell 2012). The 
multivariate PCM approaches evaluated were implemented using the packages: geomorph 3.0.3 
(Adams, et al. 2016), mvMORPH (Clavel, et al. 2015), mvSLOUCH (Bartoszek, et al. 2012), 
phylocurve 2.0.6 (Goolsby 2015), and SURFACE (Ingram and Mahler 2013). Computer code and 
simulation results for all simulation experiments reported in this article may be found in the 
Supplemental Material on DRYAD (http://dx.doi.org/10.5061/dryad.29722). 
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As with any simulation study we acknowledge that the scenarios examined here are 
necessarily limited, and that their set of conditions do not represent the breadth of possible patterns 
displayed by empirical biological datasets. Nevertheless, valuable insights may still be obtained 
concerning the performance of multivariate PCMs even under these restricted conditions. 
Specifically, these simulations represent very simple evolutionary scenarios, with traits that evolve 
under a single Brownian motion model and with a specified (and common) degree of trait 
covariation between trait dimensions. However, if even under these conditions a particular 
multivariate PCM approach fails to reliably identify patterns in the data, that method has little hope 
of characterizing patterns under more realistic conditions, as may be found in datasets containing 
evolutionary outliers, displaying differing evolutionary rates among species, or that evolve under 
more complicated evolutionary models. Thus, the simulations implemented here may be used to 
establish a baseline performance for the various approaches that have thus far been proposed to 
evaluate patterns in multivariate datasets in light of their phylogenetic relationships.   
 
Evaluating Multivariate PCM Patterns: Likelihood Ratio Tests and AIC Scores 
One method for evaluating phylogenetic patterns in multivariate data is based on maximum 
likelihood. Here the fit of the multivariate data to the phylogeny may be obtained under differing 
evolutionary models (e.g., Brownian motion, Ornstein-Uhlenbeck, multi-rate Brownian motion 
models, etc.), and likelihood ratio tests or indexing measures of penalized likelihood, such as 
Akaike information criterion (AIC) scores, may be used to determine which alternative model 
provides the highest support. The procedure was originally proposed for evaluating rate shifts on 
the phylogeny in small numbers of univariate traits treated simultaneously (e.g., Revell and 
Harmon 2008; Revell and Collar 2009), but has recently been expanded to compare a wider class 
of evolutionary models (e.g., Bartoszek, et al. 2012).  
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One desirable attribute of this approach is that its summary measure (the multivariate log-
likelihood, logL) is invariant to rotations of the multivariate dataspace. For instance, the 
multivariate logL for the hypothetical example in Figure 1c and 1d is identical for both orientations 
of the dataspace (logL = -20.0025). Additionally, the approach is robust to levels of covariation 
among trait dimensions. Figure 2a displays the correlation between logL estimates obtained for a 
set of simulated datasets generated under conditions of increasing trait covariation, and those same 
datasets rotated to their principal axes. This value was 1.0 in all cases, confirming that logL was 
both rotation-invariant and unaffected by increasing levels of trait covariation.  
Nevertheless, evaluating evolutionary hypotheses in multivariate data using likelihood 
ratio tests or AIC scores does present some challenges. Specifically, these statistical approaches 
display increasing Type I error and increasing model misspecification as the number of trait 
dimensions (p) increases. This pattern is illustrated in Figure 2b, where the type I error rate of 
likelihood ratio tests increases with p (see also Fig. 2 of Adams 2014c). Likewise, using AIC 
comparisons, the percent model misspecification also increases with increasing trait 
dimensionality (Fig. 2b). The reason for this pattern is that the calculation of the likelihood (and 
subsequently its AIC) requires estimating both the inverse and the determinant of expected 
evolutionary covariance matrix (V), and this matrix becomes more ill-conditioned as the number 
of trait dimensions increases. This pattern is an embodiment of the well-known ‘curse of 
dimensionality’ (Bellman 1957) inherent in many multivariate methods (whereby adding variables 
increases the sparseness of dataspaces, rendering classification and prediction models insufficient 
for the available data). Additionally, this problem is expected to become more acute as the 
evolutionary model under examination becomes more complex. In such cases, V is likely to 
become increasingly ill-conditioned, leading to further computational instability. Additionally, 
when p ≥ N, the likelihood of the data given the model cannot be calculated, because V will be 
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singular and its inverse cannot be computed (see Adams 2014c). Therefore, as the phenotypic 
dataset under investigation becomes more highly multivariate, evaluating the fit of alternative 
models using LRT and AIC becomes increasingly difficult. As a consequence, model evaluation 
using test measures such as LRT and AIC scores, when based on unstable logL estimates, do not 
provide a general analytical solution for the evaluation of phylogenetic comparative trends in high-
dimensional multivariate datasets. 
 
Evaluating Multivariate PCM Patterns: Individual-Axis Methods 
Because of the challenges of evaluating evolutionary models in multivariate data, some 
implementations use data simplification. For instance, comparisons of the fit of the data to the 
phylogeny under differing evolutionary models may be based on only subset of summary axes, 
such as the first few principal components (e.g., Monteiro and Nogueira 2011; Monteiro 2013). 
However, as cogently pointed out by Uyeda, et al. (2015), this approach is positively misleading, 
and displays is a high degree of model misspecification. Specifically, for data generated under a 
BM process, the first few principal component dimensions incorrectly provide strong support for 
more complex OU models (see Fig. 1 in Uyeda, et al. 2015). Therefore, using only a few principal 
component axes in place of the full multivariate dataset for the purposes of completing the algebra 
is unlikely to result in meaningful macroevolutionary inferences, because such inferences will be 
biased towards identifying more complex evolutionary models than are actually present. 
Alternatively, some approaches assume independence among trait dimensions, and for 
each trait dimension estimate the fit of the data to the phylogeny under differing evolutionary 
models separately. They then use the individual logL estimates across trait dimensions to obtain 
summary measures (logL and AIC) for subsequent model comparisons (e.g., Ingram and Mahler 
2013; Grundler and Rabosky 2014; Moen, et al. 2016). Unfortunately, these approaches are 
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conceptually flawed, because it is mathematically impossible for the multivariate trait dimensions 
to be independent under different evolutionary models simultaneously. For instance, principal 
component axes are uncorrelated in the phylogenetically-naïve multivariate dataspace, but are 
correlated evolutionarily, because the evolutionary covariance matrix (R) for principal component 
scores contains non-zero off-diagonal elements. Thus, summing likelihood values across 
dimensions will yield incorrect values (for the example in Fig. 1: logL = - 21.16605 instead of 
logL = -20.0025). Furthermore, even when using phylogenetic principal component analysis, the 
PPCA axes are only uncorrelated under Brownian motion; for all other evolutionary models, the 
evolutionary rate matrix will contain non-zero correlations, meaning that summing across trait 
dimensions will result in incorrect logL estimates for all other evolutionary models.  
The consequences of obtaining incorrect logL and AIC estimates is that increased model 
misspecification can occur. This is clearly demonstrated using the simulated BM datasets above, 
as shown in Figure 2c. Here, 95% of the datasets simulated under Brownian motion were inferred 
to display two or more OU optima when using one such individual axis method (SURFACE: 
Ingram and Mahler 2013). This extremely high level of model misspecification demonstrates that 
individual axis methods do not provide a robust approach for evaluating phylogenetic comparative 
trends in multivariate datasets, and should be avoided.  
 
Evaluating Multivariate PCM Patterns: Pairwise Composite Likelihood 
One recent PCM approach uses a pseudolikelihood score based on pairwise composite 
likelihood (PCL: Goolsby 2016). Here the fit of the data to the phylogeny under both a null and an 
alternative model are found for pairs of trait dimensions, which are then summed across all pairs 
to arrive at a pseudolikelihood score for the multivariate dataset under each model. The difference 
in PCL scores for the two models is then calculated, and phylogenetic simulations (sensu Boettiger, 
  
19
et al. 2012) are performed to obtain a distribution of possible test values to assess significance. 
Currently, neither the properties of PCL nor the statistical consequences of using it as a surrogate 
for the actual multivariate logL have been fully investigated. 
Using the simulated datasets above, we found that the PCL score suffers from several 
debilitating properties. First, there is not a one-to-one correspondence between the multivariate 
logL and PCL (Fig. 3a), and as the degree of trait covariation increased, the correlation between to 
two decreased precipitously. Also, PCL values were not perfectly correlated when the same 
datasets were examined in different orientations (Fig. 3b: for additional results see Supplemental 
Material). Finally, as the number of trait dimensions increased, the correlation between PCL 
estimates obtained for the same data oriented in different directions decreased (Fig. 3c).   
In addition, statistical inferences based on PCL are arbitrarily affected by levels of trait 
covariation and the orientation of the dataset. For instance, comparing the fit of two alternative 
models (BM versus OU) for the simulated datasets above revealed low levels of model 
misspecification in one orientation, but high levels of support for the incorrect (OU) model when 
data were rotated to a different direction (Fig. 4a). Further, the pattern was more acute as levels of 
trait covariation increased. Additionally, comparisons of two alternative rate matrix models (BM1 
vs. BMM) are similarly affected. To demonstrate this we simulated multivariate datasets as above, 
but with two subclades that differed in their evolutionary rates and did so in a reciprocal manner 
(following the example in Goolsby, 2016: pg. 859). Again we found that that levels of trait 
covariation and the orientation of the multivariate dataspace had a large influence on statistical 
estimates from PCL (Fig. 4b). Finally, PCL approaches approximating phylogenetic regression 
suffer from similar issues. To demonstrate this we simulated data as above, but with the addition 
that the covariance between Y and X was set at 0.3. Again we found that tests based on PCL were 
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highly sensitive to the degree of covariation among trait dimensions, with a strong increase in 
support for the incorrect model as trait covariation increased (Fig. 4c). 
Taken together, these results demonstrate that pairwise composite likelihood is not an 
accurate representation of the multivariate logL it is intended to represent, it is rotation-dependent, 
dimension-dependent, and is adversely affected by increasing levels of covariation among trait 
dimensions. In other words, PCL is sensitive to the very characteristics commonly found in the 
high-dimensional datasets for which it was proposed. Further, tests based on PCL are adversely 
affected by these undesirable properties, where differing statistical conclusions, and thus biological 
inferences, may be obtained for the same dataset based entirely on arbitrary input decisions made 
by the user. Such pathologies were observed for all PCL methods evaluated. From this it is clear 
that PCL-based methods yield unpredictable and uninterpretable results, and as such these 
approaches should be avoided in macroevolutionary studies of multivariate datasets. 
 
Evaluating Multivariate PCM Patterns: Algebraic Generalizations 
One approach to multivariate phylogenetic comparative methods is not based on estimating 
maximum likelihood, but instead uses test statistics based on traces of either sums of squares and 
cross-products matrices or covariance matrices (Adams 2014c; Adams 2014a; Adams 2014b; 
Adams and Felice 2014; Denton and Adams 2015). These approaches circumvent the 
computational issues of estimating logL while still retaining the components necessary for 
conducting statistical evaluations based on surrogates for LRT (see "Conducting Phylogenetic 
Comparative Analyses on Multivariate Data" section above). The methods provide summary 
statistics that represent algebraic extensions of test measures commonly utilized to evaluate 
phylogenetic patterns for univariate datasets: Kmult for phylogenetic signal, mult for net 
evolutionary rates, sums of squares (SS) for phylogenetic regression and ANOVA models, and rPLS 
  
21
for the covariation between sets of variables, which are evaluated with empirically-generated 
probability distributions to assess statistical significance. Typically, this is accomplished using 
permutation procedures, where the rows (objects) of the data matrix are permuted in some fashion, 
and relative to the design matrix for the hypothesis under investigation. For comparisons of net 
evolutionary rates (2mult), both permutation and phylogenetic simulations were suggested (see 
Adams 2014c), though the latter is typically used.  
One important property of these approaches is that their multivariate test statistics are 
rotation-invariant and insensitive to levels of covariation among trait dimensions. Using the 
simulated datasets above, we found a perfect correlation between summary test measures obtained 
from different orientations of the dataset, regardless of the degree of trait covariation. Likewise, 
levels of statistical inference for all permutation-based testing procedures were also identical under 
these conditions (Table 2). Using phylogenetic simulations to evaluate net evolutionary rates 
displayed slightly lower correlations as compared to using permutation methods (r = 0.93 to 0.99 
versus r = 1.00), and subsequent investigations revealed that permutation tests for comparing net 
evolutionary rates displayed appropriate Type I error and statistical power as well (see Appendix). 
We therefore recommend that future empirical studies evaluating net evolutionary rates for high-
dimensional datasets use permutation tests for statistical evaluation.  
 
Algebraic Generalizations PCMs: Statistical Performance 
In terms of statistical performance, prior investigations demonstrated that tests based on 
summary measures from algebraic extensions of PCMs displayed appropriate Type I error rates 
and reasonable statistical power (e.g., Adams 2014c; Adams 2014b). A recent study largely 
confirmed these earlier findings (Goolsby 2016), but found elevated Type I error rates for two 
approaches: phylogenetic partial least squares (PPLS) and phylogenetic generalized least squares 
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(PGLS). Because of this discrepancy we re-evaluated the Type I error of all methods using 
simulated datasets generated as described above. Additionally, we evaluated the Type I error of 
PGLS using a large set of empirically-generated chronograms from the OpenTree database 
(Hinchliff, et al. 2015) available on DateLife (O'Meara, et al. 2016). A total of 104 empirical 
chronograms containing between 32 and 512 species were used, and on each we simulated 1000 
datasets at differing levels of trait dimension (p = 2, 8, 16, 32), as described above.  
For virtually all simulation conditions, we found that algebraic generalizations of PCMs 
displayed appropriate Type I error, including phylogenetic partial least squares (Table 3). This 
result differed from that of Goolsby (2016), and is explained by a difference in how the 
permutation tests were performed. Earlier studies permuted the original trait values (following 
Adams and Felice 2014), which resulted in elevated Type I error rates (see Goolsby 2016). 
However, results reported here are based on permuting the phylogenetically-transformed data 
(sensu Garland and Ives 2000), which represent the correct exchangeable units under the null 
hypothesis for PPLS (demonstrated mathematically in the Appendix; for a general description of 
exchangeable units see: Collyer, et al. 2015). Thus, when the correct exchangeable units are 
permuted, PPLS does in fact display appropriate statistical properties.  
For PGLS, appropriate Type I error rates were obtained when using data simulated on 
random-splits trees (Table 3: replicating results of Adams 2014b), but were slightly elevated when 
utilizing data simulated on pure-birth trees (as per results in Goolsby 2016). However, when data 
simulated on actual empirical phylogenies was examined, PGLS displayed stable and appropriate 
Type I error rates near the nominal  = 0.05 (Table 3). Thus, through consilience one may conclude 
that PGLS does display appropriate Type I error, and that some statistical property of simulated 
pure-birth trees, and not PGLS, was responsible for the aberrant results.  
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Indeed, this appears to be the case. Examining the condition number obtained from 
phylogenetic covariance matrices revealed an increase in condition number with the number of 
species in the phylogeny, but this pattern was much steeper for pure-birth trees as compared to 
both random-splits trees and empirically-generated phylogenies (Fig. 5a). Further, because the 
condition number is a numerical measure of how stable a covariance matrix is under operations 
such as matrix inversion, larger condition numbers represent more ill-conditioned matrices, which 
can result in less stable estimates from down-stream algebraic operations (see Belsley, et al. 2004). 
As such, phylogenetic covariance matrices from pure-birth phylogenies were less stable than those 
obtained from empirical data or other simulation procedures, and could adversely affect PGLS 
computations. Indeed, we found that the condition numbers were significantly higher in those 
simulations displaying significant effects when using PGLS as compared to those not displaying 
significant effects (Fig. 5b; F1,998 = 115.06, P < 0.0001: log( ) 8.41sigk  ; log( ) 7.17non sigk   ). This 
confirmed that pure-birth phylogenies displayed poor mathematical properties and were ill-
conditioned for downstream analyses, resulting in the spurious Type I error rates. Additional work 
is needed to fully evaluate the consequences of using pure-birth phylogenies to examine other 
phylogenetic comparative methods in this context.  
 
Algebraic Generalizations PCMs: Sampling Distributions of Trait Covariance Matrices 
One potential concern with algebraic extensions of PCMs is that their permutation 
procedures do not behave as expected when compared to parametric methods. Chiefly, two criteria 
should be essential for these permutation procedures. First, the trait covariance matrix of a null 
model should be approximately constant through all permutations of the permutation procedure. 
Second, pertaining to linear models, the sampling distribution of trait covariance matrices (of fitted 
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values) for evaluated models is expected to follow a Wishart (1928) distribution (the parametric 
sampling distribution for data sampled from a multivariate normal distribution). Non-parametric 
test alternatives should produce empirical sampling distributions of covariance matrices similar to 
a Wishart distribution. 
For the first criterion, null model covariance matrices are held constant through all 
permutations for analyses of Kmult for phylogenetic signal and for mult for net evolutionary rates, 
as each permutation iteration randomizes the joint phenotypic-phylogenetic covariances but does 
not alter the resulting covariance matrices (Adams 2014a, b). Likewise, the phylogenetically 
transformed within-sample covariance matrices for rPLS are also constant across permutations, 
although the cross-covariances between samples are randomized in each permutation. For PGLS, 
trait covariance matrices are constant across permutations for single-factor models, though with 
multiple covariates (beyond the scope of the current work), this pattern is more complex, owing to 
the type of sums of squares and cross-products (SSCP) calculated and how permutations are 
performed. We have performed simulations (see below) showing that using sequential SSCP 
(adding factors to models, sequentially) and randomized residual permutation procedures (RRPP) 
comes close to preserving null model covariance matrices, producing an isotropic distribution of 
covariance matrices centered on the observed model covariance matrix. However, further research 
is needed to understand the implications of SSCP choice and using full randomization of data 
vectors rather than RRPP.  
For the second criterion, one may evaluate the sampling distribution of random covariance 
matrices produced by permutation relative to what is expected under a Wishart distribution, by 
comparing the two in a principal coordinate space defined by the Riemannian distance based on 
the relative eigenvalues of pairwise comparisons of covariance matrices (Mitteroecker and 
Bookstein 2009; see also Forstner and Moonen 1999). We posit that the empirical results from 
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RRPP can be compared to results from a Wishart distribution, with the expectation that the two 
should produce similar isotropic (spherical) scatter in the plots of principal coordinates. Using the 
simulation procedure above, we generated 100 datasets based on a simulated random-splits 
phylogeny (N = 100), a Brownian motion model of evolution, and a four-dimensional trait (p = 4), 
with a covariance between Y and a single independent variable (X) equal to 0.3. For each dataset 
1000 iterations of a permutation procedure for PGLS were performed, from which the p × p trait 
covariance was obtained. Additionally, we generated the same number of random covariance 
matrices from a Wishart distribution, conditioned on N and p above. We obtained a measure of 
sphericity (eccentricity, sensu Turner, et al. 2010) for each sampling distribution (here, 0.0 is 
spherical while 1.0 is a linear trend in the covariance pattern). We found that the permutation 
procedure from PGLS produced isotropic sampling distributions of covariance matrices similar to, 
and more spherical than, those expected by sampling a Wishart distribution Fig. 6). The conclusion 
from this finding is that while PGLS using permutation does not utilize logL estimates from 
sampled covariance matrices for test statistics, the method nevertheless retains appropriate 
sampling distributions of the covariance matrices produced by RRPP.   
 
DISCUSSION 
The State of Multivariate Phylogenetic Comparative Methods 
The question posed in the introduction of this article was: How should phylogenetic 
comparative analyses of multivariate data be performed? Recent years have seen increased interest 
in the analysis of multivariate datasets in a phylogenetic context, and numerous approaches have 
been proposed to evaluate phylogenetic hypotheses in multivariate datasets. However, to date no 
study has compared the ability of these approaches to reliably assess patterns of evolutionary 
dispersion in such multivariate dataspaces. Here we provide the first comparative analysis of 
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existing multivariate phylogenetic comparative methods, examining not only their ability to make 
reliable statistical inferences, but also their adherence to the geometric properties required of any 
multivariate method. From these perspectives we found widely varying performance across the 
proposed approaches. As such, the answer to how one should conduct multivariate PCMs depends 
upon the evolutionary hypothesis one wishes to consider (see Table 1).  
First, if one is interested in characterizing the degree of phylogenetic signal in multivariate 
datasets, this may be accomplished effectively using Kmult (Adams 2014a): the algebraic 
generalization of Kappa (Blomberg, et al. 2003). The approach is invariant to rotations of the 
multivariate dataspace, and is robust to levels of trait covariation and the number of trait 
dimensions (Table 1). Further, statistical tests based on this measure display appropriate Type I 
error (Table 2) and high statistical power (shown previously). Finally, as with Kappa, this measure 
provides a constant expected value under Brownian motion (Kmult = 1.0) against which the relative 
degree of phylogenetic signal may be described. Thus, researchers interested in the degree of 
phylogenetic signal in multivariate datasets have an appropriate tool for such investigations.  
Second, for macroevolutionary hypotheses that evaluate the degree of evolutionary 
covariation between dependent and independent variables, the multivariate equivalents of 
phylogenetic regression (PGLS) and evolutionary correlation methods can be used. Specifically, 
such hypotheses may be examined properly using algebraic generalizations of PGLS and PPLS 
(Adams 2014b; Adams and Felice 2014; Adams and Collyer 2015). As with Kmult, these methods 
are rotation-invariant, are robust to differing levels of trait covariation, and are robust to the 
number of trait dimensions (Table 2). Further, when appropriate permutation procedures are 
utilized, statistical tests based on these approaches display appropriate Type I error rates (Table 3) 
and statistical power (shown previously). Their implementations are also flexible, as the 
multivariate PGLS approach is capable of performing phylogenetic ANOVA, phylogenetic 
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regression, and phylogenetic factorial models. Thus, with these approaches a considerable number 
of evolutionary hypotheses may be reliably examined in multivariate data and in a phylogenetic 
context. By contrast, the alternative procedure proposed for evaluating these hypotheses (PCL: 
Goolsby 2016) was shown to be sensitive to trait covariation and dataspace orientation (Fig. 3). 
The consequence of these deficiencies is that PCL can arrive at different statistical conclusions for 
the same dataset (Fig. 4). Therefore, we recommend that PCL should not be used to investigate 
the degree of evolutionary covariation between traits, and that instead algebraic extensions of 
PGLS and PPLS be utilized for this purpose.  
Unfortunately, with respect to comparing alternative evolutionary models for describing 
patterns of trait evolution in multivariate datasets (e.g., BM versus OU), the situation is not so 
positive. First, simplifying the multivariate dataspace to a single summary axis is not a solution, 
as the first few principal component axes display a bias towards more complex evolutionary 
models, even when the data were generated under Brownian motion (see Uyeda, et al. 2015). Thus, 
analyses comparing evolutionary models based on the first, or even the first few principal 
components (sensu Monteiro and Nogueira 2011) are likely to provide incorrect support for OU 
or early burst models, thereby yielding unreliable results. Likewise, methods that assume 
independence across trait dimensions also do not provide a solution. These methods display 
extreme levels of model over-fitting and model misspecification. In the example shown here, the 
SURFACE method (Ingram and Mahler 2013) inferred multiple phenotypic optima in over 95% 
of the Brownian motion datasets examined (Fig. 2), implying that complex OU models were 
incorrectly preferred over the correct BM model. Thus, this approach, and others that make the 
same assumption of independence (e.g., Grundler and Rabosky 2014; Moen, et al. 2016), should 
not be used for macroevolutionary inference. Additionally, comparisons of evolutionary models 
using pairwise composite likelihood (Goolsby 2016) also do not yield meaningful biological 
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inferences. As shown above, PCL is sensitive to trait covariation and dataspace orientation (Fig. 
3), and comparisons between evolutionary models (e.g,. BM vs. OU) can arrive at different 
statistical conclusions for the same dataset (Fig. 4). Thus, the method is unreliable, and results 
based on PCL depend almost entirely on arbitrary decisions of the user. Based on these findings, 
we recommend that single axis methods, methods that summarize across trait dimensions (e.g., 
SURFACE), and methods based on pairwise composite likelihood - all methods that are surrogates 
for estimating logL for LRTs - should be avoided in future macroevolutionary studies.  
On the other hand, multivariate phylogenetic comparative methods based on log-likelihood 
(when estimable) are rotation-invariant, and are robust to levels of trait covariation. Further, a 
previous study showed that for a small number of traits (p = 4) and a large number of taxa (N = 
100), comparisons of evolutionary rate models (using LRT) display only slightly elevated Type I 
error rates (Revell and Harmon 2008). However, as the number of variables (p) increases, the Type 
I error rate of these procedures also increases (Adams 2014c; this study). Additionally, with only 
a moderate number of trait dimensions, LRT and AIC-based approaches were shown to display 
high levels of model misspecification that can exceed 50% (Fig. 2). As discussed above, the reason 
is that calculation of the likelihood requires estimating both the inverse and the determinant of 
expected evolutionary covariance matrix (V), and this matrix becomes more ill-conditioned as the 
number of trait dimensions increases, and as the evolutionary model under examination becomes 
more complex. Thus, while these methods are fully multivariate, they are only reliable when there 
is a large ratio of species to variables (i.e., a high N:p ratio). How large the N:p ratio must be to 
maintain acceptable levels model misspecification will depend upon the complexity of the models 
being compared, and is a question that requires further investigation.  
In fact, the only current approach that provides a robust means of comparing evolutionary 
models for multivariate datasets are algebraic extensions of univariate methods for comparing net 
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evolutionary rates between groups of taxa or sets of traits under Brownian motion (Adams 2014c; 
Denton and Adams 2015). As above, these methods are rotation-invariant, are robust to levels of 
trait covariation, and display appropriate Type I error and statistical power (e.g., Table 3). We 
appreciate that comparisons of net evolutionary rates under BM represents a very restricted set of 
the possible evolutionary models of interest to macroevolutionary biologists; particularly when 
compared to the panoply of models that may be evaluated with univariate datasets. Nonetheless, 
the results of our investigation lead us to the conclusion that all other currently-available methods 
for multivariate evolutionary model comparison fail to display appropriate properties that facilitate 
such analyses for high-dimensional datasets and to make reliable inferences. We also fully 
recognize that this conclusion is rather disappointing, particularly because of the intense interest 
in evaluating multivariate trends relative to alternative evolutionary models that may have 
generated those patterns. However, while this may be seen as a macroevolutionary “inconvenient 
truth”, it is nevertheless a conclusion supported by the evidence. As such we echo the plea of 
Uyeda, et al. (2015) albeit in modified form: “These results highlight the need for truly multivariate 
phylogenetic comparative methods [for the comparison of evolutionary models].” (Uyeda, et al. 
2015; pg. 677).  
 
Conclusions and Prospectus 
So what is the prospectus for the future, and how might comparisons of fully multivariate 
models for distinct evolutionary scenarios (e.g., BM vs. OU) be accomplished? While we do not 
provide a full analytical solution to this dilemma in this article, our investigation provides essential 
insight on the properties that future multivariate phylogenetic comparative methods must display. 
First and foremost, any new multivariate method for macroevolutionary inference must adhere to 
the geometric properties of multivariate dataspaces: they must be robust to differing levels of trait 
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covariation, and must be rotation-invariant. Any newly proposed method whose inferences differ 
with increasing levels of trait covariation is not up to the task (see Fig. 4), and any method that is 
rotation-dependent will result in arbitrary outcomes (e.g., PCL). Next, once these geometric 
properties are satisfied, any new approach must have appropriate statistical properties; namely 
Type I error and power. Third, a truly multivariate approach should be robust when implemented 
on highly multivariate datasets; otherwise the approach will be restricted to a small number of trait 
dimensions, and will not provide a solution for highly dimensional multivariate datasets. Finally, 
we urge researchers proposing potential approaches to thoroughly investigate all of these 
properties of their new methods, as all are crucially important in determining whether new 
procedures are robust analytical alternatives that move the field towards a fully multivariate 
solution.  
In considering the varied approaches for performing multivariate phylogenetic 
comparative analyses, several avenues forward may be envisioned to alleviate the challenges our 
study has identified. First, future research could focus on alternative methods of model estimation. 
That is, one could envision other approaches for conditioning patterns of trait covariation on the 
phylogeny, and from this obtaining a sampling distribution of possible covariance matrices 
conditioned on the phylogenetic non-independence among taxa for statistical evaluation. This 
would represent an important direction of future research. Second, one could focus on model 
evaluation by envisioning alternative approaches that avert the computational problems associated 
with ill-conditioned covariance matrices. For instance, if likelihood ratio tests or other testing 
procedures can avoid inverting ill-conditioned V matrices, a reliance on traces of covariance 
matrices could avert computational problems. In this vein we suggest it would be fruitful to 
reconsider how LRT statistics that compare different evolutionary models are estimated, rather 
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than reconsidering the log-likelihoods that comprise them. A possible solution could target finding 
stable forms of V matrices via eigen-analysis. 
To consider this option, we suggest that equation 3 could be rewritten for a putative 
estimate model covariance matrix (܄෡ሻ	and null model covariance matrix (܄૙) as: 
 
ቆܮ൫܄෡|܆଴൯ܮሺ܄૙|܆଴ሻቇ ൌ െ
1
2 ൤൬ቀܡ െ ܧ൫ܡ|܄෡, ܆଴൯ቁ
࢚ ܄෡ି૚ ቀܡ െ ܧ൫ܡ|܄෡, ܆଴൯ቁ ൅ ݈݋݃ห܄෡ห൰
െ ቀ൫ܡ െ ܧሺܡ|܄૙, ܆଴ሻ൯࢚܄ି૚൫ܡ െ ܧሺܡ|܄૙, ܆଴ሻ൯ ൅ ݈݋݃|܄૙|ቁ൨ 
 
ൌ ଵଶ ൤൫ܡ െ ܧሺܡ|܄૙, ܆଴ሻ൯
࢚܄૙ି૚൫ܡ െ ܧሺܡ|܄૙, ܆଴ሻ൯ െ ቀܡ െ ܧ൫ܡ|܄෡, ܆଴൯ቁ
࢚ ܄෡ି૚ ቀܡ െ ܧ൫ܡ|܄෡, ܆଴൯ቁ൨ ൅
																																																																					௣ଶ ݈݋݃ ቀ
௧௥௔௖௘ሺ܄૙ሻ
௧௥௔௖௘ሺ܄෡ሻ ቁ.    7 
 
The latter component of this equation uses traces of the evolutionary covariance matrices (V), and 
takes advantage of the inequality of arithmetic and geometric means; i.e., ଵ௣ ݐݎܽܿ݁ሺ܄ሻ ൒ |܄|ଵ/௣ 
(this may be utilized if and only if V is symmetric, and thus, the trace is the same as the sum of 
eigen values found from eigen-analysis of V).  Additionally, recognizing that if one performed 
eigen-analysis on each of the V matrices, the sum of positive eigen-values could replace the trace 
of the original matrices. Thus the latter part could be rewritten as: ௣ଶ ݈݋݃ ቆ
∑ ఒ೔ೖబ೔సభ
∑ ఒೕೖభೕసభ
ቇ, where ݇଴ and 
݇ଵ refer to the ranks of ܄૙  and ܄෡, respectively. Furthermore, the phylogenetic residuals, ܡ െ
ܧሺܡ|܄, ܆଴ሻ, can be estimated by utilizing a phylogenetic projection matrix to avoid matrix 
inversion (Garland and Ives 2000; Adams 2014b) in the estimation of V; i.e.,  ܡ െ ܧሺܡ|܄, ܆଴ሻ ൌ
ݒ݁ܿሾ܇ െ ܧሺ۾܇|۾܆଴ሻሿ.  These residuals can then be projected onto the eigen-vectors of V to solve 
the former part of equation 4, substituting ܄ with the ݇ ൈ ݇ diagonal matrix of positive eigen-
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values, ઩, in each case. This approach would achieve comparing evolutionary models in 
appropriately dimensioned subspaces of covariance matrices, rotated to their major axes of 
covariance. However, it should be recognized that the LRT statistic would summarize both scale 
and rotational differences of R matrices, and further theoretical development would be needed to 
decompose these attributes (sensu Revell and Harmon 2008). From our perspective the 
development of model evaluation procedures that are robust to ill-conditioned covariance matrices 
(such as V) represents an important avenue for future consideration.  
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Appendix 
1. Demonstration that phylogenetically-transformed data are the correct exchangeable units for 
phylogenetic partial least squares: PPLS 
Identifying the correct exchangeable units under the null hypothesis is essential for any 
permutation procedure (Anderson and Braak 2003).  As shown by Adams and Collyer (2015), 
choosing the incorrect exchangeable units can have dire consequences, such as inflating Type I 
error rates. For PCMs, data transformations are often used as an analytical step, which can make 
permutation procedures challenging. For example, OLS models can be represented as ܇ ൌ ܆઺෡ ൅
ઽ; where Y is a species (N)  trait (p) matrix of phenotypic values, X is an N  k design matrix for 
the k linear model parameters, ઺෡ is a k  p matrix of regression coefficients, and ઽ is an N  p 
matrix of residuals. The row vectors of ઽ from a null model are the exchangeable units under the 
null hypothesis for a model whose design contains the same parameters of X, plus additional 
parameters for the effect that is tested. The method of D-PGLS (Adams 2014b) involves 
calculating an N  N phylogenetic transformation matrix, P, to facilitate OLS estimation of 
parameters during permutation procedures, but the exchangeable units are unchanged; i.e., P(Y) = 
P(܆઺෡ ൅ ઽ). As long as the phylogenetic transformation is applied to every random permutation of 
ઽ, D-PGLS has appropriate Type I error rates (Adams and Collyer 2015). Transforming the data 
once – i.e., obtaining PY, ۾܆઺෡, and PE – followed by randomizing either PE or PY (the latter 
often performed with “full” randomization of data), fails to randomize exchangeable units under 
the null hypothesis and influences statistical errors for PGLS models. That is to say, it inherently 
randomizes the phylogenetic covariances among species, in addition to the model error (see Adams 
and Collyer 2015 for further details.) 
However, while PPLS displays some apparent similarities to D-PGLS, this similarity could 
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inadvertently obscure proper detection of exchangeable units for null hypothesis testing. 
Concerning two-block partial least squares (PLS) analysis (Rohlf and Corti 2000), the correlation 
between two (centered) matrices with N rows in the same order, Y1, and Y2, with p1 and p2 
phenotypic traits, respectively, is calculated to measure the level of phenotypic integration between 
data sets. (Note, these matrices must be “centered” by subtracting trait means.) Singular value 
decomposition (SVD) on the p1  p2 cross-traits covariance matrix, calculated as ܰିଵY1tY2 , where 
the superscript, t, means matrix transposition, along with projection of each data set onto 
corresponding singular vectors, is used to calculate Pearson product-moment correlations as 
measures of integration. The null hypothesis is that the correlation is asymptotically 0, although 
the number of species and traits influences the expected value under the null hypothesis (Adams 
and Collyer 2016). The permutation procedure for testing integration randomizes the row vectors 
of either Y1 or Y2 in each random permutation, in order to calculate random versions of the 
correlation coefficients. This procedure has the property that ܰିଵሺ܇૚∗ሻ࢚ ሺ܇૚∗ሻ ൌ ܰିଵ܇૚࢚܇૚ in every 
random permutation, where ܇૚∗ is a randomized version of ܇૚. Thus, the within-set covariance 
matrix remains constant through every random permutation, suggesting – as with D-PGLS – that 
this procedure exchanges the correct units under the null hypothesis. (Note, N-1EtE is the trait by 
trait error covariance matrix in D-PGLS, which is constant in every random permutation. If the 
model design only contains an intercept, this is the same as ܰିଵ܇૚࢚܇૚.) 
In order to account for phylogenetic relatedness in PPLS, the same phylogenetic transformation 
matrix for D-PGLS is used on both Y1, and Y2, prior to performing SVD; i.e., the cross-traits 
covariance matrix is calculated as N-1(۾܇૚)t(P܇૛). At first glance, it might seem appropriate to 
randomize either Y1 and Y2 in every random permutation, prior to transformation. However, 
shuffling the row vectors of either Y1 or Y2 does not preserve within-set covariance matrices; i.e.,  
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ܰିଵሺ۾܇૚∗ሻ࢚ሺ۾܇૚∗ሻ ് ܰିଵ൫۾܇૚ ൯࢚൫۾܇૚ ൯. Rather, performing the transformation once and 
randomizing the transformed values results in a constant within-set trait covariance matrix in every 
random permutation; i.e.,  ܰିଵሺሺ۾܇૚ሻ∗ሻ࢚ሺሺ۾܇૚ሻ∗ሻ ൌ ܰିଵ൫۾܇૚ ൯࢚൫۾܇૚ ൯. 
It is important to realize here that the null hypothesis test targets the covariances between data 
sets rather than the difference in model parameters, as in D-PGLS. The phylogenetic 
transformation is merely a method to adjust values prior to measuring covariation; the correct 
exchangeable units maintain this transformation. This subtlety was not appreciated by Adams and 
Felice (2014), prior to the discussion of appropriate exchangeable units by Adams and Collyer 
(2015), and lead to the elevated type I error rates reported by Goolsby (2016). However, when the 
correct exchangeable units are utilized, the approach does in fact have appropriate type I error 
rates.  
 
2. Evaluation of statistical properties of permutation tests for evaluating net evolutionary rates 
As described in the text, comparisons of net evolutionary rates are typically accomplished via 
phylogenetic simulation, where evolutionary rate matrices for the set of traits is used as an input 
covariance matrix for generating sets of data under those conditions (Adams 2014c; Denton and 
Adams 2015). However, Adams (2014c) also mentioned that permutation procedures are 
commonly utilized to assess phylogenetic patterns in data. Here we evaluate the statistical 
properties of this new procedure. 
Simulation protocol: First, for each simulation run, 1000 random-splits phylogenies containing 
32 species each were generated, and taxa were divided equally into two groups. Multivariate data 
were then simulated on each phylogeny using a Brownian motion model of evolution. Trait 
dimensionality was varied across simulation runs (p = 2,8,16, 32). For Type I error simulations, a 
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single input covariance matrix was used, where the diagonal elements were set to 1.0 for all trait 
dimensions, and the covariation among trait dimensions was set to one of three values depending 
on simulation conditions (Ycov = 0.0, 0.5, 0.9). For power simulations, the input covariance matrix 
for the first group was set as described above, but for the second group the diagonal elements of 
the input covariance matrix were set to: 2.0 or 4.0. Tests comparing one-rate and two-rate models 
were then performed using these datasets, as well as the datasets rotated to their principal axes. 
Simulations were performed in R using the packages geomorph, geiger, and phylocurve. 
Results. Simulations revealed that the method attained appropriate Type I error rates at the 
nominal value of  = 0.05 (Figure A1). This was consistent across a range of trait dimensionality 
as well as the degree of covariation among trait dimensions. Additionally, power increased as the 
true difference in net evolutionary rates increased, and this pattern was more acute for greater 
numbers of trait dimensions (Figure A1). Finally, results were identical when datasets were rotated 
to their principal axes, demonstrating that the permutation procedure is rotation-invariant. Overall 
these patterns confirm that permutation-based approaches for comparing net evolutionary rates 
display appropriate statistical properties across a wide range of conditions.  
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Table 1. Summarization of the efficacy of current phylogenetic comparative methods for 
evaluating macroevolutionary patterns in highly multivariate datasets. Methods not applicable for 
a particular hypothesis are designated as ‘—‘.  The different approaches are abbreviated as follows: 
multivariate log-likelihood (logLMult), multivariate log-likelihood from subset of trait dimensions 
(logLSubset), summation of log-likelihood across dimensions (logL), pairwise composite 
likelihood (PCL), and multivariate generalizations of the algebra of univariate PCMs (MultG).  
Analysis Type logLMult logLSubset logL PCL MultG 
Phylogenetic Signal — — — — Yes 
Phylogenetic ANOVA — — — — Yes 
Phylogenetic Regression — — — No (1-3) Yes 
Phylogenetic Covariation 
(blocks of variables) 
— — — No (1-3) Yes 
Comparing Evolutionary 
Models: BM vs BMMult 
Limited (6) No (5) No (4) No (1-3) Limited (7) 
Comparing Evolutionary 
Models: BM vs OU, etc. 
Limited (6) No (5) No (4) No (1-3) — 
1. Method is orientation-dependent: high model misspecification. 
2. Method is covariation-dependent. 
3. Method is dependent on number of variables. 
4. Method incorrectly assumes trait independence: high model misspecification. 
5. Method has high model misspecification. 
6. Method limited to a small numbers of traits: has high model misspecification otherwise. 
7. Method limited to net evolutionary rate comparisons only 
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Table 2. Results from statistical simulations for datasets generated on 32 species phylogenies using 
differing levels of covariation among trait dimensions (Ycov). The table displays the correlation 
between summary test measures obtained for the 100 datasets in each of two orientations, followed 
by the correlation between significance levels of tests based on each approach.  
 
 Ycov = 0.0 Ycov = 0.5 Ycov = 0.9   Ycov = 0.0 Ycov = 0.5 Ycov = 0.9
Kmult 1.00 1.00 1.00  Pperm 1.00 1.00 1.00 
2mult 1.00 1.00 1.00  Psim 0.99 0.98 0.93 
     Pperm 1.00 1.00 1.00 
SSPGLS 1.00 1.00 1.00  Pperm 1.00 1.00 1.00 
rPLS 1.00 1.00 1.00  Pperm 1.00 1.00 1.00 
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Table 3. Results from simulations evaluating the Type I error of PCMs based on algebraic 
generalizations to a multivariate context. For PGLS, type I error was also evaluated on data 
simulated on 104 empirically-generated chronograms.  
 Random-Splits Trees   Pure-Birth Trees 
 2mult p = 2 p = 8 p = 16 p = 32   2mult p = 2 p = 8 p = 16 p = 32 
Ycov = 0.0 0.046 0.03 0.016 0.004  Ycov = 0.0 0.038 0.023 0.012 0.014 
Ycov = 0.5 0.041 0.028 0.045 0.029  Ycov = 0.5 0.049 0.045 0.059 0.045 
Ycov = 0.9 0.049 0.05 0.048 0.045  Ycov = 0.9 0.05 0.036 0.048 0.053 
           
Kmult p = 2 p = 8 p = 16 p = 32  Kmult p = 2 p = 8 p = 16 p = 32 
Ycov = 0.0 0.056 0.048 0.049 0.044  Ycov = 0.0 0.055 0.044 0.056 0.05 
Ycov = 0.5 0.053 0.048 0.051 0.045  Ycov = 0.5 0.05 0.057 0.046 0.036 
Ycov = 0.9 0.043 0.046 0.05 0.05  Ycov = 0.9 0.048 0.057 0.062 0.061 
           
PGLS p = 2 p = 8 p = 16 p = 32  PGLS p = 2 p = 8 p = 16 p = 32 
Ycov = 00 0.05 0.029 0.019 0.004  Ycov = 0.0 0.087 0.161 0.149 0.186 
Ycov = 0.5 0.066 0.042 0.047 0.043  Ycov = 0.5 0.102 0.097 0.131 0.129 
Ycov = 0.9 0.046 0.058 0.057 0.047  Ycov = 0.9 0.103 0.116 0.099 0.092 
Empirical 
Trees 
0.058 0.061 0.059 0.054       
           
PPLS P = 2 P = 8 P = 16 P = 32  PPLS P = 2 P = 8 P = 16 P = 32 
Ycov = 0.0 0.049 0.054 0.037 0.043  Ycov = 0.0 0.042 0.048 0.042 0.043 
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Ycov = 0.5 0.042 0.05 0.044 0.048  Ycov = 0.5 0.06 0.05 0.045 0.045 
Ycov = 0.9 0.054 0.041 0.051 0.047  Ycov = 0.9 0.051 0.062 0.056 0.049 
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Figure 1. Graphical representation of various three-dimensional phenotype spaces. a) Plot of the 
means of 30 hypothetical species in a three-dimensional space, where 15 inhabit islands (dark 
symbols) and 15 inhabit continental locations (light symbols). b) The same three-dimensional 
dataspace rotated to its principal axes. c) Phylomorphospace of 16 hypothetical species for three-
dimensional data with their phylogeny superimposed. d) The same phylomorphospace rotated to 
its principal axes. 
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 Figure 2. Results from statistical simulations evaluating a) the correlation between multivariate 
logL and multivariate logL for the same simulated datasets rotated to a different orientation. b) 
Percent model misspecification based on comparisons of evolutionary models, where data were 
simulated under a single-rate Brownian motion model. Comparisons of BM1 versus BMM were 
evaluated using likelihood ratio tests, while comparisons of BM versus OU models were 
accomplished using AIC.  Results obtained using the mvMORPH package (see Supplemental 
Material for results using mvSLOUCH). c) Model misspecification of individual axis methods 
using (SURFACE) AIC model comparisons. Models inferring two or more optima were 
considered model misspecification (shown in gray), as input data were simulated under Brownian 
motion.  
 
  
49
 
Figure 3. Results from statistical simulations for datasets generated on 32 species phylogenies 
using differing levels of covariation among trait dimensions (a & b) and differing numbers of trait 
dimensions (c). For each simulation condition, 100 phylogenies and 100 simulated datasets were 
generated (see text). a) Correlation between multivariate logL and PCL for the same datasets. b) 
Correlation between PCL and PCL for the same datasets rotated to a different orientation. c) 
Correlation between PCL and PCL for the same datasets rotated to a different orientation as the 
number of trait dimensions increase. 
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Figure 4. Results from statistical tests using PCL for datasets generated on 32 species phylogenies 
using differing levels of covariation among trait dimensions (X-axis). For each analysis, 100 
phylogenies and 100 simulated datasets were generated, and results are reported for the same 
datasets in two different orientations of the multivariate dataspace (black and gray bars). The 
percent of model mis-specification is shown for three examples: a) comparisons of a BM (correct) 
model versus OU (incorrect) model, b) comparisons of a two evolutionary rate (correct) model 
versus a one evolutionary rate (incorrect) model, and c) comparisons of a regression (correct) 
model with a null model lacking the covariate (incorrect).  
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Figure 5. a) Condition number of phylogenetic covariance matrices at differing levels of sample 
size (N). The condition number is a numerical measure of how stable a covariance matrix is under 
operations such as matrix inversion. Larger condition numbers represent more ill-conditioned 
matrices, which can result in less stable estimates from down-stream algebraic operations. Values 
from 104 empirically-generated phylogenies are shown as black dots. The dashed line represents 
the mean value for 500 pure-birth trees simulated at each level of sample size, while the solid line 
represents the mean of 500 random-splits phylogenies for the same sample sizes. b) Distribution 
of condition numbers of simulated pure-birth phylogenies for nonsignificant (black) and 
significant (light gray) datasets obtained from and tested on those phylogenies using PGLS (N = 
32, p = 32). Dark gray bars represent the overlap of the two distributions.  
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Figure 6. Results from a sampling experiment to compare covariance matrix distributions.  a) A 
sampling distribution generated from 1,000 permutations using D-PGLS for 100 taxa, four 
dependent variables, and 1 independent variable. b) A second sampling distribution generated from 
1,000 samplings from a Wishart distribution.  In both a) and b) the two-dimensional ordinations 
are from principal coordinates (axes not labeled) of Riemannian distances among covariance 
matrices.  c) Boxplots of the eccentricities of 100 sampling iterations, repeating the process 
summarized in a) and b). Interquartile ranges are shown as boxes, with bolded lines representing 
medians.  Fences extend to maximum and minimum values within 1.5 times the interquartile range 
(no outliers were found). 
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Figure A1. Simulation results evaluating the statistical power of permutation-based hypothesis 
testing procedures for comparing net evolutionary rates. Data were simulated on random-splits 
phylogenies containing 32 taxa, and using: a) no covariation among trait dimensions, b) moderate 
levels of covariation among trait dimensions, and c) high levels of covariation among trait 
dimensions.  
