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Abstract
We construct two examples of q-deformed classical Howe dual pairs (sl(2,C), so(3,C)) and
(sl(2,C), sl(n,C)). Moreover, we obtain a noncommutative version of the first fundamental
theorem of classical invariant theory. Our approach to these duality differs from [7] and [9].
Furthermore, we solve the tensor product decomposition problem for Verma modules over
Uq(sl(2,C)) provided q is not a root of unity.
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Introduction
Classical Howe dualities provide a representation theoretical framework for classical invariant
theory, in particular for the first and second fundamental theorem [4]. On the other hand, quantum
Howe dualities attracted attention from the very beginning of quantum group theory. The first
studied case of a q-deformed Howe dual pair (Uq2(sl(2,C)), Uq(so(n,C))) was described in [9].
A quantum version of the Howe duality for a pair of quantized universal enveloping algebras of
general linear algebras Uq(gl(n,C)) and Uq(gl(m,C)) at generic q is given in [12]. Furthermore,
a noncommutative version of the first fundamental theorem for quantum groups of classical Lie
algebras was established in [7]. For each quantum group associated with a classical Lie algebra a
module is constructed which has a structure of a noncommutative associative algebra preserved by
the quantum group. The subspace of invariants is finitely generated subalgebra, see [7, Theorem
6.10].
In the current paper we present other examples of q-deformed Howe dual pairs. Let us briefly
summarize the content of our article. In Section 1, we recall the definition of the quantumWeyl al-
gebra of a complex vector space and the quantum Fourier transform. In Section 2, we focus on the
quantum group Uq(sl(2,C)) and its action on the coordinate algebra Cq[V ] of the 3-dimensional
representation V of Uq(sl(2,C)) and introduce a q-analogue of invariant polynomials and harmonic
polynomials. We establish a new formalism for the Howe duality (Uq2(sl(2,C)), Uq(sl(2,C))) (see
Theorem 2.6), which is a special case of the duality obtained in [9]. The choice of the 3-dimensional
representation V of Uq(sl(2,C)) is based on the fact that V is only flat q-deformation with non-
trivial invariants. We describe the center Z(Cq[V ]) of the coordinate algebra Cq[V ] (see Theorem
2.7).
In Section 3, we discuss the Howe duality (Uq(sl(2,C)), Uq(sl(n,C))). The main results are
Theorem 3.6 and Theorem 3.7. Let us note that our treatment of this duality differs from [7]. In
Section 4, we use the geometric realization of Verma modules over Uq(sl(2,C)) to solve the tensor
product decomposition problem for Verma modules over Uq(sl(2,C)) (Theorem 4.6). Special cases
of Theorem 4.6 were obtained previously in [1, Section 3.5] for q2λ, q2µ ∈ q2N0 (see also [2]) and in
[3, Section 2], [5, Section 5] for q2(λ+µ), q2λ, q2µ /∈ q2N0 .
Throughout the article, unless otherwise stated, we assume that q ∈ C× is not a root of unity.
Further, we use the standard notation N and N0 for the set of natural numbers and the set of
natural numbers together with zero, respectively.
1 Quantum Weyl algebra and quantum Fourier transform
For q ∈ C× satisfying q 6= ±1 and a ∈ C, the q-number [a]q is defined by
[a]q =
qa − q−a
q − q−1
. (1.1)
If n ∈ N0, then we introduce the q-factorial [n]q! by
[n]q! =
n∏
k=1
[k]q. (1.2)
The q-binomial coefficients are defined by the formula
[
n
k
]
q
=
[n]q!
[k]q![n− k]q!
, (1.3)
where n, k ∈ N0 and n ≥ k.
Let us consider an associative C-algebra A. Let σ : A → A be a C-algebra automorphism.
Then a twisted derivation of A relative to σ is a linear mapping D : A→ A satisfying
D(ab) = D(a)σ(b) + σ−1(a)D(b) (1.4)
for all a, b ∈ A. An element a ∈ A induces an inner twisted derivation adσa relative to σ defined
by the formula
(adσa)(b) = aσ(b)− σ
−1(b)a (1.5)
for all a, b ∈ A. Let us note that also Dσ = σ − σ−1 is a twisted derivation of A relative to σ.
Lemma 1.1. Let D be a twisted derivation of A relative to σ. Then we have
σ ◦ λa = λσ(a) ◦ σ, D ◦ λa − λσ−1(a) ◦D = λD(a) ◦ σ,
σ ◦ ρa = ρσ(a) ◦ σ, D ◦ ρa − ρσ(a) ◦D = ρD(a) ◦ σ
−1
(1.6)
for all a ∈ A, where λa and ρa denote the left and the right multiplications by a ∈ A, respectively.
Proof. We have
(σ ◦ λa)(b) = σ(ab) = σ(a)σ(b) = (λσ(a) ◦ σ)(b)
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(D ◦ λa)(b) = D(ab) = D(a)σ(b) + σ
−1(a)D(b) = (λD(a) ◦ σ + λσ−1(a) ◦D)(b)
for all a, b ∈ A. 
Let V be a finite-dimensional complex vector space and let C[V ] be the C-algebra of polynomial
functions on V . Further, let {x1, x2, . . . , xn} be the linear coordinate functions on V with respect
to a basis {e1, e2, . . . , en} of V . Then there exists a canonical isomorphism of C-algebras C[V ] and
C[x1, x2, . . . , xn].
Let q ∈ C× satisfies q 6= ±1. We define a C-algebra automorphism γq,xi of C[V ] by
γq,xi = q
xi∂xi (1.7)
and a twisted derivation ∂q,xi of C[V ] relative to γq,xi through
∂q,xi =
1
xi
qxi∂xi − q−xi∂xi
q − q−1
(1.8)
for i = 1, 2, . . . , n.
Lemma 1.2. Let q ∈ C satisfies q 6= ±1. Further, let D be a twisted derivation of C[V ] relative
to γq,xi for some i = 1, 2, . . . , n. Then we have
D = fi∂q,xi , (1.9)
where fi ∈ C[V ].
Proof. For j = 1, 2, . . . , n satisfying j 6= i, we have
D(xixj) = D(xi)γq,xi(xj) + γ
−1
q,xi
(xi)D(xj) = xjD(xi) + q
−1xiD(xj),
D(xjxi) = D(xj)γq,xi(xi) + γ
−1
q,xi
(xj)D(xi) = qxiD(xj) + xjD(xi),
which implies that D(xj) = 0 for all j = 1, 2, . . . , n such that j 6= i. If we set fi = D(xi), then we
get
(D − fi∂q,xi)(xj) = 0
for all j = 1, 2, . . . , n, which gives us D = fi∂q,xi . 
Let q ∈ C× satisfies q 6= ±1. Then based on the previous lemma, we define the quantum Weyl
algebra AqV of the complex vector space V as an associative C-subalgebra of EndC[V ] generated
by xi, ∂q,xi and γ
±1
q,xi
for i = 1, 2, . . . , n. Let us note that the definition of AqV depends on the
choice of a basis {e1, e2, . . . , en} of V .
Moreover, we have the following nontrivial relations
γq,xixi = qxiγq,xi , γq,xi∂q,xi = q
−1∂q,xiγq,xi (1.10)
and
∂q,xixi − qxi∂q,xi = γ
−1
q,xi
, ∂q,xixi − q
−1xi∂q,xi = γq,xi (1.11)
for i = 1, 2, . . . , n.
Furthermore, let {y1, y2, . . . , yn} be the dual linear coordinate functions on V ∗. Then there is
a canonical isomorphism
F : AqV → A
q
V ∗ (1.12)
of associative C-algebras given by
F(xi) = −∂q,yi , F(∂q,xi) = yi, F(γq,xi) = q
−1γ−1q,yi (1.13)
for i = 1, 2, . . . , n. We call F : AqV → A
q
V ∗ the quantum Fourier transform.
3
2 Representations of Uq(sl(2,C)) and its Howe duality
In this section we will focus more concretely on the simplest possible quantum group Uq(sl(2,C)).
2.1 The quantum group Uq(sl(2,C))
Let us consider the complex simple Lie algebra sl(2,C). We denote by
e =
(
0 1
0 0
)
, h =
(
1 0
0 −1
)
, f =
(
0 0
1 0
)
(2.1)
the standard basis of sl(2,C). The vector subspace h = Ch is a Cartan subalgebra of sl(2,C). Let
us define α ∈ h∗ by α(h) = 2. Then the root system of sl(2,C) with respect to h is ∆ = {±α}
and a positive root system in ∆ is ∆+ = {α}. The fundamental weight is given by ω = 12α. The
standard Borel subalgebra b of sl(2,C) is defined by b = Ch⊕ Ce with the nilradical n = Ce and
the opposite nilradical n = Cf .
Let q ∈ C× satisfies q 6= ±1. The quantum group Uq(sl(2,C)), see [6], is a unital associative
C-algebra generated by E,F,K,K−1 subject to the relations
KK−1 = 1, K−1K = 1,
KEK−1 = q2E, [E,F ] =
K −K−1
q − q−1
, KFK−1 = q−2F.
(2.2)
There is a unique Hopf algebra structure on Uq(sl(2,C)) with the coproduct ∆: Uq(sl(2,C)) →
Uq(sl(2,C)) ⊗C Uq(sl(2,C)), the counit ε : Uq(sl(2,C)) → C and the antipode S : Uq(sl(2,C)) →
Uq(sl(2,C)) given by
∆(E) = E ⊗K + 1⊗ E, ∆(K) = K ⊗K, ∆(F ) = F ⊗ 1 +K−1 ⊗ F,
ε(E) = 0, ε(K) = 1, ε(F ) = 0,
S(E) = −EK−1, S(K) = K−1, S(F ) = −KF.
(2.3)
Lemma 2.1. Let q ∈ C× satisfies q 6= ±1. Then in the quantum group Uq(sl(2,C)) we have
[Es, F ] = [s]qE
s−1 q
s−1K − q−s+1K−1
q − q−1
,
[E,F s] = [s]qF
s−1 q
−s+1K − qs−1K−1
q − q−1
(2.4)
for all s ∈ N0.
2.2 Quantum invariant polynomials
Let V be a finite-dimensional representation of a complex semisimple Lie algebra g. Then we
have the induced representation of g on the C-algebra C[V ] of polynomial functions on V . In [8]
and [11] it was proved that V can be q-deformed into a finite-dimensional representation of the
quantum group Uq(g). Hence, it arises a natural question of a q-deformation of C[V ]. In the next,
we shall describe this q-deformation of C[V ] in one particular example, which offers a good insight
into a general construction. Let us note that this construction works for any finite-dimensional
representation V of a semisimple Lie algebra g not only of sl(2,C). The C-algebra Cq[V ] is usually
called the coordinate algebra of the quantum vector space V introduced in [10].
Let V ∗ = C3∗ be a 3-dimensional simple Uq(sl(2,C))-module defined by
ρq(E) =

 0 0 0[2]q 0 0
0 −1 0

, ρq(K) =

q
−2 0 0
0 1 0
0 0 q2

, ρq(F ) =

0 1 00 0 −[2]q
0 0 0

 (2.5)
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with respect to the canonical basis (x, z, y) of C3∗. Since V ∗ ⊗C V ∗ ≃ Lq(4ω)⊕ Lq(2ω) ⊕ Lq(0),
where Lq(λω) is the simple Uq(sl(2,C))-module with highest weight q
λω for λ ∈ C, we define
Cq[V ] ≃ Sq(V
∗) = T (V ∗)/Iq, (2.6)
where Iq is the two-sided ideal of the tensor algebra T (V
∗) generated by Lq(2ω) = 〈x⊗ z − q2z ⊗
x, x⊗ y − y ⊗ x+ q(q2 − q−2)z ⊗ z, y ⊗ z − q−2z ⊗ y〉, which gives us
Cq[V ] ≃ Cq[x, y, z] = C〈x, y, z〉/(xz − q
2zx, xy − yx+ q(q2 − q−2)z2, yz − q−2zy). (2.7)
Moreover, since the two-sided ideal Iq is a Uq(sl(2,C))-submodule of T (V
∗), we obtain that Cq[V ]
is a Uq(sl(2,C))-module. Taking the limit q → 1, we get Iq → I, and hence Cq[x, y, z]→ C[x, y, z].
As the C-algebra Cq[x, y, z] has a basis {xazcyb; a, b, c ∈ N0}, we can find a family of isomor-
phisms ϕq : C[x, y, z] → Cq[x, y, z] of vector spaces such that ϕq → id for q → 1. Let us define
ϕq : C[x, y, z]→ Cq[x, y, z] by
ϕq(x
aybzc) = xazcyb (2.8)
for all a, b, c ∈ N0. Then the corresponding Uq(sl(2,C))-module structure on C[x, y, z] is given
through the homomorphism
σq : Uq(sl(2,C))→ A
q
V (2.9)
of associative C-algebras, where AqV is the quantum Weyl algebra of the vector space V , defined
by
σq(a) = ϕ
−1
q ◦ ρq(a) ◦ ϕq (2.10)
for all a ∈ Uq(sl(2,C)). Let us note that a different choice of the isomorphism ϕq leads only to a
distinct realization of the Uq(sl(2,C))-module Cq[V ].
Proposition 2.2. The homomorphism σq : Uq(sl(2,C)) → A
q
V of associative C-algebras is given
by
σq(E) = [2]qzγ
−2
q,xγ
2
q,y∂q2,x − yγ
2
q,yγ
−1
q,z∂q,z,
σq(K) = γ
−2
q,xγ
2
q,y ,
σq(F ) = −[2]qzγ
2
q,xγ
−2
q,y∂q2,y + xγ
2
q,xγ
−1
q,z∂q,z.
(2.11)
Proof. The proof is a straightforward computation. Using (2.5) and (2.3), we may write
ρq(K)(x
azcyb) = q−2a+2bxazcyb,
ρq(E)(x
azcyb) =
a∑
k=1
q2b−2a+2k[2]qx
k−1zxa−kzcyb −
c∑
k=1
q2bxazk−1yzc−kyb
=
a∑
k=1
q2b−4a+4k[2]qx
a−1zc+1yb −
c∑
k=1
q2b−2c+2kxazc−1yb+1
= [2]qq
2b 1− q
−4a
1− q−4
xa−1zc+1yb − q2b
1− q−2c
1− q−2
xazc−1yb+1
= [2]qq
2b−2a+2[a]q2x
a−1zc+1yb − q2b−c+1[c]qx
azc−1yb+1
and
ρq(F )(x
azcyb) = −
b∑
k=1
q2a−2k+2[2]qx
azcyk−1zyb−k +
c∑
k=1
q2axazk−1xzc−kyb
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= −
b∑
k=1
q2a−4k+4[2]qx
azc+1yb−1 +
c∑
k=1
q2a−2k+2xa+1zc−1yb
= −[2]qq
2a 1− q
−4b
1− q−4
xazc+1yb−1 + q2a
1− q−2c
1− q−2
xa+1zc−1yb
= −[2]qq
2a−2b+2[b]q2x
azc+1yb−1 + q2a−c+1[c]qx
a+1zc−1yb
for all a, b, c ∈ N0. Therefore, we obtain
σq(E)(x
aybzc) = [2]qq
2b−2a+2[a]q2x
a−1ybzc+1 − q2b−c+1[c]qx
ayb+1zc−1
= [2]qzγ
−2
q,xγ
2
q,y∂q2,x(x
aybzc)− yγ2q,yγ
−1
q,z∂q,z(x
aybzc),
σq(K)(x
aybzc) = q−2a+2bxaybzc = γ−2q,xγ
2
q,y(x
aybzc),
σq(F )(x
aybzc) = −[2]qq
2a−2b+2[b]q2x
ayb−1zc+1 + q2a−c+1[c]qx
a+1ybzc−1
= −[2]qzγ
2
q,xγ
−2
q,y∂q2,y(x
aybzc) + xγ2q,xγ
−1
q,z∂q,z(x
aybzc)
for all a, b, c ∈ N0. 
2.3 The Howe duality (Uq2(sl(2,C)), Uq(sl(2,C)))
In this section we present a quantum analogue of the classical Howe duality (sl(2,C), so(3,C)).
We describe this duality by means of quantum differential operators on a complex vector space,
which provides a general tool for investigating other quantum Howe dualities.
The polynomials belonging to
Cq[V ]
Uq(sl(2,C)) = {f ∈ Cq[V ]; ρq(a)f = ε(a)f for all a ∈ Uq(sl(2,C))} (2.12)
are called invariant polynomials. Moreover, the set Cq[V ]
Uq(sl(2,C)) of all invariant polynomials is
a C-subalgebra of Cq[V ]. In the next, we determine this algebra of invariant polynomials using a
q-analogue of the Fischer decomposition.
Let us introduce the differential operators
Pq = q
−1xyγ−2q,z + q
2z2, Qq = ∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y
Eq = γq,xγq,yγq,z
(2.13)
in the quantum Weyl algebra AqV .
Proposition 2.3. The differential operators Pq, Qq and Eq are Uq(sl(2,C))-invariant, i.e. they
commute with σq(a) for all a ∈ Uq(sl(2,C)). Moreover, the mapping piq : Uq2(sl(2,C)) → A
q
V
uniquely determined by
piq(E) = Pq, piq(K) = q
3E2q , piq(F ) = −Qq (2.14)
gives rise to a homomorphism of associative C-algebras.
Proof. We may write
[σq(E), Pq ] = [[2]qzγ
−2
q,xγ
2
q,y∂q2,x − yγ
2
q,yγ
−1
q,z∂q,z, q
−1xyγ−2q,z + q
2z2]
= [[2]qzγ
−2
q,xγ
2
q,y∂q2,x, q
−1xyγ−2q,z ]− [yγ
2
q,yγ
−1
q,z∂q,z, q
2z2]
= [2]qqyγ
−2
q,xγ
2
q,y [z∂q2,x, xγ
−2
q,z ]− q
2yγ2q,y[γ
−1
q,z∂q,z, z
2]
= [2]qqyγ
−2
q,xγ
2
q,yzγ
2
q,xγ
−2
q,z − q
2yγ2q,y(1 + q
−2)zγ−2q,z = 0,
[σq(K), Pq] = [γ
−2
q,xγ
2
q,y , q
−1xyγ−2q,z + q
2z2] = 0,
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[σq(F ), Pq ] = [−[2]qzγ
2
q,xγ
−2
q,y∂q2,y + xγ
2
q,xγ
−1
q,z∂q,z, q
−1xyγ−2q,z + q
2z2]
= −[[2]qzγ
2
q,xγ
−2
q,y∂q2,y, q
−1xyγ−2q,z ] + [xγ
2
q,xγ
−1
q,z∂q,z, q
2z2]
= −[2]qqxγ
2
q,xγ
−2
q,y [z∂q2,y, yγ
−2
q,z ] + q
2xγ2q,x[γ
−1
q,z∂q,z, z
2]
= −[2]qqxγ
2
q,xγ
−2
q,yzγ
2
q,yγ
−2
q,z + q
2xγ2q,x(1 + q
−2)zγ−2q,z = 0
and
[σq(E), Qq] = [[2]qzγ
−2
q,xγ
2
q,y∂q2,x − yγ
2
q,yγ
−1
q,z∂q,z , ∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y]
= [[2]qzγ
−2
q,xγ
2
q,y∂q2,x,
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y]− [yγ
2
q,yγ
−1
q,z∂q,z , ∂q2,x∂q2,y]
= 1[2]q γ
4
q,y[zγ
−2
q,x∂q2,x, ∂
2
q,zγ
2
q,x]− γ
−1
q,z∂q,z∂q2,x[yγ
2
q,y, ∂q2,y]
= 1[2]q γ
4
q,y(−[2]qγ
−1
q,z∂q,z∂q2,x) + γ
−1
q,z∂q,z∂q2,xγ
4
q,y = 0,
[σq(K), Qq] = [γ
−2
q,xγ
2
q,y, ∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y] = 0,
[σq(F ), Qq] = [−[2]qzγ
2
q,xγ
−2
q,y∂q2,y + xγ
2
q,xγ
−1
q,z∂q,z , ∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y]
= −[[2]qzγ
2
q,xγ
−2
q,y∂q2,y,
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y] + [xγ
2
q,xγ
−1
q,z∂q,z , ∂q2,x∂q2,y]
= − 1[2]q γ
4
q,x[zγ
−2
q,y∂q2,y, ∂
2
q,zγ
2
q,y] + γ
−1
q,z∂q,z∂q2,y[xγ
2
q,x, ∂q2,x]
= − 1[2]q γ
4
q,x(−[2]qγ
−1
q,z∂q,z∂q2,y)− γ
−1
q,z∂q,z∂q2,yγ
4
q,x = 0.
Furthermore, we immediately obtain
[σq(E), Eq] = 0, [σq(K), Eq] = 0, [σq(F ), Eq] = 0.
Therefore, the differential operators Pq, Qq and Eq are Uq(sl(2,C))-invariant. Moreover, we have
piq(K)piq(E) = q
3γ2q,xγ
2
q,yγ
2
q,z(q
−1xyγ−2q,z + q
2z2)
= q4(q−1xyγ−2q,z + q
2z2)q3γ2q,xγ
2
q,yγ
2
q,z = q
4piq(E)piq(K),
piq(K)piq(F ) = −q
3γ2q,xγ
2
q,yγ
2
q,z
(
∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y
)
= −q−4
(
∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y
)
q3γ2q,xγ
2
q,yγ
2
q,z = q
−4piq(F )piq(K)
and
[piq(E), piq(F )] = [∂q2,x∂q2,y +
1
[2]2q
∂2q,zγ
2
q,xγ
2
q,y, q
−1xyγ−2q,z + q
2z2]
= [∂q2,x∂q2,y, q
−1xyγ−2q,z ] +
1
[2]2q
[∂2q,zγ
2
q,xγ
2
q,y, q
2z2]
= q−1γ−2q,z [∂q2,x∂q2,y, xy] +
1
[2]2q
q2γ2q,xγ
2
q,y [∂
2
q,z, z
2]
= q−1γ−2q,z
q2γ2q,xγ
2
q,y − q
−2γ−2q,xγ
−2
q,y
q2 − q−2
+
1
[2]2q
q2γ2q,xγ
2
q,y
[2]q(qγ
2
q,z − q
−1γ−2q,z )
q − q−1
=
q3γ2q,xγ
2
q,yγ
2
q,z − q
−3γ−2q,xγ
−2
q,yγ
−2
q,z
q2 − q−2
=
piq(K)− piq(K)
−1
q2 − q−2
,
which gives rise to a homomorphism piq : Uq2(sl(2,C))→ A
q
V of associative C-algebras. 
Proposition 2.4. We have a decompostion
C[x, y, z] =
∞⊕
j=0
∞⊕
a=0
P jqHq,a, (2.15)
where
Hq,a = {f ∈ C[x, y, z]; Qqf = 0, Eqf = q
af} (2.16)
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is the simple finite-dimensional highest weight Uq(sl(2,C))-module with highest weight q
2aω gen-
erated by the vector ya ∈ C[x, y, z] with
dimHq,a = 2a+ 1 (2.17)
for all a ∈ N0.
Proof. First of all, we prove a decomposition
C[x, y, z]a = Hq,a ⊕ Pq(C[x, y, z]a−2) (2.18)
for all a ∈ N0, where C[x, y, z]a denotes the eigenspace of Eq on C[x, y, z] with eigenvalue qa. Let
us suppose that f ∈ Hq,a ∩Pq(C[x, y, z]a−2) and let us take the maximal integer s ∈ N0 such that
f = P sq g with g 6= 0. Using (2.4) and Proposition 2.3 we have
0 = Qq(f) = Qq(P
s
q g) = [Qq, P
s
q ](g) + P
s
qQq(g) = P
s
qQq(g) + [s]q2 [2a− 2s+ 1]q2P
s−1
q (g),
where we used the fact that piq(E) = Pq, piq(K) = q
3E2q and piq(F ) = −Qq. As Pq is an injective
differential operator, we obtain
0 = PqQq(g) + [s]q2 [2a− 2s+ 1]q2g.
Since the coefficient [s]q2 [2a−2s+1]q2 is nonzero, we may write f = P
s+1
q h with h 6= 0, which is in
a contradiction with the maximality of the integer s. Therefore, we have Hq,a∩Pq(C[x, y, z]a−2) =
{0}. Further, since the mapping Qq : C[x, y, z]a → C[x, y, z]a−2 is injective on Pq(C[x, y, z]a−2) ≃
C[x, y, z]a−2, it is also surjective for all a ∈ N0, which implies that C[x, y, z]a is a direct sum of
Hq,a and Pq(C[x, y, z]a−2) for all a ∈ N0.
As a consequence of the decomposition (2.18) we immediately obtain a decomposition
C[x, y, z]a =
⌊ a
2
⌋⊕
j=0
P jqHq,a−2j , (2.19)
for all a ∈ N0. By Proposition 2.3 the differential operators Pq, Eq and Qq are Uq(sl(2,C))-
invariant, therefore the subspaces P jqHq,a are Uq(sl(2,C))-submodules and P
j
qHq,a ≃ Hq,a as
Uq(sl(2,C))-modules for all j, a ∈ N0. Finally, from (2.18) we have
dimHq,a = dimC[x, y, z]a − dimC[x, y, z]a−2 =
(
a+2
2
)
−
(
a
2
)
= 2a+ 1
for all a ∈ N0. Since Qq(ya) = 0, σq(E)ya = 0 and σq(K)ya = q2aya, we obtain that Hq,a contains
a simple finite-dimensional highest weight Uq(sl(2,C))-submodule isomorphic to Lq(2aω), which
is however isomorphic to Hq,a, because it has the dimension as Hq,a for all a ∈ N0. 
Lemma 2.5. The element pq = q
−1xy + q2z2 = q−1yx+ q−2z2 is central in Cq[x, y, z] and
ϕq ◦ Pq ◦ ϕ
−1
q = pq, ϕq ◦Qq ◦ ϕ
−1
q = ∆q, (2.20)
where
∆q(x
azcyb) = [a]q2 [b]q2x
a−1zcyb−1 +
1
[2]2q
[c]q[c− 1]qq
2a+2bxazc−2yb (2.21)
for all a, b, c ∈ N0.
Proof. We may write
q−1xy + q2z2 = q−1(yx− q(q2 − q−2)z2) + q2z2 = q−1yx+ q−2z2,
where we used the relations in Cq[x, y, z]. Further, have
(q−1xy + q2z2)x = x(q−1xy + (q2 − q−2)z2) + q−2xz2 = x(q−1xy + q2z2),
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(q−1xy + q2z2)z = z(q−1xy + q2z2),
(q−1yx+ q−2z2)y = y(q−1yx− (q2 − q−2)z2) + q2yz2 = y(q−1yx+ q−2z2),
(q−1yx+ q−2z2)z = q−1yxz + q−2z3 = z(q−1yx+ q−2z2),
which implies that q−1xy + q2z2 is a central element in Cq[x, y, z]. Finally, we obtain
(ϕq ◦ Pq ◦ ϕ
−1
q )(x
azcyb) = ϕq(Pq(x
aybzc)) = ϕq(q
−2c−1xa+1yb+1zc + q2xaybzc+2)
= q−2c−1xa+1zcyb+1 + q2xazc+2yb = q−1xa+1yzcyb + q2xazc+2yb
= xa(q−1xy + q2z2)zcyb = (q−1xy + q2z2)xazcyb
and
(ϕq ◦Qq ◦ ϕ
−1
q )(x
azcyb) = ϕq(Qq(x
aybzc))
= ϕq
(
[a]q2 [b]q2x
a−1yb−1zc + 1[2]2q
[c]q[c− 1]qq
2a+2bxaybzc−2
)
= [a]q2 [b]q2x
a−1zcyb−1 + 1[2]2q
[c]q[c− 1]qq
2a+2bxazc−2yb
for all a, b, c ∈ N0. 
From Proposition 2.3 follows that C[x, y, z] is a Uq2(sl(2,C))-module. Hence, also Cq[x, y, z]
has a Uq2(sl(2,C))-module structure given through the homomorphism
τq : Uq2(sl(2,C))→ EndCq[x, y, z] (2.22)
of associative C-algebras, which is defined by
τq(a) = ϕq ◦ piq(a) ◦ ϕ
−1
q (2.23)
for a ∈ Uq2(sl(2,C)). Moreover, we have the original Uq(sl(2,C))-module structure on Cq[x, y, z],
which commutes with the action of Uq2(sl(2,C)) as follows from Proposition 2.3. Therefore,
we may decompose Cq[x, y, z] with respect to the action of Uq2(sl(2,C)) ⊗C Uq(sl(2,C)). The
corresponding decomposition is the first main result of this section.
We denote by
Iq = C[pq] (2.24)
the algebra of quantum invariant polynomials generated by pq and by
Hq = {f ∈ Cq[x, y, z]; ∆qf = 0} (2.25)
the vector space of quantum harmonic polynomials. Furthermore, we have the decomposition
Hq =
∞⊕
a=0
Hq,a, (2.26)
where Hq,a is the vector space of homogeneous quantum harmonic polynomials with eigenvalue
qa due to Eq.
Theorem 2.6. We have a decomposition
Cq[V ] ≃ Iq ⊗C Hq =
∞⊕
a=0
Iq ⊗C Hq,a. (2.27)
Moreover, we have
Iq ⊗C Hq,a ≃Mq2((
3
2 + a)ω)⊗C Lq(2aω) (2.28)
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as (Uq2(sl(2,C)) ⊗C Uq(sl(2,C)))-modules, where Mq2(λω) for λ ∈ C is the Verma module with
lowest weight q2λω for Uq2(sl(2,C)) and Lq(aω) for a ∈ N0 is the simple finite-dimensional highest
weight module with highest weight qaω for Uq(sl(2,C)). Furthermore, the vector 1⊗ya ∈ Iq⊗CHq,a
for a ∈ N0 is the (lowest, highest) weight vector with (lowest, highest) weight (q(3+2a)ω , q2aω).
Proof. From Proposition 2.4 we have the decomposition
C[x, y, z] =
∞⊕
j=0
∞⊕
a=0
P jqHq,a.
Using the isomorphism ϕq : C[x, y, z]→ Cq[x, y, z] and Lemma 2.5, we may write
Cq[x, y, z] =
∞⊕
j=0
∞⊕
a=0
pjqϕq(Hq,a) =
∞⊕
j=0
∞⊕
a=0
pjqHq,a ≃
∞⊕
a=0
Iq ⊗C Hq,a,
since Hq,a = ϕq(Hq,a) for all a ∈ N0. Further, we have
σq(E)(P
j
q h) = P
j
q σq(E)h, σq(K)(P
j
q h) = P
j
q σq(K)h, σq(F )(P
j
q h) = P
j
q σq(F )h
and
piq(E)(P
j
q h) = P
j+1
q h,
piq(K)(P
j
q h) = q
3+2a+4jP jq h,
piq(F )(P
j
q h) = −Qq(P
j
q h) = [P
j
q , Qq](h)− P
j
qQq(h) = −[j]q2 [
3
2 + a+ j − 1]q2P
j−1
q h
for all j ∈ N0 and h ∈ Hq,a, where we used Lemma 2.1 and Proposition 2.3, which gives
us that the vector subspace
⊕∞
j=0 P
j
qHq,a is isomorphic to Mq2((
3
2 + a)ω) ⊗C Lq(2aω) as a
(Uq2(sl(2,C)) ⊗C Uq(sl(2,C)))-module, since Proposition 2.4 implies that Hq,a is isomorphic to
Lq(2aω) as Uq(sl(2,C))-module for a ∈ N0. 
Theorem 2.7. The algebra of invariant quantum polynomials Cq[V ]
Uq(sl(2,C)) and the center
Z(Cq[V ]) are given by
Z(Cq[V ]) = Cq[V ]
Uq(sl(2,C)) ≃ Iq = C[pq]. (2.29)
Proof. By Theorem 2.6 we have
Cq[V ]
Uq(sl(2,C)) ≃ Iq ⊗C Hq,0 ≃ Iq,
since Hq,0 is the trivial representation of Uq(sl(2,C)).
Let us denote by λa and ρa the left and right multiplication by an element a ∈ Cq[x, y, z],
respectively. Then the condition f ∈ Z(Cq[x, y, z]) means (λa − ρa)f = 0 for all a ∈ Cq[x, y, z].
Using the isomorphism ϕq : C[x, y, z] → Cq[x, y, z] defined by (2.8), we can transfer the previous
condition into C[x, y, z]. Hence, we get
(ϕ−1q ◦ (λa − ρa) ◦ ϕq)(ϕ
−1
q (f)) = 0
for all a ∈ Cq[x, y, z] whenever f ∈ Z(Cq[x, y, z]). In fact, we need to know ϕ
−1
q ◦ (λa − ρa) ◦ ϕq
just for elements a generating Cq[x, y, z], which are x, y and z. We have
ybx = qyb−1(q−1yx+ q−2z2 − q−2z2) = q(q−1yx+ q−2z2)yb−1 − q−1yb−1z2
= yxyb−1 + q−1z2yb−1 − q−1yb−1z2
= (xy + q(q2 − q−2)z2)yb−1 + q−1z2yb−1 − q−4b+3z2yb−1
= xyb + q3z2yb−1 − q−4b+3z2yb−1 = xyb + q−2b+3(q2b − q−2b)z2yb−1
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and
yxa = q(q−1yx+ q−2z2 − q−2z2)xa−1 = qxa−1(q−1yx+ q−2z2)− q−1z2xa−1
= xa−1yx+ q−1xa−1z2 − q−1z2xa−1
= xa−1(xy + q(q2 − q−2)z2) + q−1xa−1z2 − q−4a+3xa−1z2
= xay + q3xa−1z2 − q−4a+3xa−1z2 = xay + q−2a+3(q2a − q−2a)xa−1z2
for all a, b ∈ N. However, the result holds for all a, b ∈ N0. Hence, we obtain
ρx(x
azcyb) = xazcybx = xazc(xyb + q−2b+3(q2b − q−2b)z2yb−1)
= q−2cxa+1zcyb + q−2b+3(q2b − q−2b)xazc+2yb−1
and
λy(x
azcyb) = yxazcyb = (xay + q−2a+3(q2a − q−2a)xa−1z2)zcyb
= q−2cxazcyb+1 + q−2a+3(q2a − q−2a)xa−1zc+2yb
for all a, b, c ∈ N0, which implies
ϕ−1q ◦ (λx − ρx) ◦ ϕq = −q(q
2 − q−2)z2γ−2q,y∂q2,y + x− xγ
−2
q,z
= q(q − q−1)zγ−2q,x
(
− [2]qzγ
2
q,xγ
−2
q,y∂q2,y + xγ
2
q,xγ
−1
q,z∂q,z
)
= q(q − q−1)zγ−2q,xσ
∗
q (F )
and
ϕ−1q ◦ (λy − ρy) ◦ ϕq = q(q
2 − q−2)z2γ−2q,x∂q2,x − y + yγ
−2
q,z
= q(q − q−1)zγ−2q,y
(
[2]qzγ
2
q,yγ
−2
q,x∂q2,x − yγ
2
q,yγ
−1
q,z∂q,z
)
= q(q − q−1)zγ−2q,yσ
∗
q (E).
Moreover, we have
(λz − ρz)(x
azcyb) = zxazcyb − xazcybz = (q−2a − q−2b)xazc+1yb
for all a, b, c ∈ N0, which gives us
ϕ−1q ◦ (λz − ρz) ◦ ϕq = γ
−2
q,x − γ
−2
q,y = γ
−2
q,y
(
γ−2q,xγ
2
q,y − 1
)
= γ−2q,y(σ
∗
q (K)− 1).
Therefore, we have f ∈ Z(Cq[x, y, z]) if and only if
q(q − q−1)zγ−2q,yσ
∗
q (E)ϕ
−1
q (f) = 0, q(q − q
−1)zγ−2q,xσ
∗
q (F )ϕ
−1
q (f) = 0,
γ−2q,y(σ
∗
q (K)− 1)ϕ
−1
q (f) = 0,
which is equivalent to
σ∗q (E)ϕ
−1
q (f) = 0, (σ
∗
q (K)− 1)ϕ
−1
q (f) = 0, σ
∗
q (F )ϕ
−1
q (f) = 0.
Hence, we obtain Z(Cq[x, y, z]) = Cq[x, y, z]
Uq(sl(2,C)). This finishes the proof. 
Proposition 2.8. We have
∆q(p
s+1
q ) = [s+ 1]q2 [s+
3
2 ]q2p
s
q (2.30)
for all s ∈ N0. Therefore, the polynomial bq(s) = [s+1]q2 [s+
3
2 ]q2 is a q-analogue of the Bernstein–
Sato polynomial.
Proof. By Lemma 2.1, Proposition 2.3 and Lemma 2.5 we have
∆q(p
s+1
q ) = [∆q, p
s+1
q ](1) = [s+ 1]q2 [s+
3
2 ]q2p
s
q
for all s ∈ N0. 
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3 The Howe duality (Uq(sl(2,C)), Uq(sl(n,C)))
In this section we present another example of a q-deformed Howe dual pair (sl(2,C), sl(n,C)).
The presence of the quantum Howe duality was implicitly supposed form the very beginning of
quantum group theory. A general quantum Howe duality (in particular in type A) was considered
in [7]. However, we describe a different kind of quantum Howe duality of type A. This particular
example shows that we may expect similar results for q-deformed analogues of all classical Howe
dual pairs.
3.1 The quantum group Uq(sl(n,C)) and its representations
Let P be a free Z-lattice of rank n ≥ 2 with the canonical basis {ε1, . . . , εn}, i.e. P =
⊕n
i=1 Zεi,
endowed with a symmetric bilinear form (εi, εj) = δij . Then ∆ = {εi − εj ; 1 ≤ i 6= j ≤ n} is
a root system of sl(n,C). A positive root system in ∆ is ∆+ = {εi − εj ; 1 ≤ i < j ≤ n} and
the set of simple roots is Π = {α1, α2, . . . , αn−1} with αi = εi − εi+1 for i = 1, 2 . . . , n − 1. The
fundamental weights are ωi =
∑i
j=1εj for i = 1, 2, . . . , n− 1.
Let q ∈ C× satisfies q 6= ±1. The quantum group Uq(sl(n,C)) is a unital associative C-algebra
generated by Ei, Fi, Ki, K
−1
i for i = 1, 2, . . . , n− 1 subject to the relations
KiK
−1
i = 1, KiKj = KjKi, K
−1
i Ki = 1,
KiEjK
−1
i = q
(αi,αj)Ej , [Ei, Fj ] = δij
Ki −K
−1
i
q − q−1
, KiFjK
−1
i = q
−(αi,αj)Fj ,
(3.1)
and the quantum Serre relations
E2i Ej − (q + q
−1)EiEjEi + EjE
2
i = 0 (|i− j| = 1),
F 2i Fj − (q + q
−1)FiFjFi + FjF
2
i = 0 (|i− j| = 1),
EiEj = EjEi, FiFj = FjFi (|i − j| > 1)
(3.2)
for i, j = 1, 2, . . . , n− 1. Moreover, there is a unique Hopf algebra structure on Uq(sl(n,C)) with
the coproduct ∆: Uq(sl(n,C))→ Uq(sl(n,C))⊗C Uq(sl(n,C)), the counit ε : Uq(sl(n,C))→ C and
the antipode S : Uq(sl(n,C))→ Uq(sl(n,C)) given by
∆(Ei) = Ei ⊗Ki + 1⊗ Ei, ∆(Ki) = Ki ⊗Ki, ∆(Fi) = Fi ⊗ 1 +K
−1
i ⊗ Fi,
ε(Ei) = 0, ε(Ki) = 1, ε(Fi) = 0,
S(Ei) = −EiK
−1
i , S(Ki) = K
−1
i , S(Fi) = −KiFi
(3.3)
for all i = 1, 2, . . . , n− 1.
Let V = Cn and V ∗ = Cn∗ be the standard and the dual standard Uq(sl(n,C))-modules,
respectively, defined by
ρq,V (Ei) = Ei,i+1, ρq,V (Fi) = Ei+1,i,
ρq,V (Ki) =
i−1∑
j=1
Ej,j + qEi,i + q
−1Ei+1,i+1 +
n∑
j=i+2
Ej,j
(3.4)
with respect to the canonical basis y = (y1, y2, . . . , yn) of V ≃ V ∗∗ and by
ρq,V ∗(Ei) = −Ei+1,i, ρq,V ∗(Fi) = −Ei,i+1,
ρq,V ∗(Ki) =
i−1∑
j=1
Ej,j + q
−1Ei,i + qEi+1,i+1 +
n∑
j=i+2
Ej,j ,
(3.5)
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with respect to the canonical basis x = (x1, x2, . . . , xn) of V
∗, for all i = 1, 2, . . . , n− 1. Here Ei,j
denotes the (n × n)-matrix having 1 at the intersection of the i-th row and j-th column and 0
elsewhere.
Since we have V ⊗C V ≃ L(2ω1)⊕L(ω2) and V ∗ ⊗C V ∗ ≃ L(2ωn−1)⊕L(ωn−2), where L(λ) is
the simple Uq(sl(n,C))-module with highest weight q
λ for λ ∈ h∗, we define
Cq[V ] ≃ Sq(V
∗) = T (V ∗)/Iq,V ∗ and Cq[V
∗] ≃ Sq(V ) = T (V )/Iq,V , (3.6)
where Iq,V is the two-sided ideal of the tensor algebra T (V ) generated by L(ω2) = 〈qyi ⊗ yj −
yj ⊗ yi; 1 ≤ i < j ≤ n〉 and Iq,V ∗ is the two-sided ideal of the tensor algebra T (V ∗) generated by
L(ωn−2) = 〈xi ⊗ xj − qxj ⊗ xi; 1 ≤ i < j ≤ j〉, which gives us
Cq[V ] ≃ Cq[x] = C〈x〉/(xixj − qxjxi; 1 ≤ i < j ≤ n) (3.7)
and
Cq[V
∗] ≃ Cq[y] = C〈y〉/(qyiyj − yjyi; 1 ≤ i < j ≤ n). (3.8)
Moreover, since the two-sided ideals Iq,V and Iq,V ∗ are Uq(sl(n,C))-submodules, we obtain that
Cq[V
∗] and Cq[V ] are Uq(sl(n,C))-modules. Taking the limit q → 1, we get Iq,V → IV and
Iq,V ∗ → IV ∗ , hence Cq[y]→ C[y] and Cq[x]→ C[x].
Since the C-algebras Cq[x] and Cq[y] have basis {x
a1
1 x
a2
2 . . . x
an
n ; a1, a2, . . . , an ∈ N0} and
{yb11 y
b2
2 . . . y
bn
n ; b1, b2, . . . , bn ∈ N0} respectively, we can find families of isomorphisms ϕq,V : C[x] →
Cq[x] and ϕq,V ∗ : C[y] → Cq[y] of vector spaces such that ϕq,V → id and ϕq,V ∗ → id for q → 1.
Let us define ϕq,V : C[x] → Cq[x] and ϕq,V ∗ : C[y]→ Cq[y] by
ϕq,V (x
a1
1 x
a2
2 . . . x
an
n ) = x
a1
1 x
a2
2 . . . x
an
n and ϕq,V ∗(y
b1
1 y
b2
2 . . . y
bn
n ) = y
b1
1 y
b2
2 . . . y
bn
n (3.9)
for all a1, a2, . . . , an ∈ N0 and b1, b2, . . . , bn ∈ N0. We shall denote
xa = xa11 x
a2
2 . . . x
an
n and y
b = yb11 y
b2
2 . . . y
bn
n (3.10)
for a = (a1, a2, . . . , an) ∈ Nn0 and b = (b1, b2, . . . , bn) ∈ N
n
0 . Furthermore, we denote by 1k ∈ N
n
0 for
k = 1, 2, . . . , n the n-tuple having 1 in the k-th coordinate and 0 otherwise. Then the corresponding
Uq(sl(n,C))-module structures on C[x] and C[y] are given through the homomorphisms
σq,V : Uq(sl(n,C))→ A
q
V and σq,V ∗ : Uq(sl(n,C))→ A
q
V ∗ (3.11)
of associative C-algebras, where AqV and A
q
V ∗ are the quantum Weyl algebras of the vector spaces
V and V ∗, defined by
σq,V (a) = ϕ
−1
q,V ◦ ρq,V ∗(a) ◦ ϕq,V and σq,V ∗(a) = ϕ
−1
q,V ∗ ◦ ρq,V (a) ◦ ϕq,V ∗ (3.12)
for all a ∈ Uq(sl(n,C)). Let us note that a different choice of the isomorphisms ϕq,V and ϕq,V ∗
leads only to a distinct realization of the Uq(sl(n,C))-modules Cq[V ] and Cq[V
∗], respectively.
Proposition 3.1. The homomorphisms σq,V : Uq(sl(n,C))→ A
q
V and σq,V ∗ : Uq(sl(n,C))→ A
q
V ∗
of associative C-algebras are given by
σq,V (Ei) = −xi+1γ
−1
q,xi
γq,xi+1∂q,xi , σq,V (Fi) = −xiγq,xiγ
−1
q,xi+1
∂q,xi+1 ,
σq,V (Ki) = γ
−1
q,xi
γq,xi+1
(3.13)
and
σq,V ∗(Ei) = yi∂q,yi+1 , σq,V ∗(Fi) = yi+1∂q,yi ,
σq,V ∗(Ki) = γq,yiγ
−1
q,yi+1
(3.14)
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for i = 1, 2, . . . , n− 1.
Proof. The proof is a straightforward computation. Using (3.4) and (3.3), we may write
ρq,V ∗(Ki)(x
a1
1 . . . x
ai
i x
ai+1
i+1 . . . x
an
n ) = q
−ai+ai+1xa11 . . . x
ai
i x
ai+1
i+1 . . . x
an
n ,
ρq,V ∗(Ei)(x
a1
1 . . . x
ai
i x
ai+1
i+1 . . . x
an
n ) = −
ai∑
k=1
q−(ai−k)+ai+1xa11 . . . x
k−1
i xi+1x
ai−k
i x
ai+1
i+1 . . . x
an
n
= −
ai∑
k=1
q−2(ai−k)+ai+1xa11 . . . x
ai−1
i x
ai+1+1
i+1 . . . x
an
n
= −[ai]qq
−ai+ai+1+1xa11 . . . x
ai−1
i x
ai+1+1
i+1 . . . x
an
n
and
ρq,V ∗(Fi)(x
a1
1 . . . x
ai
i x
ai+1
i+1 . . . x
an
n ) = −
ai+1∑
k=1
qai−(k−1)xa11 . . . x
ai
i x
k−1
i+1 xix
ai+1−k
i+1 . . . x
an
n
= −
ai+1∑
k=1
qai−2(k−1)xa11 . . . x
ai+1
i x
ai+1−1
i+1 . . . x
an
n
= −[ai+1]qq
ai−ai+1+1xa11 . . . x
ai+1
i x
ai+1−1
i+1 . . . x
an
n
for all a1, a2, . . . , an ∈ N0, which gives us (3.13). Similarly, using (3.5) and (3.3), we obtain
ρq,V (Ki)(y
b1
1 . . . y
bi
i y
bi+1
i+1 . . . y
bn
n ) = q
bi−bi+1yb11 . . . y
bi
i y
bi+1
i+1 . . . y
bn
n ,
ρq,V (Ei)(y
b1
1 . . . y
bi
i y
bi+1
i+1 . . . y
bn
n ) =
bi+1∑
k=1
q−bi+1+kyb11 . . . y
bi
i y
k−1
i+1 yiy
bi+1−k
i+1 . . . y
bn
n
=
bi+1∑
k=1
q−bi+1+2(k−1)+1yb11 . . . y
bi+1
i y
bi+1−1
i+1 . . . y
bn
n
= [bi+1]qy
b1
1 . . . y
bi+1
i y
bi+1−1
i+1 . . . y
bn
n
and
ρq,V (Fi)(y
b1
1 . . . y
bi
i y
bi+1
i+1 . . . y
bn
n ) =
bi∑
k=1
q−(k−1)yb11 . . . y
k−1
i yi+1y
bi−k
i y
bi+1
i+1 . . . y
bn
n
=
bi∑
k=1
qbi−2(k−1)−1yb11 . . . y
bi−1
i y
bi+1+1
i+1 . . . y
bn
n
= [bi]qy
b1
1 . . . y
bi−1
i y
bi+1+1
i+1 . . . y
bn
n
for all b1, b2, . . . , bn ∈ N0, which implies (3.14). This finishes the proof. 
Let us consider the tensor product Cq[V ] ⊗C Cq[V ∗], which has the natural structure of
a Uq(sl(n,C))-module. Our aim is to decompose this tensor product as a representation of
Uq(sl(n,C)). For that that reason, let us introduce a unital associative C-algebra
Cq[x, y] = C〈x, y〉/(xixj − qxjxi, qyiyj − yjyi, qxiyj − yjxi, xjyi − qyixj ; 1 ≤ i < j ≤ n). (3.15)
Since Cq[x] ≃ Cq[V ] and Cq[y] ≃ Cq[V ∗] are subalgebras of Cq[x, y], we identify naturally
Cq[V ]⊗C Cq[V
∗] ≃ Cq[x]⊗C Cq[y]
∼−→ Cq[x, y] (3.16)
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using the multiplication in Cq[x, y]. As a result of this identification and the actions ρq,V ∗ on Cq[x],
ρq,V on Cq[y], we have an action ρq of Uq(sl(n,C)) on Cq[x, y] through the coproduct defined by
(3.3).
As C[x, y] and Cq[x, y] are isomorphic vector spaces, we can again find a family of isomorphisms
ϕq : C[x, y]→ Cq[x, y] such that ϕq → id for q → 1. Let us define ϕq : C[x, y]→ Cq[x, y] by
ϕq(x
a1
1 x
a2
2 . . . x
an
n y
b1
1 y
b2
2 . . . y
bn
n ) = x
a1
1 x
a2
2 . . . x
an
n y
b1
1 y
b2
2 . . . y
bn
n (3.17)
for all a1, a2, . . . , an ∈ N0 and b1, b2, . . . , bn ∈ N0. Then the corresponding Uq(sl(n,C))-module
structure on C[x, y] is given through the homomorphism
σq : Uq(sl(n,C))→ A
q
V⊕V ∗ (3.18)
of associative C-algebras, where AqV⊕V ∗ is the quantum Weyl algebra of the vector space V ⊕ V
∗,
defined by
σq(a) = ϕ
−1
q ◦ ρq(a) ◦ ϕq (3.19)
for all a ∈ Uq(sl(n,C)).
Proposition 3.2. The homomorphism σq : Uq(sl(n,C)) → A
q
V⊕V ∗ of associative C-algebras is
given by
σq(Ei) = −xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
+ yi∂q,yi+1 ,
σq(Ki) = γ
−1
q,xi
γq,xi+1γq,yiγ
−1
q,yi+1
,
σq(Fi) = −xiγq,xiγ
−1
q,xi+1
∂q,xi+1 + γq,xiγ
−1
q,xi+1
yi+1∂q,yi
(3.20)
for i = 1, 2, . . . , n− 1.
Proof. It is a straightforward consequence of Proposition 3.1, the identification (3.16) and the
formula (3.19). 
3.2 The Fischer decomposition for Uq(sl(n,C))
Let us introduce the differential operators
Pq =
n∑
k=1
qk−1xkyk
k−1∏
i=1
γq,yi
n∏
i=k+1
γ−1q,xi , Qq =
n∑
k=1
q−n+k∂q,xk∂q,yk
k−1∏
i=1
γq,xi
n∏
i=k+1
γ−1q,yi ,
Exq =
n∏
k=1
γq,xk , Eq =
n∏
k=1
γq,xkγq,yk , E
y
q =
n∏
k=1
γq,yk
(3.21)
in the quantum Weyl algebra AqV⊕V ∗ .
Proposition 3.3. The differential operators Pq, Qq, E
x
q , E
y
q and Eq are Uq(sl(n,C))-invariant,
i.e. they commute with σq(a) for all a ∈ Uq(sl(n,C)). Moreover, the mapping piq : Uq(sl(2,C)) →
A
q
V⊕V ∗ uniquely determined by
piq(E) = Pq, piq(K) = q
nEq, piq(F ) = −Qq (3.22)
gives rise to a homomorphism of associative C-algebras.
Proof. We may write
[σq(Ei), Pq ] =
n∑
k=1
[yi∂q,yi+1 − xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qk−1xkyk
k−1∏
i=1
γq,yi
n∏
i=k+1
γ−1q,xi ]
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= [yi∂q,yi+1 , q
ixi+1yi+1
i∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj ]
− [xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qi−1xiyi
i−1∏
j=1
γq,yj
n∏
j=i+1
γ−1q,xj ]
=
i−1∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj [yi∂q,yi+1 , q
ixi+1yi+1γq,yi ]
−
i−1∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj [xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qi−1xiyiγ
−1
q,xi+1
]
= qi
i∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj (xi+1yiγ
−1
q,yi+1
− xi+1yiγ
−1
q,yi+1
) = 0,
[σq(Ki), Pq ] =
n∑
k=1
[γ−1q,xiγq,xi+1γq,yiγ
−1
q,yi+1
, qk−1xkyk
k−1∏
j=1
γq,yj
n∏
j=k+1
γ−1q,xj ] = 0,
[σq(Fi), Pq ] =
n∑
k=1
[γq,xiγ
−1
q,xi+1
yi+1∂q,yi − xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
k−1xkyk
k−1∏
j=1
γq,yj
n∏
j=k+1
γ−1q,xj ]
= [γq,xiγ
−1
q,xi+1
yi+1∂q,yi , q
i−1xiyi
i−1∏
j=1
γq,yj
n∏
j=i+1
γ−1q,xj ]
− [xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
ixi+1yi+1
i∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj ]
=
i−1∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj [γq,xiγ
−1
q,xi+1
yi+1∂q,yi , q
i−1xiyiγ
−1
q,xi+1
]
−
i−1∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj [xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
ixi+1yi+1γq,yi ]
= qi
i∏
j=1
γq,yj
n∏
j=i+2
γ−1q,xj (xiyi+1γq,xiγ
−2
q,xi+1
− xiyi+1γq,xiγ
−2
q,xi+1
) = 0
and
[σq(Ei), Qq] =
n∑
k=1
[yi∂q,yi+1 − xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qk−n∂q,xk∂q,yk
k−1∏
j=1
γq,xj
n∏
j=k+1
γ−1q,yj ]
= [yi∂q,yi+1 , q
i−n∂q,xi∂q,yi
i−1∏
j=1
γq,xj
n∏
j=i+1
γ−1q,yj ]
− [xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qi−n+1∂q,xi+1∂q,yi+1
i∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj ]
=
i−1∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj [yi∂q,yi+1 , q
i−n∂q,xi∂q,yiγ
−1
q,yi+1
]
−
i−1∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj [xi+1γ
−1
q,xi
γq,xi+1∂q,xiγq,yiγ
−1
q,yi+1
, qi−n+1∂q,xi+1∂q,yi+1γq,xi ]
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= −qi−n+1
i−1∏
j=1
γq,xj
n∏
j=i+1
γ−1q,yj (∂q,xi∂q,yi+1γq,yi − ∂q,xi∂q,yi+1γq,yi) = 0,
[σq(Ki), Qq] =
n∑
k=1
[γ−1q,xiγq,xi+1γq,yiγ
−1
q,yi+1
, qk−n∂q,xk∂q,yk
k−1∏
j=1
γq,xj
n∏
j=k+1
γ−1q,yj ] = 0,
[σq(Fi), Qq] =
n∑
k=1
[γq,xiγ
−1
q,xi+1
yi+1∂q,yi − xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
k−n∂q,xk∂q,yk
k−1∏
j=1
γq,xj
n∏
j=k+1
γ−1q,yj ]
= [γq,xiγ
−1
q,xi+1
yi+1∂q,yi , q
i−n+1∂q,xi+1∂q,yi+1
i∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj ]
− [xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
i−n∂q,xi∂q,yi
i−1∏
j=1
γq,xj
n∏
j=i+1
γ−1q,yj ]
=
i−1∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj [γq,xiγ
−1
q,xi+1
yi+1∂q,yi , q
i−n+1∂q,xi+1∂q,yi+1γq,xi ]
−
i−1∏
j=1
γq,xj
n∏
j=i+2
γ−1q,yj [xiγq,xiγ
−1
q,xi+1
∂q,xi+1 , q
i−n∂q,xi∂q,yiγ
−1
q,yi+1
]
= −qi−n+1
i−1∏
j=1
γq,xj
n∏
j=i+1
γ−1q,yj (∂q,xi+1∂q,yiγ
2
q,xi
γ−1q,xi+1 − ∂q,xi+1∂q,yiγ
2
q,xi
γ−1q,xi+1) = 0
for i = 1, 2, . . . , n. Furthermore, we immediately obtain
[σq(Ei), E
x
q ] = 0, [σq(Ki), E
x
q ] = 0, [σq(Fi), E
x
q ] = 0,
[σq(Ei), E
y
q ] = 0, [σq(Ki), E
y
q ] = 0, [σq(Fi), E
y
q ] = 0.
Therefore, the differential operators Pq, Qq, E
x
q , E
y
q and Eq are Uq(sl(n,C))-invariant, since we
have Eq = E
x
qE
y
q . Moreover, we have
piq(K)piq(E) = q
n
n∏
k=1
γq,xkγq,yk
n∑
k=1
qk−1xkyk
k−1∏
i=1
γq,yi
n∏
i=k+1
γ−1q,xi
= q2
n∑
k=1
qk−1xkyk
k−1∏
i=1
γq,yi
n∏
i=k+1
γ−1q,xiq
n
n∏
k=1
γq,xkγq,yk = q
2piq(E)piq(K),
piq(K)piq(F ) = −q
n
n∏
k=1
γq,xkγq,yk
n∑
k=1
q−n+k∂q,xk∂q,yk
k−1∏
i=1
γq,xi
n∏
i=k+1
γ−1q,yi
= −q−2
n∑
k=1
q−n+k∂q,xk∂q,yk
k−1∏
i=1
γq,xi
n∏
i=k+1
γ−1q,yiq
n
n∏
k=1
γq,xkγq,yk = q
−2piq(F )piq(K)
and
[piq(E), piq(F )] =
n∑
k=1
n∑
ℓ=1
[
q−n+k∂q,xk∂q,yk
k−1∏
i=1
γq,xi
n∏
i=k+1
γ−1q,yi , q
ℓ−1xℓyℓ
ℓ−1∏
i=1
γq,yi
n∏
i=ℓ+1
γ−1q,xi
]
=
n∑
k=1
[
q−n+k∂q,xk∂q,yk
k−1∏
i=1
γq,xi
n∏
i=k+1
γ−1q,yi , q
k−1xkyk
k−1∏
i=1
γq,yi
n∏
i=k+1
γ−1q,xi
]
=
n∑
k=1
q−n+2k−1
k−1∏
i=1
γq,xiγq,yi
n∏
i=k+1
γ−1q,xiγ
−1
q,yi
[∂q,xk∂q,yk , xkyk]
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=n∑
k=1
q−n+2k−1
k−1∏
i=1
γq,xiγq,yi
n∏
i=k+1
γ−1q,xiγ
−1
q,yi
qγq,xkγq,yk − q
−1γ−1q,xkγ
−1
q,yk
q − q−1
=
qn
∏n
i=1 γq,xiγq,yi − q
−n
∏n
i=1 γ
−1
q,xi
γ−1q,yi
q − q−1
=
piq(K)− piq(K)
−1
q − q−1
,
which gives rise to a homomorphism piq : Uq(sl(2,C))→ A
q
V of associative C-algebras. 
Proposition 3.4. We have a decompostion
C[x, y] =
∞⊕
j=0
∞⊕
a,b=0
P jqHq,a,b, (3.23)
where
Hq,a,b = {f ∈ C[x, y]; Qqf = 0, E
x
q f = q
af, Eyq f = q
bf} (3.24)
is the simple finite-dimensional highest weight Uq(sl(n,C))-module with highest weight q
bω1+aωn−1
generated by the vector xany
b
1 ∈ C[x, y] with
dimHq,a,b =
(a+ b+ n− 1)(n− 1)
(a+ n− 1)(b+ n− 1)
(
a+ n− 1
n− 1
)(
b+ n− 1
n− 1
)
(3.25)
for all a, b ∈ N0.
Proof. First of all, we prove a decomposition
C[x, y]a,b = Hq,a,b ⊕ Pq(C[x, y]a−1,b−1) (3.26)
for all a, b ∈ N0, where C[x, y]a,b denotes the common eigenspace of Exq and E
y
q on C[x, y] with
eigenvalues qa and qb, respectively. Let us suppose that f ∈ Hq,a,b ∩Pq(C[x, y]a−1,b−1) and let us
take the maximal integer s ∈ N such that f = P sq g with g 6= 0. Using (2.4) and Proposition 3.3
we have
0 = Qq(f) = Qq(P
s
q g) = [Qq, P
s
q ](g) + P
s
qQq(g) = P
s
qQq(g) + [s]q[n+ a+ b− s− 1]qP
s−1
q (g),
where we used the fact that piq(E) = Pq, piq(K) = q
nEq and piq(F ) = −Qq. As Pq is an injective
differential operator, we obtain
0 = PqQq(g) + [s]q[n+ a+ b− s− 1]qg.
Since the coefficient [s]q[n + a + b − s − 1]q is nonzero, we may write f = P
s+1
q h with h 6= 0,
which is in a contradiction with the maximality of the integer s. Therefore, we have Hq,a,b ∩
Pq(C[x, y]a−1,b−1) = {0}. Further, since the mapping Qq : C[x, y]a,b → C[x, y]a−1,b−1 is injective
on Pq(C[x, y]a−1,b−1) ≃ C[x, y]a−1,b−1, it is also surjective for all a, b ∈ N0, which implies that
C[x, y]a,b is a direct sum of Hq,a,b and Pq(C[x, y]a−1,b−1) for all a, b ∈ N0.
As a consequence of the decomposition (3.26) we immediately obtain a decomposition
C[x, y]a,b =
min{a,b}⊕
j=0
P jqHq,a−j,b−j , (3.27)
for all a, b ∈ N0. By Proposition 3.3 the differential operators Pq, Exq , E
y
q and Qq are Uq(sl(n,C))-
invariant, therefore the subspaces P jqHq,a,b are Uq(sl(n,C))-submodules and P
j
qHq,a,b ≃ Hq,a,b as
Uq(sl(n,C))-modules for all j, a, b ∈∈ N0. Finally, from (3.26) we have
dimHq,a,b = dimC[x, y]a,b − dimC[x, y]a−1,b−1 =
(
a+n−1
n−1
)(
b+n−1
n−1
)
−
(
a+n−2
n−1
)(
b+n−2
n−1
)
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= (a+b+n−1)(n−1)(a+n−1)(b+n−1)
(
a+n−1
n−1
)(
b+n−1
n−1
)
for all a, b ∈ N0. Since σq(Ei)xany
b
1 = 0, σq(Ki)x
a
ny
b
1 = q
bω1+aωn−1(Ki)x
a
ny
b
1 for i = 1, 2, . . . , n − 1
and Qq(x
a
ny
b
1) = 0, we obtain that Hq,a,b contains a simple finite-dimensional highest weight
Uq(sl(n,C))-submodule isomorphic to Lq(bω1 + aωn−1), which is however isomorphic to Hq,a,b,
because it has the same dimension as Hq,a,b for all a, b ∈ N0. 
Lemma 3.5. Let pq =
∑n
k=1 q
k−1xkyk. We have
ϕq ◦ Pq ◦ ϕ
−1
q = pq and ϕq ◦Qq ◦ ϕ
−1
q = ∆q, (3.28)
where
∆q(x
ayb) =
n∑
k=1
q−n+kq
∑k−1
i=1
ai−
∑
n
i=k+1
bi [ak]q[bk]qx
a−1kyb−1k (3.29)
for all a, b ∈ Nn0 .
Proof. We may write
(ϕq ◦ Pq ◦ ϕ
−1
q )(x
ayb) = ϕq(Pq(x
ayb)) =
n∑
k=1
qk−1q
∑k−1
i=1
bi−
∑
n
i=k+1 aiϕq(x
a+1kyb+1k)
=
n∑
k=1
qk−1q
∑k−1
i=1
bi−
∑n
i=k+1
aixa+1kyb+1k
=
n∑
k=1
qk−1q
∑k−1
i=1
ai−
∑
n
i=k+1 aixkx
ayky
b =
n∑
k=1
qk−1xkykx
ayb
and
(ϕq ◦Qq ◦ ϕ
−1
q )(x
ayb) = ϕq(Qq(x
ayb)) =
n∑
k=1
q−n+kq
∑k−1
i=1
ai−
∑
n
i=k+1 bi [ak]q[bk]qϕq(x
a−1kyb−1k)
=
n∑
k=1
q−n+kq
∑k−1
i=1
ai−
∑n
i=k+1
bi [ak]q[bk]qx
a−1kyb−1k
for all a, b ∈ Nn0 . 
From Proposition 3.3 follows that C[x, y] is a Uq(sl(2,C))-module. Hence, also Cq[x, y] has a
Uq(sl(2,C))-module structure given through the homomorphism
τq : Uq(sl(2,C))→ EndCq[x, y] (3.30)
of associative C-algebras, which is defined by
τq(a) = ϕq ◦ piq(a) ◦ ϕ
−1
q (3.31)
for a ∈ Uq(sl(2,C)). Moreover, we have the original Uq(sl(n,C))-module structure on Cq[x, y],
which commutes with the action of Uq(sl(2,C)) as follows from Proposition 3.3. Therefore, we may
decompose Cq[x, y] with respect to the action of Uq(sl(2,C)) ⊗C Uq(sl(n,C)). The corresponding
decomposition is one of the main result of this section.
We denote by
Iq = C[pq] (3.32)
the algebra of quantum invariant polynomials generated by pq and by
Hq = {f ∈ Cq[x, y]; ∆qf = 0} (3.33)
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the vector space of quantum harmonic polynomials. Furthermore, we have the decomposition
Hq =
∞⊕
a,b=0
Hq,a,b, (3.34)
where Hq,a,b is the vector space of quantum harmonic polynomials with eigenvalues qa and qb due
to Exq and E
y
q , respectively.
Theorem 3.6. We have a decomposition
Cq[V ]⊗C Cq[V
∗] ≃ Iq ⊗C Hq =
∞⊕
a,b=0
Iq ⊗C Hq,a,b. (3.35)
Moreover, we have
Iq ⊗C Hq,a,b ≃Mq((n+ a+ b)ω)⊗C Lq(bω1 + aωn−1) (3.36)
as (Uq(sl(2,C)) ⊗C Uq(sl(n,C)))-modules, where Mq(λω) for λ ∈ C is the Verma module with
lowest weight qλω for Uq(sl(2,C)) and Lq(bω1+aωn−1) for a, b ∈ N0 is the simple finite-dimensional
highest weight module with highest weight qbω1+aωn−1 for Uq(sl(n,C)). Furthermore, the vector
1 ⊗ xany
b
1 ∈ Iq ⊗C Hq,a,b for a, b ∈ N0 is the (lowest, highest) weight vector with (lowest, highest)
weight (q(n+a+b)ω, qbω1+aωn−1).
Proof. From Proposition 3.4 we have the decomposition
C[x, y] =
∞⊕
j=0
∞⊕
a,b=0
P jqHq,a,b.
Using the isomorphism ϕq : C[x, y]→ Cq[x, y] and Lemma 3.5, we obtain
Cq[x, y] =
∞⊕
j=0
∞⊕
a,b=0
pjqϕq(Hq,a,b) =
∞⊕
j=0
∞⊕
a,b=0
pjqHq,a,b ≃
∞⊕
a,b=0
Iq ⊗C Hq,a,b,
since Hq,a,b = ϕq(Hq,a,b) for all a, b ∈ N0. Further, we have
σq(E)(P
j
q h) = P
j
q σq(E)h, σq(K)(P
j
q h) = P
j
q σq(K)h, σq(F )(P
j
q h) = P
j
q σq(F )h
and
piq(E)(P
j
q h) = P
j+1
q h,
piq(K)(P
j
q h) = q
n+a+b+2jP jq h,
piq(F )(P
j
q h) = −Qq(P
j
q h) = [P
j
q , Qq](h)− P
j
qQq(h) = −[j]q[n+ a+ b+ j − 1]qP
j−1
q h
for all j ∈ N0 and h ∈ Hq,a,b, where we used Lemma 2.1 and Proposition 3.3, which implies that
the vector subspace
⊕∞
j=0 P
j
qHq,a,b is isomorphic to Mq((n + a + b)ω) ⊗C Lq(bω1 + aωn−1) as a
(Uq(sl(2,C)) ⊗C Uq(sl(n,C)))-module, since Proposition 3.4 gives us that Hq,a,b is isomorphic to
Lq(bω1 + aωn−1) as Uq(sl(n,C))-module for a, b ∈ N0. 
Theorem 3.7. The algebra of invariant quantum polynomials (Cq[V ] ⊗C Cq[V ∗])Uq(sl(n,C)) is
given by
(Cq[V ]⊗C Cq[V
∗])Uq(sl(n,C)) ≃ Iq = C[pq] (3.37)
and the center Z(Cq[V ]⊗C Cq[V ∗]) by
Z(Cq[V ]⊗C Cq[V
∗]) ≃ C. (3.38)
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Proof. By Theorem 3.6 we have
(Cq[V ]⊗C Cq[V
∗])Uq(sl(n,C)) ≃ Iq ⊗C Hq,0,0 ≃ Iq,
since Hq,0,0 is the trivial representation of Uq(sl(n,C)).
Further, let us denote by λa and ρa the left and right multiplication by an element a ∈ Cq[x, y],
respectively. Since Cq[x, y] is generated by the subset S = {x1, x2, . . . , xn, y1, y2, . . . , yn}, the
condition f ∈ Z(Cq[x, y]) is equivalent to (λa − ρa)f = 0 for all a ∈ S. Since we have
(λxk − ρxk)x
ayb = xkx
ayb − xaybxk = q
−
∑k−1
i=1
ai
(
1− q
∑k−1
i=1
(ai−bi)−
∑
n
i=k+1(ai−bi)
)
xa+1kyb
and
(λyk − ρyk)x
ayb = ykx
ayb − xaybyk = q
∑n
i=k+1
bi
(
q
∑k−1
i=1
(ai+bi)−
∑n
i=k+1
(ai+bi) − 1
)
xayb+1k
for all k = 1, 2, . . . , n, we obtain that xayb ∈ Z(Cq[x, y]) for a, b ∈ Nn0 if and only if
k−1∑
i=1
(ai − bi)−
n∑
i=k+1
(ai − bi) = 0 and
k−1∑
i=1
(ai + bi)−
n∑
i=k+1
(ai + bi) = 0
for all k = 1, 2, . . . , n. By taking the sum and difference of the previous equations, we get
k−1∑
i=1
ai −
n∑
i=k+1
ai = 0 and
k−1∑
i=1
bi −
n∑
i=k+1
bi = 0
for all k = 1, 2, . . . , n, which has only the trivial solution a = 0 and b = 0, since a, b ∈ Nn0 . Now,
let f ∈ Z(Cq[x, y]) be of the form
f =
∑
a,b∈Nn
0
ca,bx
ayb
with ca,b ∈ C for a, b ∈ Nn0 . Since from the previous considerations we have (λxk − ρxk)x
ayb =
αk,a,bx
a+1kyb and (λyk − ρyk)x
ayb = βk,a,bx
ayb+1k for a, b ∈ Nn0 , k = 1, 2, . . . , n and some
αk,a,b, βk,a,b ∈ C, we may write
(λxk − ρxk)f =
∑
a,b∈Nn
0
ca,b(λxk − ρxk)x
ayb =
∑
a,b∈Nn
0
ca,bαk,a,bx
a+1kyb,
(λyk − ρyk)f =
∑
a,b∈Nn
0
ca,b(λyk − ρyk)x
ayb =
∑
a,b∈Nn
0
ca,bβk,a,bx
ayb+1k
for all k = 1, 2, . . . , n. As {xayb; a, b ∈ Nn0} is a basis of Cq[x, y], we obtain that f ∈ Z(Cq[x, y])
if and only if xayb ∈ Z(Cq[x, y]) for all a, b ∈ Nn0 satisfying ca,b 6= 0. However, we have that
xayb ∈ Z(Cq[x, y]) only for a = b = 0 ∈ Nn0 . This finishes the proof. 
Proposition 3.8. We have
∆q(p
s+1
q ) = [s+ 1]q[s+ n]qp
s
q (3.39)
for all s ∈ N0. Therefore, the polynomial bq(s) = [s+1]q[s+ n]q is a q-analogue of the Bernstein–
Sato polynomial.
Proof. By Lemma 2.1, Proposition 3.3 and Lemma 3.5 we have
∆q(p
s+1
q ) = [∆q, p
s+1
q ](1) = [s+ 1]q[s+ n]qp
s
q
for all s ∈ N0. 
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4 Verma modules and the tensor product decomposition
problem
In this section we describe an explicit realization of the Verma module Mq(λω) with λ ∈ C for
the quantum group Uq(sl(2,C)). We use this realization to decompose the tensor product of two
Verma modules as a representation of Uq(sl(2,C)).
We use the notation introduced in Section 2.
Let Uq(n) and Uq(n) be the C-subalgebras of Uq(sl(2,C)) generated by E and F , respectively.
The C-subalgebra generated by K will be denoted by Uq(h).
Theorem 4.1. Let λ ∈ C.
1) The mapping piλ : Uq(sl(2,C))→ A
q
n
uniquely determined by
piλ(E) = q
λx2∂q,x + [λ]qxγ
−1
q,x, piλ(K) = q
λγ2q,x, piλ(F ) = −∂q,x (4.1)
is a homomorphism of associative C-algebras. Moreover, the Aq
n
-module C[∂q,x] is isomorphic
to the Verma module Mq(λω) as a representation of Uq(sl(2,C)).
2) The mapping pˆiλ : Uq(sl(2,C))→ A
q
n
∗ uniquely determined by
pˆiλ(E) = q
λy∂2q,y − [λ]qγq,y∂q,y, pˆiλ(K) = q
λγ−2q,y , pˆiλ(F ) = −y (4.2)
is a homomorphism of associative C-algebras. Moreover, the Aq
n
∗ -module C[y] is isomorphic
to the Verma module Mq(λω) as a representation of Uq(sl(2,C)).
Proof. 1) We may write
piλ(K)piλ(E) = q
λγ2q,x(q
λx2∂q,x + [λ]qxγ
−1
q,x) = q
2(qλx2∂q,x + [λ]qxγ
−1
q,x)q
λγ2q,x = q
2piλ(E)piλ(K),
piλ(K)piλ(F ) = −q
λγ2q,x∂q,x = −q
−2∂q,xq
λγ2q,x = q
−2piλ(F )piλ(K)
and
[piλ(E), piλ(F )] = [∂q,x, q
λx2∂q,x + [λ]qxγ
−1
q,x] = q
λ[∂q,x, x
2∂q,x] + [λ]q[∂q,x, xγ
−1
q,x]
= qλ
γ2q,x − γ
−2
q,x
q − q−1
+
qλ − q−λ
q − q−1
γ−2q,x =
qλγ2q,x − q
−λγ−2q,x
q − q−1
=
piλ(K)− piλ(K)−1
q − q−1
,
which gives us a homomorphism piλ : Uq(sl(2,C)) → A
q
n
of associative C-algebras. As C[∂q,x] has
a canonical structure of an Aq
n
-module, we get a Uq(sl(2,C))-module structure on C[∂q,x] through
the homomorphism piλ : Uq(sl(2,C)) → A
q
n
of associative C-algebras. Moreover, C[∂q,x] is a free
Uq(n)-module of rank one with a free generator 1 ∈ C[∂q,x] and piλ(K)1 = qλ, which implies that
C[∂q,x] is isomorphic to the Verma module Mq(λω) as a representation of Uq(sl(2,C)).
2) Using the quantum Fourier transform F : Aq
n
→ Aq
n
∗ defined by
F(x) = −∂q,y, F(∂q,x) = y, F(γq,x) = q
−1γ−1q,y ,
we obtain a homomorphism pˆiλ : Uq(sl(2,C))→ A
q
n
∗ of associative C-algebras given through
pˆiλ = F ◦ piλ+2
for λ ∈ C. Therefore, we have
pˆiλ(E) = F(q
λ+2x2∂q,x + [λ+ 2]qxγ
−1
q,x) = q
λ+2∂2q,yy − [λ+ 2]qq∂q,yγq,y = q
λy∂2q,y − [λ]qγq,y∂q,y ,
pˆiλ(K) = F(q
λ+2γ2q,x) = q
λγ−2q,y ,
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pˆiλ(F ) = F(−∂q,x) = −y.
Further, since C[y] has a canonical structure of an Aq
n
∗ -module, we obtain a Uq(sl(2,C))-module
structure on C[y] through the homomorphism pˆiλ : Uq(sl(2,C)) → A
q
n
∗ of associative C-algebras.
Moreover, C[y] is a free Uq(n)-module of rank one with a free generator 1 ∈ C[y] and pˆiλ(K)1 =
qλ, which gives us that C[y] is isomorphic to the Verma module Mq(λω) as a representation of
Uq(sl(2,C)). 
Theorem 4.2. Let λ ∈ C. Then the Verma module Mq(λω) is simple if q2λ /∈ {q0, q2, . . . }.
Moreover, if q2λ ∈ {q0, q2, . . . }, then we have the short exact sequence
0→Mq((−λ− 2)ω)→Mq(λω)→ Lq(λω)→ 0 (4.3)
of Uq(sl(2,C))-modules, where Lq(λω) is the simple finite-dimensional Uq(sl(2,C))-module with
highest weight qλω .
Let us consider two Verma modules Mq(λω) and Mq(µω) with λ, µ ∈ C. Then the tensor
product Mq(λω)⊗C Mq(µω) is isomorphic to C[x, y] with the action of Uq(sl(2,C)) given by
pˆiλ,µ(E) = (q
λx∂2q,x − [λ]qγq,x∂q,x)q
µγ−2q,y + q
µy∂2q,y − [µ]qγq,y∂q,y
pˆiλ,µ(K) = q
λ+µγ−2q,xγ
−2
q,y ,
pˆiλ,µ(F ) = −x− q
−λyγ2q,x,
(4.4)
where we used Theorem 4.1 and the coproduct ∆: Uq(sl(2,C)) → Uq(sl(2,C)) ⊗C Uq(sl(2,C))
defined by (2.3) to identify C[x]⊗C C[y] with C[x, y].
To decompose the tensor product of Mq(λω) and Mq(µω) as a representation of the quantum
group Uq(sl(2,C)), we need to find singular vectors in Mq(λω) ⊗C Mq(µω). We define a Uq(h)-
module
Sing(Mq(λω) ⊗C Mq(µω)) = {v ∈Mq(λω)⊗C Mq(µω); Ev = 0} (4.5)
and call it the vector space of singular vectors. Since Mq(λω) ⊗C Mq(µω) is a semisimple Uq(h)-
module, we obtain that Sing(Mq(λω) ⊗C Mq(µω)) is also a semisimple Uq(h)-module. Let us
denote by (Mq(λω) ⊗C Mq(µω))λ+µ−2n and Sing(Mq(λω) ⊗C Mq(µω))λ+µ−2n weight spaces of
Mq(λω)⊗CMq(µω) and Sing(Mq(λω)⊗CMq(µω)) with weight q(λ+µ−2n)ω for n ∈ N0, respectively.
It is enough to find all singular weight vectors.
Let us assume that a weight vector
vn =
n∑
k=0
akx
n−kyk, (4.6)
where ak ∈ C for k = 0, 1, . . . , n, with weight q(λ+µ−2n)ω is a singular vector in C[x, y], which
means that pˆiλ,µ(E)vn = 0. Since we have
(qλx∂2q,x − [λ]qγq,x∂q,x)x
k = (qλ[k]q[k − 1]q − [λ]q[k]qq
k−1)xk−1
= −[k]q([λ]qq
k−1 − qλ[k − 1]q)x
k−1
= −[k]q[λ− k + 1]qx
k−1
for all k ∈ N0, we may write
pˆiλ,µ(E)vn = −
n∑
k=0
akq
µ−2k[n− k]q[λ− n+ k + 1]qx
n−k−1yk −
n∑
k=0
ak[k]q[µ− k + 1]qx
n−kyk−1
= −
n∑
k=1
(
ak−1q
µ+2−2k[n− k + 1]q[λ− n+ k]q + ak[k]q[µ− k + 1]q
)
xn−kyk−1.
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Threfore, the condition pˆiλ,µ(E)vn = 0 gives us the recurrence relation
ak[k]q[µ− k + 1]q + ak−1q
µ+2−2k[n− k + 1]q[λ− n+ k]q = 0 (4.7)
for all k = 1, 2 . . . , n. Hence, for a fixed n ∈ N0, the dimension of Sing(Mq(λω)⊗CMq(µω))λ+µ−2n
depends on the highest weights qλω and qµω.
If q2λ ∈ q2N0 = {q0, q2, . . . } for λ ∈ C, then we denote by λint ∈ N0 the nonnegative integer
satisfying q2λ = q2λint .
Lemma 4.3. Let λ, µ ∈ C.
1) If either q2λ /∈ q2N0 or q2µ /∈ q2N0 , then
Sing(Mq(λω)⊗C Mq(µω))λ+µ−2n = C v
λ,µ
n (4.8)
for all n ∈ N0, where
vλ,µn =
n∑
k=0
(−1)k
[
µ− k
n− k
]
q
[
λ− n+ k
k
]
q
qµk−k(k−1)xn−kyk
for λ, µ ∈ C and n ∈ N0.
2) If q2λ ∈ q2N0 and q2µ ∈ q2N0 , then
Sing(Mq(λω)⊗C Mq(µω))λ+µ−2n =


C vλ,µn for λint ≥ n or µint ≥ n,
C vλ,µn,±
for λint, µint ≤ n− 1,
λint + µint < n− 1,
C vλ,µn,+ ⊕ C v
λ,µ
n,−
for λint, µint ≤ n− 1,
λint + µint ≥ n− 1,
(4.9)
where
vλ,µn,± =
n−1−λint∑
k=µint+1
(−1)k
([λ− n+ µint + 2]q)k−µint−1
([µint + 2]q)k−µint−1
([n− k + 1]q)k−µint−1
([µ− k + 1]q)k−µint−1
qµk−k(k−1)xn−kyk
and
vλ,µn,+ =
n−1−λint∑
k=0
(−1)k
[
λ− n+ k
k
]
q
([n− k + 1]q)k
([µ− k + 1]q)k
qµk−k(k−1)xn−kyk,
vλ,µn,− =
n∑
k=µint+1
(−1)k
[
µ− k
n− k
]
q
([k + 1]q)n−k
([λ− n+ k + 1]q)n−k
qµk−k(k−1)xn−kyk.
Proof. From the previous considerations, we know that a weight vector vn =
∑n
k=0 akx
n−kyk with
ak ∈ C for k = 0, 1, . . . , n is singular, if and only if the coefficients ak for k = 0, 1, . . . , n satisfy
the recurrence relation (4.7).
1) If either q2λ /∈ q2N0 or q2µ /∈ q2N0 , then we have either [λ−n+k]q 6= 0 or [µ−k+1]q 6= 0 for
all k = 1, 2, . . . , n and the recurrence relation (4.7) has a unique solution with the initial condition
either an ∈ C or a0 ∈ C. Therefore, we get dimSing(Mq(λω)⊗C Mq(µω))λ+µ−2n = 1.
2) Let us assume that q2λ ∈ q2N0 and q2µ ∈ q2N0 .
i) If either λint ≥ n or µint ≥ n, then we have again either [λ−n+k]q 6= 0 or [µ−k+1]q 6= 0 for
all k = 1, 2, . . . , n and the recurrence relation (4.7) has a unique solution with the initial condition
either an ∈ C or a0 ∈ C. Hence, we obtain dimSing(Mq(λω)⊗C Mq(µω))λ+µ−2n = 1.
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ii) If λint, µint ≤ n−1 and λint+µint < n−1, then the recurrence relation (4.7) for k = µint+1
gives
aµintq
µ−2µint [n− µint]q[λ− n+ µint + 1]q = 0.
Since λint+µint < n−1, we get [λ−n+µint+1]q 6= 0, which implies aµint = 0. As [λ−n+k]q 6= 0
for all k = 1, 2, . . . , µint, using the recurrence relation (4.7) for k = 1, 2, . . . , µint, we obtain ak = 0
for k = 1, 2, . . . , µint. Furthermore, we have [µ − k + 1]q 6= 0 for k = µint + 2, µint + 3, . . . , n,
hence (4.7) for k = µint + 2, µint + 3, . . . , n gives us a unique solution with the initial condition
aµint+1 ∈ C. Moreover, as [λ − n + k]q = 0 for k = n − λint > µint + 1, we get ak = 0 for
k = n− λint, n− λint + 1, . . . , n. Therefore, we have dimSing(Mq(λω) ⊗C Mq(µω))λ+µ−2n = 1.
iii) If λint, µint ≤ n−1 and λint+µint ≥ n−1, then the recurrence relation (4.7) for k = µint+1
gives us
aµintq
µ−2µint [n− µint]q[λ− n+ µint + 1]q = 0.
Hence, we get aµint = 0 or [λ−n+µint+1]q = 0. Since, we have [λ−n+k]q 6= 0 for k = n−λint+
1, n− λint + 2, . . . , n, using the recurrence relation (4.7) for k = n− λint +1, n− λint +2, . . . , µint,
we get ak = 0 for k = n − λint, n − λint + 1, . . . , µint. As (4.7) is satisfied for k = n − λint and
[λ−n+k]q 6= 0 for k = 1, 2, . . . , n−λint−1, the recurrence relation (4.7) for k = 1, 2, . . . , n−λint−1
gives us a unique solution with the initial condition an−λint−1 ∈ C. On the other hand, as (4.7) is
also satisfied for k = µint + 1 and [µ− k + 1]q 6= 0 for k = µint + 2, µint + 3, . . . , n, the recurrence
relation (4.7) for k = µint + 2, µint + 3, . . . , n gives us a unique solution with the initial condition
aµint+1 ∈ C. Hence, we obtain dimSing(Mq(λω)⊗C Mq(µω))λ+µ−2n = 2.
The last step is to verify that the given polynomials vλ,µn , v
λ,µ
n,±, v
λ,µ
n,+ and v
λ,µ
n,− are nonzero and
satisfy the recurrence relation (4.7), which is a straightforward computation. 
Let q2λ ∈ q2N0 for λ ∈ C. Then dimExtOq (Mq(−(λ + 2)ω),Mq(λω)) = 1 and therefore there
exists a nontrivial extension Pq(λω) uniquely determined by the nonsplit short exact sequence
0→Mq(λω)→ Pq(λω)→Mq(−(λ+ 2)ω)→ 0 (4.10)
of Uq(sl(2,C))-modules. The extension Pq(λω) can be described as follows. We define
Pq(λω) = 〈vλ,n, w−λ−2,n;n ∈ N0〉 (4.11)
with the action of Uq(sl(2,C)) given by
Fvλ,n = vλ,n+1, Fw−λ−2,n = w−λ−2,n+1
Kvλ,n = q
λ−2nvλ,n, Kw−λ−2,n = q
−λ−2−2nw−λ−2,n
Evλ,n = [n]q[λ− n+ 1]qvλ,n−1, Ew−λ−2,n = vλ,λ+n − [n]q[λ+ n+ 1]qw−λ−2,n−1
(4.12)
for all n ∈ N0.
Let us recall that the formal character of the Verma module Mq(λω) with highest weight q
λω
for λ ∈ C is given by
chMq(λω) =
∞∑
n=0
dimMq(λω)λ−2nw
λ−2n =
wλ
1− w−2
, (4.13)
where w is a formal variable. Moreover, for the formal character of Pq(λω) we have
chPq(λω) = chMq(λω) + chMq(−(λ+ 2)ω) (4.14)
provided q2λ ∈ q2N0 .
Lemma 4.4. We have
ch(Mq(λω)⊗C Mq(µω)) =
∞∑
n=0
chMq((λ+ µ− 2n)ω) (4.15)
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for all λ, µ ∈ C.
Proof. We may write
∞∑
n=0
chMq((λ+ µ− 2n)ω) =
∞∑
n=0
wλ+µ−2n
1− w−2
=
wλ
1− w−2
∞∑
n=0
wµ−2n =
wλ
1− w−2
wµ
1− w−2
= chMq(λω) chMq(µω) = ch(Mq(λω)⊗C Mq(µω)),
which gives the required statement. 
The previous lemma gives us a suggestion for the tensor product decomposition of two Verma
modules for Uq(sl(2,C)). The exact claim is the content of the following theorem.
Let us introduce a central element of Uq(sl(2,C)), called the quantum Casimir element, by the
formula
Casq = FE +
qK + q−1K−1
(q − q−1)2
. (4.16)
It is easy to verify that Casq is a central element of Uq(sl(2,C)).
Proposition 4.5. The quantum Casimir element Casq acts on the Verma module Mq(λω) as
cλ idMq(λω), where
cλ =
qλ+1 + q−λ−1
(q − q−1)2
. (4.17)
Moreover, we have cλ = cµ for some λ, µ ∈ C if and only if qµ = qλ or qµ = q−λ−2.
Proof. Since the Verma module Mq(λω) for λ ∈ C is generated by the highest weight vector vλ, it
is enough to compute the action of Casq on vλ. We may write
Casq vλ = FEvλ +
qK + q−1K−1
(q − q−1)2
vλ =
qλ+1 + q−λ−1
(q − q−1)2
vλ.
Further, the equality cλ = cµ implies q
λ+1 + q−λ−1 = qµ+1 + q−µ−1, which gives us
qλ+1 + q−λ−1 − qµ+1 − q−µ−1 = (qλ+1 − qµ+1)(1 − q−λ−µ−2) = 0.
Hence, we obtain either qµ = qλ or qµ = q−λ−2. 
Let us denote by
Sλ,µ =


∅ if q2(λ+µ) /∈ q2N0 ,{
0, 1, . . . , ⌊ (λ+µ)int2 ⌋
}
if q2(λ+µ) ∈ q2N0 , q2λ /∈ q2N0 or q2µ /∈ q2N0 ,{
min{λint, µint}+ 1, . . . , ⌊
λint+µint
2 ⌋
}
if q2λ ∈ q2N0 , q2µ ∈ q2N0 ,
Scλ,µ =


∅ if q2(λ+µ) /∈ q2N0 ,{
⌊ (λ+µ)int+12 ⌋+ 1, . . . , (λ+ µ)int + 1
}
if q2(λ+µ) ∈ q2N0 , q2λ /∈ q2N0 or q2µ /∈ q2N0 ,{
⌊λint+µint+12 ⌋+ 1, . . . ,max{λint, µint}
}
if q2λ ∈ q2N0 , q2µ ∈ q2N0
and
Rλ,µ = N0 \ (Sλ,µ ∪ S
c
λ,µ)
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subsets of N0 for all λ, µ ∈ C. Furthermore, we denote by
Tλ,µ = {0, 1, . . . , ⌊
λint+µint
2 ⌋}, T
c
λ,µ =
{
⌊λint+µint+12 ⌋+ 1, . . . , λint + µint + 1
}
and
Uλ,µ = N0 \ (Tλ,µ ∪ T
c
λ,µ)
subsets of N0 for all λ, µ ∈ C satisfying q2λ ∈ q2N0 and q2µ ∈ q2N0 .
Theorem 4.6. We have
Mq(λω)⊗C Mq(µω) ≃
⊕
n∈Sλ,µ
Pq((λ + µ− 2n)ω)⊕
⊕
n∈Rλ,µ
Mq((λ + µ− 2n)ω). (4.18)
for all λ, µ ∈ C.
Proof. Let us assume that vn ∈ Sing(Mq(λω)⊗C Mq(µω))λ+µ−2n is a singular vector with weight
q(λ+µ−2n)ω for some n ∈ N0. Then vn generates the highest weight submodule of Mq(λω) ⊗C
Mq(µω) with highest weight q
(λ+µ−2n)ω isomorphic either to Mq((λ + µ − 2n)ω) or to Lq((λ +
µ − 2n)ω) as follows from Theorem 4.2. For q2(λ+µ−2n) /∈ q2N0 we have Mq((λ + µ − 2n)ω) ≃
Lq((λ + µ − 2n)ω). On the other hand, if q2(λ+µ−2n) ∈ q2N0 , then Lq((λ + µ − 2n)ω) is a finite-
dimensional simple module containing the lowest weight vector with weight q−(λ+µ−2n)ω , which is
annihilated by F . However, the element F acts freely on Mq(λω)⊗C Mq(µω), hence the singular
vector vn can not generate a finite-dimensional simple submodule isomorphic to Lq((λ+µ−2n)ω).
Therefore, any singular vector vn ∈ Sing(Mq(λω) ⊗C Mq(µω))λ+µ−2n for n ∈ N0 generates a
submodule isomorphic to the Verma module Mq((λ+ µ− 2n)ω).
If vn is a singular vector in Mq(λω) ⊗C Mq(µω) with weight q
(λ+µ−2n)ω for n ∈ N0, then
Casq vn = cλ+µ−2nvn. Let us denote by N the submodule of Mq(λω) ⊗C Mq(µω) generated
by the vector space of singular vectors Sing(Mq(λω) ⊗C Mq(µω)). Then we have an eigenspace
decomposition
N =
⊕
ν∈C
Nν (4.19)
of N with respect to the quantum Casimir element Casq, where Nν is the eigenspace with eigen-
value cν for ν ∈ C. Since Casq is a central element of Uq(sl(2,C)), the eigenspaces Nν are
Uq(sl(2,C))-submodules for all ν ∈ C. Moreover, for all ν ∈ C the submodule Nν is generated by
singular vectors of weight qνω. Furthermore, we have a short exact sequence
0→ N →Mq(λω)⊗C Mq(µω)→ (Mq(λω) ⊗C Mq(µω))/N → 0 (4.20)
of Uq(sl(2,C))-modules.
1) If q2(λ+µ) /∈ q2N0 , then the dimension of Sing(Mq(λω)⊗CMq(µω))λ+µ−2n is 1 for all n ∈ N0
as follows from Lemma 4.3 (i). Since cλ+µ−2m 6= cλ+µ−2n for m > n, we obtain
N =
∞⊕
n=0
Nλ+µ−2n.
As Nλ+µ−2n is generated by v
λ,µ
n for n ∈ N0, we get Nλ+µ−2n ≃ Mq((λ + µ − 2n)ω) for all
n ∈ N0. Since ch(Mq(λω)⊗CMq(µω)) = chN , the short exact sequence (4.20) gives usMq(λω)⊗C
Mq(µω) = N .
2) If q2(λ+µ) ∈ q2N0 and either q2λ /∈ q2N0 or q2µ /∈ q2N0 , then the dimension of Sing(Mq(λω)⊗C
Mq(µω))λ+µ−2n is 1 for all n ∈ N0 as follows from Lemma 4.3 (i). Since cλ+µ−2m = cλ+µ−2n for
m > n if and only if m = (λ+ µ)int − n+ 1 for n = 0, 1, . . . , ⌊
(λ+µ)int
2 ⌋, we obtain
N =
⊕
n∈Sλ,µ
Nλ+µ−2n ⊕
⊕
n∈Rλ,µ
Nλ+µ−2n,
27
where Nλ+µ−2n is generated by v
λ,µ
n and v
λ,µ
m with m = (λ+µ)int−n+1 for n ∈ Sλ,µ and by v
λ,µ
n
for n ∈ Rλ,µ. As Nλ+µ−2n is generated by vλ,µn for n ∈ Rλ,µ, we get Nλ+µ−2n ≃Mq((λ+µ−2n)ω)
for all n ∈ Rλ,µ. For n ∈ Sλ,µ the submodule of Nλ+µ−2n generated by vλ,µn is isomorphic to
Mq((λ+µ−2n)ω), which is a reducible Uq(sl(2,C))-module containing a singular vector of weight
q−(λ+µ−2n+2)ω = q(λ+µ−2m)ω with m = (λ+µ)int−n+1 as follows from Theorem 4.2. Moreover,
this singular vector is a multiple of vλ,µm , since Nλ+µ−2n contains all singular vectors of weight
q(λ+µ−2m)ω . Therefore, we get Nλ+µ−2n ≃ Mq((λ + µ− 2n)ω) for all n ∈ Sλ,µ. Furthermore, we
have
ch((Mq(λω)⊗C Mq(µω))/N) =
∑
n∈Sc
λ,µ
chMq((λ+ µ− 2n)ω),
which gives us dim(Mq(λω) ⊗C Mq(µω))/N)λ+µ−2n = n − ⌊
(λ+µ)int+1
2 ⌋ for all n ∈ S
c
λ,µ. Hence,
the mapping
E : (Mq(λω)⊗C Mq(µω))/N)λ+µ−2n → (Mq(λω)⊗C Mq(µω))/N)λ+µ−2n+2
has a nontrivial kernel for n ∈ Scλ,µ, which implies that (Mq(λω)⊗CMq(µω))/N contains a singular
vector wλ,µn of weight q
(λ+µ−2n)ω generating a submodule of (Mq(λω)⊗C Mq(µω))/N isomorphic
to Mq((λ+ µ− 2n)ω) for all n ∈ Scλ,µ. Since cλ+µ−2n1 = cλ+µ−2n2 for n1, n2 ∈ S
c
λ,µ if and only if
n1 = n2, we obtain that
(Mq(λω)⊗C Mq(µω))/N ≃
⊕
n∈Sc
λ,µ
Mq((λ+ µ− 2n)ω),
where we used the fact that both sides have the same formal character. Therefore, the short exact
sequence (4.20) can be rewritten into the form
0→
⊕
n∈N0\Scλ,µ
Mq((λ+ µ− 2n)ω)→Mq(λω)⊗C Mq(µω)→
⊕
n∈Sc
λ,µ
Mq((λ+ µ− 2n)ω)→ 0.
Further, taking the generalized eigenspace decomposition of the Uq(sl(2,C))-modules in the short
exact sequence with respect to the quantum Casimir element Casq, we obtain the short exact
sequence
0→Mq((λ+ µ− 2n)ω)→ (Mq(λω)⊗C Mq(µω))
cas
λ+µ−2n →Mq(−(λ+ µ− 2n+ 2)ω)→ 0
for n ∈ Sλ,µ, which is nonsplit since dimSing(Mq(λω)⊗CMq(µω))casλ+µ−2n = 2, and the short exact
sequence
0→Mq((λ+ µ− 2n)ω)→ (Mq(λω)⊗C Mq(µω))
cas
λ+µ−2n → 0→ 0
for n ∈ Rλ,µ, where (Mq(λω) ⊗C Mq(µω))casλ+µ−2n is the generalized eigenspace of Casq with
eigenvalue cλ+µ−2n for all n ∈ N0.
Since (Mq(λω) ⊗C Mq(µω))casλ+µ−2n belongs to the category Oq for all n ∈ N0, we obtain that
(Mq(λω)⊗C Mq(µω))casλ+µ−2n ≃ Pq((λ + µ− 2n)ω) for all n ∈ Sλ,µ. Therefore, we have
Mq(λω)⊗C Mq(µω) ≃
⊕
n∈Sλ,µ
Pq((λ+ µ− 2n)ω)⊕
⊕
n∈Rλ,µ
Mq((λ+ µ− 2n)ω)
as Uq(sl(2,C))-modules.
3) If q2λ ∈ q2N0 and q2µ ∈ q2N0 , then the dimension of Sing(Mq(λω) ⊗C Mq(µω))λ+µ−2n is 2
for max{λint, µint}+1 ≤ n ≤ λint +µint+1 and 1 otherwise as follows from Lemma 4.3 (ii). Since
cλ+µ−2m = cλ+µ−2n for m > n if and only if m = λint + µint − n+ 1 for n = 0, 1, . . . , ⌊
λint+µint
2 ⌋,
we obtain
N =
⊕
n∈Tλ,µ
Nλ+µ−2n ⊕
⊕
n∈Uλ,µ
Nλ+µ−2n.
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As Nλ+µ−2n is generated by v
λ,µ
n,± for n ∈ Uλ,µ provided λint + µint is even and by v
λ,µ
n,± for
n ∈ Uλ,µ, n 6= ⌊
λint+µint
2 ⌋+1 and by v
λ,µ
n for n = ⌊
λint+µint
2 ⌋+1 provided λint +µint is odd, we get
Nλ+µ−2n ≃Mq((λ+µ−2n)ω) for all n ∈ Uλ,µ. Further, we have thatNλ+µ−2n is generated by vλ,µn
and vλ,µm,+, v
λ,µ
m,− with m = λint+µint−n+1 for n ∈ Tλ,µ \Sλ,µ. Hence, the submodule of Nλ+µ−2n
generated by vλ,µn is isomorphic to Mq((λ + µ − 2n)ω), which is a reducible Uq(sl(2,C))-module
containing a singular vector uλ,µm,1 of weight q
−(λ+µ−2n+2)ω = q(λ+µ−2m)ω withm = λint+µint−n+1
as follows from Theorem 4.2. Moreover, this singular vector is a linear combination of vλ,µm,+ and
vλ,µm,−, since Nλ+µ−2n contains all singular vectors of weight q
(λ+µ−2m)ω . Furthermore, there exists
a linear combination uλ,µm,2 of v
λ,µ
m,+ and v
λ,µ
m,− such that u
λ,µ
m,1 and u
λ,µ
m,2 are linearly independent
singular vectors. Therefore, we get Nλ+µ−2n ≃Mq((λ+ µ− 2n)ω)⊕Mq(−(λ+ µ− 2n+ 2)ω) for
all n ∈ Tλ,µ \ Sλ,µ. Finally, for n ∈ Sλ,µ we have that Nλ+µ−2n is generated by v
λ,µ
n and v
λ,µ
m
with m = λint + µint − n+ 1. Hence, the submodule of Nλ+µ−2n generated by vλ,µn is isomorphic
to Mq((λ + µ − 2n)ω), which is a reducible Uq(sl(2,C))-module containing a singular vector of
weight q−(λ+µ−2n+2)ω = q(λ+µ−2m)ω with m = λint + µint − n + 1 as follows from Theorem 4.2.
Moreover, this singular vector is a multiple of vλ,µm , since Nλ+µ−2n contains all singular vectors of
weight q(λ+µ−2m)ω. Therefore, we get Nλ+µ−2n ≃ Mq((λ + µ − 2n)ω) for all n ∈ Sλ,µ. Further,
we have
ch((Mq(λω)⊗C Mq(µω))/N) =
∑
n∈Sc
λ,µ
chMq((λ+ µ− 2n)ω),
which gives us dim(Mq(λω) ⊗C Mq(µω))/N)λ+µ−2n = n − ⌊
λint+µint+1
2 ⌋ for all n ∈ S
c
λ,µ. Hence,
the mapping
E : (Mq(λω)⊗C Mq(µω))/N)λ+µ−2n → (Mq(λω)⊗C Mq(µω))/N)λ+µ−2n+2
has a nontrivial kernel for n ∈ Scλ,µ, which implies that (Mq(λω)⊗CMq(µω))/N contains a singular
vector wλ,µn of weight q
(λ+µ−2n)ω generating a submodule of (Mq(λω)⊗C Mq(µω))/N isomorphic
to Mq((λ+ µ− 2n)ω) for all n ∈ Scλ,µ. Since cλ+µ−2n1 = cλ+µ−2n2 for n1, n2 ∈ S
c
λ,µ if and only if
n1 = n2, we obtain that
(Mq(λω)⊗C Mq(µω))/N ≃
⊕
n∈Sc
λ,µ
Mq((λ+ µ− 2n)ω),
where we used the fact that both sides have the same formal character. Therefore, the short exact
sequence (4.20) can be rewritten into the form
0→
⊕
n∈N0\Scλ,µ
Mq((λ+ µ− 2n)ω)→Mq(λω)⊗C Mq(µω)→
⊕
n∈Sc
λ,µ
Mq((λ+ µ− 2n)ω)→ 0.
Further, taking the generalized eigenspace decomposition of the Uq(sl(2,C))-modules in the short
exact sequence with respect to the quantum Casimir element Casq, we obtain the short exact
sequence
0→Mq((λ+ µ− 2n)ω)→ (Mq(λω)⊗C Mq(µω))
cas
λ+µ−2n →Mq(−(λ+ µ− 2n+ 2)ω)→ 0
for n ∈ Sλ,µ, which is nonsplit since dimSing((Mq(λω) ⊗C Mq(µω))casλ+µ−2n) = 2, the short exact
sequence
0→Mq((λ+ µ− 2n)ω)→ (Mq(λω)⊗C Mq(µω))
cas
λ+µ−2n → 0→ 0
for n ∈ Uλ,µ, and the short exact sequence
0→Mq((λ + µ− 2n)ω)⊕Mq(−(λ+ µ− 2n+ 2)ω)→ (Mq(λω)⊗C Mq(µω))
cas
λ+µ−2n → 0→ 0
for n ∈ Tλ,µ \ Sλ,µ, where (Mq(λω)⊗C Mq(µω))casλ+µ−2n is the generalized eigenspace of Casq with
eigenvalue cλ+µ−2n for all n ∈ N0.
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Since (Mq(λω) ⊗C Mq(µω))casλ+µ−2n belongs to the category Oq for all n ∈ N0, we obtain that
(Mq(λω)⊗C Mq(µω))casλ+µ−2n ≃ Pq((λ + µ− 2n)ω) for all n ∈ Sλ,µ. Therefore, we have
Mq(λω)⊗C Mq(µω) ≃
⊕
n∈Sλ,µ
Pq((λ+ µ− 2n)ω)⊕
⊕
n∈Rλ,µ
Mq((λ+ µ− 2n)ω)
as Uq(sl(2,C))-modules. This completes the proof. 
Acknowledgments
V. F. is supported in part by CNPq (304467/2017-0) and by Fapesp (2014/09310-5); L.K. is
supported by Capes (88887.137839/2017-00) and J. Z. is supported by Fapesp (2015/05927-0).
References
[1] Vyjayanthi Chari, Dijana Jakelic´, and Adriano A. Moura, Branched crystals and the category
O, J. Algebra 294 (2005), no. 1, 51–72.
[2] Elizabeth Creath and Dijana Jakelic´, Highet-weight vectors in tensor products of Verma mod-
ules for Uq(sl2), Bol. Soc. Parana. Mat. (3) 36 (2018), no. 4, 107–119.
[3] Igor B. Frenkel and Anton M. Zeitlin, Quantum groups as semi-infinite cohomology, Comm.
Math. Phys. 297 (2010), no. 3, 687–732.
[4] Roger Howe, Remarks on classical invariant theory, Trans. Amer. Math. Soc. 313 (1989),
no. 2, 539–570.
[5] Hau-Wen Huang, An embedding of the universal Askey-Wilson algebra into Uq(sl2)⊗Uq(sl2)⊗
Uq(sl2), Nuclear Phys. B 922 (2017), 401–434.
[6] Michio Jimbo, A q-analogue of U(gl(N + 1)), Hecke algebra, and the Yang–Baxter equation,
Lett. Math. Phys. 11 (1986), no. 3, 247–252.
[7] Gustav I. Lehrer, Hechun Zhang, and Ruibin B. Zhang, A quantum analogue of the first
fundamental theorem of classical invariant theory, Comm. Math. Phys. 301 (2011), no. 1,
131–174.
[8] George Lusztig, Quantum deformations of certain simple modules over enveloping algebras,
Adv. Math. 70 (1988), no. 2, 237–249.
[9] Masatoshi Noumi, Tôru Umeda, and Masato Wakayama,Dual pairs, spherical harmonics and
a Capelli identity in quantum group theory, Compositio Math. 104 (1996), no. 3, 227–277.
[10] Nikolai Yu. Reshetikhin, Leon A. Takhtajan, and Lyudvig D. Faddeev, Quantization of Lie
groups and Lie algebras, Leningrad Math. J. 1 (1990), no. 1, 193–225.
[11] Marc Rosso, Finite-dimensional representations of the quantum analog of the enveloping al-
gebra of a complex simple Lie algebra, Comm. Math. Phys. 117 (1988), no. 4, 581–593.
[12] Ruibin B. Zhang, Howe duality and the quantum general linear group, Proc. Amer. Math.
Soc. 131 (2003), no. 9, 2681–2692.
30
(V. Futorny) Instituto de Matemática e Estatística, Universidade de Sao˜ Paulo, Caixa Postal 66281,
Sao˜ Paulo, CEP 05315-970, Brasil
E-mail address: futorny@ime.usp.br
(L.Křižka) Instituto de Matemática e Estatística, Universidade de Sao˜ Paulo, Caixa Postal 66281,
Sao˜ Paulo, CEP 05315-970, Brasil
E-mail address: krizka.libor@gmail.com
(J. Zhang) Instituto de Matemática e Estatística, Universidade de Sao˜ Paulo, Caixa Postal 66281,
Sao˜ Paulo, CEP 05315-970, Brasil
E-mail address: zhang@ime.usp.br
31
