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Abstract
Quasi-random sequences, which can evenly spread
points across a hypercube, have been widely used in
various areas. Recently, quasi-random testing tech-
nique, which makes use of quasi-random sequences
to generate test cases, was proposed, and it normally
has a higher failure-detection capability than pure ran-
dom testing. However, there exist only a few dis-
tinct quasi-random sequences in the literature, and all
these sequences are deterministic rather than random.
Therefore, the applicability of quasi-random sequences
in testing is restricted. In this paper, we propose a
new approach to randomising quasi-random sequences.
Out approach can generate many distinct randomised
quasi-random sequences that have even distributions of
points. The experimental results also show that these
sequences can significantly enhance the effectiveness of
random testing.
Keywords: Software Testing, Random Testing,
Quasi-Random Testing, Adaptive Random Testing, Non-
Uniform Distribution.
1. Introduction
Discrepancy and dispersion are two main con-
cepts indicating the extent of equidistribution of sam-
ple points. The lower discrepancy and dispersion are,
the more evenly sample points are distributed. Points
sequences with low discrepancy and low dispersion,
which are often called quasi-random sequences, are
very useful in many areas, such as global optimisa-
tion [19], high-dimension integral approximation [15],
and path planning [3]. A few quasi-random sequences
have been proposed, such as Faure, Halton, Niederre-
iter, and Sobol sequences [5, 16].
Random testing (RT), a basic software testing
method, simply selects the inputs for testing (namely,
test cases) in a random manner. Some researchers [18]
∗Corresponding author.
have argued that among all testing methods, RT may
be the “least effective” in detecting software failures.
Based on the observations that inputs revealing software
failures are normally clustered into contiguous failure
regions [1, 2, 6, 14, 22], Chen et al. [12] have proposed
adaptive random testing (ART) as an enhancement of
RT. In ART, test cases are not only randomly gener-
ated, but also evenly spread over the input domain (that
is, the set of all possible inputs). Previous simulations
and empirical studies have shown that ART has a much
higher failure-detection capability than RT, especially
when the failure-causing inputs are clustered together.
The main problem for ART is that its computa-
tion overhead is normally much higher than that of pure
RT. Chen and Merkel [10] recently proposed quasi-
random testing (QRT), which has a very low compu-
tation overload. In QRT, quasi-random sequences are
used to generate test cases. Due to the low discrep-
ancy and low dispersion offered by quasi-random se-
quences, QRT can bring an even distribution of test
cases. Simulations and empirical studies also showed
that QRT has a higher effectiveness of failure detection
than RT. However, quasi-random sequences have some
serious problems with respect to testing. As mentioned
before, there exist only a limited number of distinct
quasi-random sequences. Moreover, all of them are al-
ways generated by deterministic algorithms. In other
words, quasi-random sequences are less “random” than
random/pseudorandom sequences. All these restrict the
applicability of quasi-random sequences in testing.
In this paper, we propose an innovative approach
to randomising quasi-random sequences. The approach
can produce many low-discrepancy and low-dispersion
sequences, which can be used to significantly improve
the failure detection capability of random testing. The
paper is orgainsed as follows. In Section 2, we intro-
duce the background of this paper. Section 3 presents
our randomisation approach. In Section 4, we investi-
gate the testing effectiveness of our randomised quasi-
random sequences. Section 5 summarises the paper.
2. Background
2.1. Quasi-random sequences
The equidistribution of a set of sample points is
often measured by discrepancy and dispersion. Given
N sample points inside a d-dimensional unit hyper-
cube I = [0,1)d , discrepancy indicates whether dif-
ferent subdomains in I have an equal density of
points. One standard definition of discrepancy [3, 5]
is supD
∣∣∣A(D)N − |D||I| ∣∣∣, where sup refers to the supremum
of a data set, | · | denotes the size of a region, D is any
subdomain of I, and A(D) is the number of points inside
D. Given a set of points inside I, dispersion intuitively
indicates the size of the largest empty spherical region
(containing no point) in I. The size of this empty region
is usually reflected by the maximum distance that any
point has from its nearest neighbour distance [3]. Intu-
itively speaking, low discrepancy and low dispersion in-
dicate that sample points are reasonably equidistributed.
Points sequences with low discrepancy and low dis-
persion are often referred to as quasi-random sequences.
Sobol [21] has proposed a method to generate quasi-
random sequences and proved that the Sobol sequence
can achieve a discrepancy as low as O(logdN). Basi-
cally, the Sobol sequence is a set of points T1,T2, · · · ,
where Ti = (t1i , t
2
i , · · · , tdi ), t ji = p/2q, q is a positive in-
teger satisfying 2q−1≤ i< 2q, and p is an odd integer in-
side (0,2q) that is decided via a series of complex calcu-
lations. As a simple example, the first seven points in a
one-dimensional Sobol sequence are 0.5 (that is, 1/21),
0.25 (1/22), 0.75 (3/22), 0.375 (3/23), 0.875 (7/23),
0.125 (1/23), and 0.625 (5/23). An informal descrip-
tion of the theory behind the Sobol sequence was given
by Bratley and Fox [4], who developed an algorithm to
generate the Sobol quasi-random sequence. We use the
Sobol sequence in this paper unless otherwise specified.
2.2. Failure pattern
Inputs that cause the program under test to exhibit
failure behaviours are named as failure-causing inputs.
Failure-causing inputs decide two basic features of all
faulty programs. One feature is failure rate, which is
defined as the ratio of the number of failure-causing in-
puts to the number of all possible inputs. Failure pat-
tern, the other basic feature, refers to the geometry of
failure regions as well as their distributions over the in-
put domain. Both features are fixed after coding but
unknown before testing.
Failure pattern is an important research topic in
the area of software engineering. A number of re-
searchers [1, 2, 6, 14, 22] have independently con-
ducted investigations on failure patterns of faulty pro-
grams. They all made a common observation that
failure-causing inputs tend to be clustered into contigu-
ous failure regions [1]. White and Cohen [22], for ex-
ample, have studied a common type of software fault,
namely domain error, which refers to a fault present in
a certain predicate of the program under test. It was
found that domain errors frequently result in continu-
ous failure regions. Ammann and Knight [1] examined
failure regions in some missile launch decision pro-
grams and observed that “at the resolution used in scan-
ning, these particular failure regions are locally con-
tinuous”. Finelli [14] reported some experiments con-
ducted by NASA (National Aeronautics and Space Ad-
ministration, USA). In these experiments, software fail-
ure processes were characterised by different research
groups. One important experimental result was that
these groups have consistently observed some “contigu-
ous regions of the input space which cause a program to
generate errors”. Bishop [2] studied some faulty pro-
grams which implemented a nuclear reactor trip func-
tion, and found that all detected failures “occupied con-
tiguous regions” (referred to as “blob defects” in [2]).
He also provided a theoretical justification for the exis-
tence of “blob defects”.
Chan et al. [6] generalised three types of failure
patterns, namely block, strip and point patterns. Fig-
ure 1 illustrates these patterns in a two-dimensional in-
put domain, where failure-causing inputs are denoted
by gray regions. In block pattern (Figure 1.a), failure-
causing inputs are clustered into a single, contiguous
and compact “block” region inside the input domain.
In strip pattern (Figure 1.b), failure-causing inputs oc-
cupy a narrow “strip” across the input domain. Finally,
in point pattern (Figure 1.c), failure-causing inputs are
widely scattered over the input domain, where each
gray region may involve only one “point”. They also
pointed out that block and strip failure patterns, where
failure regions are contiguous, are more likely to hap-
pen than point patterns.
1.a block pattern 1.b strip pattern 1.c point pattern
Figure 1. Types of failure patterns in a two-
dimensional input domain
2.3. Adaptive random testing and quasi-
random testing
Given that failure regions are frequently contigu-
ous, it should also be common for non-failure regions
to be contiguous. If a test case e does not reveal any
failure, it is very likely that its “neighbours” do not
reveal any failure, either. In other words, a test case
that is far away from t is more likely to detect a fail-
ure than a test case that is very close to e. Based
on such an intuition, Chen et al. [12] proposed adap-
tive random testing (ART), which enhances the failure-
detection capability of RT by evenly spreading random
test cases. One typical ART algorithm to implement
the “even spread” intuition is fixed-size-candidate-set
ART [9]. It maintains two sets of test cases: the exe-
cuted set E = {e1,e2, · · · ,em}, which consists of all al-
ready executed test cases; and the candidate set, which
contains k randomly generated inputs, denoted by C =
{c1,c2, · · · ,ck}, where k is fixed throughout the testing
process. A candidate will be selected as the next test
case if it has the longest distance to its nearest neighbour
in E. Simulations and empirical studies have shown
that ART generally uses fewer test cases to detect the
first failure than RT, especially when failure regions are
contiguous.
A major disadvantage of ART is its computation
overhead. Fixed-size-candidate-set ART [9], for ex-
ample, requires O(m2) time to generate m test cases.
Compared with ART, quasi-random sequences only re-
quires O(m) time for generating m low-discrepancy and
low-dispersion points. Chen and Merkel [10] were
motivated to investigate how to apply quasi-random
sequences into software testing, and proposed quasi-
random testing (QRT). As shown in Section 2.1, quasi-
random sequences are generated by some determinis-
tic algorithms, and therefore are not so “random” as
random/pseudorandom sequences. Chen and Merkel
used some methods to randomise quasi-random se-
quences before applying them to test real-life programs.
Nevertheless, these randomisation methods also have
some problems in practice. Cranley-Patterson rotation
method [13], for example, only uses one randomly gen-
erated vector to displace all sequence points, while the
relative positions of most points remain unchanged. In
other words, it does not bring much randomness into
the sequence except a simple random displacement.
Owen’s scrambling method [20] randomly permutates
each point in the sequence, but the permutation requires
us to know the number of points that are going to be
generated before conducting the randomisation. Such
a constraint imposes a problem for incremental genera-
tion of test cases.
In this paper, we propose a new approach to ran-
domising quasi-random sequence, which may yield
many low-discrepancy and low-dispersion random se-
quences. The effectiveness of these sequences in test-
ing will be investigated via simulations and empirical
studies.
3. A new approach to randomising quasi-
random sequences
The key idea of our approach is to use a non-
uniform distribution to randomly shift every member of
the Sobol sequence. We use the cosine distribution [17]
to illustrate our approach. A random variable x will con-
form to the cosine distribution if its probability density
function is as follows.
f (x) =
1
2piB
[
1+ cos
(
x−A
B
)]
, (1)
where A and B are two real numbers. From Formula 1,
we can get x ∈ [A−piB,A+piB], that is, A is the central
location of x’s value range, while B decides the scale of
the value range. Figure 2 shows the cosine distribution
with A = 0 and B = 1.
f(x)
0
0.1
0.2
0.3
0.4
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x
Figure 2. Cosine distribution
The method which uses cosine distribution to ran-
domise the Sobol sequence is shown in Figure 3.
Our approach uses a randomly generated vector
(Statement 3 in Figure 3) to displace all points in the se-
quence, just like the Cranley-Patterson rotation method.
But our approach brings in some additional random-
ness by changing each coordinate of each individual
point into a random number within a specific value
range (Statement 8 in Figure 3). In order to retain a
low discrepancy and a low dispersion as the original
Sobol points, we use the cosine distribution to ensure
that the points close to the centre (that is, the original
Sobol point
(
t1i , t
2
i , · · · , tdi
)
) have higher chances to be
selected into the randomised sequence (Statement 7 in
Figure 3). Furthermore, our approach does not need to
know in advance how many points are required, that is,
it is able to incrementally generate randomised quasi-
random points. In addition, the approach involves a
parameter α (Statement 1 in Figure 3). Different val-
ues of α will bring different types of sequences. Intu-
itively speaking, a smaller α implies that the resultant
randomised quasi-random sequences will keep most at-
tributes (such as a very low discrepancy and a very
low dispersion) of quasi-random sequences but are less
“random”; while a larger α implies that the resultant
1. Input a real number α , where α > 0.
2. Set i = 1 and S= {}.
3. Randomly generate a vector V =
(
v1,v2, · · · ,vd) inside
a unit d-dimensional hypercube I = [0,1)d .
4. while (the resources are not exhausted)
5. Generate the ith point Ti =
(
t1i , t
2
i , · · · , tdi
)
of the So-
bol sequence.
6. for each j = 1,2, · · · ,d
7. Set A = t ji and B =
α
2pi·2q , where q is a positive in-
teger satisfying 2q−1 ≤ i < 2q.
8. Generate a number x according to Formula (1).
/* That is, x is a random variable satisfying the co-
sine distribution within
[
t ji − α2·2q , t ji − α2·2q
]
. */
9. If x+ v j ≥ 0, set s ji = x+ v j−
⌈
x+ v j
⌉
; if x+ v j <
0, set s ji = x+ v
j−⌊x+ v j⌋.
10. end for
11. Construct a new point Si =
(
s1i ,s
2
i , · · · ,sdi
)
.
12. Add Si into S and increment i by 1.
13. end while
14. Output the randomised sequence S= {S1,S2, · · ·}.
Figure 3. The process of randomly shifting the
Sobol sequence based on the cosine distribu-
tion
sequences are more “random” but may lose some at-
tributes of quasi-random sequences.
4. Randomised quasi-random testing
We propose to use our approach to generate test
cases for RT. The resultant RT technique is referred to
as randomised quasi-random testing (RQRT) in order to
distinguish from the original QRT. We conducted some
simulations and empirical studies to evaluate the effec-
tiveness of RQRT. In these studies, we use RQRT 0.1,
RQRT 1.0, and RQRT 2.0 to denote RQRT techniques
with α = 0.1, 1.0, and 2.0, respectively.
4.1. Experiment 1
We first attempted to see to what extent RQRT can
evenly spread test cases. We followed the experimental
settings in [7] to conduct some simulations and get the
values of discrepancy and dispersion for RQRT. In these
simulations, the input domain is a two-dimensional unit
square, and the size of the randomised sequence (de-
noted by |E| in Table 1) is set as 100, 1000, and 10000.
The results are given in Table 1, which also includes the
values of discrepancy and dispersion for ART and RT
for ease of comparison with previous studies.
From Table 1, we can observe that the discrep-
ancies of all RQRT methods are significantly lower
than those of ART and RT. With respect to dispersion,
RQRT 0.1 has a lower dispersion than ART and RT,
and the dispersions of RQRT 1.0 and RQRT 2.0 are
Table 1. Discrepancy and dispersion of RQRT
|E| testing strategy discrepancy dispersion
100 RQRT_0.1 0.04498 0.12731
RQRT_1.0 0.04923 0.13447
RQRT_2.0 0.05422 0.13771
ART 0.07193 0.12814
RT 0.10930 0.14878
1000 RQRT_0.1 0.00533 0.04107
RQRT_1.0 0.00613 0.04241
RQRT_2.0 0.00692 0.04259
ART 0.02071 0.04223
RT 0.03499 0.05336
10000 RQRT_0.1 0.00079 0.01404
RQRT_1.0 0.00084 0.01439
RQRT_2.0 0.00091 0.01459
ART 0.00619 0.01406
RT 0.01060 0.01893
marginally higher than that of ART, but much lower
than that of RT. It can also be observed that the discrep-
ancy and dispersion of RQRT become higher with the
increase of α . From these observation, we can conclude
that the randomised quasi-random sequences generated
by our approach still preserve a low discrepancy and
a low dispersion. Overall, RQRT performs better than
ART and RT with respect to the evenness of test case
distribution.
4.2. Experiment 2
We are going to examine the failure-detection ca-
pability of RQRT. F-measure, the expected number of
test cases required to detect the first failure, has been
widely used to evaluate and compare the testing effec-
tiveness of ART and RT. Chen and Merkel [11] have
demonstrated that F-measure is particularly suitable for
analysing ART and RT. In this section, we study F-
measure of RQRT via some simulations according to
the experimental settings given in [8]. In these simula-
tions, a two-dimensional unit square was used to sim-
ulate the program input domain. In order to simulate
faulty programs, failure rate (denoted by θ hereafter)
and failure pattern were pre-defined. Failure regions,
whose size and shape are decided by θ and failure pat-
tern, respectively, were randomly placed inside the in-
put domain. RQRT was implemented to generate test
cases until a point inside failure regions is selected. The
number of test cases executed so far, referred to as F-
count [11], was recorded. Such a process was repeated
until the mean value of F-count can be considered as a
reliable approximation of F-measure within a 95% con-
fidence level and ±5% accuracy range.
We conducted some simulations to evaluate the
effectiveness of RQRT on block failure patterns. In
these simulations, the failure pattern was defined as
one single square failure region, and θ was set as 0.01,
0.002, 0.001, and 0.0002. The results are shown in Ta-
ble 2. The table not only gives the F-measure of RQRT,
but also indicates the improvement of RQRT over RT,
whose F-measure is theoretically equal to 1/θ . For ease
of comparison, the table also reports the previous results
of ART [8].
Table 2. F-measures of RQRT on block failure
pattern
θ testing strategy F-measure Improvement over RT
0.01 RQRT_0.1 66 34.0%
RQRT_1.0 70 30.0%
RQRT_2.0 73 27.0%
ART 68 32.0%
0.002 RQRT_0.1 338 32.4%
RQRT_1.0 347 30.6%
RQRT_2.0 351 29.8%
ART 310 38.0%
0.001 RQRT_0.1 659 34.1%
RQRT_1.0 693 30.7%
RQRT_2.0 714 28.6%
ART 628 37.2%
0.0002 RQRT_0.1 3450 31.0%
RQRT_1.0 3541 29.2%
RQRT_2.0 3644 27.1%
ART 3169 36.6%
Based on the simulations results, we find that ART
performs best on block failure pattern, followed by
RQRT 0.1, RQRT 1.0, and RQRT 2.0 in descending
order. The ranking for the three RQRT methods is in-
tuitively expected because the same ranking can be ob-
served for their discrepancies and dispersion (refer to
Table 1). The comparison between ART and RQRT
yields the following two conclusions. First, compared
with the discrepancy, the dispersion may be more cor-
related with a testing method’s effectiveness in terms
of block failure pattern (a similar conclusion has been
given in [7]), because ART has smaller F-measure
and lower dispersion but much higher discrepancy than
RQRT 1.0 and RQRT 2.0. Second, discrepancy and
dispersion may not be sufficient to fully reflect a testing
method’s effectiveness in terms of block failure pattern,
because RQRT 0.1 has lower discrepancy and lower
dispersion but larger F-measure than ART.
Table 3. F-measures of RQRT on strip failure
pattern
γ testing strategy F-measure Improvement over RT
10 RQRT_0.1 687 31.3%
RQRT_1.0 709 29.1%
RQRT_2.0 722 27.8%
ART 832 16.8%
50 RQRT_0.1 769 23.1%
RQRT_1.0 758 24.2%
RQRT_2.0 845 15.5%
ART 901 9.9%
100 RQRT_0.1 692 30.8%
RQRT_1.0 808 19.2%
RQRT_2.0 799 20.1%
ART 934 6.6%
We further conducted some simulations to examine
the failure-detection capability of RQRT on strip failure
patterns. In these simulations, θ = 0.001, and the fail-
ure pattern was defined as one single rectangular failure
region. The ratio among edge lengths of the rectangu-
lar failure region is 1 : γ , where γ = 10, 50, or 100. As
shown in [8], a rectangular region (which simulates strip
failure pattern) is less compact than a square one (which
simulates block pattern), and the compactness becomes
lower with the increase of γ . The simulations results are
reported in Table 3.
From Table 3, we can observe that RQRT performs
much better than ART. As a matter of fact, the effective-
ness of RQRT on strip failure pattern is similar to that
on block failure pattern. In other words, different from
ART, whose performance becomes worse when the fail-
ure region is less compact, RQRT consistently performs
well regardless of the compactness of the failure region.
More simulations were conducted to investigate the
performance of RQRT on point failure patterns. In these
simulations, θ = 0.001, and the failure pattern was de-
fined as a number (n) of square failure regions, where n
= 10, 50, 100. Table 4 gives the simulations results.
Table 4. F-measures of RQRT on point failure
pattern
n testing strategy F-measure Improvement over RT
10 RQRT_0.1 888 11.2%
RQRT_1.0 915 8.5%
RQRT_2.0 939 6.1%
ART 938 6.2%
50 RQRT_0.1 969 3.1%
RQRT_1.0 957 4.3%
RQRT_2.0 989 1.1%
ART 987 1.3%
100 RQRT_0.1 963 3.7%
RQRT_1.0 970 3.0%
RQRT_2.0 988 1.2%
ART 1003 -0.3%
It can observed from Table 4 that neither RQRT nor
ART can significantly outperform RT. The results are
not surprising because neither of them is designed to
perform well on point failure pattern.
We have also used the same set of real-life pro-
grams as [9] to examine the effectiveness of RQRT. Due
to page limit, we do not include the results of these em-
pirical studies in the paper. In brief, similar to the simu-
lations reported here, RQRT outperforms RT when the
faulty programs have contiguous failure regions.
5. Discussion and conclusion
Quasi-random sequences are sets of sample points
with low discrepancy and low dispersion. Recently,
they were used to enhance the effectiveness of random
testing (RT). However, they have some drawbacks (such
as a few distinct quasi-random sequences, less random-
ness, etc.) that greatly hinder their applicability into
software testing. In this paper, we proposed an innova-
tive approach to randomising quasi-random sequences
by using a simple non-uniform distribution. The ap-
proach can produce many random sequences with low
discrepancy and low dispersion. The random testing
technique using these sequences, namely randomised
quasi-random testing (RQRT), normally performs much
better than pure RT.
It is worthwhile to compare RQRT with other en-
hanced RT techniques. A major advantage of RQRT
over adaptive random testing [12] is that it has a very
low computation overhead. The original quasi-random
testing [10] also used some randomisation methods.
However, some of these methods do not bring much
randomness to test cases, while other methods do not
support an incremental generation of test cases. RQRT
brings in not only better randomness to test cases but
also incremental generation of test cases.
In this paper, we have used only one simple non-
uniform distribution, that is, the cosine distribution, to
illustrate our approach towards randomisation. There
exist many other non-uniform distributions in the liter-
ature, such as the semicircle and triangle distributions,
which can serve for the same purpose. It will be inter-
esting to know how different distributions can be used to
randomise various quasi-random sequences. Our study
also showed that there is a trade-off between the extent
of randomisation and the evenness of test case distribu-
tion. It will be a promising topic to investigate how to
balance the trade-off.
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