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Abstract
The global qualitative behaviour of fields of principal directions for
the graph of a real valued polynomial function f on the plane are
studied. We provide a Poincare´-Hopf type formula where the sum over
all indices of the principal directions at its umbilic points only depends
upon the number of real linear factors of the homogeneous part of
highest degree of f . Moreover, we study the projective extension of
these fields and prove, under generic conditions, that every umbilic
point at infinity of these extensions is isolated, has index equal to 1/2
and its topological type is a Lemon.
Keywords: Umbilic points, Umbilic points at infinity.
Mathematics Subject classification: 53C12, 53A05, 34K32, 53A20
1 Introduction and Main Results
The study of the principal curvatures and directions of a smooth surface in
real Euclidean 3-space dates back to Darboux [4], Monge [11] and Cayley
[3], amongst others. In particular, the behaviour of the principal foliations
in the neighbourhood of a generic umbilic point, where the curvatures are
equal, can only be one of three Darbouxian types: Lemon, Star and Monstar
[12] (see Fig. 1).
For a sufficiently smooth closed convex sphere, the classical conjecture
traditionally attributed to Carathe´odory states that the surface must have
at least two umbilic points. For topological reasons the sum over all half-
integer indices, denoted Ind(p), of the fields of principal directions at its
umbilic points p equals the Euler characteristic of the 2-sphere.
When the surface is the graph of a polynomial f ∈ R[x, y], an analogous
result is provided in what follows:
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D1 − Monstar D2 − Lemon D3 − Star
Fig. 1: Darbouxian points
Theorem 1.1 Let f ∈ R[x, y] be a polynomial of degree n ≥ 2 such that
every umbilic point on its graph is isolated. Suppose that the R real linear
factors of the homogeneous part of f , fn, are distinct and simple. If fn and
fn−1 have no common real linear factors for n ≥ 3, then∑
p umbilic
Ind(p) = 1− 12R.
This result arose from the study of umbilic points at infinity, which has
been explored from various perspectives previously. For algebraic surfaces
in R3 it was considered in [1] and [5], while for smooth surfaces embedded
in R3, it was considered in [6] and [16].
In particular, in [16] V. Toponogov analyzes smooth surfaces S which
are complete and convex. Under some additional hypotheses he proves that
infp∈S |k2(p) − k1(p)| = 0, where κ1, κ2 are the principal curvatures of S.
If there are no finite umbilic points, this can be taken to mean that there
must be an umbilic point at infinity.
In an accompanying paper, the authors propose a refined definition of
being umbilic at infinity in terms of the fall-off of the Gauss map [9]. This
is shown to be equivalent to that of the current paper (see definition 1.3) .
Another instance is the study of the index of the umbilic point that ap-
pears after the one-point compactification of a smooth surface in Euclidean
space with the point at infinity. In [1] N. Ando carried this out for the graph
of a real homogeneous polynomial.
In a broader context, there is the investigation of singular points, their
index and topological type, that arise at infinity as a result of the projective
extension of a quadratic differential form on the plane [10]. The fields of
principal directions of a surface, denoted by Xk, k = 1, 2, are the zero set of
a quadratic form called the form of principal curvatures.
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In this paper we consider the projective extension of the fields of principal
directions when the surface is the graph of a polynomial f ∈ R[x, y] of degree
n, by the projective extension of the form of principal curvatures.
We prove
Theorem 1.2 The projective extension of the form of principal curvatures
is defined by an analytic quadratic differential form on the whole of the 2-
sphere S2 with the following properties:
i) its directions fields on the upper and lower open hemispheres are dif-
feomorphic to the fields X1 and X2,
ii) the equator is an integral curve of one of the two fields defined by this
form whenever the homogeneous part fn of f has no repeated real linear
factors.
The two fields of directions determined by the above quadratic form defined
on the 2-sphere are denoted Y1, Y2. The qualitative behavior of these fields
is described in Remark 3.1.
Definition 1.3 A point on the equator of S2 is an umbilic point at infinity
if it is a singular point of the field Yk.
We also prove that:
Theorem 1.4 Let f ∈ R [x, y] be a polynomial of degree n ≥ 2 such that
its homogeneous part fn has no repeated real linear factors. When n ≥ 3 we
also suppose that fn and fn−1 have no common real linear factors.
If p is an umbilic point at infinity, then
i) Hf (p) < 0, where Hf is the homogenization of the Hessian function
of f - Definition 2.2
ii) p is an isolated umbilic point at infinity of Yk,
iii) the index of Yk at p is equal to
1
2 and
iv) the topological type of Yk at p is a Lemon (Fig. 2).
In [10], V. Gu´ın˜ez considered the set Fn of positive quadratic forms
ω = a(x, y)dy2 + b(x, y)dxdy + c(x, y)dx2, (1)
3
n even n odd
Fig. 2: Behaviour of antipodal umbilic points at infinity.
such that a, b, c ∈ R[x, y] are polynomials of degree at most n, the function
b2−4ac is non-negative at every point of the xy-plane and (b2−4ac)−1(0) =
a−1(0) ∩ b−1(0) ∩ c−1(0).
For any such generic form ω ∈ Fn, he studied the projective extension of
ω and proved, amongst other things, that the topological behavior of these
foliations in a neighborhood of a singular point at infinity is a Monstar or a
Star (Remark 2.9 of [10]).
It is worth emphasizing that even though the quadratic form defining
the principal directions is in the set Fn, it is not generic: the polynomial
expression determining the points at infinity vanish at every point on the
equator of the sphere S2. Such a case was not analyzed in [10].
Definition 1.5 A homogeneous polynomial on R[x, y] is called hyperbolic
(elliptic) if its Hessian function has no real linear factors and if it is non-
positive (non-negative) at any point.
We prove that
Theorem 1.6 Let f ∈ R [x, y] be a polynomial of degree n ≥ 2 and fn its
homogeneous part of degree n.
i) If fn is elliptic, then there are no umbilic points at infinity.
ii) When fn is hyperbolic, the umbilic points at infinity are determined by
the real linear factors of fn.
iii) If fn has no repeated real linear factors, then the maximal number of
umbilic points at infinity is 2n − 4 whenever the Hessian curve of f ,
|Hess f(x, y)| = 0, is unbounded, and 2n when this curve is compact.
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Theorem 1.7 A point on the sphere S2 is an umbilic point at infinity if
and only if the homogeneous part of f , fn(u, v) vanishes at that point or,
both polynomials, |Hess fn(u, v)| and
(
∂fn−1
∂u
∂fn
∂v − ∂fn−1∂v ∂fn∂u
)
(u, v), vanish
at that point.
Moreover, when fn has no repeated real linear factors, a point on S
2 is an
umbilic point at infinity if and only if the polynomial fn(u, v) vanishes at
that point.
Corollary 1.8 If the polynomial fn has no repeated real linear factors, there
is a finite number of umbilic points at infinity.
Remark 1.9 Consider the restriction of the field Yk, k ∈ {1, 2}, to the
closure of a hemisphere of S2. Suppose that p is an umbilic point at infinity
and fn has no repeated real linear factors. When n is even, we identify the
antipodal points on the equator. Thus, the Poincare´ index of [p] is equal to
1
2 and its topological type is a Lemon.
The paper is organised as follows. In the next section we provide some
suitable concepts. In section 3 we give the proofs of the main results.
2 Preliminaries
2.1 Fields of principal directions
Every point of a smooth surface immersed in three-dimensional real affine
or projective Euclidean space belongs to one of the following types: elliptic,
parabolic or hyperbolic where the Gauss curvature is positive, zero or neg-
ative, respectively. On a generic smooth surface, parabolic points appear
along a smooth curve (which may be empty) called the parabolic curve of
the surface, whose complement consists of elliptic and hyperbolic domains.
A surface has two tangent directions at each point with the property
that their associated normal sections have maximal and minimal normal
curvature at the point of tangency. Such directions are called principal
directions. The normal curvatures in the principal directions are called the
principal curvatures.
Points of a surface where the principal curvatures are equal are called
umbilic points. The integral curves of the principal directions are called the
lines of curvature of the surface, which form a pair of orthogonal foliations
away from umbilic points.
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In order to understand the global qualitative behaviour of the lines of
curvature on the graph of a differentiable function f : R2 → R, it is useful
to consider the projection of such geometric structure under the map π :
R
3 → R2, (x, y, z) 7→ (x, y). The image of the principal directions under
π yields two fields of lines, X1 and X2, that are described by the quadratic
differential equation:
(Eq − eQ)dx2 + (Eg − eG)dxdy + (Qg − qG)dy2 = 0, (2)
where If = Edx
2+2Qdxdy+Gdy2 and IIf = edx
2+2qdxdy+ gdy2 are the
first and second fundamental forms of the surface, respectively, and
(Eq − eQ)(x, y) = 1√
1 + (fx)2 + (fy)2
(
fxy + fxy(fx)
2 − fxfyfxx
)
(Eg − eG)(x, y) = 1√
1 + (fx)2 + (fy)2
(
fyy
(
1 + (fx)
2
)
− fxx
(
1 + (fy)
2
))
(Qg − qG)(x, y) = 1√
1 + (fx)2 + (fy)2
(
fxfyfyy − fxy − fxy(fy)2
)
The solutions of equation (2) are the same as those of the equation(
fxy + fxy(fx)
2 − fxfyfxx
)
dx2 +
(
fyy
(
1 + (fx)
2
)
− fxx
(
1 + (fy)
2
))
dxdy
+
(
fxfyfyy − fxy − fxy(fy)2
)
dy2 = 0. (3)
The quadratic form on the left side of (3) will be denoted PCf and called
the form of principal curvatures. For the sake of simplicity, we identify the
solutions of this quadratic form with the principal directions which will be
called the fields of principal directions of f .
The projection of the parabolic curve, under π, is the zero locus of the
determinant of the Hessian matrix of f . Such determinant, |Hess f | =
fxxfyy − f2xy, will be referred to as the Hessian function of f and its zero
locus will be called the Hessian curve of f . The hyperbolic and elliptic
domains are projected, respectively, on H ⊂ R2 and E ⊂ R2, where the
Hessian function of f is negative and positive, respectively.
A point on the xy-plane is a flat or umbilic point of PCf if the coefficients
of this form, Eq − eQ, Eg − eG and Qg − qG, vanish at this point.
In the particular case when f ∈ R[x, y] is a polynomial, the coefficients
of PCf are also polynomials in R[x, y] and if the degree of f is n, the Hessian
curve of this polynomial is a real plane algebraic curve of degree, at most
2n − 4.
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2.2 Projective extension of the principal directions
Recall that the fields of principal directions of the graph of f are denoted
by Xk, k = 1, 2. The projective extension of these fields consists of using the
so-called projection into the Poincare´ sphere or simply Poincare´ sphere [14].
Let S2 = {(u, v, w) ∈ R3 |u2 + v2 + w2 = 1} be the unit sphere centred
at the origin O in R3 and identify its tangent plane TNS
2 at the north pole
N = (0, 0, 1) with the xy-plane. Given a point x = (x, y, 1) ∈ TNS2, the line
through x and O intersects S2 at the following two points:
s1 (x) =
x√
1 + x2 + y2
, s2 (x) = − x√
1 + x2 + y2
.
The maps si : R
2 → S2, i = 1, 2, are called the projections of Poincare´.
Remark 2.1 The images of the two fields X1 and X2, under the projections
of Poincare´ are the zero loci of the induced quadratic differential forms,
s∗1 (PCf ) and s∗2 (PCf ), which are defined on the complement of the equator
of S2. The images of both fields over each open hemisphere consist of two
fields of lines diffeomorphic to X1 and X2.
2.3 Homogenization of the Hessian function of f
Consider the homogeneous decomposition of f , f =
∑n
i=0 fi, where fi ∈
R [x, y] is a homogeneous polynomial of degree i, so that
|Hess f | =
2n−4∑
j=0
hj, where h2n−4 = |Hess fn|.
Definition 2.2 The projective Hessian curve of f is the zero locus of the
homogeneous polynomial Hf ∈ R[x, y, z] which is the homogenization of the
polynomial |Hess f(x, y)|.
It follows, from the homogeneous decomposition of f , that Hf has the ex-
pression: Hf (x, y, z) =
∑2n−4
j=2r−4 z
2n−4 hj
(
x
z ,
y
z
)
. Therefore, the restriction
of Hf to the line at infinity z = 0 is
Hf (x, y, 0) = |Hess fn(x, y)|.
When the degree of Hf is even it allows us to label the points at infinity.
A point on the line at infinity z = 0 of RP2 is called elliptic, parabolic or
hyperbolic if the sign of the homogeneous polynomial Hf at this point is
positive, zero or negative, respectively.
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3 Proofs of Theorems
Proof of Theorem 1.2. Consider the map ̺ : R3\ {ω = 0} → R2,
(u, v, ω) 7→ (x, y) where x = uω , y = vω . The images under this map of a
pair of antipodal points on the sphere S2 are the same. We are going, now,
to obtain the pullback ̺∗ (PCf ) of the form PCf , which we reewrite as
A˜(x, y)dx2 + B˜(x, y) dxdy + C˜(x, y)dy2 = 0, (4)
with
A˜ = fxy + fxy(fx)
2 − fxfyfxx, B˜ = fyy
(
1 + (fx)
2
)
− fxx
(
1 + (fy)
2
)
,
C˜ = fxfyfyy − fxy − fxy(fy)2.
Replacing
(
dx dy
)
=
(
ωdu−udω
ω2
ωdv−vdω
ω2
)
= 1
ω2
(
du dv dω
) ω 00 ω
−u −v


in the quadratic form (4) we have that ̺∗ (PCf ) is
1
ω4
(
du dv dω
) ω 00 ω
−u −v

(A˜ ( uω , vω) B˜2 ( uω , vω)
B˜
2
(
u
ω ,
v
ω
)
C˜
(
u
ω ,
v
ω
)
)(
ω 0 −u
0 ω −v
)dudv
dω


where
A˜
(u
ω
,
v
ω
)
=
1
ω3n−4
A(u, v, ω), B˜
(u
ω
,
v
ω
)
=
1
ω3n−4
B(u, v, ω),
C˜
(u
ω
,
v
ω
)
=
1
ω3n−4
C(u, v, ω).
Developing the product of the three interior matrices, ̺∗ (PCf ) gives
1
ω3n
(du dv dω)
(
ω2A ω2 B
2
−ω(uA+vB
2
)
ω2 B
2
ω2C −ω(uB
2
+vC)
−ω(uA+vB
2
) −ω(uB
2
+vC) u2A+uvB+v2C
)dudv
dω


It is worth developing the term u2A(u, v, ω) + uvB(u, v, ω) + v2C(u, v, ω)
separately. To carry this out we will apply a recursion of the well-known
Euler’s Lemma: Let f ∈ R[x, y] be a real homogeneous polynomial of
degree n. Then,
nf(x, y) = xfx(x, y) + yfy(x, y). (5)
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For simplicity’s sake, in the next steps denote the polynomial expression
ω2(n−1)(u2Fuv + uv(Fvv − Fuu)− v2Fuv) by Γ.
(u2A+ uvB + v2C)(u, v, ω) = −uFuuFv(uFu + vFv)
+ vFvvFu(uFu + vFv) + Fuv(uFu − vFv)(uFu + vFv) + Γ
=
(
n∑
i=1
iωn−ifi(u, v)
)(
Fu(vFvv + uFuv)− Fv(uFuu + vFuv)
)
+ Γ
=
(
n∑
i=1
iωn−ifi(u, v)
)(
Fu
( n∑
i=2
ωn−i
[
u
∂2fi
∂u∂v
+ v
∂2fi
∂v2
])
−Fv
( n∑
i=2
ωn−i
[
u
∂2fi
∂u2
+ v
∂2fi
∂u∂v
]))
+ Γ.
A straightforward calculation shows that the expression lying inside the
second big parenthesis is
ω
(
∂fn−1
∂u
∂fn
∂v
− ∂fn−1
∂v
∂fn
∂u
) ∣∣∣∣
(u,v)
+ ω2R˜(u, v, ω),
for some appropiate polynomial R˜ ∈ R[u, v, ω]. So, for some R ∈ R[u, v, ω],
u2A+ uvB + v2C = ω
[
nfn
(
∂fn−1
∂u
∂fn
∂v
− ∂fn−1
∂v
∂fn
∂u
)
+ ωR
]
= ωT.
After multiplying ̺∗ (PCf ) by ω3n−1 we obtain the analytical quadratic
form
(
du dv dω
) ωA ωB2 −(uA+ vB2 )ωB2 ωC −(uB2 + vC)
−(uA+ vB2 ) −(uB2 + vC) T



dudv
dω

 (6)
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where
F (u, v, ω) =
n∑
i=0
ωn−ifi(u, v), Fuu =
∂2F
∂u2
, Fuv =
∂2F
∂u∂v
, Fvv =
∂2F
∂v2
,
A (u, v, ω) =
(
Fuv(Fu)
2 − FuuFuFv + ω2(n−1)Fuv
)
(u, v, ω),
B(u, v, ω) =
(
Fvv(Fu)
2 − Fuu(Fv)2 + ω2(n−1)(Fvv − Fuu)
)
(u, v, ω),
C (u, v, ω) =
(
FvvFuFv − Fuv(Fv)2 − ω2(n−1)Fuv
)
(u, v, ω),
T (u, v, ω) = nfn(u, v)
(
∂fn−1
∂u
∂fn
∂v
− ∂fn−1
∂v
∂fn
∂u
)
(u, v) + T1(u, v, ω)
with T1(u, v, 0) = 0.
We shall now prove that the equator is an integral curve of one of the
fields Yk, k = 1, 2. Consider the projections in the chart u = 1 in R
3, of the
fields Y1 and Y2 restricted to the set {(u, v, ω) ∈ S2|u > 0}. The images of
these projections are described by the quadratic equation
(
dv dω
)( ω C(1, v, ω) − (B2 + vC) (1, v, ω)
− (B2 + vC) (1, v, ω) T (1, v, ω)
)(
dv
dω
)
= 0. (7)
The directions determined by (7) along the equator ω = 0 are defined by
dω
[
(−B − 2vC) (1, v, 0) dv + T (1, v, 0) dω
]
= 0. (8)
From Lemma 1.7 we know that (uB + 2vC)
∣∣
ω=0
=
(
n/(n−1))ufn|Hess fn|.
We claim that the Hessian polynomial |Hess fn| is not identically zero.
Such affirmation follows from the fact that fn has no repeated factors and
from the classical result that “a binary form G of degree n is the nth power
of a linear form if and only if its Hessian function vanishes identically”
(Proposition 5.3 of [13] and Section 3.3.14 of [15] ).
This implies that the fields defined by the 1-forms of (8) have a finite
number of singular points. Thus, the v-axis is locally an integral curve of
just one of these fields. 
Remark 3.1 The fields Y1 and Y2 behave qualitatively as follows:
• When n is odd, if Y1 is the projection of X1 under s1 on the upper
hemisphere, then, on the lower hemisphere, Y1 is the projection of X2
under s2. Analogously for Y2.
10
• If n is even, the field Yi is the projection over both hemispheres of
either X1 or X2.
Definition 3.2 A point on the sphere S2 is a flat point of the quadratic
form (6) if the coefficients of this form vanish at that point.
Remark 3.3 A point (u0, v0, ω0) ∈ S2, with ω0 6= 0 is a flat point of (6)
if and only if the point (x0, y0) =
(
u0
ω0
, v0ω0
)
is a flat point of the form of
principal curvatures PCf .
The flat points of (6) lying on the equator and the umbilic points at
infinity of Yk are closely related as is shown in the next
Proposition 3.4 Let f ∈ R [x, y] be a polynomial of degree n ≥ 2. If p is a
point on the equator of S2, then p is a flat point of (6) if and only if p is an
umbilic point at infinity of Yk, k = 1, 2.
Proof. To prove the first part, suppose that, after a rotation on the uv-
plane, the point p is the point (1, 0, 0). Recall that the fields Yk in the chart
u = 1 are described locally by the quadratic form (7). The discriminant of
this form, which will be useful later, is
∆ =
(
B(1, v, ω) + 2vC(1, v, ω)
)2
− 4ωC(1, v, ω)T (1, v, ω).
Suppose that the polynomial T is not identically zero.
Thus, in a neighbourhood of the origin on the vω-plane the fields Yk are[(
B + 2vC +
√
∆
)
dv − 2Tdω
] [(
B + 2vC −
√
∆
)
dv − 2Tdω
]
= 0.
From this expression follows that p is a flat point of (6) if and only if (0,0)
on the vω-plane is a singular point of Yk, k = 1, 2.
When T is the zero polynomial the proof proceeds by noting that the
quadratic form (7) becomes
ωC(1, v, ω)dv2 −
(
B(1, v, ω) + 2vC(1, v, ω)
)
dvdω = 0. 
Proof of Theorem 1.7. Recall from Theorem 1.2, that
T |ω=0 = n(fn)
(
∂fn−1
∂u
∂fn
∂v
− ∂fn−1
∂v
∂fn
∂u
) ∣∣∣∣
(u,v)
.
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To prove the first part we shall find good expressions for the other coefficients
of the form (6). In the following development assume the notation fˆ := fn.
Thus,(
uA+ v
B
2
) ∣∣∣∣
ω=0
=
1
2
[
−fˆuufˆv(ufˆu + vfˆv) + (fˆu)2(vfˆvv + ufˆuv)
+ufˆuv(fˆu)
2 − ufˆuufˆufˆv
]
.
By considering Euler’s formula (5) we obtain
2
(
uA+ v
B
2
) ∣∣∣∣
ω=0
=
= −nfˆ fˆvfˆuu + (n− 1)fˆv(fˆu)2 + fˆuvfˆu(nfˆ − vfˆv)− ufˆuufˆufˆv
= nfˆ(fˆufˆuv − fˆvfˆuu) + (n− 1)fˆv(fˆu)2 − fˆufˆv(nfˆu − fˆu)
= nfˆ
(
fˆuv
(
ufˆuu + vfˆuv
n− 1
)
− fˆuu
(
ufˆuv − vfˆvv
n− 1
))
.
Finally,(
uA(u, v, ω) +
vB(u, v, ω)
2
) ∣∣∣∣
ω=0
=
−n
2(n − 1)v
(
fn(u, v)
)∣∣∣Hess fn(u, v)∣∣∣.
Proceeding in a similar way for the term uB2 + vC conclude that(
uB(u, v, ω)
2
+ vC(u, v, ω)
) ∣∣∣∣
ω=0
=
n
2(n− 1)u
(
fn(u, v)
)∣∣∣Hess fn(u, v)∣∣∣.
To prove the second part, suppose that the polynomial v is a simple
factor of fn, that is, fn(u, v) = vg(u, v) with g ∈ R[u, v] and g(u, 0) 6= 0.
The proof follows by noting that |Hess fn(u, 0)| = −(gu(u, 0))2 6= 0. 
Proof of Theorem 1.6. An elliptic homogeneous polynomial in R[x, y] has
no real linear factors (Lemma 3.3 of [8]) nor does its Hessian function. The
proof of the case i) is thus a consequence of Theorem 1.7 and Proposition
3.4. The proof of ii) is similar.
On the one hand, when fn has no repeated real linear factors, then the
field Yk has at most 2n umbilic points at infinity by Theorem 1.7. On
the other hand, if fn is the product of n real linear polynomials which are
distinct up to nonzero constant factors, fn is hyperbolic [7] and the Hessian
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curve of f is compact (Theorem 3.5 of [8]). Therefore, when the Hessian
curve is unbounded, fn has at most n− 2 real linear factors. 
Proof of Theorem 1.4. Let p an umbilic point at infinity of Yk. After
a rotation of the uv-plane we can suppose that p = (1, 0, 0). Since fn
has no repeated real linear factors, by Theorem 1.7, fn vanishes at p , i.e.
fn(1, 0) = 0. This implies that the polynomial v is a simple factor of fn,
fn (u, v) = v
(
n−1∑
i=0
ai u
ivn−1−i
)
, with an−1 6= 0. (9)
Therefore, Hf (p) = |Hess fn|(1, 0) = −
(
(n− 1) an−1
)2
< 0.
By taking the chart u = 1, the fields Yk, k = 1, 2, restricted to the set
{(u, v, ω) ∈ S2|u > 0}, are described by the quadratic equation
ωC(1, v, ω)dv2−
(
B(1, v, ω)+ 2vC(1, v, ω)
)
dvdω+T (1, v, ω)dω2 = 0. (10)
To study the topology of the fields of directions defined by this equation in
a neighborhood of the origin it will be very useful to determine the linear
part of the coefficients of the quadratic form of (10).
First case: n = 2. In this issue, f(u, v) = b0v+ b1u+ v(a0v+a1u), a1 6= 0.
Developing the expressions of B(u, v, ω), C(u, v, ω) and T (u, v, ω) given in
Theorem 1.2, we conclude that
• the constant term of C(1, v, ω) is equal to −a31,
• the linear part of B(1, v, ω) + 2vC(1, v, ω) is −2a31v,
• the linear part of T (1, v, ω) is 2a21b1v + a1(1 + b21)ω.
Placing these values in equation (10) we obtain(− a31ω + · · · ) dv2 + (2a31v + · · · ) dvdω
+
(
2a21b1v + a1(1 + b
2
1)ω + · · ·
)
dω2 = 0. (11)
The consecutive points denote, in this case, the terms of degree higher than
one. Now, consider the linear change of coordinates(
v
ω
)
=
(
1 b1
0 −a1
)(
V
W
)
13
of the vω-plane. Even if the orthogonality of the directions at each point
is lost under this change of coordinates, the topology and the index of Yk
at the origin are preserved. Equation (11) is transformed under such linear
change in the equation(−W + · · · ) dV 2 + (2V + · · · ) dV dW + (W + · · · ) dW 2 = 0. (12)
We note that the discriminant of the quadratic form of (12) is
∆ = 4(V 2 +W 2) + · · · .
Since the determinant of the second derivatives matrix of ∆ at the origin on
the V W -plane is positive, the origin is a nondegenerate critical point of ∆.
Moreover, the origin is an isolated point of ∆ = 0. In accordance with [2],
the index of p is 1/2 and its topological type es a Lemon.
Second case: n ≥ 3. A straightforward calculation shows that
• The constant term of C(1, v, ω) is equal to −(n− 1)a3n−1.
• The linear part of B(1, v, ω) is
∂B(u, v, ω)
∂v
∣∣∣∣
(1,0,0)
v +
∂B(u, v, ω)
∂ω
∣∣∣∣
(1,0,0)
ω = −(n− 1)(n − 2)a3n−1v.
• To determine the linear terms of T (1, v, ω) we need to exhibit the
coefficients of fn−1(u, v). Because fn and fn−1 have no common factors
(by hypothesis),
fn−1(u, v) =
n−1∑
i=0
bi u
ivn−1−i, with bn−1 6= 0.
So, ∂T (u,v,ω)∂v
∣∣∣
(1,0,0)
= n(n− 1)a2n−1bn−1, ∂T∂ω
∣∣∣
(1,0,0)
= (n− 1)2an−1b2n−1.
Placing these expressions in equation (10), it becomes(−(n− 1)a3n−1ω + · · · ) dv2 + (n(n− 1)a3n−1v + · · · ) dvdω
+
(
n(n− 1)a2n−1bn−1v + (n− 1)2an−1b2n−1ω + · · ·
)
dω2 = 0. (13)
Under the linear change of coordinates(
v
ω
)
=
( √
n− 2 bn−1 −bn−1
0 an−1
)(
V
W
)
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of the vω-plane, the equation (13) is transformed in the equation(− (n− 1)(n − 2)a4n−1b2n−1ω + · · · ) dv2
+
(
n(n− 1)(n − 2)a4n−1b2n−1v − (n− 1)(n − 2)3/2a4n−1b2n−1ω + · · ·
)
dvdω
+
(
(n− 1)(n − 2)a4n−1b2n−1ω + · · ·
)
dω2 = 0.
After multiplying it by a scalar different from zero we obtain(− ω + · · · ) dv2 + (nv −√n− 2 ω + · · · ) dvdω + (ω + · · · ) dω2 = 0. (14)
We note that the discriminant of the quadratic form of (14) is
∆ =
(
nv −√n− 2 ω)2 + ω2 + · · · .
Since the determinant of the second derivatives matrix of ∆ at the origin on
the vω-plane is equal to 16n2, this point is a non-degenerate critical point
of ∆. Moreover, it is an isolated point of ∆ = 0.
In accordance with [2] the index of p is 1/2 and its topological type is a
Lemon. 
Proof of Theorem 1.1. By Theorem 1.4, the projective extension Yk of
the principal directions has only isolated singularities on S2. These consists
of the the umbilic points at infinity, which lie on the equator S1 ⊂ S2, and
the finite umbilic points which lie in antipodal pairs on the upper and lower
hemispheres.
Now apply the Poincare´-Hopf Theorem to the direction field Yk defined
on the whole 2-sphere S2 which is split into parts to obtain, by Theorem 1.7
and Theorem 1.4,
2 =
∑
p∈S2−S1
Ind(p) +
∑
p∈S1
Ind(p)
= 2
∑
p umbilic
Ind(p) +R. 
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