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Abstract The presence of non-relevant tags in image folksonomies hampers
the effective organization and retrieval of user-contributed images. In this pa-
per, we propose to learn the relevance of user-supplied tags by means of vi-
sually weighted neighbor voting, a variant of the popular baseline neighbor
voting algorithm proposed by Xirong Li et al. in 2009. To gain insight into
the effectiveness of baseline and visually weighted neighbor voting, we quali-
tatively analyze the difference in tag relevance when using a different number
of neighbors, for both tags relevant and tags not relevant to the content of
a seed image. Our qualitative analysis shows that tag relevance values com-
puted by means of visually weighted neighbor voting are more stable and rep-
resentative than tag relevance values computed by means of baseline neighbor
voting. This is quantitatively confirmed through extensive experimentation
with MIRFLICKR-25000, studying the variation of tag relevance values as a
function of the number of neighbors used (for both tags relevant and tags not
relevant with respect to the content of a seed image), as well as the influence of
tag relevance learning on the effectiveness of image tag refinement, tag-based
image retrieval, and image tag recommendation.
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1 Introduction
Thanks to the popularity of easy-to-use multimedia devices and services, the
availability of cheap storage and bandwidth, and more and more people going
online, the number of user-generated images is increasing rapidly [1]. These
images are frequently shared on online social network sites such as Flickr1
and Facebook2. For example, as of June 2012, Flickr is known to host more
than 7 billion images, with over 2,500 new images uploaded every minute [2].
Similarly, each day, more than 300 million photos are uploaded to Facebook
on average [3]. As the number of images contributed by users to online social
network sites is increasing at a high rate, the problem of organizing and finding
relevant images becomes more apparent.
Current techniques for organizing and retrieving user-contributed images
strongly rely on freely-chosen textual descriptors, so-called user-defined la-
bels or tags. Sets of user-contributed images and user-supplied tags are also
known as image folksonomies [4]. In general, tags allow providing context for
images, facilitating an intuitive understanding of different aspects of the im-
age content. Moreover, tags allow reusing already existing text-based search
techniques. However, as for instance pointed out in [5] and [6], the presence
of non-relevant tags hampers the effective organization and retrieval of user-
contributed images, motivating the design of techniques that allow differen-
tiating relevant tags from non-relevant tags. In this paper, we consider a tag
to be non-relevant when users with common knowledge are not able to easily
and consistently relate the tag to the image content, a definition also used by
the authors of [7], [8], and [9].
2 Rationale, Contributions, and Organization
In this paper, we aim at analyzing and improving the effectiveness of the
tag relevance learning technique that has been proposed in [8]. This popular
technique estimates the relevance of image tags by means of neighbor voting,
assuming that tags are likely to reflect objective aspects of an image when
different persons have labeled visually similar images using the same tags.
Therefore, given a seed image annotated with a tag, neighbor voting estimates
the relevance of the tag with respect to the content of the seed image by accu-
mulating votes from visual neighbors that have also been annotated with the
tag under consideration. Note that although this paper explains the basic con-
cepts behind neighbor voting, we assume that the reader has some awareness
of the details of [8].
Our rationale to focus on analyzing and improving the effectiveness of
neighbor voting is as follows: 1) neighbor voting is straightforward in use,
relying on two parameters that are tag-independent (this is, the number of
neighbors and a tag relevance threshold); 2) neighbor voting comes with a
1 http://www.flickr.com/
2 http://www.facebook.com/
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simple yet effective mathematical model; 3) neighbor voting offers support
for learning the relevance of an unlimited vocabulary of tags; 4) neighbor
voting comes with a low computational complexity; and 5) neighbor voting
has recently attracted substantial research attention.
The effectiveness of neighbor voting depends on the number of neighbors
used. Thus far, no technique has been made available that allows selecting
an optimal number of neighbors, given a particular image folksonomy, seed
image, and seed tag (here, optimal refers to the case where image tag rele-
vance learning allows separating non-relevant tags from relevant tags in the
most effective way). As a result, in practice, it is common to overestimate the
number of neighbors. However, given that neighbor voting assigns a uniform
importance to each vote, tags associated with images that are not related to
the seed image may negatively affect the effectiveness of tag relevance learn-
ing, either underestimating or overestimating the relevance of tags assigned to
the seed image. This observation motivated us to enhance the effectiveness of
neighbor voting by assigning a weight to each vote that is proportional to the
visual similarity between the seed image and the neighbor casting the vote.
To that end, we reuse the visual information already computed by neighbor
voting. That way, as shown by both a qualitative and quantitative analysis,
we are able to compute tag relevance values that are more stable and repre-
sentative than the tag relevance values computed by neighbor voting (this is,
the tag relevance values computed are more robust against overestimating the
number of neighbors), with a computational complexity that is of the same
order as the computational complexity of neighbor voting.
The remainder of this paper is structured as follows. In Section 3, we discuss
related work. In Section 4, we briefly review the neighbor voting algorithm
of [8], which is further referred to as baseline neighbor voting. Next, we detail
the proposed algorithm for visually weighted neighbor voting in Section 5.
This algorithm is the first contribution of this paper. Both Section 4 and
Section 5 qualitatively analyze the difference in tag relevance when making
use of a different number of neighbors, for both tags relevant and tags not
relevant with respect to the content of a seed image. This in-depth qualitative
analysis is the second contribution of this paper. In Section 6, we present
a quantitative analysis, reporting and discussing experimental results. This
extensive quantitative analysis is the third contribution of this paper. In this
context, we would like to make note that related research efforts typically only
focus on providing a quantitative analysis, foregoing the presentation of a
qualitative analysis. Finally, in Section 7, we draw conclusions and we identify
a number of directions for future research.
3 Related Work
The scientific literature describes several techniques that aim at estimating the
relevance of image tags. In what follows, we discuss a number of representative
research efforts. Note that we review baseline neighbor voting in a separate
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section (this is, Section 4), given that the research effort presented in this
paper builds on top of baseline neighbor voting.
The authors of [10] make use of WordNet in order to measure the semantic
correlation among tags assigned to a seed image. Strongly correlated tags are
considered to be relevant to the content of the seed image, whereas weakly
correlated tags are considered to be non-relevant. It should be clear that this
approach can only deal with tags that are present in (the English-language
version of) WordNet, which is a subset of the set of tags used in an image
folksonomy.
The authors of [11] find reliable textual descriptors by mining the tags
assigned by photographers to images and by seeking inter-subject agreement
for pairs of images that are judged to be highly similar, assuming that the
expertise and reliability of photographers is higher than the expertise and
reliability of random human annotators, essentially applying a time-shifted
version of the ESP image annotation game explained in [12]. The authors of [13]
propose two cluster-inspired metrics to quantify the visual representativeness
of a given tag, namely cohesion and separation. The cohesion metric measures
the visual consistency among the images tagged with the given tag, whereas the
separation metric measures the distinctiveness of the common visual content
with respect to the entire image collection. Both [11] and [13] are highly similar
in spirit to baseline neighbor voting.
The authors of [14] automatically rank image tags according to their rel-
evance to the image content. To that end, initial relevance scores are first
computed by means of probability density estimation, a step that is compu-
tationally expensive. Next, a random walk is performed over a tag similarity
graph in order to refine the relevance scores.
The authors of [15] formulate the problem of tag relevance estimation as
a maximum a posteriori (MAP) problem. Given a seed image, the proposed
approach computes a posteriori probability for each tag associated with a seed
image, taking advantage of the observation that the Euclidean distance be-
tween folksonomy images that have been annotated with the same tag follows
a Gaussian distribution in feature space.
The authors of [5] propose a tag quality improvement technique that (1)
eliminates non-relevant tags and that (2) recommends additional tags for the
given input image and its associated tags. To that end, the proposed technique
makes use of both semantic and visual similarity. The authors of [16] address
the problem of tag relevance learning by constructing a nonparametric tag
weight matrix that encodes the relevance relationship between images and
tags. In order to construct the tag weight matrix, an algorithm is presented
that takes advantage of both the local visual geometry in image space and the
local textual geometry in tag space. Both [5] and [16] solve the problem of tag
relevance learning by means of an iterative approach, which is effective but
costly from a computational point-of-view.
The authors of [17] discuss a data-driven approach for ranking the tags
assigned to an image, taking into account the size of the objects shown in the
image. In order to determine the size of the objects shown, image segmenta-
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Fig. 1 Visualization of baseline neighbor voting. All votes have a uniform importance.
tion is used. The authors of [18] present a tag ranking method that combines
a visual attention model with multi-instance learning, following a three-step
procedure: 1) use of multi-instance learning to propagate global image tags to
local image regions; 2) use of visual attention modeling to estimate the im-
portance of the different image regions; and 3) ranking of the tags according
to the saliency values of the corresponding image regions. Both [17] and [18]
make use of image segmentation, a process that is still highly inaccurate. In
addition, [18] needs a saliency map, which adds to the computational com-
plexity.
4 Baseline Neighbor Voting
Although the research efforts reviewed in Section 3 have their own distinct
merits and demerits, we decided to focus on improving the effectiveness of
baseline neighbor voting for the five reasons outlined in Section 2. As such,
in this section, we discuss the basic ideas behind baseline neighbor voting,
paying particular attention to (1) the difference in accuracy of visual search
and random sampling and (2) the difference in tag relevance when making use
of a varying number of neighbors, for both tags relevant and tags not relevant
with respect to the content of a seed image. Note that Fig. 1 visualizes the
way baseline neighbor voting works.
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4.1 Background
Given an image folksonomy Φ, baseline neighbor voting estimates the relevance
of a tag w with respect to the content of an image I as the difference between
‘the number of images annotated with w in a set of k neighbors of I retrieved
from Φ by means of visual search’ and ‘the number of images annotated with
w in a set of k neighbors of I retrieved from Φ by means of random sampling’.
Following the mathematical notation used in [8], this can be expressed as
follows:
tagRelevance(w, I, k) :=nw [Nf (I, k)]− nw [Nrand(k)]
≈
∑
J∈Nf (I,k)
vote(J,w)− k ·
∑
J∈Φ vote(J,w)
|Φ| ,
(1)
where tagRelevance(·) denotes the relevance of w with respect to the content
of I, computed by means of baseline neighbor voting using k neighbors. The
higher the value computed by tagRelevance(·), the higher the relevance of
w with respect to the content of I, and vice versa. Further, nw[·] counts the
number of images annotated with w, Nf (I, k) denotes a set of k neighbors of
I retrieved from Φ by means of a visual similarity function f (e.g., by means
of cosine similarity; please see Section 6.1), and Nrand(k) denotes a set of k
neighbors retrieved from Φ by means of random sampling. Finally, vote(J,w)
represents a voting function, returning one when an image J has been anno-
tated by w, and returning zero otherwise. For the sake of convenience, Table 1
summarizes the mathematical notation used throughout this paper.
4.2 Difference in Accuracy between Visual Search and Random Sampling
When w is relevant to the content of I, it should be clear that the probability
that an image from Nf (I, k) is relevant to w is higher than the probability that
an image from Nrand(k) is relevant to w, given that visual search is supposed
to have a higher accuracy than random sampling. To indicate the difference
in accuracy of visual search over random sampling, baseline neighbor voting
makes use of a variable I,w. That way, the probability that an image from
the set of visual neighbors is relevant to w can be written as P (Rw) + I,w,
where Rw represents the set of all images in Φ relevant to w and where P (Rw)
denotes the probability that an image randomly selected from Φ is relevant
to w. Given the aforementioned probabilities, nw[Nf (I, k)] and nw[Nrand(k)]
can be determined as follows:
nw[Nf (I, k)] =nw[Nf (I, k) ∩Rw] + nw[Nf (I, k) ∩Rcw]
=k · {P (Rw) + I,w} · P (w|Rw)
+ k · {P (Rcw)− I,w} · P (w|Rcw),
(2)
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nw[Nrand(k)] =nw[Nrand(k) ∩Rw] + nw[Nrand(k) ∩Rcw]
=k · P (Rw) · P (w|Rw) + k · P (Rcw) · P (w|Rcw),
(3)
where Rcw represents the set of all images in Φ not relevant to w. Further,
P (w|Rw) is the probability of correct tagging (i.e., the proportion of images
annotated with w in Rw), and P (w|Rcw) is the probability of incorrect tagging
(i.e., the proportion of images annotated with w in Rcw).
Baseline neighbor voting makes the variable I,w dependent on I and w.
However, we argue that, in practice, I,w is also dependent on k. Indeed, let w
denote the tag ‘bridge’, assigned to an image I that depicts a bridge. Further,
for the sake of simplicity, let us assume that visual search is perfect1. This
implies that, for k ≤ |Rw|, all images in the set of visual neighbors of I are
then relevant with respect to ‘bridge’. This implies in turn that I,w remains
constant, given that the accuracy of visual search is equal to one and that the
accuracy of random sampling is constant. However, for k > |Rw|, the set of
visual neighbors of I will contain |Rw| images that are relevant with respect
to ‘bridge’, as well as k − |Rw| images that are not relevant with respect
to ‘bridge’. Consequently, for k > |Rw|, I,w does not remain constant but
decreases, and is thus dependent on k.
Given the above example, we subsequently analyze the influence of the
value of k on the effectiveness of tag relevance learning, for both a tag w1
relevant and a tag w2 not relevant to the content of I.
4.3 Tags Relevant to the Image Content
For a tag w1 relevant to the content of I, we define the difference in accuracy
of visual search over random sampling as follows:
I,w1,k =
{ |Rw1 |
k′ − P (Rw1), k ≤ k′|Rw1 |
k − P (Rw1), k > k′,
(4)
where k′ denotes the value of k for which all images of Rw1 are in the set of
visual neighbors of I. For more details regarding the derivation of I,w1,k, we
would like to refer the interested reader to the appendix.
Given Eq. 4, we are able to qualitatively analyze the difference in tag
relevance when baseline neighbor voting uses the following two values for k:
1) k = k′ (maximum accuracy of visual search) and 2) k > k′ (decreasing
accuracy of visual search). Denoting k as k1 in the case of a maximum accuracy
of visual search and denoting k as k2 in the case of a decreasing accuracy of
visual search, the difference in tag relevance can then be derived as follows:
1 The subsequent qualitative analysis does not assume that visual search is perfect.
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tagRelevance(w1, I, k1)− tagRelevance(w1, I, k2)
= (k1 · I,w1,k1 − k2 · I,w1,k2) ·
{
P (w1|Rw1)− P (w1|Rcw1)
}
=
{
k1 ·
( |Rw1 |
k′
− P (Rw1)
)
− k2 ·
( |Rw1 |
k2
− P (Rw1)
)}
· {P (w1|Rw1)− P (w1|Rcw1)}
= (k2 − k1) · P (Rw1) ·
{
P (w1|Rw1)− P (w1|Rcw1)
}
.
(5)
In line with [8], assuming that the probability of correct tagging is higher
than the probability of incorrect tagging, we can observe that P (w1|Rw1) −
P (w1|Rcw1) is always positive. Consequently, the difference in tag relevance is
positive. In addition, we can observe that the larger the value of k2, the larger
the difference in tag relevance. As a result, we can conclude that baseline
neighbor voting linearly underestimates the relevance of w1 with respect to
the content of I when selecting values of k higher than k′ (see also Fig. 3(a)
and Fig. 3(c) in Section 6.2).
4.4 Tags not Relevant to the Image Content
For a tag w2 not relevant to the content of I, we define the difference in
accuracy of visual search over random sampling as follows (please see the
appendix for more details):
I,w2,k =
{−P (Rw2), k ≤ k′
|Rw2 |−|Rw2 |· k
′
k
|Φ|−k′ − P (Rw2), k > k′.
(6)
Given Eq. 6, the difference in tag relevance can then be derived as follows:
tagRelevance(w2, I, k1)− tagRelevance(w2, I, k2)
= (k1 · I,w2,k1 − k2 · I,w2,k2) ·
{
P (w2|Rw2)− P (w2|Rcw2)
}
=
{
k1 · (−P (Rw2))− k2 ·
(
|Rw2 | − |Rw2 | · k
′
k2
|Φ| − k′ − P (Rw2)
)}
· {P (w2|Rw2)− P (w2|Rcw2)}
= (k2 − k1) ·
{ −|Rw2 | · k1
|Φ| · (|Φ| − k1)
}
· {P (w2|Rw2)− P (w2|Rcw2)} .
(7)
In line with [8], assuming that the probability of correct tagging is higher
than the probability of incorrect tagging, we can observe that P (w2|Rw2) −
P (w2|Rcw2) is always positive. Consequently, the difference in tag relevance
is negative. In addition, we can observe that the larger the value of k2, the
larger the difference in tag relevance. As a result, we can conclude that baseline
neighbor voting linearly overestimates the relevance of w2 with respect to the
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content of I when selecting values of k higher than k′ (see also Fig. 3(b) and
Fig. 3(d) in Section 6.2).
4.5 Note
For k > k′, we found that neighbor voting linearly underestimates and over-
estimates the tag relevance of w1 and w2, respectively. This can be attributed
to the selection of k2 − k1 additional images as neighbors. Indeed, given that
neighbor voting assigns a uniform importance to all votes, tags w1 and w2 as-
signed to the k2 − k1 additional images have the same importance as tags w1
and w2 assigned to the first k1 images, although the k2− k1 additional images
are not relevant to the seed image I, whereas most of the first k1 images are.
As such, the selection of k2 − k1 additional images as neighbors overesti-
mates the importance of the votes cast by the first term in Eq. 1. In addition,
the selection of k2 − k1 additional images as neighbors overestimates the im-
portance of the votes cast by the second term in Eq. 1 (given the use of k as
a multiplier).
5 Visually Weighted Neighbor Voting
This section presents visually weighted neighbor voting, a newly developed
variant of the neighbor voting algorithm presented in [8]. Fig. 2 visualizes the
way visually weighted neighbor voting works. Further, Algorithm 1 provides a
formal description of visually weighted neighbor voting.
Algorithm 1 Visually weighted neighbor voting for tag relevance learning.
input: I (an image annotated with w), w (a tag whose relevance to I needs to be learned),
k (the number of neighbors of I), Φ (an image folksonomy)
output: tagRelevancevisual(w, I, k) (the relevance of w to I)
tagRelevancevisual(w, I, k) = 0, vw
[
Nf (I, k)
]
= 0, vw [Nrand(k)] = 0
for all J ∈ Φ do
compute sim(I, J)
end for
construct Nf (I, k)
construct Nrand(k)
for all J ∈ Nf (I, k) do
if J is annotated with w then
vw
[
Nf (I, k)
]
= vw
[
Nf (I, k)
]
+ sim(I, J)
end if
end for
for all J ∈ Nrand(k) do
if J is annotated with w then
vw [Nrand(k)] = vw [Nrand(k)] + sim(I, J)
end if
end for
tagRelevancevisual(w, I, k) = vw
[
Nf (I, k)
]
- vw [Nrand(k)]
return tagRelevancevisual(w, I, k)
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Fig. 2 Visualization of visually weighted neighbor voting. The importance of votes is de-
pendent on the visual similarity between the neighbors selected and the seed image used.
5.1 Background
Visually weighted neighbor voting estimates the relevance of a tag w with
respect to the content of a seed image I as the difference between ‘the visually
weighted number of images annotated with w in a set of k neighbors of I
retrieved from Φ by means of visual search’ and ‘the visually weighted number
of images annotated with w in a set of k neighbors of I retrieved from Φ by
means of random sampling’, and where weights are computed by making use
of the visual similarity between I and a particular neighbor image. This can
be expressed as follows:
tagRelevancevisual(w, I, k) := vw [Nf (I, k)]− vw [Nrand(k)]
≈
∑
J∈Nf (I,k)
sim(I, J) · vote(J,w)− k ·
∑
J∈Φ sim(I, J) · vote(J,w)
|Φ| ,
(8)
where tagRelevancevisual(·) denotes the relevance of w with respect to the
content of I, computed by means of visually weighted neighbor voting using
k neighbors. Further, vw[·] represents the sum of the visual similarity of all
images annotated with w, and sim(I, J) represents the normalized visual sim-
ilarity between the two images I and J (when I and J are identical, the visual
similarity has a value of one). By adopting the visual similarity between the
seed image and a neighbor image as a weight value for each vote, the tags of
images that are not visually similar to the seed image I have less influence on
the effectiveness of tag relevance learning (i.e., their votes are less important).
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In what follows, we provide a qualitative analysis of the difference in tag
relevance when visually weighted neighbor voting uses a different number of
neighbors. For brevity, we first introduce the following notation:
Psim(Rw1) :=
∑
J∈Φ sim(I, J) · vote(J,w1)
|Φ| =
Q1
|Φ| . (9)
Similar to Psim(Rw1), we define Psim(Rw2) as follows:
Psim(Rw2) :=
∑
J∈Φ sim(I, J) · vote(J,w2)
|Φ| =
Q2
|Φ| . (10)
Given Eq. 9, P (Rw1) can be seen as a special case of Psim(Rw1). Indeed,
when the visual similarity between the seed image I and all images in Rw1 is
one, P (Rw1) = Psim(Rw1). However, images in the set of visual neighbors are
typically not identical to the seed image I. Consequently, we can safely assume
that P (Rw1) > Psim(Rw1), given that the visual similarity has a maximum
value of one when two images are identical.
5.2 Tags Relevant to the Image Content
Similar to the definition of I,w1,k in Section 4, we define the difference in
accuracy of visual search over random sampling for a tag w1 relevant to the
content of I as follows:
′I,w1,k =
{
Q1
k′ − Psim(Rw1), k ≤ k′
Q1
k − Psim(Rw1), k > k′.
(11)
Given Eq. 11, the difference in tag relevance can then be derived as follows
(please see Section 4.3 for the definition of k1 and k2):
tagRelevancevisual(w1, I, k1)− tagRelevancevisual(w1, I, k2)
=
(
k1 · ′I,w1,k1 − k2 · ′I,w1,k2
) · {P (w1|Rw1)− P (w1|Rcw1)}
=
{
k1 ·
(
Q1
k′
− Psim(Rw1)
)
− k2 ·
(
Q1
k2
− Psim(Rw1)
)}
· {P (w1|Rw1)− P (w1|Rcw1)}
= (k2 − k1) · Psim(Rw1) ·
{
P (w1|Rw1)− P (w1|Rcw1)
}
.
(12)
From Eq. 5 and Eq. 12, we can observe that, compared to baseline neighbor
voting, the difference in tag relevance increases slower when making use of
visually weighted neighbor voting. Indeed, Psim(Rw1) is smaller than P (Rw1).
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5.3 Tags not Relevant to the Image Content
We also analyze the influence of the number of neighbors k on the effectiveness
of tag relevance learning by means of visually weighted neighbor voting for a
tag w2 not relevant to the content of I. Similar to the definition of I,w2,k in
Section 4, we define the difference in accuracy of visual search over random
sampling as follows:
′I,w2,k =
{−Psim(Rw2), k ≤ k′
Q2−Q2· k′k
|Φ|−k′ − Psim(Rw2), k > k′.
(13)
Given Eq. 13, the difference in tag relevance can then be derived as follows:
tagRelevancevisual(w2, I, k1)− tagRelevancevisual(w2, I, k2)
=
(
k1 · ′I,w2,k1 − k2 · ′I,w2,k2
) · {P (w2|Rw2)− P (w2|Rcw2)}
=
{
k1 · (−Psim(Rw2))− k2 ·
(
Q2 −Q2 · k′k2
|Φ| − k′ − Psim(Rw2)
)}
· {P (w2|Rw2)− P (w2|Rcw2)}
= (k2 − k1) ·
{ −Q2 · k1
|Φ| · (|Φ| − k1)
}
· {P (w2|Rw2)− P (w2|Rcw2)} .
(14)
Similar to Eq. 7, we can observe that the difference in tag relevance is
negative. However, compared to baseline neighbor voting, the difference in
tag relevance decreases slower when making use of visually weighted neighbor
voting. Indeed, (−|Rw2 | · k1)/ {|Φ| · (|Φ| − k1)} in Eq. 7 is smaller than (−Q2 ·
k1)/ {|Φ| · (|Φ| − k1)} in Eq. 14.
5.4 Complexity Considerations
In this section, we briefly discuss the complexity of visually weighted neighbor
voting, relative to the complexity of baseline neighbor voting. Compared to the
latter, the proposed approach additionally makes use of the visual similarity
between the seed image I and the folksonomy images used in order to compute
weights. To that end, the proposed approach reuses the visual similarity values
that already had to be computed for the construction of Nf (I, k), the set of
visual neighbors of I (note that Nf (I, k) is constructed by first computing the
visual similarity between I and the folksonomy images used, and by subse-
quently selecting the k folksonomy images that are visually most similar to I).
As such, it should be clear that the complexity of visually weighted neighbor
voting is of the same order as the complexity of baseline neighbor voting, while
coming with an effectiveness that is higher than the effectiveness of baseline
neighbor voting. Finally, we would like to make note that image tag relevance
learning in an image folksonomy, either by making use of baseline neighbor
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voting or visually weighted neighbor voting, will typically be executed oﬄine
(as a form of preprocessing).
6 Experiments
This section discusses four experiments that compare the effectiveness of vi-
sually weighted neighbor voting with the effectiveness of baseline neighbor
voting. First, we study how tag relevance values vary as a function of the
number of neighbors used. Second, we investigate the ratio of non-relevant to
relevant tags in an image folksonomy, before and after executing image tag
refinement by means of baseline and visually weighted neighbor voting. In this
context, we see image tag refinement as an application of tag relevance learn-
ing, removing tags with a relevance value lower than a particular threshold.
Third, we analyze the influence of baseline and visually weighted neighbor
voting on the effectiveness of tag-based image retrieval. Finally, we study the
influence of baseline and visually neighbor voting on the effectiveness of image
tag recommendation.
6.1 Experimental Setup
Our experiments made use of the publicly available MIRFLICKR-25000 image
set [19], a collection of 25,000 user-contributed Flickr images, annotated with
a total of 223,537 tags by 9,862 users (the average number of tags per image
is 8.94).
We characterized each image by means of the 256-D MPEG-7 Scalable
Color Descriptor (SCD) [20]. We also represented each image by means of Bag-
of-Visual-Words (BoVW), relying on a vocabulary of 500 visual words [21].
Similar to [22], we adopted the cosine similarity to compute sim(I, J), for both
MPEG-7 SCD and BoVW, and similar to [8], we adopted k-nearest neighbor
(k-NN) search to find visual neighbors.
For the first two experiments, we used the MIRFLICKR-25000 collection
to create a set of 500 test images, annotated with a total of 14,710 tags (each
test image was annotated with at least five tags). We manually classified the
14,710 tags as either relevant or non-relevant by making use of a two-step
procedure. In the first step, we made use of three annotators to manually
classify the 14,710 tags as either relevant or non-relevant. In the second step,
we made use of the following criterion to take a final classification decision:
if at least two people agree that a tag is relevant, then the tag in question is
considered to be relevant, and vice versa. As a result, we found 3,845 tags to
be correct (i.e., relevant) and 10,865 tags to be noisy (i.e., non-relevant).
We evaluated the effectiveness of image tag refinement by adopting the
noise level (NL) metric [9] [15], which represents the proportion of noisy tags
in the set of user-supplied tags of an image folksonomy. When NL is close to
one, the number of noisy tags in a folksonomy is high. Likewise, when NL is
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close to zero, the number of noisy tags in a folksonomy is low. We determined
the value of the threshold for differentiating relevant tags from non-relevant
tags oﬄine, using an empirical approach, varying the value of the threshold till
we removed 10% of the relevant tags. Note that we used the same threshold
value for all test images.
We tested the effectiveness of tag-based image retrieval by using 24 query
tags: ‘animals’, ‘baby’, ‘bird’, ‘car’, ‘clouds’, ‘dog’, ‘female’, ‘flower’, ‘food’, ‘in-
door’, ‘lake’, ‘male’, ‘night’, ‘people’, ‘plant life’, ‘portrait’, ‘river’, ‘sea’, ‘sky’,
‘structures’, ‘sunset’, ‘transport’, ‘tree’, and ‘water’. In this context, we would
like to make note that the founders of MIRFLICKR-25000 created a ground
truth for these 24 query tags. Before the execution of tag-based image retrieval,
we learned the relevance of the 24 query tags to the MIRFLICKR-25000 im-
ages they were assigned to. After the execution of tag-based image retrieval,
we ranked the images according to their relevance to the query tag under con-
sideration, with the image at rank 1 considered to be the most relevant. In
order to know whether the images retrieved were relevant to a particular query
tag, we made use of the aforementioned ground truth. Note that we measured
the effectiveness of tag-based image retrieval by averaging the precision at
rank n (P@n) over the 24 query tags, with P@n representing the proportion
of relevant images retrieved. When a high number of relevant images can be
found among the images retrieved, P@n is close to one. Likewise, when a low
number of relevant images can be found among the images retrieved, P@n is
close to zero.
Finally, we measured the effectiveness of image tag recommendation by
making use of P@5, with P@5 representing the ratio of correctly recommended
tags to the total number of recommended tags (five). When P@5 is close
to one, the number of correctly recommended tags is high. Likewise, when
P@5 is close to zero, the number of correctly recommended tags is low. In
order to recommend tags to a seed image, we first estimated the relevance
between the seed image and the tags in an image folksonomy by making use
of baseline neighbor voting and visually weighted neighbor voting. Next, in
order to calculate P@5, we propagated the top five relevant tags to the seed
image under consideration. Note that we used 500 randomly selected images
from MIRFLICKR-25000 as test images, using the remaining images for the
purpose of retrieving neighbors.
6.2 Experimental Results
6.2.1 Image Tag Relevance as a Function of k
Fig. 3(a) illustrates that, when adopting BoVW and for the 3,845 tags relevant
to the test images, the average tag relevance value starts to decrease when k
surpasses a value of 1,000. In particular, for k = 1,000 and k = 3,000, the
average tag relevance value decreases with 63% (from 5.99 to 2.22, with a
standard deviation of 1.86 and 1.24, respectively) when making use of baseline
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neighbor voting and with 52% (from 6.30 to 3.04, with a standard deviation
of 1.74 and 1.18, respectively) when making use of visually weighted neighbor
voting. We can also observe that the average tag relevance value computed
by visually weighted neighbor voting decreases more slowly than the average
tag relevance value computed by baseline neighbor voting, thus showing that
visually weighted neighbor voting is more resilient against underestimating the
relevance of correct tags than baseline neighbor voting. We can observe similar
results when making use of MPEG-7 SCD (please see Fig. 3(c)).
Fig. 3(b) illustrates that, when adopting BoVW and for the 10,865 tags not
relevant to the test images, the average tag relevance value increases when k
increases. In particular, for k = 1,000 and k = 3,000, the average tag relevance
value increases with 60% (from 1.29 to 2.06, with a standard deviation of 1.12
and 1.21, respectively) when making use of baseline neighbor voting and with
42% (from 1.20 to 1.70, with a standard deviation of 1.11 and 1.16, respec-
tively) when making use of visually weighted neighbor voting. We can also
observe that the average tag relevance value computed by visually weighted
neighbor voting increases more slowly than the average tag relevance value
computed by baseline neighbor voting, thus showing that visually weighted
neighbor voting is more robust against overestimating the relevance of noisy
tags than baseline neighbor voting. We can observe similar results when mak-
ing use of MPEG-7 SCD (please see Fig. 3(d)).
In summary, the quantitative results reported above are in line with the
outcome of the qualitative analysis presented in Section 4: when overestimat-
ing the number of neighbors used, baseline neighbor voting underestimates and
overestimates the relevance of correct tags and noisy tags, respectively. In ad-
dition, both our quantitative and qualitative results demonstrate that visually
weighted neighbor voting is more robust against underestimating and overes-
timating the relevance of correct tags and noisy tags than baseline neighbor
voting, thanks to the use of visual similarity information for the purpose of
weighting votes (compared to the use of uniformly weighted votes by baseline
neighbor voting).
6.2.2 Image Tag Refinement
Fig. 4 shows the effectiveness of image tag refinement in terms of NL (benefit),
for the case where we allowed image tag refinement to remove 10% of the
relevant tags (cost). We can observe that image tag refinement by means of
visually weighted neighbor voting is consistently more effective than image tag
refinement by means of baseline neighbor voting, especially when making use
of a high number of neighbors. We can also observe that image tag refinement
is most effective when retrieving 1,000 neighbors from MIRFLICKR-25000, for
both baseline and visually weighted neighbor voting, and for both BoVW and
MPEG-7 SCD. However, when making use of more than 1,000 neighbors, we
can observe that the effectiveness of image tag refinement starts to decrease
(given the higher NL values), for both baseline and visually weighted neighbor
voting. In this context, we can also observe that the difference in effectiveness
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of image tag refinement by means of baseline neighbor voting on the one hand,
and by means of visually weighted neighbor voting on the other hand, starts
to increase when making use of more than 1,000 neighbors, especially when
making use of MPEG-7 SCD.
6.2.3 Tag-based Image Retrieval
Table 2 and Table 3 summarize the effectiveness of tag-based image retrieval,
for learning image tag relevance with 1,000 and 3,000 neighbors, respectively.
Given Table 2, when making use of BoVW and compared to baseline neigh-
bor voting, we can observe that visually weighted neighbor voting allows im-
proving the effectiveness of tag-based image retrieval in terms of Average P@5
with 7% (from 0.61 to 0.65) and in terms of Average P@10 with 9% (from 0.57
to 0.62). We can also observe that the effectiveness of visually weighted neigh-
bor voting is higher than the effectiveness of the rank-based weighting method
of [23]. This method computes a weight for each neighbor that is inverse pro-
portional to the rank of the neighbor (i.e., 1/rank), and where the rank of the
neighbor is dependent on the visual similarity between the neighbor and the
seed image used. Specifically, when making use of BoVW and compared to
rank-based weighting, we can observe that visually weighted neighbor voting
allows increasing the effectiveness of tag-based image retrieval in terms of Av-
erage P@5 with 5% (from 0.62 to 0.65) and in terms of Average P@10 with
7% (from 0.58 to 0.62). We can observe similar results when making use of
MPEG-7 SCD.
Given Table 3, when making use of BoVW and compared to baseline neigh-
bor voting, we can observe that visually weighted neighbor voting allows im-
proving the effectiveness of tag-based image retrieval in terms of Average P@5
with 17% (from 0.48 to 0.56) and in terms of Average P@10 with 21% (from
0.43 to 0.52). Compared to rank-based weighting, we can observe that visu-
ally weighted neighbor voting allows improving the effectiveness of tag-based
image retrieval in terms of Average P@5 with 10% (from 0.51 to 0.56) and in
terms of Average P@10 with 13% (from 0.46 to 0.52). We can observe similar
results when making use of MPEG-7 SCD.
Further, by analyzing the statistical significance of the improvement in
effectiveness of tag-based image retrieval in terms of Average P@5 by means
of a paired t-test, we found that the improvement offered by visually weighted
neighbor voting over baseline neighbor voting is statistically significant (p <
0.05 for both the use of 1,000 neighbors and the use of 3,000 neighbors).
Finally, when comparing the results presented in Table 2 and Table 3, we
can observe that the effectiveness of tag-based image retrieval decreases more
slowly in the case of visually weighted neighbor voting than in the case of
baseline neighbor voting. Specifically, when making use of BoVW, the effec-
tiveness of tag-based image retrieval decreases in terms of Average P@5 with
21% (from 0.61 to 0.48) and in terms of Average P@10 with 25% (from 0.57
to 0.43) in the case of baseline neighbor voting, whereas the effectiveness of
tag-based image retrieval decreases in terms of Average P@5 with 14% (from
Visually Weighted Neighbor Voting for Image Tag Relevance Learning 17
0.65 to 0.56) and in terms of Average P@10 with 16% (from 0.62 to 0.52) in
the case of visually weighted neighbor voting.
6.2.4 Image Tag Recommendation
Table 4 and Table 5 show the effectiveness of image tag recommendation in
terms of P@5 for learning image tag relevance with 1,000 and 3,000 neighbors,
respectively.
When making use of 1,000 neighbors and compared to baseline neighbor
voting, visually weighted neighbor voting allows improving the effectiveness
of image tag recommendation in terms of P@5 with 7% (from 0.201 to 0.215)
when making use of BoVW and with 6% (from 0.193 to 0.205) when making
use of MPEG-7 SCD. Similarly, when making use of 3,000 neighbors and com-
pared to baseline neighbor voting, visually weighted neighbor voting allows
improving the effectiveness of image tag recommendation in terms of P@5
with 11% (from 0.183 to 0.203) when making use of BoVW and with 10%
(from 0.174 to 0.192) when making use of MPEG-7 SCD.
Compared to rank-based weighting, we can observe that visually weighted
neighbor voting allows improving the effectiveness of image tag recommen-
dation in terms of P@5 with 4% (from 0.206 to 0.215) when making use of
1,000 neighbors and with 6% (from 0.191 to 0.203) when making use of 3,000
neighbors. We can observe similar results when making use of MPEG-7 SCD.
Further, by analyzing the statistical significance of the improvement in
effectiveness of image tag recommendation in terms of P@5 by means of a
paired t-test, we found that the improvement offered by visually weighted
neighbor voting over baseline neighbor voting is statistically significant (p <
0.04 for both the use of 1,000 neighbors and the use of 3,000 neighbors).
Finally, when comparing the results presented in Table 4 (for 1,000 neigh-
bors) and Table 5 (for 3,000 neighbors), we can observe that the effectiveness of
image tag recommendation decreases more slowly when making use of visually
weighted neighbor voting than when making use of baseline neighbor voting.
Specifically, when making use of BoVW-based baseline neighboring voting, the
effectiveness of image tag recommendation decreases with 9% (from 0.201 to
0.183), whereas when making use of BoVW-based visually weighted neighbor
voting, the effectiveness of tag-based image retrieval only decreases with 5%
(from 0.215 to 0.203).
Fig. 5 shows three example images and their corresponding recommended
tags. The recommended tags are sorted according to decreasing tag relevance.
Tags related to the image content are underlined. For the example images
shown, we can observe that image tag recommendation based on visually
weighted neighbor voting is more effective than image tag recommendation
based on baseline neighbor voting.
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Table 1 Mathematical notation used.
Notation Definition
Common Φ An image folksonomy
I A user-contributed image
w A user-defined image tag
Rw Images in Φ relevant to w
Rcw Images in Φ not relevant to w
f A function that measures the visual similarity between two images
I,w,k Difference in accuracy between visual search and random sampling
Nf (I, k) A set of k images, selected from Φ by means of f
Nrand(k) A set of k images, selected from Φ by means of random sampling
| · | The number of elements in a set
Baseline nw [·] The number of images annotated with w
neighbor voting vote (J,w) A voting function, returning one when J has been annotated with w,
and returning zero otherwise
P (Rw) The probability that an image randomly selected from Φ
is relevant to w
P (Rcw) The probability that an image randomly selected from Φ
is not relevant to w
Visually weighted vw [·] Sum of the visual similarity of all images annotated with w,
neighbor voting given a particular seed image
sim (I, J) The normalized visual similarity between two images I and J
Psim(Rw) The visually weighted probability that an image randomly selected
from Φ is relevant to w
Psim(R
c
w) The visually weighted probability that an image randomly selected
from Φ is not relevant to w
Table 2 Effectiveness of tag-based image retrieval when making use of 1,000 neighbors.
Baseline Rank Visual
BoVW MPEG-7 BoVW MPEG-7 BoVW MPEG-7
SCD SCD SCD
Avg.P@5 0.61 0.57 0.62 0.58 0.65 0.62
Avg.P@10 0.57 0.54 0.58 0.56 0.62 0.59
Table 3 Effectiveness of tag-based image retrieval when making use of 3,000 neighbors.
Baseline Rank Visual
BoVW MPEG-7 BoVW MPEG-7 BoVW MPEG-7
SCD SCD SCD
Avg.P@5 0.48 0.43 0.51 0.46 0.56 0.51
Avg.P@10 0.43 0.37 0.46 0.41 0.52 0.46
Table 4 Effectiveness of image tag recommendation when making use of 1,000 neighbors.
Baseline Rank Visual
BoVW MPEG-7 BoVW MPEG-7 BoVW MPEG-7
SCD SCD SCD
P@5 0.201 0.193 0.206 0.197 0.215 0.205
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7 Conclusions and Directions for Future Work
This paper proposed to learn the relevance of user-defined tags in an image
folksonomy by means of a visually weighted variant of the popular neighbor
voting algorithm proposed in [8]. To that end, we adopted the visual similarity
between a seed image and a neighbor image as a weight value for each vote,
reusing the visual similarity information already computed by the aforemen-
tioned neighbor voting algorithm.
To gain insight into the effectiveness of both baseline and visually weighted
neighbor voting, we qualitatively analyzed the difference in tag relevance when
using a different number of neighbors, for both tags relevant and tags not rele-
vant with respect to the content of a given seed image. Our in-depth qualitative
analysis, which is one of the main contributions of this paper, demonstrated
that tag relevance values computed by means of visually weighted neighbor
voting are more stable and representative than tag relevance values computed
by means of baseline neighbor voting.
Our qualitative observations are quantitatively confirmed through exten-
sive experimentation with MIRFLICKR-25000. In particular, a first experi-
ment tested the stability of tag relevance values, showing that tag relevance
values are less dependent on the number of neighbors retrieved when making
use of visually weighted neighbor voting than when making use of baseline
neighbor voting. A second experiment tested the representativeness of tag
relevance values, showing that tag relevance learning by means of visually
weighted neighbor voting allows for more effective image tag refinement than
tag relevance learning by means of baseline neighbor voting. A third experi-
ment demonstrated that tag relevance learning by means of visually weighted
neighbor voting allows for more effective tag-based image retrieval than tag
relevance learning by means of baseline neighbor voting. Finally, a fourth ex-
periment demonstrated that tag recommendation by making use of visually
weighted neighbor voting is more effective than tag recommendation by mak-
ing use of baseline neighbor voting.
We can identify a number of directions for future research. First, given that
the effectiveness of the proposed approach is dependent on the use of visual
information for exploiting objective image aspects, we plan to further improve
its robustness by taking into account information that originates from other
image folksonomy modalities (like the tag and user modality of an image folk-
sonomy). Second, based on the observations outlined in this paper, we plan to
study techniques that allow automatically computing a proper value for the
number of neighbors to use and the tag relevance threshold. Third, we plan to
investigate techniques that allow trading off computational complexity with
accuracy. We could for instance study how the effectiveness of the proposed
approach is influenced by taking advantage of techniques that are computa-
tionally less costly, like the use of vocabulary trees to speed up the retrieval of
images that are visually similar to the seed image used [24] (the research effort
discussed in this paper made use of exhaustive search to construct the set of
visual neighbors). On the other hand, we could also study how the effective-
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ness of the proposed approach is influenced by taking advantage of techniques
that are computationally more costly, such as the simultaneous use of multiple
visual features [25].
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Appendix
This appendix details the derivation of the difference in accuracy of visual search over
random sampling. To that end, given a seed image I, we make a distinction between a tag
w1 relevant to the content of I and a tag w2 not relevant to the content of I.
Difference in search accuracy for w1 - We make use of VI,w1 (k) to represent
the number of images relevant to w1 in the set of k visual neighbors of I. We assume
that the value of VI,w1 (k) is (1) upper-bounded by the number of images relevant to w1
when making use of perfectly working visual search and (2) lower-bounded by the number of
images relevant to w1 when making use of random sampling. This is conceptually illustrated
by Fig. A-1.
When visual search works perfectly, VI,w1 (k) increases linearly from zero to |Rw1 | for k
varying from zero to |Rw1 |. Indeed, all images in the set of visual neighbors belong to |Rw1 |.
For k > |Rw1 | , VI,w1 (k) = |Rw1 | because Φ only contains |Rw1 | images related to w1. This
is denoted in Fig. A-1 by “ideal”. When making use of random sampling, we assume that
VI,w1 (k) increases linearly and that all images of Rw1 can only be found in the set of visual
neighbors when this set is identical to Φ (this is, when k is equal to |Φ|). This is denoted
in Fig. A-1 by “random”. In practice, we also assume that VI,w1 (k) increases linearly until
the value of VI,w1 (k) is equal to |Rw1 |. This is denoted in Fig. A-1 by “real”. When visual
search is effective, the dashed line will be close to “ideal”. Otherwise, when visual search
is not effective, the dashed line will be close to “random”. In Fig. A-1, k′ represents the
minimal value of k for which all images of Rw1 can be found in the set of visual neighbors
of I.
In general, given a tag w1, the accuracy of visual search AI,w1,k can be written as
VI,w1 (k)/k. Given the above observations made for VI,w1 (k), AI,w1,k can also be expressed
as follows:
AI,w1,k =
{ |Rw1 |
k′ , k ≤ k′|Rw1 |
k
, k > k′.
(A-1)
The difference in accuracy of visual search over random sampling for w1 can then be
expressed as follows:
I,w1,k =
{ |Rw1 |
k′ − P (Rw1 ), k ≤ k′|Rw1 |
k
− P (Rw1 ), k > k′.
(A-2)
Difference in search accuracy for w2 - We make use of VI,w2 (k) to represent the
number of images relevant to w2 in the set of k visual neighbors of I. Further, we assume
that the value of VI,w2 (k) is (1) lower-bounded by the number of images relevant to w2 when
visual search works perfectly and (2) upper-bounded by the number of images relevant to
w2 when making use of random sampling. This is conceptually illustrated by Fig. A-2.
When visual search works perfectly (in this case, when visual search finds all images
relevant to I in Φ), then the images in Rw2 should not be among the visual neighbors of I
when k ≤ |RI |, where RI represents the set of images relevant to I. Here, we assume that
images are relevant to each other when they have semantic concepts in common (for the sake
of simplicity, we also assume that images relevant to I are not relevant to w2). However,
for k > |RI |, the set of visual neighbors of I will start to contain images belonging to Rw2 .
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This is denoted in Fig. A-2 by “ideal”. When making use of random sampling, we assume
that the number of images of Rw2 in the set of visual neighbors increases linearly when k
varies from zero to |Φ|. This is denoted in Fig. A-2 by “random”. In practice, we are able
to find a k′ for which we can start to see images of Rw2 in the set of visual neighbors. This
is denoted in Fig. A-2 by means of “real”. In practice, we also assume that the number of
images of Rw2 in the set of visual neighbors increases linearly. The accuracy of visual search
for w2, AI,w2,k, is calculated by dividing VI,w2 (k) by k:
AI,w2,k =
{
0, k ≤ k′
|Rw2 |−|Rw2 |· k
′
k
|Φ|−k′ , k > k
′.
(A-3)
The difference in accuracy of visual search over random sampling for w2 can then be
expressed as follows:
I,w2,k =
{−P (Rw2 ), k ≤ k′
|Rw2 |−|Rw2 |· k
′
k
|Φ|−k′ − P (Rw2 ), k > k′.
(A-4)
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Fig. 3 Average tag relevance as a function of the number of neighbors used: (a) for w1
using BoVW, (b) for w2 using BoVW, (c) for w1 using MPEG-7 SCD, and (d) for w2 using
MPEG-7 SCD.
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Fig. 4 Effectiveness of image tag refinement for a varying number of neighbors: (a) BoVW
and (b) MPEG-7 SCD. The lower NL, the more effective image tag refinement.
Table 5 Effectiveness of image tag recommendation when making use of 3,000 neighbors.
Baseline Rank Visual
BoVW MPEG-7 BoVW MPEG-7 BoVW MPEG-7
SCD SCD SCD
P@5 0.183 0.174 0.191 0.181 0.203 0.192
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Images Baseline neighbor voting
Visually weighted 
neighbor voting
green, cloud, explore, 
sky, light
green, cloud, sky, 
explore, landscape
nature, structure, white, 
sun, art
structure, nature, white, 
sun, street
cloud, reflection, blue, 
sun, sand
cloud, blue,
reflection, sun, sky
flower, nature, tree, 
macro, art 
flower, nature, tree, 
macro, petal
Fig. 5 Example images and their recommended tags.
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Fig. A-1 The number of images relevant to w1 in the set of k visual neighbors of I.
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Fig. A-2 The number of images relevant to w2 in the set of k visual neighbors of I.
