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In this paper the problems of boundedness and convergence to zero of the 
solutions of the generalized LiCnard equation 
2 +f(x) h(3i”)ff + g(x) k(k) = e(t) (1) 
or the equivalent system 
2 =y, 
j = -f(x) h(Y)Y - g(x) k(Y) + 4th 
(2) 
are discussed under the basic assumptions: 
(I) f, g, h, and K are continuous on the reals, e is continuous for t > 0; 
(11) xg(x) > 0, x + 0, and f (x) > 0, all x; 
(III) h(u) > 0 and K(U) > 0, all U; 
(IV) Jim (u/K(u)) du = 00; 
(V) sr 1 e(s)1 ds < 00, e(t) bounded. 
Consider, in the autonomous case e(t) I 0, the Liapunov function 
E’r(x, y) = si (u/k(u)) du + Jtg(u) du. Since, along solutions (x(t), y(t)) 
of (l), vr(x, y) = -f (x)(h(y)/K(y)) y2 < 0, it is clear that (IV) implies the 
boundedness of y(t). If, in addition, it is assumed that pm g(u) du = 00, then 
it follows that x(t) is also bounded. If, still further, f (x) > 0 for x # 0, then 
(x(t), y(t) ---f (0,O) [6, p. 661 and both problems are disposed of. 
In the present paper we want to see what can be done without assuming 
that p” g(u) du = cc or thatf(x) > 0 f  or x # 0. A result in this direction 
was first established by LaSalle and Lefschetz [6, p. 681. Results were obtained 
very recently by Burton [3]. Theorem 1 below generalizes these results in the 
autonomous case. However its main significance is probably that a new 
Liapunov function, distinct from V, , is constructed from which the theorem 
follows immediately by applying a known general theorem in stability theory. 
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The construction of the new Liapunov function requires knowing in advance 
that y(t) is bounded and this is achieved by use of the Liapunov function V, 
above. This new Liapunov function is a generalization of a Liapunov function 
obtained by Huaux [5]. Huaux’s Liapunov function and a comparison of our 
theorem with previous results are given in the remarks following Theorem I. 
THEOREM 1. Suppose that e(t) 5: 0 and that conditions (I)-(R) are 
satisjied. If  
(VI) S+=’ (f(4 + I &)I) dx = i ~0 
then all solutions (x(t), y(t)) of (2) aye bounded. If, in addition, 
(VII) F(x) = Gf(u) du # 0 for x f  0 
then the origin (0, 0) is globally asymptotically stable [aZZ solutions (x(t), 
y(t)) - to, 0) as t - al. 
Proof. Let (x(t), y(t)) be an arbitrary solution of (2) defined for t 2 0. 
By considering the Liapunov function V, above it follows immediately that 
y(t) is bounded. Thus suppose that 1 y(t)/ < A for t > 0. 
In order to show that x(t) is bounded we construct a second Liapunov 
function. Since it is more complicated we proceed heuristically. Thus we look 
for a Liapunov function of the form 
I/;@, Y) = i(M( y) + W9)2 i N(Y) + Wx), 
where G(x) = jzg(u) d u, and M, N, and the constant L are as yet undeter- 
mined. Then along the solution (x(t), y(t)) we have 
lizb, Y) = [--M(Y) M’(Y) 4~1~ - N’(Y) KY)~Y + -WyMf (4 
-1 [--M(Y) -WY) - N’(y)1 ~(y)g(x) + LG’WY 
+ [--M’(Y) h(Y)Y + YlfW F(x) 
- M’(Y) k(Y) g(x) F(x)- 
First we choose 
Atf(y) = j’ (l/h@)) du 
0 (31 
so that M’(y) h(y) = 1 which simplifies the first line of p2 and makes the 
third line vanish. We now make the second line of r2 vanish by choosing 
N(Y) = L j: WW)) du - l( j; (l/W) du)2, (4) 
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where L is still unspecified. Having defined M and N by (3) and (4) va 
becomes 
T2’2(% Y) = --N’(Y) h(Y) Yf(x) - C4YMY)l m Q9. 
It remains to show that L can be chosen so that N(y) > 0 and 
N’(Y) h(Y)Y 2 0 for Iyj <A. 
For y E [--A, A] there exist numbers B and C such that (l/K(y)) > B > 0 
and (I/h(y)) < C < co. Therefore 
s 
’ (u/k(u)) du > By2 and 
0 
(j: (W(4) du)’ < C2y2 
for ] yI < A. Hence N(y) > LBy2 - &Cay2 = (LB - @Z2)y2 and 
N’(y) h(y)y > (l/C)(LB - Ca)ys for / y 1 < A. Thus we choose L so that 
DrLB-CC2>0. (5) 
Thus V,(O, 0) = 0, v2(x, y) > 0 for / y 1 < A and 
v2 G -U/C) Dr‘YC4 - @(Y)/~Y))&)W < 0 6-5) 
for I y 1 < A. Since, under condition (VI), we have V, -+ 03 as 1 x I + co 
and y is bounded, it is clear that x(t) is bounded. 
Suppose now that (VII) also holds. Let E = {(x, y) : V(X, y) = 0). Then 
by (6) ECW,Y) : Y real}, i.e., the y-axis. Clearly, the largest invariant set 
in E is the origin (0, 0). Therefore the origin is globally asymptotically stable 
by a standard result in stability theory [6, p. 661 or [7, Theorem 21. 
Remark 1. This type of result was first obtained in [6] for the special 
case h(y) ZE k(y) = 1 andf(x) > 0 for x # 0. 
Remark 2. The theorem was obtained in [5] under the weaker hypotheses 
h(y) = k(y) = 1 and F(x) # 0 for x # 0 by using the Liapunov function 
V = Q(Y + F(x)j2 + y2/2 + 2G(4 
which is a special case of V, above. 
Remark 3. Theorem 1 also generalizes a recent result [3] where it was 
assumed that k(y) = 1 andf(0) > 0. However, under these assumptions it is 
also shown in [3] that (VI) and (VII) are necessary as well as sufficient con- 
ditions. 
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Remark 4. Boundedness and global asymptotic stability have been 
studied for the case e(t) = 0, k(y) = 1 and h(y) = 1 y  Iv-t, y  > 0 (and 
possibly pm g(u) du < co) in [2,4, and 81. Unless y  = 1 these results do not 
overlap with Theorem 1 and were obtained without the use of a Liapunov 
function [except for the use of V, to gety(t) bounded]. However, if y  = 2 the 
Liapunov function 
V*(x, y) = y” exp (2 j;f(u) du) + 2 1,” exp (2 [;f@) du) g(U) du 
used in [l] gives sharp results (see [8]). Whether or not a Liapunov function 
can be found which yields the sufficiency results of [2, 4, and 81 for values 
of y  > 0 other than y  = 1 or y  = 2 is an open question. 
We now turn to the forced analogue of Theorem 1. An additional hypothesis 
on k is needed in the proof. 
THEOREM 2. Suppose that conditions (I)-(V) are satisfied and that 
(VIII) (I Y I/W) G &Cjo” W(4) dW2 
for some constant L, and for aZly. I f  (VI) holds, all solutions (x(t), y(t)) of (2) are 
hounded. If, in addition, (VII) holds then every solution of (2) approaches 
(0,O) as t -+ co. 
Proof. Let (x(t), y(t)) be an arbitrary solution of (2) defined for t 3 0. 
We show first that y(t) is bounded. Consider the Liapunov function 
v&c, y) = j' (u/k(u)) du + G(x) + 1. 
0 
Then, along the solution (x(t), y(t)) 
J%G Y) = -fWW/&9) Y’ + 4WNyN 
G I e(t)l(lr I/W) 
< =G I e(t)l( v&5 y>Y2- 
Therefore 
(~&a, Y(W’” G (I/,(ev, Y(W) l 2 ’ + (l&/2) fm / e(s)\ ds < 00. 
‘0 
Hence, by condition (IV), y(t) is bounded. Suppose that 1 y(t)1 ,( A for t > 0. 
To show that x(t) is bounded we consider the function 
J’&, Y) = !&WY) + F(x))~ + WY) + -Wx) + 1, 
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where F, G, M, N and the constant L are the same as for V, . Computing 
r, along the solution (x(t), y(t)) we obtain 
U’4(x? Y) = - N’(Y) h(Y) Yfc4 - (4YMYN %&>F(4 
+ (M(Y) + F(x)) M’(Y) 4) 4 WY) 4) 
d - (1/C) DYw9 - (NYMYN &)F(4 
+ !PW + F(~)lWW) + I Wdll44, 
where C and D are specified in the proof of Theorem I. Now (I/h(y)) < C for 
]y] <Asothat 
I M(Y) + F(~NW(YN G dW% Y))“’ 
for 1 y  1 < A. Also there is a constant L, such that 
I N’(y)1 G L,(N(YV’~ d 452U’&, y)Y2 
for 1 y  1 < A. Thus there is a constant L, such that for j y  1 6 A 
6,(x, Y> - 2~5, I 4WW Y))“~ d -U/C) WY@9 - MYMY)) g(x) 44 
along the solution (x(t), y(t)). W e now define the Liapunov function 
W,Y, t) = (exp ( -L2 11 I 44 ds)) (V&,YW2. 
Then, along the solution (x(t), y(t)) we have 
WX,Y, t) = (exp (4 1: I e(s)1 ds)j 
x (Q(V&, r)>-‘I2 ~.A~, r> - L2 I &)I(V&, YW”) 
< -~(exp(--L,~~Ie(s)lds)) 
x (V& YY” ((l/C) DYW) + MyP(yN&)FW 
= - Wl(%Y) < 0. 
Since, by (VI), W(x, y, t) --f co as ( x ( + CO and y(t) is bounded, l@ < 0 
implies immediately that x(t) is bounded. If, in addition, (VII) holds let 
E1 = ((x, y) : Wr(x, y) = O}. Then, as in Theorem 1, El C ((0, y) : y  real} = 
y-axis. Thus by a theorem of LaSalle [7, Theorem l(a)] we can conclude 
that x(t) -+ 0 as t + co. 
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In order to see that y(t) -+ 0, a little further discussion is needed. Since 
I@ < 0, it follows that W(x(t), y(t), t) has a limit as t --j co. Since 
s t o I+)I ds - jy i441 dsand x(t) ---f 0, 
$(M(y(t))Y + WV(~)) + z 3 0 as t - cc. 
Recalling that N(y) 3 (LB - &‘z)y2 > 0 for 0 < j y < A it follows 
that 1 = 0. Indeed, if I > 0 then lim inf t ---f CD ! y(t)1 > 0 which implies 
that x(t) is unbounded since y(t) = &(t). But 2 L=- 0 implies that y(t) --f 0 as 
t --f co. This concludes the proof of Theorem 2. 
Remark. This theorem has been proved in [3] under the assumptions 
that e(t) is only piecewise continuous k(y) = 1, and f(0) > 0. However, 
as before, conditions (VI) and (VII) were shown to be necessary as well as 
sufficient. 
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