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An implementation of Dykstra’s shortest paths algorithm is proposed, which requires 
O(m log D) computations in worst case, where m denotes the number of arcs and D the length 
of the longest arc of the graphs considered. To this effect, a data structure called binary counting 
me is introduced. 
Let G = (X, U) denote a directed graph, with n = 1x1 and m = 1 VI, to the arcs 
(xk, X&E U of which are associated lengths dke The problem of finding shortest 
paths between a vertex x1 of G and all others has been much studied (see e.g. 
Christofides [I], Dreyfus [4], Denardo and Fox [2], Lawler [9]). When the dkl 2 0, 
Dykstra’s [S] labelling algorithm applies: 
(a) Initiahztion. Set Al = PI= 0, Aj = 0~ and JIj = 0 for j = 2,3, . . . , tt, T = 
11 2 9 w--*3 d- 
(b) Selection of the vertex with the smallest temporary label. If T = 9, end. 
Otherwise choose xk such that hk = min{Aj I j E T). Set T: = n{ k}. 
(c) Updating of labels. If hk = a~, end. Otherwise, for each xf such that (x,, xl) E 
U and A+Ak+& Set Al=Ak+& and p,=k. Go to (b). 
The final Ai are equal to the lengths of the shortest paths, thes:r; $hs may be 
obtained recursively through the predecessor indices pi. So started, the algorithm 
appears as a first-generation one, i.e. as a sequence of mathematical rules, without 
discussion of the data structures needed for an efficient I@ementation. Filling in 
the details yields second-generation algorithms, with performance guarantees. An 
obvious implementation requires 0(n2) computations, while, as all arcs must be 
considered, at least O(m) computations are required. Step (a) a+ step (c) take 
O(n) and O(m) computations, respectively, so step (b) is the crucial one. For 
sparse graphs much less than 0(n2) computations are required. Llsing a heap to 
store the temporary labels yl-tlds an 0( m log n) algorithm, c-heaps may be used 
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also (see Johnson [8], Johnson [7], Denardo and Fox [2]). When the & are 
integers the temporary labels may be associated with the lines of a table where the 
indices of the so-labelled vertices afe stored (i.e. if A3 = 5, the index 3 is stored in 
line 5, etc. see Dial [3], Loubal, according to Hitchner [6], Wagner [lo]). 
Moreover, as st a current iteration the fimte temporary labels differ by D = 
max(& 1 (xk, xl) E U)) at most, a rolling-over ruble of length D + 1 may be used 
(i.e. the first lines are reused to store the indices of the vertices with labels 
>D + 1, then >2D + 2, etc.). Finally, such a table may be stored compactly with a 
vector of length D + 1 containing the last index stored in each line, and two 
vectors of length II for a double chainirtg allowing to add or delete any index to or 
from a line. Then a pseudo-polynomial lgorithm which l equires O(max(nD, m)) 
computations is obtained. Clearly, it is most adequate f-0 small D. The purpose of 
the present note is to propose a modification of t at implementation which is 
efficient even for large D. 
2. Binary counting trees 
Let p denote the smallest integer such that 2p > D. Let us associate to the table, 
assumed of length 2p, in which the indices of the temporary labels are stored a 
binary tree of height p defined as follows: a leaf corresponds to each line, with a 
label equal to the number of indices of that line; there are no other leaves. A 
vertexofheightp-qforq=l,2,..., p corresponds to 2q adjacent lines and has 
a right son and a left son corresponding to the 2q-’ first and 2q-’ last of these 
lines, respectively. The label of any vertex which is not a leaf is equal to the sum 
of the labels of its sons. Such a structure may be called binary counting tree 
(b.c.t.). 
Finding the first non-empty line in the table can be done by applying the 
following rule recursively from the root of the b.c.t.: “If kabel (right son (x)) # 0, 
go to right son (x), otherwise go to left son (x)“. If the table is a rollins-over one 
and k indices are stored in the upper, reused part that rule must be modified as 
below to find the line containing the index of the vertex with smallest label: “If 
label (right son (x)) > k go to right son (x), otherwise set k:= k-label (right son 
(x)) and go to left son (x)“. The next rule allows to find the root-leaf path in the 
b.c.t. to the tth line, after setting q = 1: “If 2p-q 3 t go to right son (x), otherwise 
set t:= t-2p-q and go to left son (x); set q := q + 1”. 
When a b.c.t. is used, step (b) of Dykstra’s algorithm is a straightforward 
application of the second rule and takes O(p) i.e. O(log D) computations each 
time it is used. Deleting or adding the index of a vertex whose label has changed 
in step (c) requires findmg the co;rejponding root-leaf path by the third rule, 
subtracting or adding one to the labels of its vertices and updating the double 
chaining. This takes O(log D) computations also, and as there are at most m label 
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modifications step (c) takes O(m log D) computations in all, as does the whole 
algorithm (provided m 3 n). 
Moreover, only the vertices of the 6.c.t. With non-zero Iabels need 6e stgred, 
and at any current iteration there are less than np such vertices. To this effect four 
lists of length np must be used, the first for the Babels, the second and third for 
pointers to the positions of the left sons and right sons, or when the vertices are 
leaves to the last indices in the corresponding lines, the fourth to store the indices 
of the empty spaces in the three first. Including space for the data, 2m + (4~ + 5)n 
memory spaces are needed, at most. 
The method of the introduction, with rolling-over table and double-chaining, 
requires 2m +Sn CD memories, i.e. more than the proposed method when 
D> 4n log D. For graphs which are paths from x1 to x,, with n - 1 arcs of length 
0, the first method requires (n - 1)D operations to scan the table for the first 
non-empty line while the second one requires (n - 1) log D operations only for 
that purpose. 
Finally, let us note that using a b.c.t. yields of course a O(n log D) algorithm for 
shortest paths in planar graphs, and that a similar O(m log D) algorithm for 
minimum spanning trees is easily obtained. 
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