In 1962, R. C. Lyndon and M. P. Shutzenberger established that for any positive integers r and s, any sequence of length at least r + s that is both r-periodic and s-periodic is then (r, s)-periodic. Shortly thereafter (1965), N. J. Fine and H. S. Wilf proved that for any positive integers r and s, if a is an infinite seqeunce of period r and b is an infinite sequence of period s such that ai = bi for all i with 1 ≤ i ≤ r +s−(r, s), then a = b. This is equivalent to the following result, which is commonly referred to as the Fine-Wilf theorem: for any positive integers r and s, if w is a finite sequence that is both r-periodic and s-periodic, and |w| ≥ r + s − (r, s), then w is (r, s)-periodic. Fine and Wilf also asserted that this bound is best possible, in the sense that for any positive integers r and s, there exists a word w of length r + s − (r, s) − 1 that is both r-periodic and s-periodic, but not (r, s)-periodic. This sharpness result has since been established, and these extremal sequences are now much studied. Among other results, it is known that for a given r and s, there is a unique (up to relabelling) sequence of length r + s − (r, s) − 1 that is both r-periodic and s-periodic, but not (r, s)-periodic, and in this sequence, exactly two distinct entries appear.
this formulation to establish important properties of f and f w, obtaining in particular new upper and lower bounds for each. We also begin an investigation of Fine-Wilf graphs for arbitrary finite sequences with a view to understanding how the graph may be used to better understand f and f w.
Introduction
For any positive integer r, a finite sequence w = (a 1 , a 2 , . . . , a n ) is said to have period r, or to be r-periodic, if for every positive integer i for which i, i + r ≤ n, a i = a i+r . In 1962, R. C. Lyndon and M. P. Shutzenberger [5] established that for any positive integers r and s, if w is both r-periodic and s-periodic, and |w| ≥ r + s, then w is gcd(r, s)-periodic. Shortly thereafter (1965) , N. J. Fine and H. S. Wilf [3] proved that for any positive integers r and s, if {a i } is an infinite seqeunce of period r and {b i } is an infinite sequence of period s such that a i = b i for all i with 1 ≤ i ≤ r + s − gcd(r, s), then a i = b i for all i. This is equivalent to the following result, which is commonly referred to as the Fine-Wilf theorem: for any positive integers r and s, if w is a finite sequence that is both r-periodic and s-periodic, and |w| ≥ r + s − gcd(r, s), then w is gcd(r, s)-periodic. It was also asserted in [3] that this bound is best possible, in the sense that for any positive integers r and s, there exists a word w of length r + s − gcd(r, s) − 1 that is both r-periodic and s-periodic, but not gcd(r, s)-periodic. This sharpness result has since been established, and these extremal sequences are now much studied. Among other results, it is known that for a given r and s, there is a unique (up to relabelling) sequence of length r + s − gcd(r, s) − 1 that is both r-periodic and s-periodic, but not gcd(r, s)-periodic, and in this sequence, exactly two distinct entries appear. For example, for r = 2 and s = 3, the sequence is (0, 1, 0).
Nearly thirty-five years later (1999), the Fine-Wilf theorem was generalized to finite sequences with three periods by M. G. Castelli, F. Mignosi, and A. Restivo [1] . They introduced a function f from the set of all ordered triples of nonnegative integers to the set of positive integers with the property that if w is a finite sequence with periods p 1 , p 2 , and p 3 , and |w| ≥ f (p), where p = (p 1 , p 2 , p 3 ), then w is gcd(p)-periodic as well. They further established a condition on p under which the bound f (p) is best possible. The sequences p that met this condition were precisely those for which the unique (up to relabelling) finite sequence of greatest length and with the greatest possible number of distinct entries that had periodicity p 1 , p 2 , and p 3 , but not gcd(p 1 , p 2 , p 3 ) had exactly three distinct entries. In support of their work, they introduced the graphs that we shall refer to as Fine-Wilf graphs G(p 1 , p 2 , p 3 , n), where p 1 , p 2 , and p 3 are distinct nonnegative integers, n is a positive integer, and G(p 1 , p 2 , p 3 , n) denotes the graph with vertex set {1, 2, . . . , n}, and edge set {{i, j} | |i − j| ∈ {p 1 , p 2 , p 3 }}.
The work of Castelli et al. was followed immediately (2000) by work of J.
Justin [4] , who extended the definition of the function f to all finite sequences of nonnegative integers, with analagous results.
A broader generalization of the work of Castelli et al. was then given by R. Tijdeman and L. Zamboni [6] (2003) . They introduced a function, which we shall denote as f w, from the set of all sequences of nonnegative integers to the set of positive integers, and they proved that for a sequence p = (p 1 , p 2 , . . . , p n ), a finite sequence w with periods p i , i = 1, 2, . . . , n and length at least f w(p) must be gcd(p)-periodic as well, and that there exists a sequence w of length f w(p) − 1 that is p i -periodic for all i, but not gcd(p)-periodic. At nearly the same time (2005) , and independently of the work of Tijdeman and Zamboni, S. Constantinescu and L. Ilie [2] described what amounts to an extension of the function f of Castelli et al., and used f to compute a related function that gives the best bound in all cases. Of course, this related function is the function f w, but the evalution of f w as described by Constantinescu and Ilie is quite different from that of Tijdeman and Zamboni.
In this paper, we establish important properties of the functions f and f w. In particular, we introduce new upper and lower bounds for f . We also begin an investigation of Fine-Wilf graphs for arbitrary p 1 , p 2 , . . . , p n , with a view to understanding how the graph depends on the values p 1 , p 2 , . . . , p n .
Generalization of the Fine-Wilf theorem
Let OFS(Z + ) denote the set of all strictly increasing finite sequences of positive integers. For p ∈ OFS(Z + ), let gcd(p) denote the greatest common divisor of the entries in p, let |p| denote the length of p, and for 1 ≤ i ≤ |p|, let p i denote the i th entry of p and let p i denote the truncated sequence (p 1 , p 2 , . . . , p i ). Finally, let max(p) and min(p) denote p n , respectively p 1 , where n = |p|. 
Note that for any p ∈ OFS(Z + ), gcd(p) = gcd(R(p)).
, and we define f ((1)) = 1. Then for p ∈ OFS(Z + ) with max(p) > 1, define Tableau for the calculation of f (p) for p = (4, 7, 9).
Proof. By induction on max(p). It is certainly true when p = (1), and this is the base case max(p) = 1. Suppose now that m > 1 is an integer such that the result holds for p ∈ OFS(Z + ) with 1 ≤ max(p) < m, and let p ∈ OFS(Z + ) be such that max(p) = m. If |p| = 1, then f (p) = p 1 = max(p), so the result holds trivially. Suppose that |p| > 1. Then
, while in the latter case, we have f (p) = p 1 + f (R(p)) ≥ p 1 + p 1 = 2p 1 , and this case occurs when max(p) − p 1 ≤ p 1 , or 2p 1 ≥ max(p). Thus in either case, we have f (p) ≥ max(p), and (recall that |p| > 1 in these cases), we have f (p) ≥ 2p 1 . The result follows now by induction.
Corollary 4 For p ∈ OFS(Z
We shall show later (see Proposition 41) that if p ∈ OFS(Z + ) with |p| > 1, gcd(p |p|−1 ) = gcd(p), and max(p) < f w(p
Proof. Since gcd(p) = p 1 , |p| ≥ 2. If f w(p) = f (p), then the result follows from Lemma 3. Suppose that f w(p) = f (p). Then (since gcd(p) = p 1 ), there exists an index i > 1 such that f w(p) = f (p i ), and by Lemma 3, f (p
Proof. By induction on max(p). For p ∈ OFS(Z + ) such that max(p) = 1, it must be that p = (1) and d = 1, so the result holds in this case. Suppose now that p ∈ OFS(Z + ) with max(p) > 1 and that the result holds for all sequences in OFS(Z + ) with smaller maximum entry. If |p| = 1, then
. Suppose that n = |p| > 1, so that n = |p/d| as well. Since there is nothing to prove if d = 1, suppose that d > 1. We have f (p) = p 1 + f (R(p)), and since gcd(R(p)) = gcd(p), it follows from our induction hypothesis that
, and so we may apply the induction hypothesis to (p/d) The next result gives an important lower bound for f (p), and this result can be viewed in a sense as a generalization of the Fine-Wilf theorem. We will later obtain an upper bound (see Proposition 15, also Proposition 39) for f (p) and the combination of that upper bound with the following lower bound, when applied in the case of |p| = 2, will give the Fine-Wilf theorem.
and if equality holds, but for some i, p i = 2p 1 , then i = |p| and f (p) = 2p 1 = max(p).
Proof. By Proposition 7, it suffices to prove the result only for p with gcd(p) = 1. We prove by induction on max(p) that |p| > 1 and gcd(p) = 1
. The base case, max(p) = 1, is trivially true, so suppose that p ∈ OFS(Z + ) has max(p) > 1 and that the result holds for all elements of OFS(Z + ) with smaller maximum entry. Further suppose that |p| > 1 and gcd(p) = 1, and let n = |p|. Consider first the case when p i = 2p 1 for every i = 1, 2, . . . , n. Then |R(p)| = |p| = n > 1, gcd(R(p)) = gcd(p) = 1, and the n entries of R(p) are p 1 , p 2 − p 1 , p 3 − p 1 , . . . , p n − p 1 (with p 1 not necessarily in the correct position). We may apply the induction hypothesis to obtain that
as required. Suppose now that for some j,
) and f (p) = 2, while (1 + 2 − 1)/1 = 2, so the result holds in this case. Note that in this case we have equality, and
and we may apply the induction hypothesis to obtain that
.
if and only if
and so 1 , so p j = p n and thus j = n, as required.
, then f (p) = 2p 1 and as before,
, and so j = n. This completes the proof of the inductive step and so the result follows. 
Since every term is a multiple of p 1 , max(R(p)) = max(p) − p 1 , so by hypothesis, we have f (p) = p 1 + max(p) − p 1 = max(p).
Proposition 10 For any p ∈ OFS(Z + ), the following hold.
If |p| ≥ 2, and i is such that
Proof. By induction on max(p). Let p ∈ OFS(Z + ). If max(p) = 1, then p = (1) and so f w(p) = f (p) = 1. Suppose now that p ∈ OFS(Z + ) has max(p) > 1 and the result holds for all elements of OFS(Z + ) with smaller maximum entry. If |p| = 1, then f w(p) = f (p), so we may suppose that
). Furthermore, we may assume without loss of generality that i is minimal in this regard. If i = 1, then p 1 = gcd(p) = f w(p), and thus the result follows from Proposition 9. Consider now the case when i > 1. Suppose first that i < n − 1. Then by the inductive hypothesis applied to p
It therefore suffices to prove that f (p) = p n . In this case, n > i > 1, n − 1 > 1, and so we may apply Lemma 3 to conclude that f (p) ≥ 2p 1 and thus
Since max(R(p)) < max(p), our induction hypothesis applies to R(p) and since
It remains to consider the case when i = n−1. We have
). Furthermore, we have gcd(p) = gcd(p n−1 ). We wish to prove that f (p) = p n (and thus f (p) ≥ f w(p n−1 ) = f w(p) as well). Since n > 1, we have by Lemma 3 that p n ≥ f (p n−1 ) ≥ 2p 1 , and so p n − p 1 ≥ p 1 . Suppose first that p n −p 1 > p 1 . Then as above, we have R(p) = (p 2 −p 1 , p 3 −p 1 , . . . , p 1 , . . . , p n −p 1 ), and so R(p)
). It then follows that
).
Then by our induction hypothesis (since gcd(R(p)) = gcd(p) = gcd(p
, and We note that even if p is trim, there may exist i with 1 < i < |p| such that p i is not trim.
Proof. Since |p| = 1 implies that p is trim, we have n = |p| > 1. Since
), then we shall say that p n−1 is obtained by trimming p. Evidently, for any p ∈ OFS(Z + ), we may iteratively apply the trimming operation to obtain q = p j for some j > 1 with q trim, and we note that f w(p) = f w(q).
Proof. That f w(p) = f (p) is immediate from the definition of f w. If |p| > 1, then by Proposition 9, we have min(p) > gcd(p).
Proof. The proof is by induction on max(p). If max(p) = 1, then p = (1) and the implication holds trivially (|p| > 1 fails). Suppose now that max(p) > 1 and that the result holds for every trim element of OFS(Z + ) with smaller maximum entry. If |p| = 1, then again the implication holds trivially. Suppose that n = |p| > 1. If |R(p)| = 1, then R(p) = (gcd(p)), and thus p = (gcd(p), 2gcd(p)), which is not trim. Thus |R(p)| > 1. Suppose first that R(p) is trim. Then by our inductive hypothesis,
) and
). Since p is trim and |p| > 1, this implies that
), and thus
As well, max(R(p)) = p 1 , and so by Corollary 12, f (p) = p 1 + f (R(p)) = p 1 + max(R(p)) = 2p 1 . This completes the proof of the inductive step.
The following result gives an upper bound for f that is reminiscent of the Fine-Wilf theorem. Later (see Proposition 39), we shall establish a generalization of this which for p trim with |p| ≥ 3 offers a slightly improved upper bound for f w.
Proof. By Proposition 7, it suffices to prove that if gcd(p) = 1, then f (p) ≤ min(p) + max(p) − 1. The proof is by induction on max(p), with the base case max(p) = 1, so p = (1) and f (p) = 1 = min(p) + max(p) − 1. Suppose now that gcd(p) = 1 and max(p) > 1 and the result holds for every element of OFS(Z + ) with smaller maximum entry. If |p| = 1, then p = (gcd(p)) = (1) and so max(p) = 1, which is not the case. Thus n = |p| > 1. Since gcd(R(p)) = gcd(p) = 1, we may apply the induction hypothesis to R(p) to obtain that
We consider three cases. The first occurs when p 1 ≤ p 2 − p 1 , in which case min(R(p)) = p 1 , and
This completes the proof of the inductive step.
Proof. By Proposition 10, f w(p) ≤ f (p), and by Proposition 15,
Proof. Since p is trim, f w(p) = f (p), and by Proposition 8, Note that if p, q ∈ OFS(Z + ) and q is the trimmed form of p, then f w(p) = f w(q), and
Our first goal in this section is to establish that for p ∈ OFS(Z + ), the graph G p has exactly d = gcd(p) connected components, each isomorphic to G p/d . For example, for p = (6, 8, 10), f w(p) = 12, gcd(p) = 2, and G p has two connected components, each isomorphic to the connected graph G (3, 4, 5) , where by Proposition 7, f w(3, 4, 5) = f w(6, 8, 10)/2 = 6. 
We note that in general, α p,k is not a graph homomorphism. However, it does have the following important property.
Lemma 20 Let p ∈ OFS(Z
We are now ready to demonstrate that for any p ∈ OFS(Z + ) with gcd(p) = 1, G p/d is connected. In fact, we have the following slightly stronger result.
Proof. The proof is by induction on max(p). The base case occurs when max(p) = 1 (since gcd((1)) = 1), and in this case, f w(p) = 1. Since for any k ≥ f w(p) = 1, G(p, k) is a chain of length k − 1, the result holds when max(p) = 1. Suppose now that p ∈ OFS(Z + ) has gcd(p) = 1 and max(p) > 1 and that the result holds for all elements of OFS(Z + ) of smaller maximum entry and greatest common divisor equal to 1. Note that gcd(p) = 1 and max(p) > 1 imply that n = |p| > 1. Case 1: p is not trim. Then gcd(p) = gcd(p 
. Now, 1 = gcd(p) = gcd(R(p)) and max(R(p)) < max(p), and since f (R(p)) ≥ f w(R(p)), it follows from the induction hypothesis that G(R(p), f (R(p)) is connected. Thus
Proof. If 1 ≤ i < j ≤ gcd(p), then it follows from Proposition 22 that i and j can't be in the same connected component of G(p, k).
Proposition 24 Let p ∈ OFS(Z + ), and let d = gcd(p). Then for each
i = 1, 2, . . . , d, the map γ i : G p/d → G p defined by γ i (j) = i + (j − 1)d for 1 ≤ j ≤ f
w(p/d) is an injective graph homomorphism which is an isomorphism from
Moreover, G p has exactly d components, the images of γ i , i = 1, 2, . . . , d; that is, the congruence classes of the interval { 1, 2, . . . , f w(p) }.
Proof. It is immediate from Proposition 22 that each component of G p is contained in the image of γ i for some i with 1 ≤ i ≤ d, and by Proposition 21 G p/d is connected. It remains only to prove that for each such i, γ i is a graph homomorphism, injectivity being obvious. Let j, k be vertices of G p/d . Since
Corollary 25 Let p ∈ OFS(Z + ) and let k ≥ f w(p). Then G(p, k) has exactly d = gcd(p) components, the congruence classes of the interval
Proof. Since G p is a subgraph of G(p, k), and by Proposition 24 , G p has exactly gcd(p) components, it suffices to prove that each vertex i of G(p, k) is connected to a vertex in the subgraph G p . But i = qp 1 + j, where 1 ≤ j ≤ p 1 , and j is a vertex of G p , with i connected to j by a path of length q in G(p, k). Proof. Suppose not, and of all pairs of disconnected elements of G(R(p), k) whose images are connected in G(p, p 1 + k), choose two, say i < j, whose shortest path joining their images in G(p, p 1 + k) has least length. Let i 0 = i + p 1 , i 1 , . . . , i n = j + p 1 denote a shortest path in G(p, p 1 + k) from i + p 1 to j + p 1 . Let m ≥ 0 be the maximum index such that for all t with 0 ≤ t ≤ m, i t > p 1 . Suppose that i 1 > p 1 . If i 0 > i 1 , then i 0 − i 1 = p t for some t, and thus
Since {i, i − p 1 } would also be an edge in G(R(p), k), this would imply that i and i 1 − p 1 are in the same component of G(R(p), k), and thus i 1 − p 1 and j are in different components of G(R(p), k). Since (i 1 − p 1 ) + p 1 = i 1 and j + p 1 are connected in G(p, k + p 1 ) by a path of length n − 1, we have a contradiction to the minimality of n. Thus if i 1 > p 1 , it must be that i 0 < i 1 (since i 0 = i 1 is not possible). In this case, i 1 −i 0 = p t for some t, and so (i 1 −p 1 )−i = p t . Thus i 1 −p 1 > p t ≥ p 1 , and so i 1 − 2p 1 > 0, from which we obtain that (
is an edge in G(R(p), k) as well. Thus i 1 − p 1 lies in the same component of G(R(p), k) as does i, which means that i 1 −p 1 and j lie in different components of G(R(p), k), again contradicting the minimality of n. Thus i 1 ≤ p 1 . We consider two cases: i 1 ≤ k, and i 1 > k. Suppose first that i 1 ≤ k. Since i 1 ≤ p 1 , we have i + p 1 > i 1 , and so (i + p 1 ) − i 1 = p t for some t. But then i − i 1 = p t − p 1 ≥ 0, and since i, i 1 ≤ k, with i + p 1 = i 0 = i 1 , it follows that either i = i 1 or else {i, i 1 } is an edge in G(R(p), k). Now since i n = j + p 1 > p 1 , while i 1 ≤ p 1 , we conclude that n ≥ 2. If i 2 ≤ p 1 , then |i 1 − i 2 | < p 1 , contradicting the fact that |i 1 − i 2 | = p r for some r. Thus i 2 > p 1 ≥ i 1 , and so i 2 − i 1 = p r for some r. Now
Thus i 2 − p 1 and i lie in the same component of G(R(p), k), contradicting the minimality of n. Thus i 1 ≤ k is impossible, which means that we must have i 1 > k. But then i ≤ k < i 1 . However, since i 1 < i + p 1 and {i 1 , i + p 1 } is an edge in G(R(p), k), we have (i + p 1 ) − i 1 = p r for some r. But then i − i 1 = p r − p 1 ≥ 0 and thus i ≥ i 1 , impossible. It follows therefore that the map on components that is induced by α p,k is injective.
Proposition 27 Let p ∈ OFS(Z + ). Then min(p) = gcd(p) implies that G
′ p has more than gcd(p) components.
Proof. As usual, the proof is by induction on max(p), and the result is trivially true for max(p) = 1. Suppose then that p ∈ OFS(Z + ) has max(p) > 1 and the result holds for all elements of OFS(Z + ) with smaller maximum entry. Let d = gcd(p) and n = |p|, and suppose that p 1 = d. We first consider the case when p is not trim. In this case, it follows from Corollary 12 that
. The inductive hypothesis can therefore be applied to conclude that G 
induces an injective map on components. Since p 1 is not in the image of α p,p1−1 , G ′ p has at least one more component than G(R(p), p 1 − 1). We have 1) is a vertex of G(p, k) . Thus τ p,k is a function from the vertex set of G(p, k) to itself, evidently of order 2. Furthermore, for 1 ≤ i < j ≤ k, j − i = p t for some t if and only if τ p,k (i) − τ p,k (j) = (k − i + 1) − (k − j + 1) = j − i = p t , and so {i, j} is a edge in G(p, k) if and only if {τ p,k (i), τ p,k (j)} is an edge in  G(p, k) .
Proposition 28 Let p ∈ OFS(Z + ). For each positive integer k, the map
Of course, since τ p,k is a graph automorphism of G(p, k), it induces a permutation of the set of components of G(p, k), and in general, this permutation is nontrivial. For example, p = (8, 12, 14) is a trim sequence, so f w(p) = f (p) = 16, and τ p,f w(p) : G p → G p induces a nontrivial permutation on the set consisting of the two components of G p . This may be quickly verified by observing that since τ p,f w(p) (i) = 17 − i for each i, we have in particular that τ p,f w(p) (6) = 17 − 6 = 11. 
Proposition 29 Let p ∈ OFS(Z
Proof. We are to prove that for each i with 1 ≤ i ≤ f w(p) − 1, i and
, and as usual, we shall use induction on max(p). If max(p) = 1, then p = (1) and gcd(p) = 1, so the result holds vacuously. Suppose now that max(p) > 1, and that the result holds for all elements of OFS(Z + ) with maximum entry less than max(p). If |p| = 1, then again, we have gcd(p) = p 1 and so the result holds vacuously. Suppose that |p| > 1. Suppose first that p is not trim, and let q denote the trimmed form of p. Since f w(p) = f w(q), G
, and max(q) < max(p), we may apply the induction hypothesis to q, so the result holds for q and thus for p. We may therefore assume that p is trim, so f w(p) = f (p). Let i be such that 1
is an automorphism of order 2, we may assume that i ≥ p 1 .
We apply the induction hypothesis to R(p) to conclude that i − p 1 and f w(R(p))
, there is nothing to show, while if f w(R(p)) < f (R(p)), then by Proposition 25, the components of G(R(p)), f (R(p)) − 1) are precisely the congruence classes of
. This completes the proof of the inductive step, and so the result follows.
We have seen that for k > f w(p) − 1, in particular for k = f w(p), that the permutation on the set of components of G(p, k) by τ p,k may have many fixed points, and the same holds true for k < f w(p) − 1. For example, if p = (3, 5), then f w(p) = 7, so f w(p) − 1 = 6. Let us consider k = 5. The components of G(p, 5) are {1, 4}, {2, 5}, and {3}, and we have τ p ({1, 4} = {5 − (1 − 1), 5 − (4 − 1)} = {2, 5}, so τ p ({2, 5}) = {1, 4}, while τ p ({3}) = {3}).
1 4 3 2 5 3 6 1 4 2 5
, where again, the action of C 2 is to swap coordinates.
Example 30 Let p = (8, 12, 18, 19). Then 
Proposition 31 Let p ∈ OFS(Z + ) be such that there exist i and j with 1 ≤ i < j ≤ |p| and p j is a multiple of p i , and let q ∈ OFS(Z + ) denote the sequence obtained by deleting p j from p. Then
For every positive integer k, the components of
3. p j ≥ f w(p j−1 ), and gcd(p
Proof. Suppose that p j = tp i . Let 1 ≤ r < s ≤ k, and suppose that r and s are joined by a walk in G(p, k). If no edge in the walk is determined by p j , then the walk is a walk from r to s in G(q, k). Otherwise, there is at least one edge in the walk that is determined by p j . If {a, b} is an edge in the walk, where a > b and a − b = p j , then we may replace {a, b} by the path
Apply this procedure to all edges in the walk that are determined by p j to obtain a walk from r to s that does not use any edge determined by p j ; that is, a walk from r to s in G(q, k). Thus any component of G(p, k) is contained in a component of G(q, k) . Since G(q, k)  is a spanning subgraph of G(p, k), each component of G(q, k) is contained in a  component of G(p, k) . Thus the components of G(p, k) are identical to those of G(q, k). Now since gcd(p) = gcd(q), it follows from Corollary 25 and Proposition 27 that if gcd(p) = p 1 , then
while if gcd(p) = p 1 , then by Proposition 9, we have f w(p) = p 1 = f w(q).
For (iii), we may assume that gcd(p) = 1 and that j = |p|. By Proposition 27, either
is not connected, while G p is connected, and so f w(p) is a cut-vertex of G p . Suppose that p j < f w(p j−1 ), so that by (ii), p j < f w(p), and thus 1 + p j ≤ f w(p). We have p j = cp i for some integer c and some p i in p, so there is a path from 1 to 1+p j in G p consisting of c edges determined by p 1 . But then we may follow the edge from 1 + p j back to 1 that is determined by p j , and so p j belongs to a cycle in G p . Since p j ≤ f w(p), there exists t ≥ 0 such that t+ p j = f w(p), and then 1 +t, 1 + t+ p i , . . . , 1 + t+ cp i = 1 + t+ p n = f w(p), 1 + t is a cycle in G p through f w(p), which contradicts the fact that f w(p) is a cutvertex of G p . Thus p j ≥ f w(p The preceding result suggests that it will be convenient to introduce notation for those sequences with no entry a multiple of another. 
Proof. This is immediate from Proposition 31. Proof. First, note that gcd(p) = gcd(q). Let n = |p|. If p 1 = gcd(p), then f w(p) = p 1 = f w(q), so we may suppose that p 1 = gcd(p). We may further assume that gcd(p) = 1, and that p is trim. Suppose that f w(p) < f w(q). By Proposition 27, G(q, f w(p)) is not connected, and by Proposition 14, p j < f w(p). Thus f w(p ), and so the interval {1, 2, . . . , p 1 } is contained within a component of G(q, f w(p)). By Lemma 34, this implies that G(q, f w(p)) is connected, which is not the case. Therefore, it must be that f w(p) ≥ f w(q). Suppose that f w(p) > f w(q). Then G(q, f w(q)) is a connected subgraph of G ′ p . By Proposition 6 applied to q, f w(q) ≥ 2p 1 . Thus the interval {1, 2, . . . , 2p 1 } is contained with a component of G is connected. But this is not the case, so we conclude that f w(p) = f w(q), as required.
As a consequence of Proposition 36, we see that given p ∈ OFS(Z + ), we may iteratively remove redundant entries without regard to the order of removal to end up with a sequence with no redundant entries. More precisely, if we construct a list of elements of OFS(Z + ) with first entry p, and each subsequent entry obtained by selecting and removing a redundant element from the current entry in the list, then the last entry in the list will equal the element of OFS(Z + ) that is obtained from p by identifying all redundant elements in p and removing them all at the same time. Proof. This follows from Proposition 36 and the fact thatp can be formed from p by r(p) iterations of the process of selecting and removing a redundant entry.
Note that if p ∈ OFS(Z + ) is totally reduced, then for every j with 1 ≤ j ≤ |p|, p j is both reduced and trim.
We are now in a position to give an upper bound for f w(p) that is an improvement over that given in Proposition 15 (provided that r(p) < |p| − 1, its maximum possible value).
Proposition 39 For each
and |p| = |p/d|. It suffices therefore to prove the result for p ∈ OFS(Z + ) with gcd(p) = 1, and this we shall do by induction on max(p). If gcd(p) = 1 and max(p) = 1, then p = (1) and so f w(p) = 1 = min(p) = max(p) = |p|, while r(p) = 0, so min(p) + max(p)
Suppose now that gcd(p) = 1, max(p) > 1, and the result holds for all elements of OFS(Z + ) with greatest common divisor 1 and smaller maximum entry. Since |p| = 1 would imply that 1 = gcd(p) = max(p) > 1, it follows that n = |p| > 1. Considerp, the totally reduced form of p. Since min(p) = p 1 , max(p) = p j for some j with 2 ≤ j ≤ n, we have max(p) ≤ p n . If we are able to prove that f w(p) ≤ min(p) + max(p) − (|p| − 1), then by Corollary 38,
, as required. Thus we may assume that p is totally reduced, and we are to prove that f w(p) ≤ p 1 +p n −(|p|−1). Since p is totally reduced, it is in particular trim, and so f w(p) = f (p) = p 1 + f (R(p)). If R(p) is not trim, then by Proposition 14, f (p) = 2p 1 , and since p n − p 1 ≥ |p| − 1, we have p 1 ≤ p n − (|p| − 1) and so f w(p) = f (p) = 2p 1 ≤ p 1 + p n − (|p| − 1), as required. Thus we may assume that R(p) is trim, so f w(R(p)) = f (R(p)). Furthermore, by Proposition 31, the fact that p is totally reduced means that p is reduced and so in particular, no entry of p is a multiple of p 1 . Thus p 1 = p j − p 1 for every j with 1 ≤ j ≤ n, so |R(p)| = |p|. Apply the induction hypothesis to R(p) to obtain
It will suffice to prove that min(R(p)) + max(R(p)) + r(R(p)) ≤ p n . Let us first treat the case when R(p) is totally reduced; that is, r(R(p)) = 0. There are three subcases to consider. If
But from p 2 − p 1 < p 1 , we have p 2 − 2p 1 < 0 and so p n + p 2 − 2p 1 < p n . Finally, suppose that p n − p 1 < p 1 , so that min(R(p)) = p 2 − p 1 and max(R(p)) = p 1 , which implies that min(R(p)) + max(R(p)) + r(R(p)) = p 2 − p 1 + p 1 = p 2 ≤ p n , as required.
We now treat the case when R(p) is not totally reduced, so that r(R(p)) > 0. Let j be such that p j − p 1 is redundant in R(p). Let S, respectively S ′ , denote the initial segment of R(p) that consists of the entries up to but not including p j − p 1 , respectively the entries up and including p j − p 1 , so p j − p 1 ≥ f w(S) and gcd(S) = gcd(S ′ ). Since p is totally reduced and therefore reduced, p 1 = p j − p 1 is not possible. Consider first the possibility that p 1 < p j − p 1 . Then either
, and
is not trim, so by Proposition 14, f (p j ) = 2p 1 . Now p is totally reduced, so p j is trim, and since
Thus p j − p 1 > p 1 cannot hold, and since p is reduced, 2p 1 = p j and thus we must have p j − p 1 < p 1 . Since j = 2 would mean that p 2 − p 1 is redundant and thus not the minimum entry of R(p), it must be that j > 2 and so we have established that if j is any index such that p j − p 1 is redundant in R(p), then p 2 < p j < 2p 1 . Thus 0 < r(R(p)) ≤ |{j | p 2 < p j < 2p 1 }| + 1, where we add 1 to acknowledge that p 1 might be redundant in R(p). Thus 0 < r(R(p)) ≤ (2p 1 − p 2 − 1) + 1 = 2p 1 − p 2 , and so p 2 < 2p 1 , which means that p 2 − p 1 = min(R(p)). We consider two cases according to whether p 1 < p n − p 1 or p 1 > p n − p 1 (again, p 1 = p n − p 1 is not possible since p is totally reduced).
Case 1: p 1 < p n − p 1 . Then max(R(p)) = p n − p 1 , and so min(R(p)) + max(R(p)) + r(R(p)) ≤ p 2 − p 1 + p n − p 1 + 2p 1 − p 2 = p n .
Case 2: p 1 > p n − p 1 . Then max(R(p)) = p 1 , and p n < 2p 1 . Recall that R(p) is trim and so max(R(p)) = p 1 is not redundant in R(p). Thus in this case, we have r(R(p)) ≤ |{j | p 2 < p j < 2p 1 }| = |{3, 4, . . . , n}| = n − 2.
Thus min(R(p)) + max(R(p)) + r(R(p)) ≤ p 2 − p 1 + p 1 + n − 2 = p 2 + n − 2 ≤ p n . This completes the proof of the inductive step, and so the result follows by induction. It might be tempting to believe that f w grows monotically with respect to the product order on sequences of a given length and greatest common divisor 1, and, as the Fine-Wilf theorem tells us, this is indeed the case for sequences of length 2 . However, this observation does not hold even for sequences of length 3. For example, f w(7, 9, 11) = 15, while f w(7, 9, 13) = 14.
Combinatorics on words
Let p ∈ OFS(Z + ) with gcd(p) = 1 and |p| > 1, and consider the tableau for the computation of f (p). Let m be minimum subject to the requirement that |p 1 , and in the tableau for the computation of f (p), we shall prefix each jump with a plus sign (+). Furthermore, let J(p)
We observe that the preceding discussion also shows that w can be calculated from the tableau for the calculation of f (p). We begin at row p (m−1) with word 0. Then at stage p (i) , shift the preceding word p For example, p = (6, 10, 13) has tableau 6,10,13 0102010102010 + 4,6,7 0102010 + 2,3,4 010 + 1,2 0 1 and we have shown the construction of the word w = 010 2 01010 2 010. Note that J(6, 10, 13) = 3 and indeed, w has three distinct letters.
