An extremal property of the permanent and the determinant  by Bapat, R.B. & Sunder, V.S.
An Extremal Property of the Permanent and the Determinant 
R. B. Bapat and V. S. Sunder 
Indian Statistical Institute 
7, S._l.S. Sansanwal Marg 
New Delhi, 110016, India 
Submitted by Richard A. Brualdi 
ABSTRACT 
Given an n X n matrix A, define the nl X nl matrix A, with rows and columns 
indexed by the permutation group S,, , with ((I, T) entry H f= ,a,( i ), ,,( ij. It is shown that 
if A is positive semidefinite, then det A is the smallest eigenvalue of A; it is 
conjectured that per A is the largest eigenvalue of A, and the conjecture proved for 
n 6 3. Several known and some unknown inequalities are derived as consequences. 
1. PRELIMINARIES 
The symbol S, will denote the symmetric group on n letters. For an 
n x n matrix A = ((a ij)), let d, : S, + C denote the “diagonal product” 
function defined by d,(a) = II:,laiofij. When there is only one matrix A in 
sight and no confusion is possible, we shall simply write d(a) instead of 
d,(a). 
The identity element of S, will be denoted by E, while the symbol E, will 
denote f 1 according as u is even or odd. Thus, for an n X n matrix A, the 
determinant and the permanent are given by det A = C, E s,EodA(u) and 
per A = X0 E s”d,(a), respectively. The identity matrix of the appropriate 
order will always be denoted by I. 
Let ? be an n!dimensional inner product space with an orthonormal 
basis { e,,, u E S, } indexed by S,. For each u E S,, let U, be the unitary 
operator on Q defined by UOe, = e,,. Thus u + U, is just the left-regular 
representation of S, . 
If A is an n X n matrix, let A denote the operator on p defined by 
A”=C (I E ,“d,(u)U,. In matricial terms-with respect to the basis { e, } - A is 
just the nlX n! matrixwith (4,~) entry given byd,(u7~‘)=n~==,a.(i)o(i). It 
is not hard to see that the transpose of the above matrix is a principal 
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submatrix of @ “A; in particular, if A is Hermitian positive (semi)definite, so 
is A. 
Recall that a function +: S, + C is said to be positive definite (p.d.) if for 
any ui, . . . , a,, E S,, and ci,.. ., c, E C, Xi, j+(ajuJ:‘)ci~j > 0; _equivalently, + 
is p.d. if C,, E s +( u)U, is a positive semidefinite operator on V. The previous 
paragraph shows that d, is p.d. if A is a positive semidefinite matrix. 
Throughout this paper, for an n X n matrix A, the inequality A > 0 will 
mean that A is positive semidefinite; similarly A > B will mean that A - B is 
positive semidefinite. If A = ((aij)) and B = ((bij)) are n X n matrices, the 
symbol A * B will denote their Schur (Hadamard) product: A * B = 
((aij, bij)). If A is an n X n matrix, then A(i, j) will denote the (n - 1) x 
( n - 1) a i jbi j submatrix obtained by deleting the i th row and the j th column 
of A. 
2. THE PROBLEM 
If A is an n X n matrix and A the corresponding operator on 6 (defined 
above), it is elementary to see that C,e,, and Cs,e,, are eigenvectors of d 
corresponding to the eigenvalues perA and det A respectively. 
It is implicit in a paper by Schur [6] that det A is the smallest eigenvalue 
of A” for any A > 0. We give a new, elementary proof of this fact, proving in 
the process a stronger intermediate inequality. The following is a difficult 
unsolved problem in this area, which has also been proposed by Soules [4]. 
(I) If A > 0, is it true that per A is the largest eigenvalue of A? 
We will give an affirmative answer to (I) for rr Q 3, and present some 
equivalent formulations of (I) and some special cases of (I) which seem to be 
of independent interest. 
Since A > 0 ensures A > 0, problem (I) is equivalent to asking if, for any x 
in V, it is true that 
c dA(a)FJuxT x> GberA)l1412. 
(T E S” 
(1) 
Since the class of functions on S, of the form +(a) = ( UOx, x), for some x 
in V’, generates the class of p.d. functions on S, through positive integral 
linear combinations, we see that an equivalent formulation of (I) is: 
(II) If A >, 0, and $I is a p.d. function on S,, is it true that 
c d,.du)+(u) G (perA)+( 
(I E s, 
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Since every irreducible unitary representation of S, is a subrepresentation 
of the left-regular representation, yet another equivalent formulation of (I) is: 
(III) If u -+ W, is a unitary irreducible representation of S,, does it follow 
that 
c d,(a)W, < (perA)Z? 
0 E s, 
If u --, W, is an irreducible unitary representation of S, and if x( CJ ) = tr W,, 
the expression 
has been called an “immanant” in the literature; whether or not every 
immanant of a positive semidefinite matrix is dominated by the permanent is 
an old unsolved problem [3, p. 1581. 
Let us now consider two special cases of (III), where, however, u + W, is 
not irreducible. 
(a) Let u + W, be the natural representation of S, on C “. Thus, if 
{e i,. . . , e, } is the standard basis of C n, then W,e, = eoCij. The (i, j)th matrix 
entry of the operator C,d,(u)W, is given by 
aij= C d(u)(W,ej,e,) 
0 E s, 
= c 44 
o(j)=i 
=ajiperA(j,i). 
So problem (III) becomes: Is it true that for A > 0, 
(( aij perA(i, j))) Q (perA)Z? (2) 
(b) Let ni,..., nk be positive integers such that Cf= ini = n. Let ei = { n, 
. ..+n._i+l,..., n,+...+n.}fori=l,..., k(withn,=O).Thene= 
c, ,..., ek) -a a partition of {l,..:, n } with ]ei] = ni for each i. (This usage 
of e will not conflict with the convention that e usually denotes the identity 
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of S,.) Let H be the subgroup of S, defined by 
H= {a~S~:u(q)=~~ Vi}. 
If u, r E S,, then oH = rH - u(ci) = 7(ci) Vi. Hence, the space of left cosets 
of H is in natural bijection with the collection A of ordered partitions 
CY=((Y1 ,...) Q) of {l)...) n} such that ]ai] = ni for each i. 
The natural action of S, on the space of left cosets of H yields a unitary 
representation u + W, of S, thus: Let Q be an inner-product space with an 
orthonormal basis {e,:aeA} indexed by A. If (Y= {cx~,...,cQ}EA, and 
u E S,, let U(Y E A be defined by UOL = (~(a,), . . . , ~(a~)). Let W, be the 
unitary operator on D such that Woea = e,, for (Y E A, u E S,. If T = 
c (r E snd( u)W,, the matrix entries of T are given by 
=h PerA[BiIaiI, 
where, A[ &]a,] is the submatrix of A determined by the rows in pi and 
columns in (Y~. Thus, the problem becomes: is it true that for A > 0, 
i( ifi1PerA[ailt41)) < (perA)Z? %BCh 
REMARK. It is not hard to see that the irreducible representation corre- 
sponding to the partition n = Cn, is a subrepresentation of the representation 
described in (_b) above. It follows that the validity of (3) for every choice of 
partition n = Cn, is equivalent to the original problem (I). 
3. THE DETERMINANT INEQUALITY 
In this section it is proved that if A > 0, then det A is, indeed, the smallest 
eigenvalue of A”. This fact is actually established in [6]. Since we prove a 
stronger intermediate inequality, we present our solution below. 
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Let A > 0. For t E R, define 
A(t) = 
and 
.a11 
a n-l.1 
a Ill 
. . . 
. . . 
al,,-1 
a n-l,n-1 
a n,n-1 
al, 
I 1 a > n-1.n t 
It is easy to see that, for aLl t E R, 
. . . a,,,-, 0 
. . . a n-l.n-1 b 
. . . 0 :I t 
* . . 
a,,,-1 al, 
. . . a n-l,n-1 a n-l,n 
. . . a n,n-1 0 
A(t)=B(t)+e=tqF)+c, 
157 
(4) 
THEOREM 1. Let A > 0, and let B( t ) be as above. 
(a) Zfdet A(n, n) = det B(1) > 0, then 
(b) A >, (det A)Z. 
A>, 
det A 
detA(n,n) 
B(1). 
Proof. (a): Under the assumption det A(n, n) > 0, it is seen that the 
determinant of the principal submatrix determined by the first k _ _ 
columns of A(t) is positive for k < n - 1, for any t. It is also clear 
rows and 
that 
detA(t)=O 
det A 
if t=tO=unn- 
detA(n,n)’ 
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It follows that A(t,) >, 0, whence 
= a,,B(1)+ 6 - 
det A 
detA(n,n) B(1) 
=A- 
det A 
detA(n,n) 
B(1), 
by (4), thereby establishing (a). 
(b): Since matrices A > 0 for which det A > 0 are dense in the collection 
of all A > 0, and since the statement to be proved clearly depends continu- 
ously on A, we may, without loss of generality, assume that det A > 0. 
We prove (b) by induction on n. By the argument which was used to 
derive the reformulation (III) of problem (I), we assume that if Z3 is an 
(n - 1)X( n - 1) positive semidefinite matrix and if u + W, is any unitary 
representation of S-r, then Cots -,ds(a)W, > (det B)Z. Now, S,_ 1 sits 
naturally as a subgroup of S, (consisiing of permutations fixing n). Choosing 
B = A( n, n) and W, = U, (where u + U, is the left regular representation of 
S, on V) for (I E S,_ i, the induction hypothesis ensures that 
Combining this with (a) yields the desired conclusion. n 
The next result provides an affirmative answer to (I) for n < 3. 
THEOREM 2. Zf n =G 3 and A > 0, then per A is the largest eigenvalue 
OfA”. 
Proof. For n = 1, the assertion is trivial. If n = 2, then with r = (1,2), i,t 
is clear that {(l/&)(e, + e,), (l/&)(e, - e,)} is an orthonormal basis of V 
consisting of eigenvectors of A corresponding to the eigenvalues per A and 
det A respectively. Since it is known that for A > 0, per A > det A, the result 
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follows. So suppose n = 3. In this case, there are exactly three inequivalent 
irreducible representations or,, TV, and 7~ of S,, where TQ and T< are the trivial 
and alternating representations (of degree 1) of S,, and 7~ is the restriction to 
{(I, I, I)‘} L of the natural representation of S, on C3. Hence, it suffices to 
show that 
Observe now that if D = diag (A i, . . . , A,) is a diagonal matrix with X j # 0 for 
all j, then 
I I 
2 
D*AD= fib, a, 
i=l 
and so the statements A < (perA)Z and D*AD< (perD*AD)Z are equiv- 
alent. 
It is easy to see that a choice of D is always possible which would ensure 
that if B = D*AD, then bii = 1 Vi and bij > 0 Vj (the only exceptional case 
is when some a ii = 0, in which case A = 0 and per A = 0). 
Coming back to our problem, we may thus, without loss of generality, 
assume that 
1 d e 
A= d 1 f, 
i 1 with d,e>O. e f 1 
For this A, the matrix ((aijperA(i, j))) is just 
d2+def e2 + deJ‘ 
1+e2 lfl2 + def . 
e2+def If12+def l+d2 
We wish to prove that (perA)Z - A >, 0. Now, 
a+/? -a -p 
(perA)Z - d = - a a+y -y 
-P -7 p+v 1 
with a=d2+def, p=e’+def, y=lf12+def. 
160 R. B. BAPAT AND V. S. SUNDER 
We need to observe that the determinant of every principal submatrix is 
nonnegative. Observe that the entire matrix has zero determinant, since 
(1, 1,1)’ is annihilated by the matrix. From the structure of the matrix, it really 
suffices to show that 
cu+p>,O and 
a+p a 
-cY ii+y 20 
Now, 
ff + p = perA - a,, perA(1,l) > 0, 
by the Hadamard inequality for permanents [2]. Next, 
a+p a 
-a z+y =ay+py+q3. 
Substituting the expressions for (Y, /I, y and expanding, this quantity is 
(d2+def)(lfl2+def)+(e2+def)(lfl2+def)+(d2+def)(e2+def) 
=d2e2+(d2+e2)lf12+d2e21f12 
+2Re(def)2+(d2+e2+(f12)2Redef. 
Setting f = a + ib, the desired inequality becomes (after minor regrouping) 
0 s 3d2e2a2 + (2deu + d2 + e2)b2 
+{2dea(d2+e2+a2)+d2e2(1-b2)+(d2+e2)a2}. 
Clearly 
while 
3d2e2u2 2 0 - , 
2deu + d2 + e2 2 d2 + e2 - 2ldeul 
zd2+e2-2de (since ]u]~]f]~l, since AzO) 
= (d - e)” 
2 0. 
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The first two terms are thus nonnegative, while the third term is seen to be 
equal to (Cx, r), where 
C=[‘T2 4 41, and x=[ii]. 
To complete the proof, it would thus suffice to prove that C 2 0. We may 
assume without loss of generality that A is positive definite (The general case 
can then be proved by approximation.) In this case, every principal submatrix 
of A is positive definite; in particular, 1 - lfl2 > 0. Hence, 
1 a I I a 1 =1-a2zl-[lf12>0. 
Also, 
detC=(l-b2)(1-a2)+2dea-d2-e2 
=a2b2+detA 
2 det A > 0. 
These two inequalities prove that C is positive definite, and the proof is 
complete. n 
4. SOME CONSEQUENCES OF THE MAIN RESULT 
It is possible to deduce several known inequalities from Theorem 1. Some 
such inequalities will be deduced in this section. In each case, an analogous 
inequality may be stated involving the permanent, which would be proved if 
problem (I) were answered in the affirmative. These will be stated as 
conjectures in the end. In the following results we will use only (b) of 
Theorem 1 to keep the statements simple. In each case, a stronger inequality 
is obtained if (a) of Theorem 1 is applied. 
COROLLARY 3. ZfA & 0 and if+: S, + C is p.d., then ~,,,ndA(a)+(a) 
> +( e)det A. 
Proof. See the remark preceding problem (II). n 
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COROLLARY 4. ZfA>O, ifGisasubgroupofS,, andifcp:G-tC is 
p.d., then IX 0 E Ed,+ a +(c)det A. 
Proof. Extend + to alI of S, by setting $(a) = 0 if u P G. Then apply 
Corollary 3. n 
The next result is due to Oppenheim [5]. 
COROLLARY5. ZfA>O, B>,O, then det(A*B)>,b,,...b,,detA. 
Proof. Set +(u)=ds(u), u ES”. Then + is p.d. and det(A * B) = 
c 0 E s,, E0 dA( a)+( a). The result follows from Corollary 3. W 
COROLLARY 6. Suppose n = mk, and let A > 0 be of order n and be 
partitioned as follows: 
A,, A,, ... A,, 
. I 
* , 
‘.’ kkk 
where each Aij is of order m. Let G be the k x k matrix, whose (i, j)th entry 
is det A ij. Then det A d det G. 
Proof For l<i<k,let 
Ri= {(i-l)k+j:l<j<m}. 
Let H be the subgroup of S, given by 
H= {u~!$,:thereexistsa~Skwithu(h,)=R,~,,}. 
Any element u in H is of the form u((i - 1)k + j) = [r(i)- l]k + a,(j), 
where r E Sk, (Yi ,..., (Yk E S,. The association u c) {a; oi,. .., (Ye} is bijec- 
tive. It is not hard to see that +: H + C defined by +(a) = ~,,e~, . . . cak is a 
homomorphism of H, and hence p.d. So by Corollary 4, det A < 
c ,,&(o)dA(o). It f 1 is airy painless to convince oneself that the sum on the 
right is exactly det G. H 
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REMARK 1. We emphasize the fact that Corollaries 3-6 above are known 
to workers in this field. They are presented here only to indicate that their 
proofs can be unified using Theorem 1. 
REMARK 2. With the notation of Corollary 6, we have det G < 
(det A,,) . . . (det A,,) by the Hadamard inequality. Thus Corollary 6 is 
stronger than the Hadamard-Fisher inequality, which asserts that det A < 
(det A,,) . . . (det A,,). 
If we let P be the k x k matrix whose (i, j)th entry is perAi j, then it is 
an old conjecture of Marcus that perA > perP [3, p. 1521. 
We conclude by listing the main conjectures. Note that the truth of 
Conjecture 1 will imply that of Conjectures 2 and 3. 
CONJECTURE 1. If A > 0, then perA is the largest eigenvalue of A’. 
CONJECTURE 2. If A >, 0, B > 0, then perA * B < b,, . . . b,,perA. 
CONJECTURE 3. If A >, 0, then perA is the largest eigenvalue of 
((oijperA(i, j))). 
A weaker form of Conjecture 2 has been proposed by Chollet [l]. 
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