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Abstract 
 
Implementing Hadoop for data processing and analytics of large dataset helps 
to store and process large amount of wireless engine data collected from large number 
of vehicles. This project is mainly focusing on collecting data from Data logger, 
Telematics and Insite data sources. This project explains us what type of engine data 
and parameters are getting collected every day. It also describes how this large data is 
transformed and stored on IBM Big-Insight cluster and how map-reduce framework is 
used to generate the report. Furthermore, it gives us an idea about how fault codes 
are analyzed and status is updated to the customers in the form of notifications. This 
project eventually helps us to understand how Hadoop is effective and faster than 
MATLAB in terms of speed and volume to process the data from above explained data 
sources. 
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Chapter I: Introduction 
 
Introduction 
 
LHP is the one of the best providers of expert engineering technologies and 
processes in various industries. It is headquartered at Columbus IN. David Glass is the 
CEO of LHP. LHP works with technology leaders facing these increasingly complex 
embedded electronic control systems amidst escalating demands of industry 
standards and the pressure to harness the powerful opportunities of Big Data and the 
Internet of Things. LHP teams take a step back and evaluate your engineering 
operations as a whole. LHP optimizes engineering resources and shift from inflating 
staff to creating scalable core technologies and processes that will serve your 
business through growth, meet the challenges of increased complexities, and inform 
strategic staff decisions. LHP helps to discover and elevate best practices to maximize 
production across the company. LHP people apply a model-based design approach to 
create a complete system for a complex product line from system requirements and 
architecture through design, implementation, validation, integration, calibration, 
production, and into years of operation. LHP gives depth and vision needed to solve 
the embedded control challenges. 
This capstone project was focused on providing the world class storage and 
processing of engine data from different data sources like data logger, insite and 
telematics. The author has also emphasized on how to provide the analytics 
environment to develop analytics of large amount of engine data from above given 
data sources as well as how to alert the engine customers about the engine fault 
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immediately. The author has provided the problem statement, nature and significance 
of the problem. Also, the author has described about different big data technologies 
used to process and store the data. The architecture of the entire project and the 
output are presented in the form of diagrams. The author has also described all the 
data sources like telematics, insite and data logger in detail. 
Problem Statement 
 
Engine data legacy system of XYZ (LHP’s client) is currently storing the 
wireless collected data from their manufactured truck engines on normal file system 
using relational database and processing and generating reports for that data using 
MATLAB. Currently XYZ has their engines installed on 5000 trucks. In future they are 
planning to install it on 30000 trucks. The issue with this system is, as the number of 
truck engines increase, volume of data collected from engines increases. MATLAB is 
not compatible to generate report for large number of data at time as well as storing 
large amount of data into traditional file system and processing and analyzing the data 
using MATLAB are downgrading the performance of the system and increasing the 
time of processing the data and analysis. It is eventually reducing the quality of data 
analytics/reporting and affects the final performance of the project. Legacy system 
stores the data from different data sources on different machine. It does not have 
common lake to store the data from various data sources. Also, current system is 
unable to alert the customer if there is any fault in engine. 
  
10 
 
Nature and Significance of the Problem 
 
Every day significant amount of telematics, insite and data logger data from 
engines gets collected and transferred over the network. Storing this huge data on flat 
file system and processing it to get the meaningful information out of it have become 
very important to get the adequate results. In traditional methods, this data gets stored 
on normal file system, processed using relational databases like MySQL, Oracle, etc. 
and analyzed using tools like MATLAB,MS Excel. Traditional way of storing and 
processing data takes lot of time as well as it degrades the performance of entire 
process and eventually affects the quality of process. Current system is unable to 
generate a report for huge amount of data at a time and send a notification to 
customer if there is any fault in engine installed on the truck. To overcome this 
problem data needs to store in parallel. Hence Hadoop implementation is done which 
is capable of storing the huge amount of data in distributed manner so that it gets 
processed faster. 
MapReduce technology of Hadoop is used to generate the reports of collected 
engine data and send it to the customers on demand. IBM big Insight is used to show 
the report on Hadoop cluster. Hadoop basically stores the data on distributed file 
system as well as processes the data in parallel. It stores the huge data in the form of 
data blocks. It reads and writes the large amount of data at a same time. Unlike the 
relational database, it is capable of processing the large data in very less time. 
Hadoop is used to perform data analytics like sentimental analysis, recommendation 
analysis. It basically processes the data in distributed environment using single 
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programming model. It is highly scalable, reliable, flexible and economical way of 
handling the huge data. Also, with the help of this project customer is immediately 
notified if any faults occur in engine. Hence if customer wants to get the report of 
specific engine within given date range, they will get it immediately with the help this 
project (White, 2009).  
Objective of the Project 
 
The primary objectives of this project is to transform the huge amount of 
wireless and unstructured data collected from different telematics providers, Hadoop 
tools and data logger boxes installed in engines to structured data, implement Hadoop 
ecosystem for storing this data and provide the analytics environment for analytics 
people by generating reports from collected data by using map-reduce technique as 
per the customer requirements. Also, analyze the specific engine data to identify the 
faults in engine and notify the customers. 
Project Questions 
 
The following questions will be answered at various stages of this study: 
 What is the current process of storing the big data and performing the big data 
analytics? 
 What are the current issues faced with the system? 
 Is the current method of processing and storing the data efficient? 
 What tools and Technologies can be used to do the gap analysis and propose 
suitable solution? 
 What are the reasons to implement Hadoop for data processing? 
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 What different types of components of Hadoop ecosystem have been used? 
 How effective have the implementation changes been in terms of the time? 
 Have you seen any significant changes/improvements? How does it help the 
organization? 
Limitations of the Project 
 
This project is limited to only three engine data sources telematics, data logger 
and insite. Also, the cluster size of the project limits the number of mappers.  
Definitions of Terms 
 
 Following is the list of terms used in this report. 
 
 Big data–Big data is a broad term for data sets so large or complex that 
traditional data processing applications are inadequate.  
 Hadoop–Hadoop is an open-source software framework written 
in Java for distributed storage and distributed processing of very large data 
sets (Hadoop, 2009). 
 HDFS–HDFS is Hadoop distributed file system used to store the big data in 
distributed manner. 
 YARN–Yet another resource negotiator is one of the important Hadoop 
components used to process the data using different frameworks. 
 MAPREDUCE–It is one of Hadoop processing Frameworks. 
 RDBMS–Relational database management system is a database 
management system (DBMS) that is based on the relational model as 
invented by E. F. Codd, of IBM's San Jose Research Laboratory. 
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 Sentimental analysis–It refers to the use of natural language processing, 
text analysis & computational linguistics to identify and extract subjective 
information in source materials. 
 Recommendation engine–A recommendation engine is a feature that 
filters items by predicting how a user might rate them. 
 Telematics–The branch of information technology that deals with the long-
distance transmission of computerized information. 
Summary 
 
Chapter I has covered introduction, problem statement, nature and significance 
of the project, objective of the project, definitions of the terns and limitation of the 
project. Chapter II will cover the background and literature review of the project. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
14 
 
Chapter II: Background and Review of Literature 
 
Introduction 
 
The major focus of this project will be on background and literature review of 
the project along with the literature review of the methodology. 
Background Related to the Problem 
 
Currently XYZ is collecting data from different data sources like Telematics 
data, manufacturing data, OEM data etc. The data from these data sources is 
collected from engine wirelessly. To provide this facility XYZ has their equipment 
installed on every vehicle along with their engine. For telematics data they have 
installed telematics box. For insite data, they have insite tools installed on vehicles. 
These devices wirelessly connect the engine with XYZ’s computer system and hence 
XYZ’s computer gets the engine data in the form of raw data. Raw data could be in the 
form of xml images or csv data or JSON data.  
 
 
Figure 1: Wireless Data Collection (Cummins, 2015)   
 
All this raw data gets collected periodically and stored on XYZ’s SFTP server. 
The main focus of this project is to transform this raw unstructured data from 
telematics, insite and data logger to structured data, process it and analyze it to 
identify the faults and provide the result to the customers. Currently XYZ have 
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MATLAB to process and analyze the data. Also, they have their engines installed on 
few vehicles. XYZ is planning to install their engines on large number of vehicles in 
future. As data increases, current technology is unable to process huge amount of 
data at a time. Also, legacy system is unable to send the notification to the customers 
if faults occur in data logger data. Hence, there is need to have latest technology to 
process large amount of data which will be getting collected in near future. 
Literature Related to the Problem 
 
This project basically has three high level design elements: 
 
 Data Ingestion: Once wireless data gets collected periodically from engines 
and stored on SFTP server, data ingestion comes into the picture. As soon 
as data comes on SFTP server, cleaning of xml images and csv raw data is 
done. It also includes transforming raw csv and xml data to JSON data. 
Basically in this step, the unstructured xml and csv data is converted into 
semi structured JSON data. 
 Data Storage:  Once data ingestion/data transformation is done, it gets 
uploaded on Hadoop cluster and stored on Hadoop distributed file system. 
Data from all three sources is kept together in machine data Lake. Data 
security and access control is also provided for the Hadoop storage as some 
of the engines data is sensitive data which needs to be  stored in encrypted 
form and which needs to be accessed by specific users only. 
 Data Extraction and Data Processing: Once the data gets stored on 
HDFS, extraction of the required data is done to generate the reports on 
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demand. Data extraction from HDFS is done by using various Hadoop 
techniques. Data is processed by using MapReduce functionality and 
reports are generated periodically. These reports serve as analytical 
environment for analytical developers (Dean & Ghemawat, 2010). 
 
Figure 2: Data Flow Architecture 
 
Below is the detailed description of all three data sources–elematics, Data 
logger and Insite. 
Telematics: It is an engine data source which has about 70 engine parameters 
data. Telematics box is installed in vehicle along with an engine. It helps to get the xml 
and csv raw telematics data on SFTP machines. Data is captured for faults and 
heartbeats. Heartbeat data is collected hourly and fault code data is collected 
whenever fault code is detected in engine. 40 to 45MB data per truck is getting 
17 
 
collected every month. Currently XYZ have around 5-6 telematics providers which 
provide the telematics data and 5000 trucks on which telematics boxes are installed. 
However, in future XYZ is planning to increase the number of telematics provider to 10 
and trucks to 30000 respectively. 
Data Logger: Data logger boxes are installed on truck engines and data is 
collected in csv format. Each data logger file that is getting collected in 512kb in size. 
SFTP has directories one per ne filed test engine. Files for specific engines are stored 
separately in respective engine directory. Currently 1200 data loggers are installed in 
engines. In future this number may increase. Whenever engine is on the data is 
getting collected for every second. Hence the volume of data logger data is quite high 
than any other data sources. There are huge number of parameters which are being 
collected every day. However, one file cannot have more than 240 parameters. 
Insite: Insite data is captured in the form of images and these images are 
converted in xml or csv data for further processing. Total 10000-16000 insite 
parameters are captured in a day within 2 intervals.20000 insite images are getting 
collected per day and around 55000 licensed insite user exists across the globe. Insite 
csv and xml data is transformed to JSON format and stored on big insight cluster for 
further use of analytics. 
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Figure 3: Technical Data Context 
 
The following table shows the format, storage and volume details of Data Logger, 
Telematics and Insite data. 
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Table 1: Details of the various Data Sources 
 
Data Source Format Storage Volume 
Data Logger Multiple Data format 
configured as per need 
 
ControlTech and Calterm  
has its own CSV format 
 
Files are generated once 
file size is 512kb 
 
Files stored in separate 
directories for each field 
test engine on SFTP 
server 
 
A max of 86400 data 
points can be captured 
and sent to SFTP server 
in a day 
 
Max 240 parameters 
allowed per screen 
 
1200 Data Loggers  
Telematics SDK Format defined to 
capture data for around 
70 parameters 
 
Data captured for fault, 
heartbeat, GPS and 
vehicle  
 
Data is pushed via 
queues as xml, JSON, 
and CSV files 
 
Hourly data load to 
HDFS, consolidated 
once every 24 hours 
 
Heartbeat data is 
collected on hourly basis 
40-50 MB of data per 
truck per month 
10 Telematics providers 
expected in future 
 
Currently 5000 Trucks; 
30000 expected by Q1; 
100000 expected in 
future 
 
Insite INSITE data is captured 
as Images and converted 
to XML files 
 
INSITE captured details 
of around 10,000 – 
16,000 Parameters 
Data is transferred to 
Edge Node on HDFS in 
raw format 
 
Image files are parsed 
into XML format and 
stored on HDFS data 
nodes 
 
INSITE can provide 
approx. 20,000 images 
per day  
 
Total 55,000 of licensed 
INSITE users exist 
across the globe 
 
 
Literature Related to the Methodology 
 
This project helps to see how effective Hadoop is for large engine data in terms 
of the performance. Hence, some brainstorming sessions were conducted to get the 
opinions, suggestions from every team member. QA team developed the test plans. 
This project used agile methodology to manage the entire development, Daily scrum 
stand up meeting was conducted to get the current status from every team member. 
Impediments are also discussed if there any in scrum meeting. Project development 
took place in the form of sprints. Each sprint had 2-3 weeks of duration. Product 
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Owner used to give different stories for each sprint and then that story was getting 
divided into multiple tasks which are further distributed in team members. Every sprint 
had sprint planning meeting and task breakdown meeting at the start of sprint. 
Different scrums meetings were held for requirement gathering as well as for gap 
analysis. Data was collected in every sprint. Each sprint had at least one deliverable in 
production. . Development is done during the sprint and after every sprint demos are 
conducted with the manager. The changes generated in each sprint will be 
documented properly (Hadoop, 2015). 
Summary 
 
In this chapter background of the project as well as literature related to the 
problem is discussed. Furthermore this chapter also discoursed the literature related to 
methodology used in the project. In next chapter author will be discussing about the 
approach that he has used and reasons to why this approach is selected. Moreover, 
Author will be also discussing about how the data is getting collected and what 
approach is used to analyze the collected data logger, insite and telematics data. 
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Chapter III: Methodology 
 
Introduction 
 
In this chapter, various steps were to make progress towards the accomplished 
objective. The Agile Scrum methodology is used to in every step of the development 
process of this project. This chapter has described various agile steps that were used 
to accomplish this project. The main steps involved in this project are requirement 
gathering, data collection and development of the application. 
Design of Study 
 
Agile Scrum Methodology is an iterative and incremental process model with 
the main focus on application readiness and working towards the targets end dates. 
The progress of the project is monitored in each sprint and next steps are planned for 
the proper delivery of the product. 
ASM (Agile Scrum Methodology) divides the project development into small 
iterations and duration of each iteration varies project to project from 2 weeks to 4 
weeks. Generally every iteration is of 4 weeks out of them 11days are for development 
and 8 days are for testing. Every scrum team has one product owner and one scrum 
master and every iteration analysis team, development team and testing team. 
Requirement Gathering–Requirements are gathered and converted into user 
stories. Point are given to every story based on its priority and complexity. Stories are 
divided into tasks and assigned to developers into task breakdown meetings.  
Development of Application–Once tasks are assigned to respective 
developers. Developers have to complete the assigned task in given iteration and they 
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have to make sure each task gets completed as per the acceptance criteria. Unit 
testing should be done while developing the application. 
Testing of Application–In this process testing of the application is performed 
and bugs are raised, tracked, fixed and retested. After successfully completing testing 
the application goes to GO LIVE stage. 
Hadoop framework is used to store and process the data as the volume of data 
from all data sources is huge and project was in need to find out best technology to 
store the big data for fast processing.  Hadoop version 2.0 is used for data analytics 
and processing as this version supports lots of features that this project need. Also, 
XYZ has few other teams working on Hadoop for handling large data sets. Hence As 
this is tried and proven technique to handle big data, this project decided to use the 
same.  Hadoop distributed file system (HDFS) is used to store the large amount of 
collected data in parallel at one location. This data is stored in the form of data blocks 
and each block is 120 MB in size. These data blocks are stored all over the cluster 
(Neil, Puglia, & Tomasette, 2015).  
 
Figure 4: Hadoop Architecture 
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Data Collection 
 
As author explained XYZ collects the wireless Telematics, Insite and Data 
Logger data. The data is getting collected periodically. In Telematics data collection, 
different engine parameters, their units and values are getting collected. For example, 
Engine Oil pressure, Engine Oil Temperature, Engine total fuel used, etc., are some of 
the parameters that are getting collected from different Telematics provider. 40 to 45 
MB data is getting collected every month from 10 different telematics providers. Insite 
data collects the data from engine in the form of different sections. Features and 
parameters, trip information, fault information these are some of the sections that are 
getting collected. Theses sections contain details about engine name, family, make 
and its model. They also contain the details about various fault codes, their 
description, occurrence count and their occurrence timestamp. Insite data is collected 
in the form of images and around 20000 images are getting collected every day. 
Finally Data logger data contains the detail information about heavy duty and high 
horse power engine data. QSK60 is one of the examples from high horse power 
engine. The parameters like Ambient Air Temperature, Ambient Air Pressure, ECM 
Run Time, Battery Voltage etc. are getting collected in various screens. Around 240 
parameters are getting collected in each screen from 1200 data loggers installed on 
different vehicles.  
 Figure 5 shows the high level logical data model. It shows that Insite and 
Telematics data is collected in the form of various parameters and values whereas 
Data Logger data collects parameter, its unit as well as its value. 
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Figure 5: Logical Data Model 
 
Data Analysis 
 
MapReduce framework is used to process the data and produce the required 
results from raw data. MapReduce generates the analytics environment by generating 
the reports on HDFS. Analytical developers can perform analytics by using that report. 
IBM’s 13 machine cluster is used to store the big data and Big-sheets from IBM Big-
insight 3.0 are used to analyze the data. The HBASE table from cluster are used to 
store the data and no-SQL language is used to query the data and fetch the required 
data for analysis. Various engine parameter values are analyzed. A detailed literature 
review will be performed throughout the project to continue to investigate develop a 
better core understanding of the problem and its context. The fault codes are analyzed 
from Big-sheets and notification is sent out to the customer for each fault code along 
with the parameter values. Fault values after treatment and before treatment are 
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analyzed and notified to the customer once they changes. Customers are notified 
whenever there is fault status change from ON to OFF or from OFF to ON. 
Summary 
 
 In this chapter author has covered various agile steps which were part of the 
project design. Furthermore, author has described various data collection and 
analytics techniques used in this project. 
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Chapter IV: Data Presentation and Analysis 
 
Introduction 
 
In this chapter, author has explained how the data can be stored and presented 
on Hadoop distributed cluster. Also, how various data types from various data sources 
are analyzed has been explained by author. This chapter contains various screenshots 
to show the data and reports on the cluster. 
Data Presentation 
 
As author explained earlier that once the data from telematics, insite and data 
logger is collected, it gets converted to one common format that is JSON format and 
stored at common location on cluster. The common location is called Machine Data 
Lake. The data in Machine Data Lake is shown in the following screens. 
 
 
The above screenshot contains the separate repository to store the transformed 
data from all data sources. DataLoggerJSONRepository is used to store the data 
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logger data and InsiteJSONRepository is used to store the insite data. Each repository 
stores the data based on the collection date. For example, the data logger data 
collected on February 2, 2015 will be in /DataLoggerJSONRepository/2015/02/02 
folder on cluster. 
The JSON files collected for 2012 are shown in below screen shots. Each file 
has unique naming convention. Each file contains the Engine Serial Number of engine 
from which it is collected in its name. Engine Serial Number is the unique number 
given to each engine.  
The subsequent screenshots shows the actual data collected as well as the 
dashboard of how much memory and disk space has been utilized, how much time it 
took to process how much data as well as how much CPU, data-nodes have been 
utilized for the entire process. 
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Following screenshots show the user interface to generate the report. Once the 
data is transformed into JSON and stored on cluster, map-reduce is used to generate 
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the report. Each data source has different user interface and different input criteria that 
need to be accepted from user. For example, Insite reporting will have section name 
as one of the input criteria similarly Telematics will have Telematics Provider. Date 
Range is the mandatory criteria for all the data sources. The following subsequent 
screen shots show the deployed map-reduce application and generated report on 
cluster. Once these reports are generated, big sheets are used to analyze the fault 
values and parameter values. 
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Data Analysis 
 
As shown in below screenshots various parameter values are analyzed at 
different timestamps and notified to the customers. Also, the final result is analyzed for 
faults and details of faults is sent to the customers over an email. Depending on the 
fault occurrences, the fault snapshots are analyzed and fault occurrence count are 
sent to the customers. HBASE tables are used to query the data and get the 
parameters on engine when fault status in ON. 
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Summary 
In this chapter author has explained how the wireless data collected from 
different engines stored/presented at one location on Hadoop cluster and how fault 
data and different engine parameters are analyzed from Big-Sheets and HBASE table 
and notified the status to the customers.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
34 
 
Chapter V: Result, Conclusion, and Recommendation 
 
Introduction 
 
This chapter focuses on providing the final result of the project. All the project 
questions which were raised at the start of this study will be addressed in this chapter. 
Possible recommendations are made based on the result and conclusion for further 
possible improvements opportunities. 
Result 
 
 Hadoop is successfully implemented and used for processing and analysis of 
wireless data. The wirelessly collected data is successfully getting stored in one 
repository. Map-Reduce reports are used to generate the reports from transformed 
data and Big-Sheets are used to analyze the fault codes and notifications are 
successfully sent to the customers. 
Conclusion 
 This project has proved to be very faster and reliable than MATLAB. Also, 
unlike the MATLAB, Hadoop is used to store the large amount of data at a single 
repository so that generating single report across the data sources is possible using 
Hadoop. Furthermore, the sending email notification process for the faults to the 
customers is faster than before as large amount of data can be processed at a time in 
short time span. Moreover, unlike the MATLAB, this project creates the report for a 
year within few minutes. Hence the Hadoop implementation improves the performance 
and effectiveness of the entire process. Also, Agile Scrum Model used in this project 
increases the robustness and flexibility of the process. 
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 The overall improvement or results can be quantified by answering the original 
project questions which shows the significant improvement. 
Q: How effective have the implementation changes been in terms of the time? 
A: The reporting has shown significant improvement in terms of speed. As 
compared to 21 Hrs. taken by Legacy system, the new system runs the same report in 
around 35 mins which is almost 35 times performance improvement. 
Q: Have you seen any significant changes/improvements? How does it help the 
organization? 
A: Significant improvement in running of reports means that we can promptly 
respond to customer queries and respond to them in a timely manner. Also, addition of 
feature like “Automatic Email Notifications” helps us to notify customer of any issues in 
engine and better serve them which increases the customer satisfaction index. 
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Timeline 
 
Tasks Days From To 
Kick-off (Getting knowledge about 
Hadoop, big data and MapReduce) 
 
31 days 2nd Aug 2015 2nd Sept 2015 
Current State (Investigating the current 
state of the project, current processes 
used ) 
 
15 days  3rd Sept 2015 18th Sept2015 
Gap Analysis  
 
3 days  19th Sept 2015 23rd Sept 2015 
Reporting literature review, problem 
statement, methodologies 
 
8 days 24th Sept 2015  1st Oct 2015 
Creating final documentation (Including 
draft proposal documentation) 
 
10 days 2nd Oct 2015 12th Oct 2015 
Data collection 
 
30 days  13th Oct 2015 13th Nov 2015 
Development of application 
 
60 days 14th Nov 2015 14th Jan 2015 
Creating final documentation for the 
defense including data analysis, data 
collection, data presentation  
30 days 15th Jan 2015 16th Feb 2015 
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Recommendations 
 
1. The data on cluster is not encrypted hence data on cluster should be 
secured. 
2. The number of servers in the IBM cluster can be increased to further 
improve the performance. 
3. The data should be stored in the form of sequence file instead of storing the 
large data into huge number of small files. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
38 
 
References 
 
Cummins. (2015). The block, social news powered Cummins. Retrieved from 
http://social.cummins.com/cummins-launches-connected-diagnostics/. 
Dean, J., & Ghemawat, S. (2010). Mapreduce: A flexible data processing tool. 
Commun ACM, pp. 72-77. 
Hadoop. (2009). Retrieved from http://hadoop.apache.org. 
Hadoop. (2015). HDFS architecture guide. Retrieved from 
https://hadoop.apache.org/docs/r1.2.1/hdfs_design.html. 
Neil, J., Puglia, P., Tomasette, K. (2015, April). Hadoop super linear scalability. 
Business Source Premier, pp. 46-55.  
White, T. (2009). Hadoop, the definitive guide. Beijing: Sebastopol, CA: O'Reilly. 
 
