In the present paper we have made an attempt to investigate the importance of the concepts of dynamical stability and complexity along with their interrelationship in an evolving biological systems described by a system of kinetic (both deterministic and chaotic) equations. The key to the investigation lies in the expression of a time-dependent Boltzmann-like entropy function derived from the dynamical model of the system. A significant result is the determination of the expression of Boltzmann-entropy production rate of the evolving system leading to the well-known Pesin-type identity which provides an elegant and simple measure of dynamical complexity in terms of positive Lyapunov exponents. The expression of dynamical complexity has been found to be very suitable in the study of the increase of dynamical complexity with the successive instabilities resulting from the appearance of new polymer species (or ecological species) into the original system. The increase of the dynamical complexity with the evolutionary process has been explained with a simple competitive model system leading to the "principle of natural selection".
Introduction
The evolution in physical science is referred to the approach of a system to the thermodynamic equilibrium characterized by the increase of entropy of the second law of thermodynamics. The evolution in physical system is always directed to the continuous disorganization, that is, to the destruction of structures introduced by the initial conditions [1] [2] [3] . The biological evolution, on the other hand, points precisely to the opposite direction. In biology the idea of evolution is associated with the irreversible increase of organization giving rise to the creation of more and more complex structures. These two aspects of evolution can be reconciled by the concept of the open-system model of living system and the application of the second law of thermodynamics to the system as a whole-living + environment [1] [2] [3] . Like in physical science the entropy plays a significant role in biological evolution [4] [5] [6] [7] [8] [9] [10] [11] [12] . Both organization and complexity can be measured in terms of entropy. Another important idea which play significant role in the study of evolution is the concept of stability. The evolution can, in fact, be viewed as a problem of stability [1] and it can also be considered as the process that generates most of all, if not all, complex structures in nature [8] . Both the concepts of stability and complexity are interrelated playing significant role in the process of evolution as we are going to investigate.
In the present paper we have made an attempt to study the importance of the concepts of stability and complexity together with their relationship in the characterization of evolution of a biological system. We have considered first a dynamical model of the biological system consisting of a number of interacting polymer species (or ecological species) described by a system of non-linear rate equations. We have studied the local dynamical behaviours of the system such as the criteria of stability and complexity around a stationary state. We have next considered a statistical mechanical model of the system around the stationary state and found out the expression of Boltzmann-like entropy of the evolving system. The rate of change of Boltzmann-entropy, that is, Boltzmann-entropy production rate leads to the well-known Pesin-type identity which provides an elegant and simple measure of dynamical complexity in terms of positive Lyapunov exponents [17] [18] [19] . The expression of dynamical complexity has been found to be very suitable in the study of the increase of complexity with the successive instabilities resulting from the appearance of new polymer species (or ecological species) into the original system. The increase of the dynamical complexity with the evolutionary process has been explained with a simple competitive model system leading to the "principle of natural selection".
Biological System: Dynamical Model and Stability
Let us consider a biological system consisting of n interacting components (e.g. polymer species or ecological species) of concentration x i , (i = 1,2, ···,n). The dynamical model consists of the set of rate equations in state space
 is a point in the n-dimensional state-space,  is a control parameter. For simplicity we consider a single parameter. The functions
The system of equations (2.1) are in general non-linear and it is difficult to find out the solution in closed form. We assume that for a certain value (or a range of values) of the control parameter  the system (2.1) has a stationary solution or fixed point 
The solution (2.5) shows that the asymptotic stability of the stationary state x  requires that the real parts of all eigenvalues must be negative: Re ( 0
This implies that all the deviations   
. The distance between the two trajectories at time t is given by the Euclidean norm
For orthonormal representation of the Jacobian matrix
where  
is the Lyapunov exponent defined as the average rate of divergence of two neighbouring trajectories [20] :
It is important to note that the Lyapunov exponent i  , is the value of the real part of the ith eigenvalue averaged over the trajectory under study [20] . For different values (zero, negative and positive) of the Lyapunov exponents we will get different types of attractors, for examples, fixed points, limit cycles, quasiperiodic torus and chaotic in three dimensional state space [17] .
Statistical Model: Entropy and Dynamical Complexity
We now consider the concept of complexity. A system consisting of a large number of interacting or interrelated elements or components is called a complex system. How to measure the complexity? There are different approaches to the concept of complexity. The entropy which is at the heart of statistical mechanics and information theory plays a vital role in the characterization of complexity [11] . For the entropic characterization of complexity we need a statistical mechanical model out of the dynamical model of the system. Statistical model is necessary in view of the enormous number of accessible microstates (or representative points) along the different trajectories from the initial state to the current state. The statistical mechanics is also necessary for the chaotic systems which are characterized by exponential separation of nearby trajectories [18, 19] . Both the cases represent complexity about the dynamical behaviours of the system. To find out a measure of complexity we require an appropriate measure of entropy characterizing the evolution of the system from the initial state x(0) to the current state x(t). For the system under consideration we have from (2.5)
where   At B t e  is the matrix of evolution and plays a crucial role in evolution of the system. In the orthonormal representation the evolution matrix is then proportional to the measure (or volume) of the totality of all accessible microstates lying on the different trajectories for evolution:
. With this interpretation of the quantity
we can define a Boltzmannlike entropy of the macrostate consisting of all accessible microstates in the evolution
where we have taken the multiplicative constant factor to be equal to unity. The quantity (3.2) is the measure of entropy associated with the evolution H t is zero at the initial time t = 0 and it increases with the time evolution. We now proceed to measure the complexity associated with the evolution. The complexity which we call dynamical complexity is a property of the evolution of a state and not of the state itself [13] . We, therefore, define the dynamical complexity as the rate of change of the entropy (3.4) , that is, the Boltzmann-entropy production rate
where the right-hand side represents the sum of all positive Lyapunov exponents. The result (3.5) is analogues to Kolmogorov-Sinai entropy rate (or simply K-S entropy) and corresponds to the well-known Pesin's identity [17, 21] . Pesin-like identity plays significant role in the characterization of complexity of different type of dynamical systems, for example, hyperbolic dynamical system [22] . The complexity measure (3.5) shows that it is completely dependent on the positive Lyapunov exponents of the system. It remains bounded for chaotic attractors which may be a point, a closed curve or an unclosed but bounded orbit, even for very complex one such as Rossler's strange attractor [15, 16] .
Structural Instabilities: Increase of Complexity and Biological Evolution
In biology and sociology the idea of evolution is associated with the increase of complexity or organization giving rise to more and more complex structure [1] . In this section we wish to study evolution on the basis of the measure of complexity (3.5). To study evolution we have to start with appropriate rate equations or model equations describing the process. We assume that the system is maintained uniformly and that there exists at least one asymptotically stable stationary solution of the model system. This implies that all deviations or fluctuations regress in time, that is, all the eigenvalues of the characteristic equation have negative real parts. We now need to incorporate structural fluctuation resulting from the appearance of a new species or mutants in the system at stable steady state. Like in many other systems, the evolution of the system under consideration depends on the control parameter  . As the system evolves and continuously perturbed by the outside world the parameter  can then change smoothly or abruptly. The change of the parameter  generally changes the structure of the rate equations. As a result of the change of the parameter  the stability of the system may be disturbed with the inclusion of a new species into the system. However, in view of the smallness of the change of the parameter  , the structural stability of rate equations is assumed not to be disturbed, the enlarged system evolves eventually to a new stationary state, reached sooner or later depending on the magnitude of the changing parameter  [1, 23] .
We have to study the increase of complexity (under certain condition) of the enlarged system with the successive instabilities resulting from the successive appearance of new species. According to the measure of complexity (3.5) the increase of complexity is equivalent to the appearance of a new positive Lyapunov exponent or an eigenvalue with positive real part. Let us explain this with a simple competitive model system. Let us first consider a single polymer species (or an ecological species) of concentration x 1 in a medium of limited resources. The dynamical equation of this reference species is assumed to be governed by the logistic growth equation
with stationary states
The stationary state 0 is unstable where as a b is stable. The point a b thus represents the stable steady state of the species 1 x . Now we suppose that a new species appears by mutation or a new species invades the system. Let 2 x be the concentration of the new species at some time t and is in competition with the original species 1 x for a limited resource. Let the governing equations for the whole system be given by the Lotka-Volterra model equations of competition (for simplicity excluding the case of competition exclusion) [24] .
The system (4.2) has three stationary states
The first stationary state   
This is the condition of growth of the second species 2 x and the second species 2 x grows to some finite value 2 2 a b . The total system then evolves to the new (third) stationary state   3 s we can now introduce a new species 3 x to the state   The process may go on with successive instabilities of the stationary states with the appearance of new species. Note that the appearance of successive instabilities imply the appearance of successive eigenvalues with positive real parts (or positive Lyapunov exponents) and hence the increase of complexity step by step.In ecology this transitional process corresponds to the process of ecological succession [24, 25] . This result may be interpreted in another way: the system tends in the long run to the stationary state characterized by the maximum of the fitness function i i a b :
which is nothing but the Gauss-Volterra principle of 'natural selection' in competitive system. We thus see that the process of natural selection lies in the increase of complexity. We have proved the increase of complexity given by (3.5) with the increase of number of species and therefore with the number of differential equations describing the dynamics of the system. The validity of the above statement requires two conditions to be satisfied. First, the system must be at stable stationary states just before the appearance of any new species and secondly, the system must be unstable just after the appearance of the new species. However, if any one of the conditions fails, the increase of complexity with the increase of the number of differential equations does not materialize. We shall illustrate this with a model system. Let us consider Rossler model system which is the simplest possible strange attractor. The system is described by the system of three differential equations [16] 
For the choice of parameters a = 0.1; b = 0.1 and c = 14 there is apparent chaotic attractor. The Lyapunov exponents have been determined by computation simulation to be approximately 0.072, 0 and −13.79. The first two equations of the system are linear. We begin by looking at the dynamics in the xy-plane only. Setting z = 0 yields . So the origin is unstable. We may consider the system (4.8) to represent the dynamics of a system of two species x and y having unstable stationary state (0, 0). The system (4.7) may be considered as the enlarged form of the system (4.8) when a new species z is introduced in the original system (4.8).
The measure of complexity of the system (4.7) according to the formula (3.5) is given by C 2 = 0.072 and that of the system (4.8) is C 1 = 0.1. We thus see the decrease of complexity in spite of the increasing of the number of differential equations. This is in view of instability of the stationary state of the original system (4.8). As such Rossler system (4.7) can not serve as a mathematical model for biological evolution.
Conclusions
The main objectives of the paper is to study the interrelationship between the concepts of dynamical stability and complexity and to study the importance of this relationship in an evolving biological system on the basis of dynamical model (both deterministic and chaotic) of the system described by a set of kinetic equations. The characteristic features and results of the paper are as follows: 1) We have started with the dynamical model of a biological system consisting of a number of interacting biopolymer species (or ecological species). The study of dynamical stability and dynamical complexity is confined to the local behaviour or analysis of the system around a stationary or reference state.
2) A significant step in the characterization of the statistical and chaotic behaviours of the evolving system near a stationary or reference state lies in the use of a Boltzmann-like entropy (3.4) which is valid subject to the local character of the system around a stationary state or fixed point with a certain value of the control parameter  [1, 23] . A completely different approach to the Boltzmannlike entropy (3.4) is provided by the entropy of the evolution matrix [14] .
3) Another significant result is the expression of Boltzmann-entropy production rate leading to the well-known Pesin-type identity which provides an elegant and simple measure of the dynamical complexity (3.5) in terms of positive Lyapunov exponents.
4) The dependence of the measure of complexity (3.5) on the positive Lyapunov exponents (or positivity of real parts of eigenvalues) makes it very easy to understand the relationship between the concepts of dynamical stability and dynamical complexity. This stability-complexity relationship is of significant importance in the study of evolution of the system.
5) The expression of dynamical complexity (3.5) which is the sum of positive Lyapunov exponents is very helpful in the study of the increase of complexity with the instability resulting from the appearance of a new species into the system at stable steady state. This is an advantageous point with the expression of dynamical complexity (3.5).
6) The increase of the number of species or increase of the number of differential equations describing the system does not always imply the increase of the dynamical complexity. The increase of dynamical complexity is subject to two conditions to be satisfied. Violation of any one of these conditions results in the failure of the increase of complexity. In Section 4 we have explained it with an illustrative example.
7) In Section 4, using a simple competitive model system we have illustrated the increase of dynamical complexity with the successive instabilities. We have also shown how the increase of dynamical complexity leads to Gauss-Volterra "principle of natural selection" for the survival of the fittest [6] . The present study of biological evolution on the basis of concepts of stability, entropy and complexity is in the spirit of the principle of "order through fluctuation" [1] [2] [3] .
