The satellite remote-sensing-based damage-mapping technique has played an indispensable role in rapid disaster response practice, whereas the current disaster response practice remains subject to the low damage assessment accuracy and lag in timeliness, which dramatically reduces the significance and feasibility of extending the present method to practical operational applications. Therefore, a highly efficient and intelligent remote-sensing image-processing framework is urgently required to mitigate these challenges. In this article, a deep learning algorithm for the semantic segmentation of high-resolution remote-sensing images using the U-net convolutional network was proposed to map the damage rapidly. The algorithm was implemented within a Microsoft Cognitive Toolkit framework in the GeoAI platform provided by Microsoft. The study takes the 2011 Tohoku Earthquake-Tsunami as a case study, for which the pre-and post-disaster high-resolution WorldView-2 image is used. The performance of the proposed U-net model is compared with that of deep residual U-net. The comparison highlights the superiority U-net for tsunami damage mapping in this work. Our proposed method achieves the overall accuracy of 70.9% in classifying the damage into "washed away," "collapsed," and "survived" at the pixel level. In future disaster scenarios, our proposed model can generate the damage map in approximately 2-15 min when the preprocessed remote-sensing datasets are available. Our proposed damage-mapping framework has significantly improved the application value in operational disaster response practice by substantially reducing the manual operation steps required in the actual disaster response. Besides, the proposed framework is highly flexible to extend to other scenarios and various disaster types, which can accelerate operational disaster response practice.
Introduction
In recent years, mega natural disasters such as the 2011 Tohoku Earthquake-Tsunami and 2004 Sumatra Earthquake Tsunami have frequently hit the world [1] [2] [3] and are considered some of the primary tremendous and tragic threats to the safety of human life and property [4] . The increased awareness of the role of rapid damage assessment in post-disaster response to reduce the damage losses and casualties has raised much attention in implementing satellite-based methods to monitor the disaster damage information [5] [6] [7] . Considering the high timeliness requirements of disaster emergency response, high-precision and efficient damage estimation methods at a fine scale to support the response are urgently required.
The implementation of streamlined, efficient damage assessment is critical in operational disaster response. There is an ongoing lag with existing damaged assessment methods considering the timeliness and accuracy [8] . To grasp the damage situation, the current practice largely relies on the field survey and social media report. Since late 2017, DigitalGlobe's open data program has provided a dedicated stream of accurate high-resolution satellite imagery to support large-scale disaster response activities worldwide [9] , which provides a good opportunity for developing a satellite-based method to map the damage. Visual interpretation of the damage from the satellite imagery has been widely used in practice for damage assessment for a long time because of its high precision [10, 11] . However, this method is time-consuming, particularly if the affected areas are notably large.
Therefore, studies about automatically detect the damage information from remote-sensing imagery have spurred much interest. The most typical method is image enhancement based on the change detection technology. The images collected before and after a disaster event are precisely co-registered and subtracted to generate a difference image, which represents the change between the two temporal datasets. The detection of building damage is based on the changes in shape [12] , brightness [13] or texture [14] . The method is notably straightforward. However, the limitation of this method is the arbitrarily selected features, which may not be generalized to other scenarios. In such a circumstance, machine learning methods were introduced and made significant progress [15, 16] . The advantage of machine learning methods is that they can make full use of multidimensional features to achieve better accuracy. Consequently, the advanced change detection algorithms to identify the building damage are promoted, although these initiatives are represented by sophisticated procedures that are not suitable to implement in real disaster practice [17, 18] . To make the delivered damage-mapping product more reliable and of a great reference value, a more generalized model should be developed. For example, Anniballe et al. (2018) proposed a method to assess the individual earthquake damaged buildings in a broad area using pre-event and a post-event very-high-resolution optical image. In this work, a straightforward supervised machine learning framework is proposed [17] . However, the method is a time-consuming high-dimensional feature extraction and selection procedure, which is not practical for disaster response considering the time cost. In addition, the selected features may only be suitable for earthquake scenarios of specific damage patterns, which dramatically increases the difficulty in promoting the model for other situations and damages.
The deep learning method, which is represented by automatic feature extraction and selection, has achieved state-of-the-art performance in various remote-sensing-based damage assessment applications [8, 19, 20] . Convolutional neural networks have outperformed the state of the art in many remote-sensing image recognition tasks, but from the perspective of operational disaster response, many challenges remain.
(1) The superior performance of deep learning algorithms is limited to the size of the available training sets and the size of the considered networks. One of the most significant challenges for applying the deep learning technique to disaster damage-mapping practice is that thousands of training images of damaged targets are commonly beyond reach in disaster tasks, which is particularly true for earthquakes and landslides, where only a few samples are available [21] . Therefore, an algorithm that works with notably few training samples and yields more precise results is highly in demand. (2) The previous method mainly focuses on assessing the accuracy of deep learning algorithms in classifying the damage from remote-sensing images [22] [23] [24] [25] . Although damage assessment is essential and indispensable because it can improve our perception of which algorithm or scheme can achieve the best accuracy and should be used for damage-mapping practice, from this viewpoint, the damage assessment is a more theoretical argumentation. To satisfy the requirements of disaster emergency response, a framework that integrates accuracy assessment and damage-mapping is urgently needed. The scientific value of previous works is significantly reduced because they only focus on the damage assessment without providing the damage-mapping demonstration, and many manual steps must be implemented to successfully derive the damage-mapping results of these methods, which is impractical in disaster response considering the time cost. (3) The mainstream application of convolutional neural networks is on classification tasks, where the output to an image is a single class label. However, in many real application tasks, the desired output should also include localization, which requires that the algorithm can assign the output class label into specific pixels [26] . Damage-mapping is a task that highly depends on the location information, whereas the framework proposed in previous work can only output the label of tiles, and the label information requires an additional procedure to project to a map [5, 22, 24] . This lag or gap dramatically increases the time cost of the actual disaster response. (4) The accuracy of the class label has a significant effect on the accuracy. The previous method mostly uses the patch-based label, where a single label is assigned to a large patch [5, 22] . However, this patch contains many unrelated pixels. Theoretically, the pixel-based labelling method [25] is more precise. However, it has not been applied to the practice of damage-mapping. (5) To rapidly respond to a disaster, a high-efficiency commercial platform that can implement our deep learning algorithm and visualize the geospatial-based damage-mapping products is highly required.
Fortunately, the U-Net convolutional network [26] , which is the so-called fully convolutional network, is an excellent network that can perfectly mitigate challenges (1), (2), (3) and (4) . U-Net uses a sliding-window setup to predict the class label of each pixel by providing a local region (patch) around that pixel while generating a much more substantial amount of training data. It works with notably few training images and yields more precise semantic segmentation [27] with the location information. In addition, on 7 March 2018, Microsoft and Esri launched Geospatial AI (GeoAI) on Azure [28] , which provides a platform that integrates geospatial information with deep learning algorithms and powerful visualization, which can enable unique insights to challenge (5) and can make a breakthrough for the satellite remote-sensing-based intelligent disaster management practice.
To the best of the authors' knowledge, this paper presents the original solution of implementing the U-net convolutional neural network to map tsunami damage from high-resolution remote-sensing images. For the first time, the pixel-based fine-scale damage-mapping method is proposed; by introducing the U-net network structure, it can resolve the limitation of required training data size to build the model in disaster scenarios, and the model prediction result does not contain the spatial position information. The performance of the U-net network structures to map tsunami damage was quantitatively evaluated. The study attempts to provide a more efficient solution for rapid damage-mapping practice by implementing a deep learning algorithm and damage map visualization through the Microsoft GeoAI platform. The rare 2011 Tohoku Earthquake-Tsunami, which triggered extensive building damage, and Microsoft's new GeoAI platform provide unique conditions for the implementation of intelligent damage-mapping service-related research. The outline of this paper is as follows. Section 2 introduces the case study 2011 Japan Tohoku Tsunami-Earthquake, related high-resolution optical image and ground-truth data. Section 3 describes the experiment environment, data-processing method, training, evaluation method, and U-net neural network structure in details. The performance of the proposed method in mapping the tsunami damage is described in Section 4, followed by the conclusions in Section 5.
Case Study and Datasets
This study highlights the coastal areas of Northern Miyagi prefecture in the Tohoku region of Japan (Figure 1a) , which was the most severely destroyed area by the 2011 Tohoku earthquake and tsunami off the Pacific coast of Tohoku that occurred at 14:46 JST on 11 March 2011. The earthquake and subsequent tsunami destroyed millions of buildings and caused extensive and severe structural.
Damage in north-eastern Japan [29] . The Ishinomaki, Onagawa and Minamisanriku areas, which were three most severely damaged areas in this event, were used for this study. The Ishinomaki and Onagawa areas are used to train the model, and the Minamisanriku area is used to validate the model (Figure 1b) .
The four-band multispectral high-resolution Worldview-2 images with a ground sample distance of 0.6 m, which were collected before and after the 2011 Tohoku Earthquake-Tsunami, were used in this study ( Table 1) . The large-scale destroyed areas are characterized by a great diversity of environmental settings, building structure and spatial distribution, tsunami processes and image acquisition conditions as shown in Figure 1c -f, respectively. These conditions help us to maximize the real scenario to construct a general model to better serve future disaster assessments.
The building damage inventories for the study area are based on the field investigation conducted by the Ministry of Land Infrastructure, Transport and Tourism (MLIT) [30] . The inventories categorized the building into seven classes based on the damaged character; the damage categories in order from high to low are "washed away," "collapsed," "complete damage," "major damage," "moderate damage," "minor damage," and "no damage." Buildings defined as "washed away" are characterized by only foundations remaining; buildings classified as "collapsed" are represented by a large number of ruins of buildings; the buildings that are categorized as "complete damage," "major damage," "moderate damage," "minor damage," and "no damage" is characterized by the relatively complete building structure. We recategorized MLIT building damage data into three classes: "washed away", "collapsed", and "survived" (ranging from "no damage" to "complete damage") as shown in Figure 1g based on the structural integrity of the buildings. The zoomed-in image of the reference data is shown in Figure 1h . The damage caused by the tsunami disaster has unique characteristics in spatial distribution, the damage degree decreases from the coast to inland as shown in Figure 1g , it is challenging to select one area as training areas because of sample class imbalance problem. In this study, the training areas and validation areas were determined as shown in Figure 1b to guarantee the training and validation areas contain more or less balanced damage sample classes. The training areas and validation areas were also determined because they cover the majority of the damage. 
Methodology
The framework of the proposed methodology is shown in Figure 2 : after the pre-processing step in Section 3.1, batches of training datasets (See Section 3.2) were used as the input for the U-net neural network (Section 3.3) to construct the model (Section 3.4). This model was defined as a deep-learning-algorithm-powered damage recognition model. After the model has been prepared, we can input the new remote-sensing image from the validation areas for evaluation (Section 3.5). Finally, we output the damage-mapping result in the ArcGIS platform (Section 3.6). The details of the methodology are described as follows. 
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Output o Maximum pooling is replaced by a convolution with a stride of 2. o Batch Normalization technique was adopted for the convolution operation. 
Pre-Processing HR Images and Ground-Truth Data
The high-resolution (HR) images collected before and after the event were compiled into a large image. The co-registration procedure was executed on the pre-and post-event images. As a result, only the area that was covered by both pre-and post-event HR images was cropped as the study area. Accordingly, the ground-truth data that contained the label of "washed away," "collapsed," "survived" and non-built-up regions of the training areas were constructed based on the field investigation report. The HR images and ground-truth data of building damage were projected into the UTM/WGS84 geo-referenced coordinate system.
Preparation of Datasets for Training
Our input data consist of pairs of GeoTIFF images. The first two images in each pair are stacked pre-and post-disaster four-channel (red, green, blue, and near-infrared) HR images in the region of the training areas (Figure 1b) . The third image is a single-channel image that corresponds to the same training region, where the value of each pixel represents a label: 0: Non-built-up; 1: Washed Away; 2: Collapsed; and 3: Survived. These three images corresponding to the features and labels of the training data. To generate image patches for batch training, subregions of the input image pair were cropped. Theoretically and ideally, the image tiles with the pixel size of an arbitrary 2 n are suitably used as the input. However, more GPU memory is required to store the feature maps with the increase in image size. In this study, the image tiles with a pixel size of 256 × 256 were used. These randomly cropped tiles are the candidate training datasets. Since the class of the non-built-up region occupies the vast majority of randomly cropped data, only the interesting patches are selected to reduce the calculation cost. The interested patches consist of two parts: the randomly selected patches with probability greater than 0.5 and the patches containing half of the pixels that are labeled as "Washed Away," "Collapsed," or "Survived."
U-Net Neural Network Architecture
Our adopted U-net network structure is basically originated from U-net(Ronneberger et al., 2015) [26] .U-net was originally proposed to solve biomedical imaging problems. With the development of deep learning technology, the latest Batch normalization(BN) [31] and residual network [32] structure has been introduced into U-net.The blocks of neural network units of U-net [26] , U-net adopted in this study and Deep Residual U-net (Zhang et al., 2018) [33] are shown in Figure 3a -c respectively. The details of the U-net convolutional neural network are shown in Figure 4 . Specifically, the U-net architecture adopted in this study is slightly different from U-net (Ronneberger, et al., 2015) [26] and Deep Residual U-net (Zhang, et al., 2018) [33] as follows.
• Compared with U-net [26] , the batch normalization operation is used in this work as shown in Figure 3a ,b. Batch normalization is a new technique to accelerate deep network training by alleviating the internal covariate shifting issue while training a notably deep neural network. It normalizes its inputs for every minibatch using the minibatch mean/variance and de-normalizes it with a learned scaling factor and bias. Batch normalization uses a long-term running mean and variance estimate, and the estimate is calculated during training by low-pass filtering minibatch statistics [31] . Many studies have demonstrated that batch normalization can significantly reduce the number of iterations to converge and improves the final performance [34] . In this study, BN is used in every convolutional operation, and the time constant of the low-pass filter is set to 4096.
•
The max pooling layer used in U-net [26] was replaced by a convolutional layer with a stride of 2 as shown in Figure 3a ,b. This change was used because the convolutional layer with increased stride outperforms the max-pooling with regards to several image recognition benchmarks [35] .
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Input:8×256×256 image • To reduce the calculation time cost, we reduced the filter number to half of the first block as shown in Table 2 . This strategy was recommended because it was demonstrated effective for remote-sensing recognition tasks [36] .
• Deep Residual U-net (Zhang et al., 2018) [33] adopted identity mapping function as shown in Figure 3c , while the U-net in this study does not.
Training Damage Recognition Model
The prepared training datasets are used to train the deep learning model. We use a batch size of 25 and a patch size of 256 × 256 pixels for the U-net models (with padding). The models were trained for 25 epochs with 1600 batches per epoch. We trained the networks with a learning rate of 10 4 for all epochs. The process of constructing a deep learning model is the process of determining the best parameters, among which the optimization algorithm plays an important role in learning parameters to achieve the best accuracy. The root mean square prop (RMSprob) optimization algorithm was used because it is notably suitable for large, redundant datasets that use mini-batches [37] . The energy function is calculated by a pixel-wise Softmax operation over the final feature map with the cross-entropy loss function (an average cross-entropy loss); a smaller loss function corresponds to a higher accuracy of the model. We use the rectified linear unit (ReLU) as activation functions because of its superiority in gradient.
Evaluating the Performance of Damage Recognition Model
The training model was applied to the validation area to evaluate the performance of the model. In the validation step, only the co-registration pre-and post-event HR images are required as the input, and the output will be four class classification maps. The accuracy of our model's predictions is quantified by the fraction of pixels that are correctly labelled by the model's best guess.
Damage Mapping and Visualization
As mentioned in the introduction, one of the largest advantages of our proposed method is that the output is a localized classification map with exactly the size of the input remote-sensing image. Therefore, it is notably convenient to visualize the damage map through the ArcGIS platform.
Experiment Environment
In this work, we used the Computational Network Toolkit (CNTK) as the deep learning framework. CNTK is Microsoft's cutting-edge open-source, commercial-grade toolkit that trains deep learning algorithms for Windows and Linux. CNTK supports convolutional networks for image recognition tasks. CNTK scales to multiple GPU servers and is designed around efficiency [38] .
All experimentation and modelling environment tasks are implemented in GeoAI Data Science Virtual Machine (DSVM) in the x64 Windows environment on Azure provided by Microsoft and ESRI. The virtual machine is configured with 56 GB of RAM, a 2.60 GHz 6-core Intel(R) Xeon(R) CPU E5-2690 v3 processor, and an NVIDIA Tesla K80 GPU with 56 GB memory.
The satellite images are preprocessed with ArcGIS 10.6 and ENVI/SARscape 5.4, and all other processing and analysis steps are implemented in Python using the GDAL, NumPy, pandas, PIL and CNTK libraries. The deep learning algorithms are achieved in the Microsoft Cognitive Toolkit (CNTK) framework, which is a free, easy-to-use, open-source, commercial-grade toolkit that efficiently trains deep learning algorithms.
Results and Discussions
Accuracy Assessment of Damage-Mapping
In the experiments, we performed 25 epochs for both U-net model and deep residual U-net to obtain the trained damage recognition model. The relationship between the cross-entropy loss and the iteration of epochs is shown in Figure 5 . A notably steady downward trend is observed for both models, which proves that our network structure and training datasets are qualified. Both models begin to converge at the 20th epochs. Basically, one epoch takes approximately 56 min to finish. The validation area is located in the south-east part of Ishinomaki city, as shown in Figure 6a . More details of the validation area are shown in Figure 6b . This area was selected for validation because it has a considerable amount of three different types of damage as shown in Figure 6c . The damage-mapping results of the U-net and deep residual U-net models are presented in Figure 6d and Figure 6e , respectively. The U-net damage-mapping results in Figure 5d are more consistent with the ground-truth data in Figure 6c than the deep residual U-net result in Figure 6e . The accuracy assessment confusion matrix for both damage-mapping results derived from U-net and deep residual U-net is detailed in Table 3 . The metrics of accuracy, precision, recall, and F-score are used to evaluate the accuracy [39] . These metrics are defined in the following equations. Here, the U-net has much lower omission error (39.0%, 51.2% and 22.7%) and commission error ( 75.6%, 66.2%, and 29.9%) than the deep residual U-net (35.2%, 48.6%, 51.9% and 85.6%, 72.3% and 28.2%, respectively). In general, the overall accuracy and F-score for U-net are better than those of deep residual U-net. The introduction of identity mapping in the deep residual U-net structure appears to reduce the network performance, which may explain why the previous study has only used basic U-net structures. This conclusion requires further verification.
In addition, most of the washed-away class pixels and survived class pixels are correctly identified, whereas many collapsed class pixels are misclassified either as washed-away or surviving. Because of the orthographic projection characteristic of the optical remote sensing observation, the sensor can only record the contour information on top of each building, and the damage situation below the roof is not reflected. For the tsunami disaster, a large portion of the collapsed buildings is characterized by the intact roof and destroyed ground floor as shown in Figure 7a , whereas the remote-sensing image can record the complete roof information as shown in Figure 7b . The problem can be mitigated by integrating the Synthetic Aperture Radar imagery information because the Synthetic Aperture Radar is represented by the side-looking observation; thus, it is more sensible to the side-wall damage information [40] . 
Timeliness Estimation for Operational Damage-Mapping
Disaster emergency response requires high timeliness; thus, the timeliness to implement the damage-mapping is of great interest. The timeliness framework basically consists of the time to access the remote-sensing datasets and the time to implement the trained model to map and visualize the damage information as shown in Figure 8 . In general, it takes one to seven days to access the free-source high-resolution satellite imagery provided through the DigitalGlobe Open Data program for major disaster events as detailed in Table 3 , for which the time range is not artificially controllable by the damaged-mapping agency. Thus, the significance of accelerating the efficiency of implementing the damage-mapping process immediately after we obtain the datasets is highlighted. The previous method includes the time-consuming and laborious extraction of various target features as the input to run the model, which is especially deadly for large-area remote-sensing image processing because it greatly delays the process of damage-mapping. The superiority of our proposed method is the simplified data pre-processing process, which only requires the basic processing, such as the calibration, Georeference, and coregistration, which may take approximately 30 min. With cloud coverage, the processing time will increase. The procedure to implement the pre-trained model to generate the damage map only takes approximately 2-15 min depending on the remote-sensing image size, which implies that in future disaster response practice, it will only take 2-15 min to generate the damage map after the processed remote-sensing data have been provided. This procedure is also superior to the previous method because the end-to-end symmetric U-net network structure can directly localize the predicted label information on the map, which avoids manually projecting the label information onto the map as done in the previous work [5] . This process is followed by the damage mapping and visualization procedure to display the damage map on the ArcGIS server platform to share the damage-mapping results. 
Contribution of the Proposed Framework for Accelerating Operational Damage-Mapping Practice
For operational damage-mapping, the availability of remote-sensing datasets is critical. The proposed damage-mapping framework is designed for the high-resolution satellite imagery, which is always available and freely accessible soon after major disaster events as demonstrated in Table 3 . The proposed framework is highly flexible to extend to other scenarios. Although our method was demonstrated based on the pre-and post-event high-resolution remote-sensing images, the preand post-event images are integrated into an eight-channel layer stack as the input, and the pre-event images before the disaster only provide supplementary reference information for damage classification. Therefore, the model also works smoothly when only post-event images are used as the input if the pre-event remote-sensing images are not accessible. We also experimented using only the post-event image, and The comparison demonstrates that the utilization both pre and the post-event image did outperform than that of only post-event image as shown by the higher cross-entropy loss in Figure 5 , the result is also consistent with our pre-assumption. Therefore, in the future disaster scenario, if the pre and post-event image are both available, we recommend adopting both the pre and post-event image as input.
In addition, although our model was demonstrated for mapping the tsunami damage, the framework also works for other disasters such as floods and landslides. To generalize our framework to other disaster types, the high-resolution satellite imagery and corresponding ground truth data for different types of disaster should be used to fine-tune the new model. Notwithstanding that the proposed model is a supervised classification model, it can be easily implemented to respond to future disasters after these models are well prepared.
Although the building footprint data were used in this work, the role of building footprint data is to create training data labels. Assuming that the label of land that covers the forest, river, etc. of the non-built-up regions is also available, we can train a new model that does not depend on the building footprint data. From this perspective, the proposed framework does not depend on building footprint data and is a generalized framework.
Conclusions
The state-of-the-art image processing algorithm is often used in high-resolution remote-sensing image-based damage-mapping approaches, but it has seldom been improved from the perspective of operational practice. In this work, a framework aiming to enhance the operational damage-mapping practice was proposed. The framework is implemented using a deep learning algorithm under the CNTK framework through an end-to-end improved U-net convolutional network. The 2011 Tohoku Earthquake-Tsunami was selected as the case study to developed and validate the framework. The design of the framework considers the availability of data sources, the feasibility of model implementation, time cost and accuracy of the method immediately after the disaster. The design has enhanced the operational-oriented disaster management practice by introducing the perspective and solution, although it is understood that the proposed framework is not fully operational because of specific limitations.
The development of an intelligent image processing technique represented by the U-net convolutional network is pushing to enable the satellite-based operational damage-mapping practice. Therefore, it is of great significance to explore the role of the state-of-the-art image-processing technology in remote-sensing-based damage identification tasks. The validation results in this work reveal the limitation of a single optical sensor in detecting the collapsed building, particularly the sidewall damage caused by tsunami disasters. These problems can be mitigated by incorporating the synthetic aperture radar image information as a supplement. 
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