We considered an irreversible biochemical intrachain reaction of supercoiled DNA as a random event that occurs, with some probability, at the instant of collision between two reactive groups attached to distant sites of the DNA molecule. For sufficiently small intrinsic rate constant k I , the dominant process contributing to the productive collisions is the quasione-dimensional reptation of the strands forming the superhelix. The mean reaction time is then given by F ϩ1/k I c L , where F is the mean time of the first collision caused by reptation, and c L is the local concentration of one reactive group around the other. The internal reptation of DNA strands was simulated by the repton model, in which a superhelix branch is approximated by a string of beads placed in a row of cells. This simple model allows semiquantitative estimation of F and c L ͑in some arbitrary units͒ for a large range of the DNA lengths L. The repton chain was calibrated with the help of the data available for small supercoiled plasmids from Monte Carlo and Brownian dynamics simulations. The repton model and the Brownian dynamics give the same form of the distribution of the first collision time. Our estimations show that, for opposite sites of the chain, the mean first collision time F varies from 5 ms (Lϭ2.5 kb) to 1 s (Lϭ20 kb). The corresponding c L values ͑for the reaction radius 10 nm͒ are 3ϫ10 Ϫ6 and 2ϫ10 Ϫ7 M.
We considered an irreversible biochemical intrachain reaction of supercoiled DNA as a random event that occurs, with some probability, at the instant of collision between two reactive groups attached to distant sites of the DNA molecule. For sufficiently small intrinsic rate constant k I , the dominant process contributing to the productive collisions is the quasione-dimensional reptation of the strands forming the superhelix. The mean reaction time is then given by F ϩ1/k I c L , where F is the mean time of the first collision caused by reptation, and c L is the local concentration of one reactive group around the other. The internal reptation of DNA strands was simulated by the repton model, in which a superhelix branch is approximated by a string of beads placed in a row of cells. This simple model allows semiquantitative estimation of F and c L ͑in some arbitrary units͒ for a large range of the DNA lengths L. The repton chain was calibrated with the help of the data available for small supercoiled plasmids from Monte Carlo and Brownian dynamics simulations. The repton model and the Brownian dynamics give the same form of the distribution of the first collision time. Our estimations show that, for opposite sites of the chain, the mean first collision time 
I. INTRODUCTION
Many biochemical reactions, such as site-specific recombination and initiation of transcription, require a close contact of two distant DNA sites ͑see, for example, Refs. 1, 2͒. The site juxtaposition is a random event in the course of internal diffusion motion of the DNA molecule. Modeling of this process is important for better understanding of DNA functioning.
The general analytical theory of irreversible intrachain reactions of polymers was developed by Wilemski and Fixman. 3 These and other authors applied it to various polymer systems, [3] [4] [5] [6] [7] including nonsupercoiled DNA. 8 For supercoiled DNA, however, no fruitful analytical approach has yet been found.
It is clear that the rate of a very slow reaction is determined by the local concentration of one reactive group around the other. However, a very fast reaction is limited by the time of the first collision between the reactive groups. The local concentration for a supercoiled DNA molecule can be obtained by Monte Carlo simulations. [9] [10] [11] The most suitable tool for calculation of the first collision time proved to be the Brownian dynamics method. 12, 13 However, reactions of intermediate rate have not been investigated theoretically at all. Such reactions can, in principle, be modeled by Brownian dynamics, but this approach requires considerable computational efforts and is at the limit of capacity of modern computers.
In this study, we present a simple semiquantitative consideration of irreversible intramolecular reactions of supercoiled DNA. The emphasis is made on reactions of intermediate rate. At first, we show that for this type of reactions the role of the real three-dimensional structure of the molecule becomes unimportant and one can concentrate on the quasione-dimensional reptation of the strands forming the superhelix. Then, this process is simulated by a modified repton model, which was first applied to a supercoiled DNA by Marko. 14 We pay much attention to the form of the distribution of the reaction time.
II. THEORY

A. Simple preliminary considerations
Consider an irreversible chemical reaction between two reactive groups attached to different sites of a polymer chain in a dilute solution. We assume that the activity of the groups is ''switched on'' at the initial time instant tϭ0, with the polymer chain being in statistical equilibrium. Due to the internal diffusion, the reactive groups repeatedly collide with each other until the reaction takes place. Each single collision leads to the reaction with the probability ␣. The reaction radius R is the distance between the centers of the reactive groups at the instant of collision. The problem is to find the probability distribution P ⌺ (t) of the reaction time, i.e., the time corresponding to the final, ''successful'' collision.
In the simplest case, the successive recurrence times, i.e., the time intervals between collisions, are not correlated. The mean reaction time ⌺ is then given by a͒ Author to whom correspondence should be addressed; electronic mail: jl@dkfz.de
where F is the mean time of the first collision, R the mean recurrence time, and n the mean number of the ''unsuccessful'' collisions preceding the reaction: nϩ1ϭ1/␣. If correlation between recurrence times is essential, Eq. ͑1͒ does not hold any more. However, the quantities F , R , and n remain important parameters of the system. It is obvious that F ӷ R , because R can be treated as the first collision time for a conformation where the reactive groups are already in close contact. The quantities F and R are not only of different order-of-magnitude, they also depend on different parameters of the polymer system.
The recurrence time R can easily be estimated. Note that 1/ R is the radial flux, i.e., the number of collisions per unit time:
where (r) is the equilibrium probability distribution of the distance r between the centers of the reactive groups; u is the absolute radial velocity: uϭ͉dr/dt͉; and the factor 1/2 is the probability that, at a particular instant, the reactive groups are moving toward each other (dr/dtϽ0). According to the Maxwell distribution, the mean value of u is ͗u͘
, where k B is the Boltzmann constant, T the temperature, and m the reduced mass of the reactive groups. Hence,
.
͑3͒
An important consequence of Eq. ͑3͒ is that the mean recurrence time does not depend on the internal diffusion of the polymer chain; in particular, the value of R is insensitive to the viscosity of the medium. For convenience, we rewrite Eq. ͑3͒ as
where
͑5͒
is the intrinsic second-order rate constant, and the quantity
has the meaning of the effective local concentration of one reactive group around the other. Note that in the ''diffusion approximation,'' where inertia is ignored (mϭ0), the recurrence time is equal to zero: R ϭ0. However, the product n R remains a meaningful parameter of the theory. It can be kept finite by rescaling the probability ␣, so that R →0, n→ϱ, and n R ϭconst.
B. Relation between the distributions of the first collision and recurrence times
The probability distributions of the first collision time and the recurrence time are closely related. We denote these functions as P F (t) and P R (t), respectively. Consider an arbitrary time instant. The probability p(tЈ)dtЈ that the time between the last and the next collisions lies within the interval (tЈ,tЈϩdtЈ) is proportional to P R (tЈ)tЈ dtЈ. The normalization constant, as can easily be shown, is equal to 1/ R :
The conditional probability that the next collision occurs in the time interval (t,tϩdt), given the time tЈ between the last and the next collisions, is p͑t͉tЈ͒dtϭdt/tЈ, 0рtрtЈ. ͑8͒
The joint distribution of t and tЈ is p͑t,tЈ͒ϭ p͑t͉tЈ͒p͑tЈ͒ϭ͑1/ R ͒P R ͑ tЈ͒, 0рtрtЈ. ͑9͒
The distribution of the first collision time can be obtained by the integration of p(t,tЈ) over tЈ:
The mean time of the first collision is
Here, we substituted P F (t) from Eq. ͑10͒ and integrated by parts. Note that F can also be obtained as the half-mean value of the distribution p(tЈ) ͓Eq. ͑7͔͒. Differentiation of Eq. ͑10͒ gives another form of relation between the two distributions:
As follows from Eq. ͑10͒ for tϭ0,
An interesting consequence of Eqs. ͑12͒ and ͑13͒ is that the distribution P F (t) cannot exactly be exponential. Indeed, if P F (t)ϭ(1/ F )exp(Ϫt/ F ), then P R (t)ϵ P F (t) and R ϭ F , in contradiction with the obvious estimation R Ӷ F . In the diffusion approximation, R ϭ0 and expressions ͑10͒, ͑11͒ are not defined. However, in numerical simulations, R is always finite. In this case, Eqs. ͑10͒ and ͑11͒ can be used for determination of P F (t) and F . The total reaction time ⌺ can be obtained in a similar way. Imagine that each collision is marked as ''successful'' with the probability ␣. The first successful collision corresponds to the chemical reaction. The mean time between successful collisions is S ϭ1/k I c L . The argumentation of this section and, in particular, Eqs. ͑10͒-͑13͒ remain valid under the substitution
, where P ⌺ (t) and P S (t) are the probability distributions of the reaction time and the time between successful collisions, respectively.
C. Approximation of uncorrelated recurrence times
A fruitful analytical approach to the problem under consideration is only possible when the successive recurrence times are not correlated. This assumption means that at the instant of collision the system ''loses all the memory about its past.'' In other words, if the distance r between the reactive groups is equal to the reaction radius R, all other degrees of freedom are supposed to be in equilibrium. ͑The mutual independence of recurrence times is, in fact, equivalent to the closure approximation in the theory of Wilemski and Fixman. 3, 4 ͒ The distribution of the total reaction time can then be represented as the following infinite sum:
Here, the asterisk denotes the convolution
The first term in Eq. ͑14͒ is the distribution of the first collision time, P F (t), multiplied by the probability ␣ that the first collision is successful; the second term is the distribution of the second collision time, P F (t)*P R (t), multiplied by the probability (1Ϫ␣)␣ that the second collision is successful, and so on. An appropriate tool for calculation of the sum in Eq. ͑14͒ is the Laplace transformation, which converts the convolution into a product. The Laplace transform of an arbitrary function P(t) is defined by
After the Laplace transformation, the series in Eq. ͑14͒ becomes a geometrical progression. Its summation yields
͑17͒
The Laplace transform of Eq. ͑12͒ is
The substitution of Eq. ͑18͒ into Eq. ͑17͒ gives
with n equal, as before, to 1/␣Ϫ1. The combination n R can be expressed through the local concentration c L and the intrinsic rate constant k I according to Eq. ͑4͒. The final expression for P ⌺ (s) is then
The quantity P ⌺ (s) can be, in principle, observed directly in an experiment. Suppose that one of the reactive groups, A, is involved in a competitive reaction that cancels its activity with respect to the other reactive group, B. Let s be the first-order rate constant of the activity decay. We assume that at tϭ0 all A are active. The conditional probability that a particular A is still active at the time t, provided it has not reacted with B, is e Ϫst . The part of the polymer molecules with the completed intrachain reaction at t→ϱ is given by the integral ͐ 0 ϱ e Ϫst P ⌺ (t)dt, which is exactly the definition of P ⌺ (s). As a competitive reaction, one can, for example, take a bimolecular reaction with some free molecules C. Then sϭkc, where k is the second-order rate constant and c is the concentration of C. Varying c, one can, in principle, obtain the entire function P ⌺ (s). The mean reaction time can be found as
D. Relation between the distribution of the reaction time and the Green function
The distribution of the reaction time, P ⌺ (t), is closely related to the reduced Green function G(r 1 ,t͉r 0 ) of the polymer system. ͑The recurrence times are assumed to be not correlated.͒ The quantity G(r 1 ,t͉r 0 )dr is the conditional probability that, at the time t, the distance r between the reactive groups belongs to the interval (r 1 ,r 1 ϩdr), given that, at the initial time instant, r is equal to r 0 and the other degrees of freedom are at equilibrium. In particular, the func-
2 has the meaning of the time-dependent local concentration of the reactive groups that collided at t ϭ0 ͓cf. Eq. ͑6͔͒. One can imagine that, after the chemical reaction, the reactive groups are deactivated but continue their diffusion motion. The ''source'' of the deactivated reactive groups is P ⌺ (t)␦(rϪR). The local concentration of the deactivated reactive groups is given by
2 . On the other hand, the reaction rate P ⌺ (t) is proportional to the local concentration of the active reactive groups, with the coefficient of proportionality being the intrinsic rate constant k I :
Resolving this equation with respect to P ⌺ (t) in terms of the Laplace transform, we get
Comparison of Eqs. ͑20͒ and ͑23͒ yields
The same result follows from Eq. ͑23͒ as the limit k I →ϱ. It should be noted that Eq. ͑23͒ can be derived from the general theory of Wilemski and Fixman, 3 but our approach is simpler.
The mean reaction time, according to Eqs. ͑21͒ and ͑23͒, is
where (R)ϭG(R,ϱ͉R). The mean time of the first collision is obviously given by
E. Criterion for mutual independence of recurrence times
Equation ͑26͒ allows a simple physical interpretation. Consider a large time interval ͑0, T͒. The mean number of collisions during this interval can be represented as
Suppose that the first collision occurs at the time t F . The mean number of collisions in the interval (t F ,T) is a function of T and t F , which we denote as N 1 (TϪt F ͉t F ). The difference,
has the meaning of the mean number of excess collisions in the interval (t F ,T). It is independent of T, provided T is sufficiently large. If t F ϭ0, one can write by analogy with Eq. ͑27͒,
For t F ϭ0, the number of excess collisions is given by
The total number of collisions in the interval ͑0, T͒ as a function of T and t F is
The average of this expression over t F is simply T/ R , so that
Resolving this equation with respect to F , we have
Equation ͑32͒ is exact. In the approximation of uncorrelated recurrence times, the number of excess collisions is independent of t F : n E (t)ϭn E (0). Equation ͑32͒ reduces then to
In the diffusion approximation, R →0 and n E (0) is given by Eq. ͑30͒. Thus, Eq. ͑33͒ becomes equivalent to Eq. ͑26͒. Using the same argumentation, one can obtain an expression for the total reaction time ⌺ . The substitution
Although this equation cannot be resolved with respect to P ⌺ (t), it gives us the possibility to estimate, in which case the correlation between recurrence times is negligible. One can distinguish three characteristic time intervals with different distributions of the active polymer chains contributing to the reaction. These time intervals are defined by the shortest min and the longest max relaxation times of the system. When tϽ min , the active chains keep their initial equilibrium distribution. Consequently,
Eventually, as the chains that have already reacted leave the set of the active chains, the distribution of this set becomes distorted. If min ϽtϽ max , the collisions are due to the fluctuations of the fastest relaxation modes, whereas the slowest modes remain frozen. These fast fluctuations leave the collision area relatively quickly, so that
Finally, when tϾ max , all the modes of the active chains are relaxed and we have again
In general, one would expect the correlation between recurrence times to be negligible, if the reaction time ⌺ is larger than the longest relaxation time max of the system. This criterion is always fulfilled for sufficiently small intrinsic rate constant k I . In this case, n E (t) can be approximated by n E (0) ͓Eq. ͑30͔͒ and the exact expression ͑34͒ reduces to Eq. ͑25͒. However, the term
has not, in general, the meaning of the first collision time.
We will call the quantity F app , defined by Eq. ͑36͒, the apparent mean time of the first collision. As follows from inequality ͑35b͒, F р F app . In a similar way, the reaction rate P ⌺ (t) for sufficiently small k I is given by Eq. ͑23͒, although the function
does not necessary correspond to the probability distribution P F (t) of the first collision time. ͑We note in parentheses that, if F Ͼ max , Eq. ͑33͒ provides an efficient method for computation of F by numerical simulations. To obtain one series of excess collisions, it is sufficient to observe the system during the time interval Ϸ max . In direct methods, the observation time per one independent event is of order F . The value of R can be found, for example,
in , where R in is the recurrence time of the collisions from within the sphere rϭR, and p in is the probability that rϽR. Equation ͑33͒ becomes particularly useful in the case, when the direct methods require unrealistic large computational time. An example of such a system is considered in Ref. 15 .͒
F. Peculiarities of supercoiled DNA
In a supercoiled DNA, there are two possible mechanisms of collisions between the reactive groups, 16 as illustrated in Fig. 1 The mean reaction time can be roughly estimated as
Here n is, as before, the average number of unsuccessful collisions preceding the reaction. We assume that, for each type of collision taken separately, the recurrence times are not correlated. Keeping in mind that F b Ӷ F r and R b ӷ R r , we can distinguish four characteristic regimes of reaction depending on the value of n. ͑1͒ If n is small enough, then F b ӷn R b . In this case, the collisions by bending prevail, and the reaction is diffusion-controlled. ͑2͒ With a gradual increase of n, we get the situation when
The contribution from reptation remains negligible, but the reaction becomes ''chemically controlled'' ͑i.e., the internal diffusion has no influence on the reaction rate͒. ͑3͒ With a further increase of n, we have n R b ӷ F r ӷn R r . The collisions by reptation dominate, and the reaction is again diffusioncontrolled. ͑4͒ Finally, if n is very large (n→ϱ), then F r Ӷn R r . The reaction becomes chemically controlled, with a dominant role of the collisions by reptation. These considerations are summarized in Table I . The dependence of the reaction time ⌺ on the number of collisions n is schematically shown in Fig. 2 . Note that n is inversely proportional to the intrinsic constant k I ͓Eq. ͑5͔͒. In terms of the previous section, the first collision time Another 12 In all cases, the quantities F app and F r can be regarded as practically equivalent. Consequently, for sufficiently small intrinsic rate constant k I , the role of the real threedimensional structure of DNA becomes unimportant and one can concentrate on the quasione-dimensional reptation of the strands forming the superhelix. In the Secs. III and IV of this study, we model this process by a simple repton model.
G. Dependence of the reaction time on the viscosity of the medium
One can not arbitrarily choose the value of k I in a real experiment. For that reason, it is more interesting to consider the dependence of the reaction time ⌺ on the viscosity of the medium, , which can be varied to some extent. In this section we show how this dependence can be obtained, given the reaction time ⌺ as a function of k I .
Let us consider the reaction time as a function of two parameters, the viscosity and the intrinsic rate constant k I : ⌺ ϭ ⌺ (,k I ). We assume that this function is known for some fixed viscosity value 0 . Suppose that the viscosity is increased by a factor of / 0 . This can be taken into account by scaling the time correspondingly. However, the recurrence time R should not change ͑see Sec. II A͒. In order to compensate the increase of R due to the scaling, the probability ␣ should be also increased by the factor of / 0 ͑the ␣ value is supposed to be small͒. Since k I ϳ␣, we have
The dependence of ⌺ on can, in principle, be observed in an experiment. The parameters F app and k I c L can then be determined according to Eq. ͑41͒.
In the case, when F r ӷ F b , the reaction time ⌺ as a function of the viscosity is schematically presented in Fig. 3 .
III. NUMERICAL METHODS
A. Repton model
In a supercoiled DNA, the distance between the reactive groups along the superhelix axis is defined by the positions of the superhelix ends and the branching points. The Brownian dynamics simulations showed that any substantial displacement of the superhelix ends is always accompanied by global reshaping of the molecule through the formation and disappearance of the branches. 12, 22 In other words, as long as the number of branches remains constant, the superhelix ends practically do not move along the DNA contour. To explain this behavior, we suggested 13 that the superhelix ends interact with each other by exchanging small loops that do not form real branches ͑Fig. 4͒. The efficiency of such interactions should rapidly decrease with distance. If the distance between the ends exceeds a certain threshold, it is more probable for two small loops to collide and to merge into a new branch than to migrate one after another in the same direction. In the present work we simulate this process by means of the repton model, which was earlier 14, 17 used to study the dynamic behavior of circular DNA in the limit of very large lengths. Our version of this model is somewhat more refined. It is applicable to molecules of moderate lengths, typical for biochemical experiments.
Consider N beads ͑also called reptons͒ on a circular string. The beads are placed in a row of cells, as shown in Fig. 5͑a͒ ͑N is even͒. This system evolves by means of the two following types of moves: ͑1͒ the emission of a ''quantum'' of interaction ͓Fig. 5͑b͔͒; ͑2͒ the propagation of the ''quantum'' along the string ͓Fig. 5͑c͔͒. The quantum is three successive beads that belong to the same cell. Whenever a move leads to one of the situations depicted in Figs. 5͑d͒-5͑f͒, a further obligatory transition is performed. These additional transitions are: ͑1͒ the formation of a branch as a result of the collision of two quanta ͓Fig. 5͑d͔͒; ͑2͒ the absorption of a quantum by a branch tip ͓Fig. 5͑e͔͒; ͑3͒ the disappearance of a branch that has become too short after the quantum emission ͓Fig. 5͑f͔͒. A move is considered to be completed after all possible additional transitions have been done. ͑The additional transitions are listed above in the order of their priority.͒ An example conformation of the repton system is shown in Fig. 5͑g͒ .
For a given conformation, there are 2m possible moves, where m is the number of the branch tips plus the number of the quanta ͑the factor 2 represents the two directions of motion͒. The time interval between the given and the next conformations is assumed to be ⌬tϭ1/m. The unit of time defined in this way will be further called cycle. The next conformation is obtained according to the following rule. First of all, one of the possible moves is chosen randomly. If the chosen move is of type ͑1͒ ͑quantum emission͒, it is performed with the probability p. If the chosen move is of type ͑2͒ ͑quantum propagation͒, it is performed unconditionally. Thus, on the average, during one cycle each branch tip emits p quanta and each quantum changes its position once. In all our calculations, pϭ0.0055. In this case, one Kuhn length of the DNA molecule ͑100 nm or 0.29 kb͒ is represented by five successive beads of the repton chain ͑see Sec. IV A͒.
In our model, we neglect the transitions shown in Fig. 6 . Indeed, the rate of these processes should be very low, because they involve translational or rotational displacement of the whole branch. The corresponding transition time ͑in cycles͒ can be roughly estimated as t b Ϸl b /l q , where l b and l q are the lengths stored in the branch and in the quantum, respectively.
14 In addition, these processes are only possible if the involved quanta stop their usual migration along the chain for the time interval ϳt b . Denoting the probability of such behavior of quantum by p(t b ), we can estimate the rate of the processes shown in Fig. 6 as ϳ(l q /l b )p(t b ). In Ref.
14, the small factor p(t b ) is omitted and the role of the transition ͑a͒ ͑Fig. 6͒ is overestimated.
An analogue of the local concentration for the repton model is the probability of juxtaposition, p jux , i.e., the probability that a pair of beads separated by the distance S are in the same cell. As the branch tip is always formed by a single bead, the probability of juxtaposition is relatively low for the pairs of beads for which the separation S is an odd number. In all our calculations, the S value ͑measured in numbers of beads͒ is even. The recurrence time is defined as the continuous time interval during which the pair of beads are not juxtaposed. The first collision time F and the distribution P F (t) were obtained according to Eqs. ͑10͒ and ͑11͒. The reaction time ⌺ and the distribution P ⌺ (t) for ␣Ͻ1 were calculated in a similar way ͑see remark at the end of Sec. II B͒.
To provide a representation of the model suitable for programming, the cells are numerated in an arbitrary order. A chain conformation is then given by an array of integers that defines the cell number corresponding to each bead. Our program was written in Cϩϩ and executed on a PC under Linux with a Pentium Pro processor ͑200 MHz͒. Overall, our computations took Ϸ1 week CPU time. FIG. 5 . Repton model of supercoiled DNA. ͑a͒ The starting conformation is a circular string of beads placed in a row of cells. The system evolves by means of two types of moves: ͑b͒ the emission of a quantum of interaction by a branch tip; ͑c͒ the propagation of the quantum along the repton chain. The quantum consists of three successive beads that belong to the same cell. After each move the following additional transitions are performed, if possible: ͑d͒ the formation of a new branch as a result of the collision of two quanta; ͑e͒ the absorption of a quantum by a branch tip; ͑f͒ the disappearance of a branch that has become too short after the quantum emission. ͑g͒ An example conformation of the repton chain. 
B. Monte Carlo model
The dependence of the local concentration c L on the reaction radius R was calculated by our earlier Monte Carlo program for simulation of supercoiled DNA. 9, 23, 24 In this program, the DNA molecule is modeled by a chain of straight segments with a fixed length l 0 . Harmonic potentials with respect to the angles between adjacent segments and to the twist deficiency ⌬Tw are used. Electrostatic interactions between the segments are taken into account through a Debye-Hückel potential. 23 The linear charge density of DNA was renormalized as described in Ref. 20 . Knotted conformations are forbidden. The evolution of the chain is performed by two types of trial steps: ͑1͒ pivoting of a randomly chosen subchain about its end-to-end vector by a random angle, and ͑2͒ exchange of two randomly chosen subchains, of four and five segments, with proper readjustment of the end-to-end distances. The trial step is accepted or rejected, depending on the change in the energy, according to the modified Metropolis rule. 24 We used the following parameters. The molecule length was Lϭ840 nm ͑2.5 kb͒, the linking number deficiency ⌬LkϭϪ11.9 ͑superhelical density ϭϪ0.05); the persistence length L p ϭ50 nm, the torsional rigidity Cϭ2.5 ϫ10 Ϫ19 erg•cm; the NaCl concentration Iϭ0.1 M, the temperature Tϭ293 K, the distance between the reactive groups along the DNA contour SϭL/2, the segment length l 0 ϭ5 mn. The total number of the Monte Carlo steps was 2ϫ10 7 . This corresponded approximately to 100 independent conformations, judging from the autocorrelation function of number of branches. 25 The local concentration was obtained as c 1 (R) ϭ͓(r)/4r 2 ͔ rϭR , where (r) is the distribution of the distance between the opposite joints of the chain. For small r, the value of (r) is quite sensitive to the segment length l 0 . We did not achieve a plateau in the dependence of (r) on l 0 . To estimate the resulting error, we recalculated (r) as the distribution of the distance between the middle points of the opposite segments. The difference between the two functions was Ϸ15% (rϭ4 -6 nm). The calculations took Ϸ1 week CPU time under the above conditions.
IV. RESULTS AND DISCUSSION
A. Average number of superhelix ends
The repton model has two parameters: the number of beads N and the emission rate p ͑the average number of quanta emitted by one branch end per one cycle͒. The quantity EϭϪln p can be interpreted as the ͑dimensionless͒ energy of one quantum. The decay of the shortest possible branch in two quanta requires the same amount of energy, E. Hence, the energy of the branch formation is also equal to E ͑the energy of two quanta minus the energy of the branch decay͒. The branch entropy is a function of N.
We assume that a repton chain, with certain values of N and p, corresponds to a supercoiled DNA molecule of the length L, if the average number of branch ends, n e , is the same for both objects. In our calculations, the parameter p is fixed: pϭ0.0055. The number of beads N is proportional to the DNA length L. For determining the proportionality constant, we calibrated our data against the known dependence of n e on L obtained by Monte Carlo simulations of supercoiled DNA under physiological ionic conditions. 11 For our choice of p, five beads of the repton chain correspond approximately to one Kuhn length ͑100 nm͒ of the DNA molecule ͑1 kb are represented by Ϸ17 beads͒. The plot of n e vs N for the repton model ͑Fig. 7͒ reproduces the Monte Carlo data 11 with satisfactory accuracy. for opposite beads of the chain (SϭN/2) depends on the chain length approximately as F ϳN 2.5 , in agreement with the asymptotic behavior reported in Refs. 14 and 17.
B. Mean first collision time
The real time that corresponds to one cycle of the repton model can be estimated by Brownian dynamics simulations of short supercoiled DNA. In our recent study, 13 we used this method to calculate the first collision time for a plasmid of 2.5 kb in 0.1 M sodium chloride solution. The contour separation of the reactive groups was Sϭ0.47 kb. The superhelical density ϭϪ0.05. The collisions by bending were not excluded from consideration, but their role became less important with the decrease of the reaction radius R. For R ϭ6 nm ͑the smallest value used in the calculations͒, only 20% of all first collisions were caused by bending. In this case, the first collision time was F Ϸ3 ms. Here, we use this value of F as a benchmark for the repton model (N ϭ42, Sϭ8). Accordingly, one cycle of the repton model corresponds to Ϸ55 ns ͑Fig. 8͒.
C. Distribution of the first collision time
The distribution P F (t) of the first collision time for various separations S and a fixed chain length (Nϭ168, L ϭ9.9 kb) is displayed in Fig. 9͑a͒ . The characteristic features of this distribution are common for all considered N values (42рNр340). As shown in Fig. 9͑a͒ , the function P F (t) can be satisfactorily approximated by the formula
͑42͒
Exactly the same form of the distribution P F (t) was observed in the Brownian dynamics simulations of supercoiled DNA for Lϭ2.5 kb and Sϭ0.47 kb ͓Fig. 9͑c͔͒. 13 The plot of Eq. ͑42͒ ͓Figs. 9͑a͒ and 9͑b͔͒ shows that the function P F (t) scales as ϳt Ϫ1/2 , if tϽ F , and is practically undistinguishable from an exponential, if tϾ F . Equation ͑42͒ was derived in Ref. 13 for very short supercoiled plasmids without branches. Our present results show that this formula remains a reasonably good approximation for large branched molecules as well.
The distribution of the first collision time given by Eq. ͑42͒ corresponds to one-dimensional diffusion in an infinitely deep square well. Consider the simplest onedimensional ''molecule'' consisting of two small beads connected by a thread of the length a/2. Due to the thread, distances between the beads larger than a/2 are forbidden, otherwise their mutual diffusion is not restricted. The onedimensional analogue of Eq. ͑24͒ is
where G(t)dx is the probability to find the beads within the distance dx from each other at time t, provided they suffered a collision at the initial time instant. In order to find G(t), we chose one of the beads as the origin of coordinates and imagine the reflecting boundaries at the points Ϯa/2 as two mirrors. The system becomes then equivalent to a single particle diffusing along a straight line with the equidistant ''collision points'' at the positions na, where n is an integer (ϪϱϽnϽϱ). If the particle starts from the origin of coordinates, then the probability to find it within the distance dx to one of the collision points is given by
where D is the diffusion coefficient of the particle. The Laplace transform of the function (t) Ϫ1/2 exp(Ϫn 2 a 2 /4Dt) is s Ϫ1/2 exp͓Ϫna(s/D) 1/2 ͔. Hence, the series in Eq. ͑44͒ is converted to a geometrical progression. The substitution from Eq. ͑44͒ into Eq. ͑43͒ yields
with F ϭa 2 /12D. As can easily be verified, this expression is the Laplace transform of Eq. ͑42͒.
In a supercoiled DNA molecule, the collision kinetics can be described by this simple model in the initial time interval, when the collisions occur between the reactive groups that originally belonged to the counterpart strands of the same branch. If tϾ F , the function P F (t) becomes exponential, because the reacting chains ''forget'' their initial conformation.
D. Local concentration
The local concentration c L is a function of three parameters: the molecule length L, the contour separation S, and the reaction radius R. We assume that, in a supercoiled DNA molecule, c L can be represented as
where c 0 is a function of L and S, and c 1 depends only on R.
The quantity c 0 is proportional to the juxtaposition probability p jux of the repton model. The functions c 0 (L,S) and
, where L 0 and S 0 are some fixed values. Figure 10 presents the function c 1 (R) as the local concentration calculated by the Monte Carlo method ͑Sec. III B͒ for the parameters L 0 ϭ2.5 kb and S 0 ϭL 0 /2. The juxtaposition probability p jux of the repton model for various N and S is shown in Fig. 11 . The same data, after proper rescaling of the axes, give the function c 0 (L,S) ͑Fig. 11͒.
Comparing Figs. 8 and 11, one can note that the first collision time F grows with S and L more sharply than the recurrence time R ϳ1/c L . Consequently, an increase of S or L shifts the reaction type in the direction of the diffusioncontrolled limit.
E. Reaction time as a function of the number of collisions
In general, a single collision leads to the reaction with some probability ␣. We simulated the resulting process for the repton chain of 42 beads (Lϭ2.5 kb), as described in Sec. III A. The separation between the ''reacting'' beads was Sϭ8 (0.47 kb). The mean reaction time ⌺ as a function of the average number of unsuccessful collisions, nϭ1/␣Ϫ1, is presented in Fig. 12 . Note that the number of collisions n, defined here for the repton chain, can be converted to the intrinsic rate constant, k I , with the help of Eq. ͑4͒, if the local concentration c L is known. The dynamic parameters of the system are F ϭ54ϫ10 3 cycles ͑3.0 ms͒, F app ϭ61ϫ10 3 cycles ͑3.4 ms͒, R ϭ1.77ϫ10 3 cycles ͑97 s͒. The difference ⌬ϭ F app Ϫ F characterizes correlation between the recurrence times. The ratio ⌬/ F app ϭ12% represents an estimate of the maximal error resulting from neglect of this correlation. From the practical point of view, F app is a more valuable characteristic of the repton system than F . However, the difference of 12% is not crucial for our rough estimations. We verified that the ratio ⌬/ F does not increase with N and S ͑data not shown͒.
With an increase of n, the probability distribution of the reaction time, P ⌺ (t), approaches an exponential function, as illustrated in Fig. 13͑a͒. Figure 13͑b͒ presents the same data in the integral form, i.e., as the probability (t) that the reaction occurs before the time t: (t)ϭ͐ 0 t P ⌺ (tЈ)dtЈ. The Laplace transforms of the functions P ⌺ (t) are shown in Fig.  13͑c͒ . In this representation, the simulated data can be easily compared with the theoretical curves given by the formula
which follows from Eqs. ͑19͒ and ͑45͒.
V. CONCLUSIONS
In this work, we have shown that, for a supercoiled DNA molecule, the apparent mean time of the first collision, F app , is approximately equal to the mean time F r of the first collision caused by reptation. For sufficiently small intrinsic rate constant k I , the collisions by bending can be ignored, because bending contributes little to the local concentration of the reactive groups. In this case, the theoretical consideration of the intrachain reactions greatly simplifies. The role of the real three-dimensional structure of the molecule becomes unimportant and one can concentrate on the quasionedimensional reptation of the strands forming the superhelix. Here, this process was simulated by a simple repton model, which allows semiquantitative estimations ͑in some arbitrary units͒ of the first collision time F r and the local concentration c L for a large range of the chain lengths L. The repton model was calibrated with the help of the data available for small supercoiled plasmids from the Monte Carlo and Brownian dynamics simulations. Our estimations show that the mean time required for the reptation to bring two opposite sites into close contact varies from 5 ms (Lϭ2.5 kb) to 1 s (Lϭ20 kb). The corresponding local concentrations ͑for the reaction radius 10 nm͒ are 3ϫ10 Ϫ6 and 2ϫ10 Ϫ7 M. Our predictions can, in principle, be tested by an experimental dependence of the reaction time on the viscosity of the medium. FIG. 13 . ͑a͒ Distribution function P ⌺ (t) of the reaction time for various average numbers of unsuccessful collisions, preceding the reaction nϭ1/␣ Ϫ1. The repton chain contains 42 beads ͑2.5 kb͒; the reactive groups are separated by eight beads ͑0.47 kb͒. The solid line is given by Eq. ͑42͒. The dashed lines represent the exponential functions (1/ ⌺ )exp(t/ ⌺ ). For convenience, the data are multiplied by an arbitrary factor z. ͑b͒ The same data in the form of the probability (t) that the reaction occurs before the time t. The solid line was obtained by integration of Eq. ͑42͒. The dashed lines have the form 1Ϫexp(t/ ⌺ ). ͑c͒ The Laplace transforms of the functions P ⌺ (t) ͑thick dashed lines͒ are compared with the curves given by Eq. ͑47͒ ͑solid lines͒. The thin dashed lines represent the Laplace transforms, (1ϩ ⌺ s) Ϫ1 , of the exponential functions. 
