Abstract-This paper presents a novel approach for the verification of the word hypotheses generated by a large vocabulary, offline handwritten word recognition system. Given a word image, the recognition system produces a ranked list of the N-best recognition hypotheses consisting of text transcripts, segmentation boundaries of the word hypotheses into characters, and recognition scores. The verification consists of an estimation of the probability of each segment representing a known class of character. Then, character probabilities are combined to produce word confidence scores which are further integrated with the recognition scores produced by the recognition system. The N-best recognition hypothesis list is reranked based on such composite scores. In the end, rejection rules are invoked to either accept the best recognition hypothesis of such a list or to reject the input word image. The use of the verification approach has improved the word recognition rate as well as the reliability of the recognition system, while not causing significant delays in the recognition process. Our approach is described in detail and the experimental results on a large database of unconstrained handwritten words extracted from postal envelopes are presented.
INTRODUCTION
R ECOGNITION of handwritten words has been a subject of intensive research in the last 10 years [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] . Significant improvements in the performance of recognition systems have been achieved. Current systems are capable of transcribing handwriting with average recognition rates of 50-99 percent, depending on the constraints imposed (e.g., size of vocabulary, writerdependence, writing style, etc.) and also on the experimental conditions. The improvements in performance have been achieved by different means. Some researchers have combined different feature sets or used optimized feature sets [7] , [9] , [10] . Better modeling of reference patterns and adaptation have also contributed to improve the performance [2] , [7] . However, one of the most successful approaches to achieving better performance is the combination of classifiers. This stream has been used especially in application domains where the size of the lexicon is small [1] , [11] , [12] , [13] , [14] , [15] . Combination of classifiers relies on the assumption that different classification approaches have different strengths and weaknesses which can compensate for each other through the combination.
Verification can be considered as a particular case of combination of classifiers. The term verification is encountered in other contexts, but there is no consensus about its meaning. Oliveira et al. [16] define verification as the postprocessing of the results produced by recognizers. Madhvanath et al. [17] define verification as the task of deciding whether a pattern belongs to a given class. Cordella et al. [18] define verification as a specialized type of classification devoted to ascertaining in a dependable manner whether an input sample belongs to a given category. Cho et al. [19] define verification as the validation of hypotheses generated by recognizers during the recognition process. In spite of different definitions, some common points can be identified and a broader definition of verification could be a postprocessing procedure that takes as input hypotheses produced by a classifier or recognizer and which provides as output a single reliable hypothesis or a rejection of the input pattern. In this paper, the term verification is used to refer to the postprocessing of the output of a handwriting recognition system resulting in rescored word hypotheses.
In handwriting recognition, Takahashi and Griffin [20] are among the earliest to mention the concept of verification and the goal was to enhance the recognition rate of an OCR algorithm. They have designed a character recognition system based on a multilayer perceptron (MLP) which achieves a recognition rate of 94.6 percent for uppercase characters of the NIST database. Based on an error analysis, verification by linear tournament with one-to-one verifiers between two categories was proposed and such a verification scheme increased the recognition rate by 1.2 percent. Britto et al. [21] used a verification stage to enhance the recognition of a handwritten numeral string HMM-based system. The verification stage, composed of 20 numeral HMMs, has improved the recognition rate for strings of different lengths by about 10 percent (from 81.65 percent to 91.57 percent). Powalka et al. [11] proposed a hybrid recognition system for online handwritten word recognition where letter verification is introduced to improve disambiguation among word hypotheses.
A multiple interactive segmentation process identifies parts of the input data which can potentially be letters. Each potential letter is recognized and further concatenated to form strings. The letter verification procedure produces a list of words constrained to be the same words provided by a holistic word recognizer. Scores produced by the word recognizer and by the letter verifier are integrated into a single score using a weighted arithmetic average. Improvements between 5 percent and 12 percent in the recognition rate are reported. Madhvanath et al. [17] describe a system for rapid verification of unconstrained offline handwritten phrases using perceptual holistic features. Given a binary image and a verification lexicon containing ASCII strings, holistic features are predicted from the verification ASCII strings and matched with the feature candidates extracted from the binary image. The system rejects errors with 98 percent accuracy at a 30 percent acceptance level. Guillevic and Suen [22] presented a verification scheme at character level for handwritten words from a restricted lexicon of legal amounts of bank checks. Characters are verified using two k-NN classifiers. The results of the character recognition are integrated with a word recognition module to shift up and down word hypotheses to enhance the word recognition rate.
Some works give a different meaning to verification and attempt to improve reliability. Recognition rate is a valid measure to characterize the performance of a recognition system, but, in real-life applications, systems are required to have a high reliability [23] , [24] , [25] , [26] . Reliability is related to the capability of a recognition system not to accept false word hypotheses and not to reject true word hypotheses. Therefore, the question is not only to find a word hypothesis, but also to find out the trustworthiness of the hypothesis provided by a handwriting recognition system. This problem may be regarded being as difficult as the recognition itself. It is often desirable to accept word hypotheses that have been decoded with sufficient confidence. This implies the existence of a hypothesis verification procedure which is usually applied after the classification.
Verification strategies whose only goal is to improve reliability usually employ mechanisms that reject word hypotheses according to established thresholds [23] , [24] , [25] , [26] . Garbage models and antimodels have also been used to establish rejection criteria [4] , [25] . Pitrelli and Perrone [26] compare several confidence scores for the verification of the output of an HMM-based online handwriting recognizer. Better rejection performance is achieved by an MLP classifier that combines seven different confidence measures. Marukatat et al. [25] have shown an efficient measure of confidence for an online handwriting recognizer based on antimodel measures which improves the recognition rate from 80 percent to 95 percent at a 30 percent rejection level. Gorski [24] presents several confidence measures and a neural network to either accept or reject word hypothesis lists. Such a rejection mechanism is applied to the recognition of courtesy check amount to find suitable error/rejection trade-offs. Gloger et al. [23] presented two different rejection mechanisms, one based on the relative frequencies of reject feature values and another based on a statistical model of normal distributions to find a best trade-off between rejection and error rate for a handwritten word recognition system. This paper is focused on a method of improving the performance of an existing state-of-the-art offline handwritten word recognition system which is writer-independent for very large vocabularies. The challenge is to improve the recognition rate while not increasing the recognition time substantially. To achieve such a goal, a novel verification approach which focuses on the strengths and weaknesses of an HMM classifier is introduced. The goal of the verification approach is to emphasize the strengths of the HMM approach to alleviate the effects of its shortcomings in order to improve the overall recognition process. Furthermore, the verification approach is required to be fast enough without delaying the recognition process. The handwriting recognition system is based on a hidden Markov model and it provides a list of the N-best word hypotheses, their a posteriori probabilities, and characters segmented from such word hypotheses. The verification is carried out at the character level and a segmental neural network is used to assign probabilities to each segment that represents a character. Then, character probabilities are averaged to produce word confidence scores which are further combined with the scores produced by the handwriting recognition system. The N-best word hypotheses are reranked based on such composite scores and, at the end, rejection rules are invoked to either accept or reject the best word hypothesis of such a list. An overview of the main components of the recognition and verification approach is shown in Fig. 1 .
The novelty of this approach relies on the way verification is carried out. The verification approach uses the segmentation hypotheses provided by the HMM-based recognition system, which is one of the strengths of the HMM approach, and goes back to the input word image to extract new features from the segments. These feature vectors represent whole characters and are rescored by a neural network. The novelty also relies on a combination of the results from two different representation spaces, i.e., word and character to improve the overall performance of the recognition process. Some other contributions of this paper include the rejection process and an analysis of the speed, which is crucial when dealing with large vocabularies.
The rest of this paper is organized as follows: Section 2 presents an overview of the HMM-based handwritten word recognition system to provide some minimal understanding of the context in which word verification is applied. Section 3 presents the basic idea underlying the verification approach and its combination with the handwriting recognition system. Rejection strategies are presented in Section 4. Section 5 reports experiments and results obtained and some conclusions are drawn in the last section.
HANDWRITING RECOGNITION SYSTEM (HRS)
Our system is a large vocabulary offline handwritten word recognition based on discrete hidden Markov models. The HRS was designed to deal with unconstrained handwriting (handprinted, cursive, and mixed styles), multiple writers (writer-independent), and dynamically generated lexicons. Each character is modeled by a 10-state left-to-right transition-based discrete HMM with no self-transitions. Intraword and interword spaces are modeled by a two-state left-to-right transition-based discrete HMM [4] .
The HRS includes preprocessing, segmentation, and feature extraction steps (top of Fig. 3 ). The preprocessing stage eliminates some variability related to the writing process and that is not very significant from the viewpoint of recognition, such as the variability due to the writing environment, writing style, acquisition, and digitization of image, etc. The segmentation method performs an explicit segmentation of the words that deliberately proposes a high number of segmentation points, offering, in this way, several segmentation options, the best ones to be validated during recognition. This strategy may produce correctly segmented, undersegmented, or oversegmented characters. Unlike isolated character recognition, lexicon-driven word recognition approaches do not require features to be very discriminating at the character level because other information, such as context, word length, etc., are available and permit high discrimination of words. Thus, features at the grapheme level are considered with the aim of clustering letters into classes. A grapheme may consist of a full character, a fragment of a character, or more than a character. The sequence of segments obtained by the segmentation process is transformed into a sequence of symbols by considering two sets of features where the first set is based on global features and the second set is based on an analysis of the two-dimensional contour transition histogram of each segment in the horizontal and vertical directions. There are also five segmentation features, that try to reflect the way segments are linked together. The output of the feature extraction process is a pair of symbolic descriptions of equal length, each consisting of an alternating sequence of segment shape symbols and associated segmentation point symbols [4] .
Recognition
The general problem of recognizing a handwritten word w or, equivalently, a character sequence constrained to spellings in a lexicon L, is typically framed from a statistical perspective where the goal is to find the sequence of labels c
The posteriori probability of a word w can be rewritten using Bayes' rule:
where P ðwÞ is the a priori probability of the word occurring, which depends on the vocabulary used and the frequency counts in the training data set. The probability of data occurring P ðo T 1 Þ is unknown, but assuming that the word w is in the lexicon L and that the decoder computes the likelihoods of the entire set of possible hypotheses (all lexicon entries), then the probabilities must sum to one: X w2L P wjo
In such a way, estimated posterior probability can be used as confidence estimates [27] . We obtain the posterior P ðwjo T 1 Þ for the word hypotheses analogous to [2] , [26] , [27] :
Output of the Handwriting Recognition System
The HRS generates a list of the N-best recognition hypotheses ordered according to the a posteriori probability assigned to each word hypothesis. Each recognition hypothesis consists of:
. a text transcript (H n ), which is given as a sequence of characters H n ¼ ðc
Þ in which L is the number of characters in the word; . segmentation boundaries of the word hypothesis into characters (S n ) which are obtained by the backtracking of the best state sequence by the decoding algorithm [28] , [29] . It is given as a sequence of L segments S n ¼ ðx
. . x n L Þ, where each segment in S n corresponds to a character in H n ; . a recognition score in the form of a posteriori probability which is computed according (4) and further normalized to confidence score by (9).
Motivation
When passing from recognition to verification, a good knowledge of the behavior of the recognition systems is required. It is important to identify the strengths of the approach and the possible sources of errors to propose novel approaches that are able to minimize such errors. In this way, the motivations for using HMMs in handwriting recognition are: 1) HMMs can absorb a lot of variability related to the intrinsic nature of handwriting, 2) HMMs are very good for the localization of the characters within word, and 3) the truth word hypothesis is frequently among the best word hypotheses. These are some of the reasons why HMM approaches are prevalent in handwriting and speech recognition [2] , [3] , [5] , [7] , [30] .
In spite of the suitability of the HMMs to the problem in question, there are also some shortcomings associated with such an approach. Two distinct studies conducted to identify the sources of errors and confusions in the HRS have shown that many confusions arise from the features extracted from the loose-segmented characters [9] , [31] . These features cannot give a good description of characters when oversegmentation occurs, especially for cursive words. The reason is that the feature set used to characterize cursive words is based on topological information such as loops and crossings which are difficult to be detected from the character fragments.
The errors are also related to the shortcomings associated with the Markovian modeling of the handwriting. The first shortcoming is the susceptibility to modeling inaccuracies that are associated with HMM character models. It is often the case that local mismatches between the handwriting and HMM model can have a negative effect on the accumulated score used for making a global decision. The second shortcoming is the limitation of the HMMs to model the handwriting signal: The assumption that neighboring observations are conditionally independent prevents an HMM from taking full advantage of the correlation that exists among the observations of a character [30] .
VERIFICATION
The goal of the verification is to exploit the strengths of the HMMs to overcome the shortcomings in order to improve the recognition rate of the HRS under the constraint of not increasing the recognition time. The approach we have selected for this is to develop the concept of segmental neural networks as proposed in speech recognition by Zavaliagkos et al. [30] . A segmental neural network is a neural network that estimates a posteriori probability for a complete character segment as a single unit, rather than a sequence of conditionally independent observations. Furthermore, the verification approach was chosen to be modular and applied only to the output of the recognition system. Such a modular approach is suitable for further evaluating the effects of the verification on the overall recognition performance.
Besides exploiting the shortcomings of the HMMs, another motivation to use such an approach is the difference in the recognition rates when considering only the best word hypothesis and the first 10-best word hypotheses, which is greater than 15 percent for an 80,000-word lexicon. This difference is attributed to the presence of very similar words in the lexicon that may differ only by one or two characters. The proposed verification approach is expected to better discriminate between characters and to alleviate this problem.
Methodology
The main assumption in designing the verification approach is that the segmentation of the words into characters carried out by the HRS is reliable. This assumption is based on previous studies that have shown that the segmentation is reliable in most of the cases [9] , [31] , [32] . For instance, a visual inspection carried out on 10,006 word images from the training data set of the SRTP 1 database together with a comparison with the alignment (segments-characters) provided by the HRS has identified segmentation problems in less than 20 percent of the cases (2,001 out of 10,006 words).
We rely on the segmentation of the word hypotheses into characters (S n ) and on their labels (H n ) to build a segmental neural network to carry out verification at the character level in an attempt to better discriminate between characters and reduce the ambiguity between similar words. Given the output of the HRS, character alternatives are located within the word hypotheses by using the character boundaries, as shown in Fig. 2 . Another module is used to extract new features from such segments and the task of the segmental neural network is to assign a posteriori probabilities to the new feature vectors representing isolated characters, given that their classes are known a priori. Further, the probabilities of the individual characters can be combined to generate confidence scores to the word hypotheses in the N-best word hypothesis list. Then, these confidence scores are combined with the recognition scores provided by HRS through a suitable rule to build a recognition and verification system. Fig. 3 presents an overview of the integration of the modules of the handwriting recognition system, the verification stage, the combination stage, and the decision stage. The following sections describe the main components of the verification stage and how they are built and integrated into the handwriting recognition system.
Estimation of Confidence Scores for the Word Hypotheses
The verification scheme is based on the estimation of character probabilities by a multilayer perceptron (MLP) neural network which is called segmental neural network (SNN). The architecture of the SNN resembles a standard MLP character classifier. The task of the SNN is to assign an a posteriori probability to each segment representing a character given that the character class has already been assigned by the HRS. We define x l as the feature vector corresponding to the lth word segment and c l as the character class of the lth word segment provided by the HRS. The output of the SNN is P ðc l jx l Þ, which is the a posteriori probability of the character class c l given the feature vector x l . Character boundaries (S n ) and text transcripts (H n ) for the 10-best recognition hypotheses generated by the HRS to the input image Campagnac.
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To build the SNN, we have considered a 26-class problem, where uppercase and lowercase representations of characters are merged into a unique class called metaclass (e.g., "A" and "a" form the metaclass "Aa"). The main reason for such a choice is the weakness of the HRS in distinguishing between uppercase and lowercase characters (only 45 percent of the character cases are recognized correctly). The network takes a 108-dimensional feature vector as input and it has 100 units in the hidden layer and 26 outputs, one for each character class.
The isolated characters are represented in the feature space by 108-dimensional feature vectors which are formed by combining three different types of features: projection histogram from whole characters, profiles from whole characters, and directional histogram from six zones. These features were chosen among others through an empirical evaluation where the recognition rate and the feature vector dimension were used as criteria [33] .
Frequency Balancing
The training data exhibits very nonuniform priors for the various character classes and neural networks readily model these priors. However, reducing the effects of these priors on the network, in a controlled way, forces the network to allocate more resources to low-frequency, low-probability classes [34] . This is of significant benefit to the recognition process. To this end, the frequency of the character class during training is explicitly balanced by skipping and repeating samples, based on a precomputed repetition factor, as suggested by Yaeger et al. [34] . Each presentation of a repeated sample is "warped" randomly, which consists of small changes in size, rotation, and horizontal and vertical scalings [33] .
Correction of A Priori Character Class Probabilities
Networks with outputs that estimate Bayesian probabilities do not explicitly estimate the three terms on the right of (5) separately.
However, for a given character c l , the output of the network, denoted by P ðc l jxÞ, is implicitly the corresponding a priori class probability P ðc l Þ times the class probability P ðxjc l Þ divided by the unconditional input probability P ðxÞ.
During the network training process, a priori class probabilities P ðc l Þ were modified due to frequency balancing. As a result, the output of the network has to be adjusted to compensate for training data with class probabilities that are not representative of the real class distributions. Correct class probabilities can be used by first dividing the network outputs by training-data class probabilities and then multiplying by the correct class probabilities:
where P CORR ðc l jxÞ denotes the corrected network output, P T RAIN ðc l Þ denotes the a priori class probability of the frequency-balanced training set, and P REAL ðc l Þ denotes the real a priori class probability of the training set.
Combination of Character Probabilities
Having a word hypothesis and the probability of each character that forms such a word, it is possible to combine such probabilities to obtain a probability for the word hypothesis. Assuming that the representations of each character are conditionally statistically independent, character estimations are combined by a product rule to obtain word probabilities:
where P ðH n jS n Þ is the probability of the word hypothesis H n given a sequence of segments S n , P CORR ðc l jx l Þ is the a posteriori probability estimated by the neural network to each segment x l , and L is the number of characters at the word hypothesis H n . However, in practice, this is a severe rule of fusing the character probabilities as it is sufficient for a single character to exhibit a low probability (close to zero) to flaw the word probability estimation [12] . Since we have equal prior word probabilities, an alternative to the product rule is the median rule [12] , which computes the average probability as:
This combination scheme is similar to that proposed in [11] and it is illustrated in Fig. 4d . In [35] , we have investigated other combination rules.
Character Omission
The architecture of the HMMs in the HRS includes null transitions that model undersegmentation or the absence of a character within a word (usually due to the misspelling of the word by the writer) [36] . This situation occurs in Fig. 2 where, for some word hypotheses, a segment is not associated with a character label. How should the verification stage behave in such a situation? We have analyzed different ways of overcoming such a problem: ignore the character during the concatenation of characters or assign an average probability to such a character. The former has produced the best results. It consists of computing an average probability score for each character class which is obtained by using the SNN as a standard classifier. For each character class, an "average probability" is computed considering only the inputs that are correctly recognized by the SNN on a validation data set. These average probabilities are used when no segment is associated with a character within the word labels due to undersegmentation problems. 
Combination of Recognition and Verification Scores
We are particularly interested in combining the outputs of the HRS and the VS with the aim of compensating for the weaknesses of each individual approach to improve the word recognition rate. The HRS is regarded as a sophisticated classifier that executes a huge task of assigning a class (a label from L) to the input pattern. On the other hand, the SNN uses quite different features and classification strategy and it works at a different decision space. Improvements in the word recognition rate are expected by combining such different approaches because the verification is focusing on the shortcomings of the HMM modeling. However, before the combination, the output of both HRS and VS should be normalized by (9) so that the scores assigned to the N-best word hypotheses sum up to one.
where CS NORM ðH n Þ denotes the normalized confidence score for the word hypothesis, P ð:j:Þ corresponds to either P ðw n jo T 1 Þ or P ðH n jx L 1 Þ, depending on whether the output of the HRS or the output of the VS is being normalized, respectively. Different criteria can be used to combine the outputs of a HRS and a VS [13] . Gader et al. [1] , [15] compare different decision combination strategies for handwritten word recognition using three classifiers that produce different confidence scores. In our case, the measures produced by the classifiers are confidence scores for each word hypothesis in the N-best word hypothesis list. From the combination point of view, we have two classifiers, each producing N consistent measurements, one for each word hypothesis in the N-best word hypothesis list. The simplest means of combining them to obtain a composite confidence score is by Max, Sum, and Product rules, which are defined in Table 1 . In Table 1 , CS HRS ðH n Þ and CS V S ðH n Þ denote the confidence scores of the HRS and the VS to the n best word hypothesis, respectively. The composite score resulting from the combination is denoted by CS 0 ðH n Þ. The basic combination operators do not require training and do not consider differences in the performance of the individual classifiers. However, in our case, the classifiers are not conditionally statistically independent since the space of the VS is a subspace of the HRS. It is logical to introduce weights to the output of the classifiers to indicate the performance of each classifier. Changing the weights allows us to adjust the influences of the individual recognition scores on the final score. Table 1 shows two weighted rules that are also used to combine the confidence scores, where and are the weights associated with the HRS and the VS, respectively.
After the combination of the confidence scores of each word hypothesis, the N-best word hypothesis list can be ordered again based on such composite scores. Fig. 4f shows an example of the combination of confidence scores using the weighted sum rule for several word hypotheses.
DECISION
After the verification and combination of confidence scores there is still a list with N-best word hypotheses. In real-life applications, the recognition system has to come up with a single word hypothesis at the output or a rejection of the input word if it is not certain enough about the hypothesis.
The concept of rejection admits the potential refusal of a word hypothesis if the classifier is not certain enough about the hypothesis. In our case, the confidence scores assigned to the word hypotheses give evidence about the certainty. Assuming that all words are present in the lexicon, the refusal of a word hypothesis may be due to two different reasons:
. There is not enough evidence to come to a unique decision since more than one word hypothesis among the N-best word hypotheses appear adequate. . There is not enough evidence to come to a decision since no word hypothesis among the N-best word hypotheses appears adequate. In the first case, it may happen that the confidence scores do not indicate a unique decision in the sense that there is not just one confidence score exhibiting a value close to one. In the second case, it may happen that there is no confidence score exhibiting a value close to one. Therefore, the confidence scores assigned to the word hypotheses in the N-best word hypothesis list should be used as a guide to establish a rejection criterion.
The Bayes decision rule already embodies a rejection rule, namely, find the maximum of P ðwjoÞ but check whether the maximum found exceeds a certain threshold value or not. Due to decision-theoretic concepts, this reject rule is optimum for the case of insufficient evidence if the closed-world assumption holds and if the a posteriori probabilities are known [37] . This suggests the rejection of a word hypothesis if the confidence score for that hypothesis is below a threshold. In the context of our recognition and verification system, the task of the rejection mechanism is to decide whether the best word hypothesis (TOP 1) can be accepted or not (Fig. 3) . For such an aim, we have investigated different rejection strategies: class-dependent rejection, where the rejection threshold depends on the class of the word (R AV G CLASS ); hypothesis-dependent rejection, where the rejection threshold depends on the confidence scores of the word hypotheses at the N-best list (R AV G T OP , R DIF 12 ); global threshold that depends neither on the class nor on the hypotheses (R F IXED ). These different thresholds are computed as shown in Table 2 , where K is the number of times the word w k appears in the training data set and F 2 ½0; 1 is a fixed value. More details about these rejection strategies can be found in [38] .
The rejection rule is given by:
1. The TOP 1 word hypothesis is accepted whenever
2. The TOP 1 word hypothesis is rejected whenever
where H 1 is the best word hypothesis, R ð:Þ is one of the rejection thresholds defined in Table 2 , CS 0 is the composite confidence score obtained by combining the outputs of the HRS and the VS, and 2 ½0; 1 is a threshold that indicates the amount of variation of the rejection threshold and the best word hypothesis. The value of is set according to the rejection level required.
EXPERIMENTS AND RESULTS
During the development phase of our research, we have used the SRTP database, which is a proprietary database composed of more than 40,000 binary images of real postal envelopes digitized at 200 dpi. From these images, three data sets that contain city names manually located on the envelopes were generated: a training data set with 12,023 words, a validation data set with 3,475 words, and a test data set with 4,674 words.
In developing the verification stage, the first problem that we have to deal with is to build a database of isolated characters since, in the SRTP database, only the fields of the envelopes are segmented. Furthermore, only the words are labeled and the information related to the segmentation of the words into characters is not available. To obtain the segmentation boundaries and build a character database, a bootstrapping of the HRS was used. The HRS was used to segment the words from the training data set into characters and to label each segment in an automatic fashion. To increase the quality of the samples in the character database, only the characters segmented from words correctly recognized were considered. The procedure to build the database is described in [33] .
We have carried out four different types of experiments: recognition of handwritten words, recognition of isolated handwritten characters, combination of recognition and verification results to optimize the overall recognition rate, and rejection of word hypotheses to improve the overall reliability of the recognition process. However, in this paper, we focus on the experiments related to the recognition, verification, and rejection of handwritten words. The experiments related to the recognition of isolated handwritten characters are described in [33] . To evaluate the results, the following measures are employed: recognition rate, error rate, rejection rate, and reliability, which are defined as follows:
where N RECOG is defined as the number of words correctly classified, N ERR is defined as the number of words misclassified, N REJ is defined as the number of input words rejected after classification, and N T EST ED is the number of input words tested. The recognition time, defined as the time in seconds required to recognize one word and measured in CPUseconds, was obtained on a PC Athlon 1.1GHz with 512MB of RAM memory running Linux. The recognition times are averaged over the test set.
Performance of the Handwriting Recognition System (HRS)
The performance of the HRS was evaluated on a very-large vocabulary of 85,092 city names, where the words have an average length of 11.2 characters. Table 3 shows the word recognition rate and processing time achieved by the HRS on five different dynamically generated lexicons. In Table 3 , TOP 1, TOP 5, and TOP 10 denote that the truth word is the best word hypothesis or it is among the five best or the 10-best word hypotheses, respectively. A common behavior of handwriting recognition systems which is also observed in Table 3 is the fall in recognition rate and the rise in recognition time as the size of the lexicon increases. Another important remark is the difference in recognition rate among the top one and the top 10-best word hypotheses. This indicates that the HRS is able to include among the top 10 word hypotheses the correct word with a recognition rate equal or higher than 85.10 percent, depending on the lexicon size.
Even though the recognition time presented in Table 3 might not meet the throughput requirements of many practical applications, it could be further reduced by using some code optimization, programming techniques, and parallel processing [7] , [39] .
Performance of the Segmental Neural Network (SNN)
The performance of the SNN was evaluated on a database of isolated handwritten characters derived from the SRTP database [33] . The training set contains 84,760 isolated characters with an equal distribution among the 52 classes (1,630 samples per character class). For those classes with low sample frequency, synthetic samples were generated by a stroke warping technique [33] . A validation set of 36,170 characters was also used during the training of the Feature vectors composed of three feature types were generated from the character samples, as described in Section 3. The SNN was implemented according to the architecture described in Section 3 and it was trained using the backpropagation algorithm. The class probabilities at the output of the SNN were corrected to compensate for the changes in a priori class probabilities introduced by the frequency balancing. Table 4 shows the character recognition rates achieved on the training, validation, and test set of the SRTP database when the SNN was used as a standard classifier. Notice that Table 4 also includes results on the training, validation, and test set of the NIST database. The recognition rates achieved by the SNN on the NIST database is similar to the performance of other character classifiers reported in the literature [33] .
Performance of the Verification Stage (VS)
Several different test sets were generated from the N-best word hypothesis lists to assess the performance of the VS. Due to practical limitations, the number of experiments was restricted to five different lexicon sizes: 10, 1,000, 10,000, 40,000, and 80,000 words. The testing methodology for the verification of handwritten words is given below:
. Each word image in the test data set is submitted to the HRS and a list with the 10-best recognition hypotheses is generated. Such a list contains the ASCII transcription, the segmentation boundaries, and the a posteriori probability of each word hypothesis. . Having the segmentation boundaries of each word hypothesis, we return to the word image to extract new features from each segment representing a character. The new feature vectors are used in the verification process. . This procedure is repeated for each dynamic lexicon. The performance of the VS alone is shown in Table 5 . In this experiment, given the 10-best word hypotheses and segmentation boundaries generated by the HRS, the VS is invoked to produce confidence scores to each word hypothesis. The word recognition rate is computed based only on such scores. In Table 5 , both the product (7) and the average rule (8) were considered to combine the character probabilities estimated by the SNN. Since the average rule has produced the best results, it was adopted for all further experiments.
There is a relative increase in recognition errors compared to the HRS for lexicons with less than 10,000 words (Table 3) . On the other hand, for lexicons with 10,000, 40,000, and 80,000 words, the recognition rates achieved by the VS are better than those of the HRS. We attribute the worst performance on small lexicons to the presence of very different words in the word hypothesis list. Since the verification approach does not rely on the context but only averages character probabilities, it is more susceptible to errors. On the other hand, for large lexicons, the words that appear in the word hypothesis list are more similar in terms of both characters and lengths. In this case, the context is also "more similar" and, for this reason, it does not have a strong impact on the performance.
Performance of the Combination HRS+VS
The performance of the combination HRS and VS was evaluated by different combination rules. Table 6 shows the word recognition rate resulting from using the different rules to combine the confidence scores of the HRS and the VS for, 10 best word hypotheses and an 80,000-word lexicon. Higher recognition rates are achieved by using the weighted sum rule and the weighted product rule. Both weighted rules require setting up the weights to adjust the influence of each stage on the final composite confidence score. This was done using a validation data set and better performance was achieved using weights close to 0.15 and 0.85 for the HRS and VS, respectively. The Max rule is also an interesting combination rule because it provides results very close to the weighted rules and it does not require any adjustments of the parameters.
The results of combining the HRS and the VS by the weighted sum and the HRS alone are shown in Fig. 5 . There is a significant improvement of almost 9 percent in recognition rate relative to the HRS alone. More moderate improvements were achieved for smaller lexicon sizes. Notice that the effects of the VS are gradually reduced as the size of the lexicon decreases, but it is still able to improve the recognition rate by about 0.5 percent for a 10-word lexicon. Fig. 5 also shows that the weighted sum is the best combination rule for all lexicon sizes. Finally, Table 7 summarizes the results achieved on different lexicon sizes by the HRS alone, the VS alone, and by the combination of both using the weighted sum rule. 
Error Analysis
In spite of the improvements in recognition rate brought about by a combination of the HRS and the VS, there is still a significant difference between the recognition rates of the top one and top 10 word hypotheses. This difference ranges from 0.71 percent to 7.48 percent for a 10-word and an 80,000-word lexicon, respectively. To better understand the role of the VS in the recognition of unconstrained handwritten words, we analyze the situations where the verifier succeeds in rescoring and reranking the truth word hypothesis (shifting it up to the top of the N-best word hypothesis list).
In the test set, 1,136 out of 4,674 words (24.31 percent) were reranked, where 488 words were correctly reranked (10.45 percent), that is, the truth word hypothesis was shifted up to the first position of the 10-best word hypothesis list and 648 words (13.86 percent) were not correctly reranked. However, for 446 out of 648 words (9.56 percent), the truth word hypothesis was not among the 10-best word hypotheses and, for the remaining 183 words (3.91 percent), 69 words were correctly recognized by the HRS alone (1.48 percent), but, after the combination with the VS, they were shifted down from the top of the list. For the remaining 114 out of 183 words (2.44 percent), the combination with the VS was not able to shift the true word hypothesis up to the first position of the list.
In summary, the combination of the HRS and the VS was able to correctly rerank 10.45 percent of the word hypotheses, shifting them up to the top of the list, but it also wrongly reranked 1.48 percent of the word hypotheses, shifting them down from the top of the list. This represents an overall improvement of 8.97 percent in the word recognition rate for an 80,000-word lexicon. Considering that the upper bound for improvement is the difference in recognition rate between the top one and the top 10, that is, 17 percent, and that the truth word hypothesis was not present in 9.56 percent of the 10-best word hypothesis lists, the improvement brought about by the combination of the HRS and the VS is very significant (more than 50 percent). The error analyses on other sizes of lexicons were also carried out and the proportion of the errors found was similar to those presented above.
Performance of the Decision Stage
We have applied the rejection criteria at the composite confidence scores produced by combining the outputs of the HRS and the VS to reject or accept the best word hypothesis. Fig. 6 shows the word error rate on the test data set as a function of rejection rate for different rejection criteria and considering an 80,000-word lexicon. Among the different rejection criteria, the one based on the difference between the confidence scores of the first best word hypothesis (H 1 ) and the second best word hypothesis (H 2 ) performs the best. A similar performance was observed for different lexicon sizes; however, it is more significant on large lexicons. Therefore, for all other experiments, we have adopted the R DIF 12 as the rejection criterion. Fig. 7 shows the word error rates on the test data set as a function of rejection rate for a combination of the HRS and the VS for different lexicon sizes and using the R DIF 12 rejection criterion. If we compare such curves with those in Fig. 8 which were obtained by applying the same rejection criterion at the output of the HRS alone, it is clear the reduction in word error rate afforded by the combination of the HRS and the VS for the same rejection rates. For instance, at a 30 percent rejection level, the word error rate for the HRS is about 14 percent, while, for the combination, HRS and VS is about 6 percent for an 80,000-word lexicon. A similar behavior is observed for other lexicon sizes and rejection rates.
Finally, the last aspect that is interesting to analyze is the improvement in reliability afforded by the VS. Fig. 9 shows the evolution of the recognition rate, error rate, and reliability as a function of the rejection rate. We can observe that, for low rejection rates, a combination of the HRS and the VS produces interesting error-reject trade-off compared to the HRS alone.
Evaluation of the Overall Recognition and Verification System
We have not given much attention to the recognition time until now. Nevertheless, this important aspect may diminish the usability of the recognition system in practical applications that deal with large and very large vocabularies. A lot of effort has been devoted to building a fast handwriting recognition system [29] , [33] . Therefore, at this point, it is worthwhile to ascertain the impact of the VS on the whole recognition process, that is, in both the recognition rate and the recognition time. Table 8 shows the computation break down for the VS where the results depend on the number of word hypotheses provided by the HRS as well as on the length of such hypotheses (number of characters). The results shown in Table 8 are for a list of 10 word hypotheses, where the words have an average of 11 characters. Besides that, the feature extraction step also depends on the number of pixels that represent the input characters.
To draw any conclusion, it is also necessary to know the time spent by the HRS to generate an N-best word hypothesis list. Table 9 shows the computation breakdown for the HRS. Notice that, in this case, preprocessing, segmentation, and feature extraction steps depend on the word length and number of pixels of the input, image while the recognition step depends on the lexicon size. By comparing Tables 8 and  9 , it is possible to ascertain that the time required by the verification process corresponds to less than 1 percent of the time required by the HRS to generate a list of 10 word hypotheses. However, it can be argued that the nearly The time required for verification does not depend on the lexicon size, but only on the number of word hypotheses provided by the HRS as well as on the number of characters in each word hypothesis. On the other hand, the time spent in recognition by the HRS strongly depends on the lexicon size as well as on the number of characters in each word hypothesis. For a 10-word lexicon, the overall recognition time is approximately one second. Therefore, the verification process now corresponds to about 13 percent of the time required by the HRS to generate a list of the 10-best word hypotheses. It can be argued that the nearly 0.5 percent rise in the word recognition rate afforded by the VS is still useful.
CONCLUSION
In this paper, we have presented a novel verification approach that relies on the strengths and knowledge of weaknesses of an HMM-based recognition system to improve its performance in terms of recognition rate while not increasing the recognition time. The proposed approach combines two different classification strategies that operate in different representation spaces (word and character). The recognition rate resulting from a combination of the recognition and verification approach is significantly better than that achieved by the HMM-based recognition system alone, while the delay introduced in the overall recognition process is almost negligible. This last remark is very important, especially when tackling very-large vocabulary recognition tasks, where recognition speed is an issue as important as recognition rate. For instance, on an 80,000-word lexicon, the HMM-based recognition system alone achieves recognition rates of about 68 percent. Using the verification strategy, it is possible to achieve recognition rates of about 78 percent with 1 percent delay in the overall recognition process. At the 30 percent rejection level, the reliability achieved by the combination of the recognition and verification approaches is about 94 percent. Nevertheless, the improvement in performance is also advantageous for small and medium vocabulary recognition tasks.
Compared with previous works on the same data set [4] , [9] , [10] , [28] , [36] , the results reported in this paper represent a significant improvement in terms of recognition rate, reliability, and recognition time. It is very difficult to compare the performance of the proposed approach with other results available in the literature due to the differences in experimental conditions and particularly because we have considered unconstrained handwritten words and very large vocabularies. Recent works in large vocabulary handwriting recognition report recognition rates between 80 percent and 90 percent. Arica and Yarman-Vural [40] have achieved 88.8 percent recognition rate for a 40,000-word vocabulary on a single author test set of 2,000 cursive handwritten words. Senior and Robinson [2] have achieved 88.3 percent recognition rate on the same data set with a lexicon of size 30,000. Carbonnel and Anquetil [41] have achieved 80.6 percent recognition rate on a test set of 2,000 handwritten words. Vinciarelli et al. [8] have achieved 46 percent accuracy on the recognition of handwritten texts. Other results on large vocabulary handwriting recognition are presented in [36] .
The aspect of recognition speed is much more difficult to compare with other works since recognition time is not reported by most of the authors. Even considering such difficulties, the results reported in this paper are very relevant since they were obtained on a large data set and the word images were extracted from real postal envelopes.
In spite of the good results achieved, there are some shortcomings related to the verification approach. The first shortcoming is that verification depends on the output of the HMM-based recognition system. If the truth word hypothesis is not present in the N-best word hypothesis list, the verification becomes useless. However, this problem can be alleviated by using a great number of word hypotheses. It is clear that the more word hypotheses we take, the higher the recognition rate becomes [33] . However, in the scope of this paper, it would be impractical to consider a higher number of word hypotheses. Automatic selection of the number of word hypotheses based on the a posteriori probabilities may help to improve the recognition rate by selecting more word hypotheses when necessary. Another shortcoming is the assumption that the segmentation of words into characters carried out by the HMM-based recognition system is reliable. However, about 20 percent of the words are wrongly segmented. A postprocessing of the segmentation points at the verification level could be useful to overcome the segmentation problem and it could help to boost the improvements brought about by the verification stage. Both topics will be the subject of future research.
From the experimental point of view, another shortcoming is the poor quality of the data used for training the segmental neural network. Nevertheless, even with this limitation, the use of the segmental neural network to estimate probabilities to the segmentation hypotheses provided by the HMM-based recognition system succeeded very well and brought significant improvements in the word recognition rate. On the other hand, while the quality of the character samples in the training data set is not good, the data set was generated automatically by bootstrapping with no human intervention. This aspect is very relevant since gathering, segmenting, and labeling character by hand would be very tedious, time-consuming, and better results than those reported in this paper cannot be guaranteed.
The use of the rejection rules proposed in this paper has been shown to be a powerful method of reducing the error rate and improving the reliability. The results obtained by the proposed rejection rule applied over the confidence scores resulting from the combination of the HRS and the VS can be significantly improved over the stand-alone HRS. The reliability curves have shown significant gains through the use of the VS.
In summary, the main contribution of this paper is a novel approach that combines recognition and verification to enhance the word recognition rate. The proposed combination is effective and computationally efficient. Even if the verification stage is not fully optimized, the improvements reported in this paper are significant. Hence, it is logical to conclude that a combination of recognition and verification approaches is a promising research direction in handwriting recognition. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
