ABSTRACT Access network intrusion detection (ANID) is an indispensable role in guaranteeing information security, in which data-classification is a key operating procedure. In this paper, we propose an algorithm of the developed density peak clustering with support vector data description (SVDD), and it can break through the bottleneck of processing high-dimensional data with non-uniform density in the ANID system. The cutoff distance (dc) depending on experience in density peak clustering is then optimized by our defined coefficient called adjusted silhouette coefficient (ASIL). This can overcome the unfitness of traditional SIL due to multi-noise samples and clustering instability. In order to generate an accurate classifier, an improved particle swarm optimization algorithm is also developed to the parameters of SVDD. Finally, the proposed algorithm is evaluated through UCI standard data sets and KDD 99 data sets, and these results show higher accuracy and robustness compared with the conventional methods.
I. INTRODUCTION
As access network attacks have increased in number and severity, access network intrusion detection (ANID) system is becoming a critical component of modern network security [1] , where clustering and classification are two main tools. A successful ANID system needs to have high clustering and classification accuracies with low false alarm rates. In 2014, Science has reported an algorithm of density peak clustering (DPC), and it is a robust density-based clustering algorithm due to its ability to detect arbitrary clusters without specifying the number of clusters [2] . However, this DPC cannot directly deal with the high-dimensional data with nonuniform density, especially the data encountered by the ANID system, whose intrusion data is much smaller than the normal one. So far, DPC-based k-nearest neighbors (DPC-KNN) [3] , density-based clustering framework (DCF) and implement a clustering algorithm [4] have been proposed to improve the performance of the DPC. These algorithms employ the idea of k-nearest neighbors to consider the local structure of data to reduce the dimensions of datasets. Nevertheless, the clustering process is the same as the DPC so that they still suffer from applying to unbalanced density. In addition, support vector data description (SVDD) was developed by Tax used to find a minimum spherically boundary covering all samples of the target class. This hypersphere is then used as the classifier to solve the one-class classification and outlier detection problems due to its merit of dealing with high-dimensional and nonlinear dataset [5] . It is worth mentioning that SVDD has been combined with other clustering algorithms such as k-means [6] , [7] and affinity propagation (AP) [8] , [9] to drive them well-practiced in the large scale dataset and improve the classification accuracy. However, the results of SVDD are greatly affected when the target data are poorly distributed and their density varies extremely.
This work aims to provide solutions that reduce missing of numerous clusters so as to make DPC in [2] practical in the ANID system. We firstly define a coefficient of adjusted silhouette coefficient (ASIL) to optimize the cut-off distance (dc) of DPC, which can overcome the unfitness of traditional silhouette coefficient (SIL) to multi-noise samples.
The optimization process of dc via ASIL determines dc dynamically in different datasets, which does not need to set appropriate dc for various datasets. Then this can reduce the heavy calculation and improve the algorithm efficiency. We then propose to combine this developed density peak clustering (DDPC) with SVDD (DDPC-SVDD). The proposed DDPC-SVDD effectively overcomes the defect of low accuracy of multi-class classification due to imbalance of sample feature information, thus improves the accuracy of ANID recognition. We also train the SVDD classifier model for parameter optimization by global prediction-based adaptive mutation particle swarm optimization algorithm (GPAM-PSO) [10] and reduce the complexity of SVDD by using several single classifiers to train several sub clusters one by one. Finally, a faster classifier with a good predictive accuracy is achieved for a high-dimensional and densityunbalanced data setting.
II. PRINCIPLE A. PARAMETER OPTIMIZATION FOR DPC
The DPC algorithm mistakes the sample as noise in multinoise data with the unbalanced density, because it does not consider the dependence of dc on the data. Compared with the process of DPC, DDPC increases the optimization process of dc by a newly defined ASIL. It works by iterating the ASIL to DPC clustering results under different dc and selecting the optimal value of dc corresponding to the maximum value of ASIL.
The DPC algorithm is used to obtain a structural information of density distribution of target dataset with unknown class information. Only the SIL index is suitable for any clustering evaluation with unknown shape and classification information [11] . However, this indicator only applies to noise-free datasets. When the DPC algorithm is at a larger dc value, many samples are predicted as a halo [12] , [13] . The guidance assessment of the DPC algorithm cannot directly be employed, so we propose a clustering measure for noise by the ASIL. Figure 1 shows the schematic diagram of the proposed ASIL. The average distance from sample X i to other samples of the same cluster is a i , and that to all samples of other clusters is b i , and that to all the near halo samples around this cluster is c i , which is used to denote the similarity of the halo. Where n 0 represents the number of halo samples and N is the number of all samples. When the number of halo points is less than 1/3 of the total number of samples, the clustering effect is judged as a reasonable clustering result, where ASIL i is not zero, but the average of ASIL i . When the number of halo sample point is zero, the ASIL is equal to the traditional SIL value.
The ASIL formula of the sample,
Compared with the process of DPC, DDPC increases the optimization process of dc by this new ASIL coefficient. It works by iterating the ASIL to DPC clustering results under different dc and selecting the optimal value of dc corresponding to the maximum value of ASIL. In fact, we can shorten the optimization range of dc to [dist (1) 
B. PROCESS OF DDPC BASED ON SVDD
The proposed DDPC-SVDD is modeled by combining the DDPC and the SVDD single classifier. First, the DDPC is used to cluster the samples into a number of convex data clusters. Then, the SVDD is used to construct a single classifier for each cluster. The process of DDPC-SVDD is shown in Fig. 2 and its steps are detailed as follows.
The first step: to generate training and test sample set. The second step: to perform the dc value optimization based on ASIL and return the best dc with the largest ASIL.
The third step: to use the best dc value found in the previous step to cluster training sample and obtain k sub-clusters X 1 , X 2 . . . X k by the DDPC.
The fourth step: to optimize the penalty factor C and the kernel-width parameter σ by an improved PSO of GPAM-PSO [9] .
The fifth step: to put the optimal parameters found in the previous step into the SVDD training to obtain k subhyper spheres. The boundaries established by the k sub-hyper spheres are much more accurate than the boundary given by only one hyper sphere obtained from the whole sample data.
III. RESULTS AND DISCUSSIONS

A. DDPC-SVDD BASED ON UCI DATASET
The clustering effects of ASIL, DDPC and DDPC-SVDD are conducted by University of California Irvine (UCI) dataset. The performance of ASIL is compared with the traditional SIL for two cases (noise set by the DPC algorithm is called halo [12] , [13] ): case 1) Considering the halo, then the contour coefficient is SIL1; case 2) Not considering the halo, then the contour coefficient is SIL2. Six UCI standard datasets are used to compare the DDPC algorithm with k-means, DBSCAN [14] , AP and traditional DPC. To verify the performance of DDPC-SVDD, we also compare F-score index [15] , [16] and receiving operating characteristic (ROC) curves [17] , [18] with SVDD, KM-SVDD [6] , [7] , AP-SVDD [8] , [9] , and DPC-SVDD which we define as a traditional SVDD. The Fig2_panel B dataset from [2] contains five clusters and noise. The indicators of SIL1, SIL2 and ASIL of Fig2_panel B datasets with different dc values are shown in Table 1 . Then the results of 9 different dc values for this DPC are shown in Fig. 3 .
The silhouette coefficient is the clustering evaluation index, where a higher silhouette coefficient score relates to a model with better defined clusters. From Table 1 , we can find:
1) The best clustering results assessed by SIL1 and SIL2 are shown in Figs. 3(h) and (a) . Obviously, neither of these SIL indicators can determine the cluster. 2) ASIL assesses that the clustering results shown in Fig. 3(d) are the best, where not only various cluster sample points can be identified correctly, but also the nearby noise can be identified. As we can see, the ASIL overcomes the unfitness of the traditional SIL to multi-noise samples, which can be used to measure the clustering effects of DPC algorithm. The optimization process of dc via ASIL can determine dc dynamically in different datasets, which means no need to individually set appropriate dc for various datasets. As a result, it can reduce the heavy calculation and improve the algorithm efficiency. Therefore, ASIL is used to guide the DPC to find the optimal dc value, and then the accurate clustering effect is obtained.
The initial value k of k-means, DPC, DDPC is determined by decision graph in the DDPC. The appropriate value P of AP algorithm is adopted to optimization method. The DBSCAN parameters epsilon and MinPts are set manually [14] . We calculate the distance between any two samples by using Euclidean distance calculation and sort it in ascending order to get the matrix dist. The choice of dc value in DPC is the first 1% of dist value [2] , and the dc of DDPC is set by the optimal dc value employed by the newly defined ASIL. The accuracy of the cluster is calculated 10 times to find the average. The measured accuracy of DDPC algorithm and some others are shown in Table 2 .
As shown in Table 2 , expect for Heart dataset, the accuracy of DDPC is significantly better than the other 4 clustering algorithms. Obviously, the DDPC in most of datasets is higher than the DPC. It can be seen that the proposed DDPC can improve the clustering effect and test accuracy of the DPC.
The F-score has been proposed originally by van Rijsbergen in the context of information retrieval [15] . In the fields of machine learning and data mining, the F-score is often used as a standard balance between precision and recall for evaluating point classifiers [16] . There are several reasons that the F-score can be criticized in particular circumstances [19] , [20] . The ROC curve was first employed by Emmerich in 1968 and the first application of ROC in machine learning was by Spackman who has demonstrated the values of ROC curves in comparing and evaluating different classification algorithms [17] , [18] . Therefore, this paper uses the F-score and the ROC curves to evaluate the performance of DDPC-SVDD and the traditional SVDD. The F-score values are averaged by performing 10 training tests on six UCI standard datasets, whose results are shown in Table 3 . And the ROC curves of the F-score are shown in Fig. 4 . As shown in Table 3 , except for Sonar dataset, the F-score based on DDPC-SVDD algorithm is significantly higher than that of the other algorithms. Compared with the traditional DPC-SVDD algorithm, the F-score value is significantly improved.
The ROC curve is determined by the balance between the true positive rate (TPR) and the false positive rate (FPR). The TPR represents the ratio of the number of target samples correctly predicted by the classifier and the actual number of target samples. The FPR represents the ratio of the number of target classes wrongly predicted by the classifier and the actual number of non-target samples. In order to achieve higher classification characteristics, it is necessary to predict the vast majority of target samples (TPR value is larger), while very few non-target samples are predicted as a target class (FPR value is smaller). When the curve is closer to the upper left corner of the graph, the classification effect tends to be perfect. The ROC curve based on DDPC-SVDD is closest to the left top of the picture in Figs. 4(b) , (c) and (f), which means the performance of this proposed DDPC-SVDD is significantly higher than the other algorithms. Therefore, the performance of the DDPC-SVDD based on the F-score and the ROC curves shows a superior performance and advantage over the traditional SVDD in these six UCI datasets.
B. DDPC-SVDD FOR ANID BASED ON KDD99 DATASET
The KDD 99 dataset is network connection information recovered from DAPPA1998 dataset of US Department of Defense's Advanced Research Projects Agency. In this work, we use 10% sub-dataset of KDD 99 dataset for training and testing. The normal sample and four types of fault samples (DOS, U2R, R2L and Probe) are numbered. In order to verify the accuracy and robustness of the algorithm in different degree of non-uniform intrusion dataset, three kinds of training scale datasets are verified, named by Dataset_10000, Dataset_5000 and Dataset_1000. And 10000, 5000 and 1000 samples (ds_num) are taken as the target sample training set. When the number of training VOLUME 6, 2018 samples in the original 10% sample dataset is less than ds_num, all samples of that class are treated as training samples. The test sample dataset is made up of all five samples, where the number of test samples for each sample does not exceed half of the ds_num.
In order to get the distribution density of samples in various samples, the Dataset_10000 dataset introduced above is taken as an example, and the normal sample and DOS, U2R, R2L and Probe are used as the target class for the DDPC-SVDD algorithm. The corresponding central decision graph is shown in Fig. 5 . By using the Dataset_10000, Dataset_5000 and Dataset_1000 datasets, the algorithm is validated and compared by SVDD, DPC-SVDD and DDPC-SVDD. The results of the precision P, the recall rate R [19] , [20] and the F-score are as shown in Table 4 .
As shown in Fig. 5 , in the Dataset_10000, the rectangular box is the selected cluster center which can be seen in the cluster center decision chart figure. It can be seen that in large-scale data, uneven density distributions can cause datasets to be scattered. So the pretreatment of intrusion data is necessary. F-score is used to comprehensively evaluate the performance of SVDD, DPC-SVDD and Table 4 . It can be seen that in addition to the R2L class in the Dataset_5000 dataset, the F-score values of the DDPC-SVDD are higher than the other two algorithms. The proposed DDPC-SVDD classifier model can detect the intrusion in the network quickly and accurately.
DDPC-SVDD in
IV. CONCLUSION
In this paper, we have proposed DDPC-SVDD and tested its applicability in the ANID system. The results have shown that DDPC-SVDD retains the time complexity of the DPC algorithm, but it breaks through the bottleneck of DPC of processing high-dimensional data with non-uniform density. Furthermore, the new definition of ASIL has been introduced to overcome the unfitness of traditional SIL to multinoise samples. These results have indicated that the proposed DDPC-SVDD is the top-two classifiers for UCI standard datasets and KDD 99 datasets as proof-of-concept samples. In the ANID system, both high classification accuracy and low false alarm rates are important performance criterions. These results based on UCI standard datasets and KDD 99 datasets have demonstrated that the proposed model is capable of producing high classification accuracy and low false alarm rates, which can make it a potential choice for ANID systems.
Even though DDPC_SVDD takes larger time than the other simple methods, as SVDD running alone, it is still low enough considering to solve real-life problems such as machine fault detection, network intrusion detection, and image analysis. As future work we plan to keep studying proposed SVDDs, and further develop their advantages. Moreover, in accordance with the size of each subset, different optimistic methods will also be considered.
