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The support of dually epi-translation invariant
valuations on convex functions
Jonas Knoerr
We study dually epi-translation invariant valuations on cones of convex functions
containing the space of finite-valued convex functions. The existence of a homoge-
neous decomposition is used to associate a distribution to every valuation of this
type similar to the Goodey-Weil embedding for translation invariant valuations on
convex bodies. The relation between the valuation and its associated distribution is
used to establish a notion of support for valuations. As an application, we show that
there are no SL(n) or translation invariant valuations except constant valuations
in this class and we discuss which valuations on finite-valued convex functions can
be extended to larger cones. In addition, we examine some topological properties
of spaces of valuations with compact support.
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1 Introduction
1.1 General background
Let V be a finite dimensional real vector space and let K(V ) denote the space of convex,
compact subsets of V . Then a valuation on K(V ) with values in an abelian semigroup (F,+)
is a map µ : K(V )→ F that satisfies
µ(K) + µ(L) = µ(K ∪ L) + µ(K ∩ L)
for all K,L ∈ K(V ) such that K ∪ L ∈ K(V ). Valuations on convex bodies are a classical
part of convex geometry and many structural results have been established (for an overview
see for example [26] Chapter 6). For a Hausdorff real topological vector space F let Val(V, F )
denote the space of all valuations µ : K(V )→ F that are translation invariant and continuous
with respect to the Hausdorff metric. A valuation µ ∈ Val(V, F ) is called k-homogeneous or
homogeneous of degree k ∈ R, if µ(tK) = tkµ(K) for all K ∈ K(V ), t ≥ 0. Let Valk(V, F )
denote the subspace of k-homogeneous valuations. Then we have the following homogeneous
decomposition:
Theorem 1.1 (McMullen [20]).
Val(V, F ) =
dimV⊕
i=0
Vali(V, F ).
In other words, µ(tK) is a polynomial in t ≥ 0 for µ ∈ Val(V, F ) and K ∈ K(V ) and the
degree of this polynomial is bounded by the dimension of V . Polarizing this polynomial for a
k-homogeneous valuation, one obtains the notion of mixed valuations. For example, by polar-
izing the volume we obtain functionals known as mixed volumes, which play an important role
in convex geometry.
In this paper we are interested in a functional version of this homogeneous decomposition
for a special class of valuations on convex functions and additional structures derived from this
decomposition.
A valuation on some class of real-valued functions X with values in some abelian semi-group
(G,+), is a map µ : X → G satisfying
µ(f) + µ(h) = µ(max(f, h)) + µ(min(f, h))
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for all f, h ∈ X such that the pointwise maximum max(f, h) and minimum min(f, h) belong
to X.
To see the link with the notion of valuations on convex bodies, assume that the functions in
X are defined on some set A. Consider the epi-graph epi(f) := {(a, t) ∈ A× R : f(a) ≤ t} for
f ∈ X. Then
epi(max(f, h)) = epi(f) ∩ epi(h), epi(min(f, h)) = epi(f) ∪ epi(h),
for all f, h ∈ X. Thus a valuation on a space of functions can also be considered as a valuation
on their epi-graphs.
Although the study of valuations on functions was started only recently, a number of classifi-
cation results have been established for different spaces of functions, for example Sobolev-spaces
[16, 17, 19], Lp-spaces [18, 23, 27, 28], quasi-concave functions [4, 7, 8], Orlicz-spaces [15], and
functions of bounded variation [29]. Due to their intimate relation to convex bodies, valuations
on convex functions have been the object of intense research: Monotone or SL(n)-invariant val-
uations were classified in [5, 10, 11, 21, 22] and a connection between certain valuations on
convex functions and translation invariant valuations on convex bodies was studied by Alesker
in [3] with the help of Monge-Ampe`re operators.
Let us introduce the general framework for this paper. We will be interested in valuations
on convex functions on a finite dimensional real vector space V . The spaces of functions under
consideration are subspaces of
Conv(V ) := {f : V → (−∞,∞] : f convex, lower semi-continuous and proper},
where a function f : V → (−∞,∞] is called proper, if it is not identical to +∞. This space
carries a natural topology, the topology of epi-convergence, which we will recall in Section 2.1.
Especially valuations on the subspaces of finite or super-coercive convex functions
Conv(V,R) := {f ∈ Conv(V ) : f < +∞},
Convs.c.(V ) := {f ∈ Conv(V ) : lim
x→∞
f(x)
|x| =∞}
have been of interest, see for example [9, 11, 12]. From a valuation theoretic point of view,
these two spaces are identical: It was shown in [9] that the Legendre transform establishes a
continuous involution between the two spaces, that exchanges minimum and maximum. Thus
any continuous valuation on one space induces a unique continuous valuation on the other.
Following the terminology in [12], let us call a valuation µ : Convs.c.(V ) → G translation
invariant, if
µ(f ◦ τ) = µ(f) ∀f ∈ Convs.c.(V )
for all translations τ : V → V . We will call it vertically translation invariant, if
µ(f + c) = µ(f) ∀f ∈ Convs.c.(V ), c ∈ R,
and epi-translation invariant, if µ is both translation and vertically translation invariant. These
invariance properties are equivalent to the invariance of the valuation with respect to trans-
lations of the epigraph of its argument in V × R. In the dual setting (i.e. considering the
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composition of an epi-translation invariant valuation with the Legendre transform), this leads
to the following notion:
A valuation µ : Conv(V,R)→ G is called dually epi-translation invariant, if
µ(f + λ+ c) = µ(f) ∀f ∈ Conv(V,R), λ ∈ V ∗, c ∈ R.
Real-valued valuations on Conv(V,R) invariant under the addition of linear functionals were
considered by Alesker in [3]. The examples constructed by him are extensions of functionals
of the form
f 7→
∫
Rn
B(x) det(Hf (x)[k], A1(x), ..., An−k(x))dx for f ∈ Conv(Rn,R) ∩ C2(Rn).
HereHf denotes the usual Hessian of a twice differentiable function f , B ∈ Cc(Rn), A1, ..., Ak ∈
Cc(R
n,Rn×n) are compactly supported functions with values in the space of symmetric n×n-
matrices, and det denotes the mixed determinant of n symmetric matrices (Hf (x) is taken
with multiplicity k in the example above). From this representation it is easy to deduce that
the valuations Alesker used in his proofs are actually dually epi-translation invariant, so his
results also apply to the type of valuations considered in this paper. Similar functionals were
also examined in [9] by Colesanti, Ludwig and Mussnig.
Let us introduce another example: Let ν be a compactly supported signed Radon measure on
R
n with the property
∫
V dµ =
∫
V λdµ = 0 for all λ ∈ V ∗. Then
µ(f) :=
∫
V
fdµ ∀f ∈ Conv(V,R)
defines a dually epi-translation invariant valuation. This class includes valuations such as
µ1(f) := f(x) + f(−x)− 2f(0) for f ∈ Conv(V,R),
µ2(f) :=
1
voln−1(Sn−1)
∫
Sn−1
fdσ − f(0) for f ∈ Conv(Rn,R),
where x ∈ V \ {0} is an arbitrary point and σ denotes the usual measure on the unit sphere.
1.2 Results of the present paper
We will consider valuations with values in some Hausdorff topological vector space F on certain
cones C ⊂ Conv(V ) containing the space Conv(V,R) of finite-valued convex functions. Let
VConv(C;V, F ) denote the space of continuous, dually epi-translation invariant valuations on
C with values in F (see Section 3 for the precise definition). A valuation µ ∈ VConv(C;V, F )
will be called k-homogeneous, if µ(tf) = tkµ(f) for all f ∈ C and t ≥ 0 and the subspace of
k-homogeneous valuations will be denoted by VConvk(C;V, F ). Then we have the following
decomposition:
Theorem 1. If C ⊂ Conv(V ) is a cone containing Conv(V,R), then
VConv(C;V, F ) =
dimV⊕
i=0
VConvi(C;V, F ).
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In [12], this was proved by Colesanti, Ludwig and Mussnig for real-valued valuations on
Conv(V,R). The more general statement can be deduced from their proof with only minor
modifications. Instead of repeating their arguments, we will present a slightly different proof in
Section 4 using an embedding of VConv(C;V, F ) into Val(V ∗×R, F ) using support functionals
of convex bodies.
Similar to the classical McMullen decomposition (and to [12] Theorem 23), this allows us
to define the polarization of any homogeneous valuation µ ∈ VConvk(C;V, F ). We obtain a
symmetric functional µ¯ : Ck → F which satisfies µ¯(f, ..., f) = µ(f) for all f ∈ C and which is
a continuous, 1-homogeneous and additive valuation in each coordinate, i.e. it satisfies
µ¯(f + h, f2, . . . , fk) = µ¯(f, f2, . . . , fk) + µ¯(h, f2, . . . , fk)
for all f, h, f2, ..., fk ∈ C. Goodey and Weil used the polarization of a valuation in Valk(Rn) to
define a distribution on the k-fold product of the unit sphere in Rn (see [14]). Alesker proved in
[1] that the support of this distribution is contained in the diagonal of this Cartesian product
of spheres, which plays a crucial role in the proof of his Irreducibility Theorem (see [1, 2]).
Following the ideas of Goodey-Weil and Alesker, we establish the following version of the
Goodey-Weil embedding for valuations on convex functions in Section 5.1 and 5.2:
Theorem 2. Let F be a locally convex vector space admitting a continuous norm, C ⊂
Conv(V ) a cone containing Conv(V,R). For every µ ∈ VConvk(C;V, F ) there exists a unique
distribution GW (µ) ∈ D′(V k, F¯ ) with compact support, which satisfies the following property:
If f1, ..., fk ∈ Conv(V,R) ∩ C∞(V ) then
GW (µ)(f1 ⊗ ...⊗ fk) = µ¯(f1, ..., fk),
where µ¯ is the polarization of µ.
Moreover, the support of GW (µ) is contained in the diagonal in V k.
Here F¯ denotes the completion of F and D′(V k, F¯ ) denotes the space of all distributions
on V k with values in F¯ , i.e. the space of all continuous functionals φ : C∞c (V
k) → F¯ ,
where C∞c (V
k) is equipped with the usual topology on test functions. We will call the
distribution GW (µ) the Goodey-Weil distribution of µ. We thus obtain an injective map
GW : VConvk(C;V, F )→ D′(V k, F¯ ), which will be called the Goodey-Weil embedding.
More generally, we also define a version of the Goodey-Weil embedding for valuations with
values in an arbitrary locally convex vector space. Although the Goodey-Weil distribution is
still uniquely determined by its underlying valuation in this case, the support is, in general,
not compact. To illustrate this fact, we examine the Hessian measures (see [9]), which can be
considered as continuous, dually epi-translation invariant valuations with values in the space of
signed Radon measures on V (equipped with the vague topology). This example was also our
main motivation to examine valuations with values in arbitrary locally convex vector spaces.
In Section 6 we use the support of the Goodey-Weil distribution to obtain a notion of support
for the corresponding valuation and we discuss how the support can be defined intrinsically.
As an application, we show that there are no non-trivial real-valued dually epi-translation
invariant valuations (except constant valuations) that are also invariant under the operation
of the special linear group or translations. We also characterize the image of the embedding
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used in the proof of Theorem 1.
It is natural to consider the subspace VConvA(C;V, F ) of valuations with support contained in
a fixed subset A ⊂ V . In Section 6.1 we discuss some topological properties of VConvA(V, F )
in the case where A is compact and we show the following topological result:
Proposition 1.2. Let F be a locally convex vector space admitting a continuous norm. If a
sequence (µj)j converges to µ in VConv(V, F ), then there exists a compact set A ⊂ V such
that the support of µ and µj is contained in A for all j ∈ N. In particular, (µj)j converges to
µ in VConvA(V, F ).
In Section 7.1 we relate the valuations in VConv(C;V, F ) to the common domains of f ∈ C,
i.e. the sets domf := {x ∈ V : f(x) <∞}. This also gives a partial answer to the question,
which valuations on finite-valued convex functions can be extended to larger cones in Conv(V ).
Together with Corollary 7.2, this refines [12] Theorem 30, where valuations on the maximal
cone C = Conv(V ) were considered.
These results apply in particular to cones of the form CU := {f ∈ Conv(V ) : f |U < ∞}
for some open and convex subset U ⊂ V . In Section 7.2, we considering valuations on the
space Conv(U,R) := {f : U → R : f convex } with values in a locally convex vector space
F that are dually epi-translation invariant and continuous with respect to the topology of
uniform convergence on compact subsets in U . Denoting the space of these functionals by
VConv(U,F ), we can identify this space of valuations with valuations on the cone CU :
Theorem 3. If U ⊂ V is an open convex subset and F is a locally convex vector space
admitting a continuous norm, then the map
res∗ : VConv(U,F )→ VConv(CU ;V, F )
µ 7→ [f 7→ µ(f |U )]
is a topological isomorphism.
Here both spaces are equipped with the topology of uniform convergence on compact subsets
in Conv(U,R) and CU , respectively.
Acknowledgments Part of this paper was written during a stay at the Universita` degli Studi
di Firenze and I want to thank the university and especially Andrea Colesanti for the hos-
pitality. I also want to thank Andreas Bernig for many useful discussions, suggestions and
encouragement during this project, as well as his comments and remarks on the first draft of
this paper.
2 Convex functions
In this section, we collect some facts about the space of convex functions and its topology. For
simplicity we will assume that V is a euclidean vector space. Let BR := BR(0) denote the
closed ball of radius R > 0 in V .
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Let U ⊂ V be a convex subset. A function f : U → R ∪ {+∞} is called convex, if for any
x0, x1 ∈ U and every t ∈ [0, 1] the following inequality holds:
f(tx0 + (1− t)x1) ≤ tf(x0) + (1− t)f(x1).
Equivalently, f : U → R∪{+∞} is convex if and only if its epigraph epi(f) := {(x, t) ∈ U×R :
f(x) ≤ t} is a convex subset in U × R. Note that f is lower semi-continuous if and only if
epi(f) is closed in U × R. In this paper we are mostly interested in subsets of
Conv(V ) := {f : V → R ∪ {+∞} : f convex, lower semi-continuous, f 6≡ +∞}.
For any f ∈ Conv(V ), we define the domain of f
dom(f) := {x ∈ V : f(x) < +∞}.
By definition, dom(f) is a non-empty convex subset of V . f is always continuous on the interior
of dom(f). In particular, the space of finite-valued convex functions
Conv(V,R) := {f : V → R : f convex} ⊂ Conv(V )
contains only continuous functions. Note that Conv(V,R) is closed under the formation of the
pointwise maximum, while the maximum of two elements of Conv(V ) may be identical to +∞.
2.1 Topology on the space of convex functions
Definition 2.1. A sequence (fj)j in Conv(V ) epi-converges to f ∈ Conv(V ) if and only if for
every x ∈ V the following conditions hold:
1. For every sequence (xj)j in V converging to x: f(x) ≤ lim inf
j→∞
fj(xj).
2. There exists a sequence (xj)j converging to x such that f(x) = lim
j→∞
fj(xj).
It is known that this notion of convergence is induced by a metrizable topology on Conv(V )
(see for example [25] Theorem 7.58).
In the constructions used in this paper, the limit function f ∈ Conv(V ) will usually be finite
on some open subset of V . In this case epi-convergence, pointwise convergence and locally
uniform convergence are compatible in the following sense:
Proposition 2.2. [25, Theorem 7.17] For a function f ∈ Conv(V ) such that domf has non-
empty interior and a sequence (fj)j in Conv(V ) the following are equivalent:
1. (fj)j epi-converges to f .
2. (fj)j converges pointwise to f on a dense subset.
3. (fj)j converges uniformly to f on all compact subsets that do not contain a boundary
point of domf .
In particular, a sequence (fj)j in Conv(V,R) epi-converges to f ∈ Conv(V,R) if and only if
it converges uniformly on compact subsets.
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2.2 Compactness in Conv(V,R)
Proposition 2.3. Let U ⊂ V be a convex open subset and f : U → R a convex function. If
X ⊂ U is a set with X + ǫB1 ⊂ U and f is bounded on X +Bǫ, then f is Lipschitz continuous
on X with Lipschitz constant 2ǫ‖f |X+Bǫ‖∞.
Proof. This is a special case of [25] 9.14.
Proposition 2.4. A subset U ⊂ Conv(V,R) is relatively compact if and only if it is bounded
on compact subsets.
Proof. As the topology on Conv(V,R) is metrizable, we only have to show that the closure of
such a subset is sequentially compact. Let (fk)k be a sequence in Conv(V,R) that is bounded
on compact subsets of V . Then the Lipschitz constants of these functions are also uniformly
bounded on Bj for all j ∈ N by Proposition 2.3. In particular, the set {fk|Bj : k ∈ N} ⊂ C(Bj)
is equicontinuous. By the theorem of Arzela`-Ascoli, we can choose a subsequence fj,k that
converges uniformly on Bj to some function fj,∞ ∈ C(Bj) for k →∞. Iterating this argument
for all j ∈ N and taking an appropriate diagonal series, we find a subsequence that converges
uniformly on Bj for all j ∈ N to some function f ∈ C(V ). It is easy to see that f is convex.
Now the claim follows from Proposition 2.2.
2.3 The Legendre transform, subdifferentials and some density results
The Legendre transform or convex dual of a function f ∈ Conv(V ) is the function f∗ : V ∗ →
(−∞,∞] given by
f∗(y) = sup
x∈V
〈y, x〉 − f(x) for y ∈ V ∗,
where 〈·, ·〉 : V ∗ × V → R denotes the canonical pairing. As a consequence of [24] Theorem
12.2 and Corollary 12.2.1, we have
Proposition 2.5. For f ∈ Conv(V ), f∗ ∈ Conv(V ∗) and f∗∗ := (f∗)∗ = f .
Let f ∈ Conv(V ). An element y ∈ V ∗ is called a subgradient of f in x0 ∈ V , if
f(x0) + 〈y, x− x0〉 ≤ f(x) for all x ∈ V.
The set of all subgradients of f in a point x0 ∈ V is called the subdifferential of f in x0 and
will be denoted by ∂f(x0).
We recall the following basic properties of the subdifferential:
Lemma 2.6 ([24] Theorem 23.5). For f ∈ Conv(V ), x ∈ V , y ∈ V ∗ the following are
equivalent:
1. y ∈ ∂f(x),
2. 〈y, x〉 = f(x) + f∗(y),
3. y ∈ argmaxx∈V 〈y, x〉 − f(x).
Lemma 2.7. Let f ∈ Conv(V,R). Then ∂f(x) ∈ K(V ∗) for all x ∈ V and if f is L Lipschitz
continuous on a neighborhood of x ∈ V , then ∂f(x) ⊂ BL(0).
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Proof. This is a special case of [6] 2.1.2.
Also note that ∂f(x) 6= ∅ for any x ∈ V , if f ∈ Conv(V,R).
The support function hK ∈ Conv(V,R) of a convex body K ∈ K(V ∗) is defined as
hK(y) := sup
x∈K
〈y, x〉.
These functions will play an important role in Section 3.1, where we relate valuations on
convex functions to valuations on convex bodies. This construction relies on a density results
contained in Corollary 2.9 below, which we will deduce from the following proposition.
Proposition 2.8. Let f ∈ Conv(V,R) be a finite-valued convex function, f∗ its convex dual.
If ‖f‖C(Bj+2) ≤ c, then the set Kf,j := epi(f∗) ∩ {(y, t) ∈ V ∗ × R : |y| ≤ 2c, |t| ≤ (2j + 3)c}
is a convex body in V ∗ and satisfies
f(x) = hKf,j (x,−1) for all x ∈ Bj+1.
Proof. Consider the set C := {y ∈ V ∗ : y ∈ ∂f(x) for some x ∈ Bj+1}. As f |Bj+1 is Lipschitz
continuous with Lipschitz constant L = 2‖f‖C(Bj+2) by Proposition 2.3, Lemma 2.7 implies
that C is contained in the ball of radius L around the origin.
Now for any y ∈ C we have f∗(y) = 〈x, y〉 − f(x) for some x ∈ Bj+1 due to Lemma 2.6. Thus
|f∗(y)| ≤ |〈y, x〉| + |f(x)| ≤ L(j + 1) + ‖f‖C(Bj+2) ≤ (2j + 3)‖f‖C(Bj+2) ≤ (2j + 3)c.
Let us show that f(x) = hKf,j (x,−1) for all x ∈ Bj+1. Obviously, the left hand side is equal
to or larger than the right hand side. By Lemma 2.7, we know that for any x ∈ Bj+1 there
exists y ∈ V ∗ such that f(x) = 〈y, x〉 − f∗(y), i.e. y ∈ C. Then
(y, f∗(y)) ∈ epi(f∗) ∩ {(y, t) ∈ V ∗ × R : |y| ≤ 2c, |t| ≤ (2j + 3)c} = Kf,j
by the previous discussion, so
f(x) = 〈y, x〉 − f∗(y) ≤ sup
(y˜,t)∈Kf,j
〈y˜, x〉 − t = hKf,j (x,−1).
Is f∗ is lower semi-continuous, the set epi(f∗)∩{(y, t) ∈ V ∗×R : |y| ≤ 2(j+2)c, |t| ≤ 3(j+2)c}
is convex, closed and bounded, i.e. it belongs to K(V ∗ × R).
We thus obtain the following density results.
Corollary 2.9. The following families of functions are dense in Conv(V,R):
1. {hK(·,−1) : K ∈ K(V ∗ × R)},
2. {hP (·,−1) : P ∈ K(V ∗ × R) polytope},
3. {hK(·,−1) : K ∈ K(V ∗ × R) smooth and strictly convex},
4. Conv(V,R) ∩ C∞(V ).
Proof. For the first set, this follows directly from Proposition 2.8 and the continuity of the
map K(V ∗ × R)→ Conv(V,R), K 7→ hK(·,−1) (see Lemma 3.3). As the two sets
{P ∈ K(V ∗ × R) : P polytope}, {K ∈ K(V ∗ × R) : K smooth and strictly convex}
are dense subsets of K(V ∗ × R), this implies the density of the second and third set. For the
last set, observe that the support function of any smooth and strictly convex body is smooth,
so the last set contains a dense subset and is thus dense itself.
9
2.4 Lipschitz regularization
Most of our results are actually results on valuations on Conv(V,R), which generalize to more
general subspaces of Conv(V ) by approximation.
For r > 0 the Lipschitz regularization or Pasch-Hausdorff envelope of a convex function f ∈
Conv(V ) is defined as
regr(f) := (f
∗ + 1∞B1/r)
∗.
We will need the following properties:
Proposition 2.10 ([9] Propositions 4.1, 4.2, 4.3). For f, h ∈ Conv(V ) and r > 0, the Lipschitz
regularization has the following properties:
i. There exists r0 > 0 such that regrf ∈ Conv(V,R) for all 0 < r ≤ r0.
ii. regrf epi-converges to f for r → 0.
iii. If x ∈ dom(f) and ∂f(x)∩B1/r 6= ∅, then regrf(x) = f(x) and ∂regrf(x) = ∂f(x)∩B1/r.
iv. If (fj)j is a sequence in Conv(V ) that epi-converges to f , then there exists r0 > 0 such
that (regrfj)j epi-converges to regrf for all 0 < r ≤ r0.
v. If min(f, h) is convex, then there exists r0 > 0 such that
regr(max(f, h)) = max(regrf, regrh), regr(min(f, h)) = min(regrf, regrh)
for all 0 < r ≤ r0.
Note that ii. implies that Conv(V,R) ⊂ Conv(V ) is dense. Thus the sets considered in
Corollary 2.9 are also dense in Conv(V ).
3 Dually epi-translation invariant valuations on convex functions
Let C ⊂ Conv(V ) be a non-empty subset and let (G,+) be an abelian semigroup.
Definition 3.1. A map µ : C → G is called a valuation, if
µ(f) + µ(h) = µ(max(f, h)) + µ(min(f, h))
for all f, h ∈ C such that the pointwise maximum max(f, h) and minimum min(f, h) belong to
C.
A valuation µ : C → G is called dually epi-translation invariant, if
µ(f + λ+ c) = µ(f) ∀f ∈ C, λ ∈ V ∗, c ∈ R s.t. f + λ+ c ∈ C.
Definition 3.2. If (F,+) is a topological vector space, we let VConv(C;V, F ) denote the space
of all valuations µ : C → F that are
1. continuous with respect to epi-convergence,
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2. dually epi-translation invariant.
If C = Conv(V,R), we will use the notation VConv(V,G) instead. For F = R, we will write
VConv(C;V,R) = VConv(C;V ) and VConv(V,R) = VConv(V ) for brevity.
We also equip VConv(C;V, F ) with the compact-open topology, which is generated by the
open sets
M(K,O) := {µ ∈ VConv(C;V, F ) : µ(f) ∈ O ∀f ∈ K}
for K ⊂ C compact and O ⊂ F open. If F is locally convex, VConv(C;V, F ) is a locally
convex vector space equipped with the family of semi-norms
‖µ‖F ;K := sup
f∈K
|µ(f)|F ,
where K ⊂ C is compact and | · |F is a continuous semi-norm on F . It is easy to see that
VConv(C;V, F ) is complete, if F is complete. Also note that Proposition 2.4 provides a
characterization of all compact subsets for C = Conv(V,R).
3.1 Relation to valuations on convex bodies
As noted in Section 2, the support function hK of K ∈ K(V ∗) is defined by hK(y) :=
supx∈K〈y, x〉. It has the following well known properties:
1. hK ∈ Conv(V ∗,R).
2. htK = thK for all t ≥ 0.
3. If K,L are convex bodies such that K ∪ L is convex, then hK∪L = max(hK , hL) and
hK∩L = min(hK , hL).
4. A sequence (Kj)j of convex bodies converges to K with respect to the Hausdorff metric
if and only if (hKj )j converges to hK uniformly on compact subsets.
The last property implies
Lemma 3.3. The map
P : K(V ∗ × R)→ Conv(V,R)
K 7→ hK(·,−1)
is continuous.
Here we have used the canonical isomorphism (V × R)∗ ∼= V ∗ × R.
Theorem 3.4. Let F be a Hausdorff real topological vector space. For µ ∈ VConv(C;V, F )
and L ∈ K(V ∗ × R) define Q(µ)(L) := µ(hL(·, 1)) = µ(P (L)). Then Q : VConv(C;V, F ) →
Val(V ∗×R, F ) is well defined, continuous and injective. Here Val(V ∗×R, F ) is equipped with
the compact-open topology.
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Proof. It is clear that Q(µ) = µ ◦ P ∈ Val(V ∗ × R).
Let us show that Q is injective: If Q(µ) = 0, then µ(hL(·,−1)) = 0 for all L ∈ K(V ∗ × R).
By Corollary 2.9, these functions form a dense subspace of Conv(V,R), which is dense in C,
so the continuity of µ implies µ = 0, as F is Hausdorff. Thus Q is injective.
A basis for the topology of Val(V ∗ × R, F ) is given by the open sets
M(B,O) = {µ ∈ Val(V ∗ × R, F ) : µ(L) ∈ O ∀L ∈ B},
where O ⊂ F is open and B ⊂ K(V ∗ × R) is compact. Then
Q−1(M(B,O)) = {µ ∈ VConv(C;V, F ) : µ(hL) ∈ O ∀L ∈ B}
= {µ ∈ VConv(C;V, F ) : µ(f) ∈ O ∀f ∈ P (B)}
=M(P (B), O).
As P is continuous, P (B) is compact in C, so Q−1(M(B,O)) = M(P (B), O) is open in
VConv(C;V, F ).
4 Homogeneous decomposition
4.1 Proof of Theorem 1
In this section we prove Theorem 1. Let F be a Hausdorff real topological vector space and
C ⊂ Conv(V ).
Definition 4.1. A continuous valuation µ : C → F is called k-homogeneous, if µ(tf) = tkµ(f)
for all f ∈ C and for all t ≥ 0 such that tf ∈ C. We will denote the space of k-homogeneous
valuations in VConv(C;V, F ) by VConvk(C;V, F )
Proposition 4.2. Let F be a Hausdorff real topological vector space, C ⊂ Conv(V ) a cone con-
taining Conv(V,R), and µ ∈ VConv(C;V, F ). Then there exist valuations µi ∈ VConvi(C;V, F ),
i = 0, ..., n + 1 such that
µ =
n+1∑
i=0
µi.
Proof. Consider the injective map Q : VConv(C;V, F ) → Val(V ∗ × R, F ) from Theorem 3.4,
given by Q(µ)[K] = µ(hK(·,−1)).
For t ≥ 0 define µt ∈ VConv(C;V, F ) by µt(f) := µ(t·f) for f ∈ C. Then Q(µt)[K] = Q(µ)[tK]
as htK = thK for t ≥ 0. Using the McMullen decomposition (Theorem 1.1) for Val(V ∗×R, F )
we see that Q(µt) =
∑n+1
i=0 t
iµ˜i for homogeneous elements µ˜i ∈ Vali(V ∗ × R, F ). Plugging in
0 < t0 < ... < tn+1 and using the inverse of the Vandermonde matrix, we obtain constants
cij ∈ R such that µ˜i =
∑n+1
j=0 cijQ(µ
tj ).
Now define µi ∈ VConv(C;V, F ) by µi :=
∑n+1
j=0 cijµ
tj . Then obviously Q(µi) = µ˜i and for
any K ∈ K(V ∗ × R)
Q(µti)(K) = Q(µi)(tK) = µ˜i(tK) = t
iµ˜i(K) = t
iQ(µi)(K) = Q(t
iµi)(K).
The injectivity of Q implies tiµi = µ
t
i, i.e. µi is i-homogeneous.
To see that µ =
∑n+1
i=0 µi, observe that
Q(µ) =
n+1∑
i=0
µ˜i =
n+1∑
i=0
Q(µi) = Q(
n+1∑
i=0
µi).
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Thus the injectivity of Q implies µ =
∑n+1
i=0 µi.
To show that the n + 1-homogeneous component is trivial, we need the following lemma,
which is a direct consequence of [9] Lemma 16:
Lemma 4.3. Let µ ∈ VConv(V, F ). If µ(hK(· − y)) = 0 for all K ∈ K(V ∗) and y ∈ V , then
µ = 0.
Proposition 4.4. VConvn+1(C;V, F ) = 0
Proof. Let µ ∈ VConvn+1(C;V, F ). As Conv(V,R) is dense in C, we only need to show that
µ vanishes on finite-valued convex functions. Using Lemma 4.3, it is thus sufficient to show
µ(hK(·−y)) = 0 for all K ∈ K(V ∗) and y ∈ V . However, K 7→ µ(hK(·−y)) defines an element
of Valn+1(V
∗, F ) = 0. The claim follows.
Proof of Theorem 1. This follows directly from Proposition 4.2 and Proposition 4.4.
4.2 Polynomiality and polarization
From now on we will assume that F is a Hausdorff real topological vector space and that C ⊂
Conv(V ) is a cone containing Conv(V,R). Then we can consider the question of polynomiality
for elements of VConv(C;V, F ). From Theorem 1 we deduce
Corollary 4.5. For µ ∈ VConv(C;V, F ), and f1, ..., fm ∈ C, µ(
∑m
j=1 λjfj) is a polynomial in
λj ≥ 0.
Proof. We will proceed by induction. For m = 1, this is just Theorem 1. Assume we have
shown the statement for m. The valuation
f 7→ µ(
m∑
j=1
λjfj + f)
obviously belongs to VConv(C;V, F ). Using Theorem 1, we obtain
µ(
m∑
j=1
λjfj + tf) =
n∑
i=0
tiµi(
m∑
j=1
λjfj, f)
where µi : C
2 → F is i-homogeneous in the second component and a continuous dually epi-
translation invariant valuation in the first. The induction assumption implies that (λ1, ..., λm) 7→
µi(
∑m
j=1 λjfj, f) is a polynomial in λj ≥ 0, 1 ≤ j ≤ m. The claim follows.
Definition 4.6. A valuation µ ∈ VConv(C;V, F ) is called additive if µ(f + g) = µ(f) + µ(g)
for all f, g ∈ C.
By continuity, any additive valuation is 1-homogeneous.
Theorem 4.7. For µ ∈ VConvk(C;V, F ), there exists a unique map µ¯ : Ck → F , called the
polarization of µ, with the following properties:
1. µ¯ is additive and 1-homogeneous in each coordinate,
2. µ¯ is symmetric,
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3. µ(f) = µ¯(f, ..., f) for all f ∈ C.
Proof. We start by showing uniqueness: Using 1. and 3. we obtain
µ(
k∑
j=1
λjfj) = µ¯(
k∑
j=1
λjfj, ...,
k∑
j=1
λjfj) =
k∑
j1,...,jk=1
λj1 ...λjk µ¯(fj1 , ..., fjk)
Differentiating and using 2., we obtain the formula
k!µ¯(f1, ..., fk) =
∂
∂λ1
∣∣∣
0
...
∂
∂λk
∣∣∣
0
µ(
k∑
j=1
λjfj) (1)
This shows uniqueness. To prove the existence of µ¯, we use Corollary 4.5 to see that the
right-hand side of (1) is actually well defined, so we can use this equation to define µ¯.
Obviously the definition is symmetric in f1, ..., fn. To see that µ¯ is additive in each coordinate,
we thus only need to consider one coordinate: Setting
f(t, s) :=
1
k!
∂
∂λ1
∣∣
0
...
∂
∂λk−1
∣∣
0
µ(
k−1∑
j=1
λjfj + tf + sg),
g(t) :=f(t, t)
we obtain
µ¯(f1, ..., fk−1, f + g) = g
′(0) =
∂f
∂t
|(0,0) +
∂f
∂s
|(0,0) = µ¯(f1, ..., fk−1, f) + µ¯(f1, ..., fk−1, g).
Let us see that we can recover µ(f):
µ¯(f, ..., f) =
1
k!
∂
∂λ1
∣∣∣
0
...
∂
∂λk
∣∣∣
0
µ(
k∑
j=1
λjf) =
1
k!
∂
∂λ1
∣∣∣
0
...
∂
∂λk
∣∣∣
0

 k∑
j=1
λj


k
· µ(f)
as µ is k-homogeneous. Thus µ¯(f, ..., f) = µ(f).
Note that the construction shows that µ¯ is a dually epi-translation invariant valuation in
each coordinate. We will now show that µ¯ is jointly continuous. From the defining properties
of µ¯ we deduce the following corollary.
Corollary 4.8. For µ ∈ VConvk(C;V, F ), m ∈ N and f1, ..., fm ∈ C, µ(
∑m
j=1 λjfj) is a
polynomial of degree at most k in λj ≥ 0.
Corollary 4.9. µ¯ : Ck → R is continuous for µ ∈ VConvk(C;V, F ).
Proof. Assume we are given sequences (fi,j)j 1 ≤ i ≤ k in C such that each sequence (fi,j)j
converges to some fi ∈ C. Then the polynomials Pj(λ1, ..., λk) := µ(
∑k
i=1 λifi,j) converge
pointwise to P (λ1, ..., λk) := µ(
∑k
i=1 λifi) for λi ≥ 0. Note that the degree of Pj is bounded
by k due to Corollary 4.8, so we see that the coefficient in front of λ1 · ... · λk converges. Now
the claim follows from the definition of µ¯ in the proof of Theorem 4.7.
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We close this section with an inequality that will be used in the construction of the Goodey-
Weil embedding. It also shows that the map, which associates the polarization to a given
valuation, is continuous with respect to the natural topologies.
Lemma 4.10. There exists a constant Ck > 0 such that the following holds: If K ⊂ Conv(V,R)
is compact, then
‖µ¯‖F ;K := sup
f1,...,fk∈K
|µ¯(f1, ..., fk)|F ≤ Ck‖µ‖F ;K ′
for every semi-norm | · |F on F and all µ ∈ VConvk(V, F ), where
K ′ :=
k∑
j=1
j⋃
i=1
iK = {
k∑
j=1
fj : fj ∈
j⋃
i=1
iK} ⊂ Conv(V,R)
is compact. If K is convex with 0 ∈ K, there exists a constant C ′k > 0 independent of K such
that
‖µ¯‖F ;K ≤ C ′k‖µ‖F ;K .
Proof. For f, g ∈ Conv(V,R) and λ ≥ 0, we have
µ(f + λg) =
k∑
i=0
λk−ii!(k − i)!µ¯(f [i], g[k − i]) =
k∑
i=0
λii!(k − i)!µ¯(f [k − i], g[i]).
For the polarization we are only interested in the linear term. Plugging in λ = 0, ..., k and
setting µ′i(f) := µ(f+ig) we obtain a valuation µ
′ = (µ′0, ..., µ
′
k) with values in F
k+1. Denoting
the k+1 components of F k with subindices 0, ..., k and the Vandermonde matrix with entries
corresponding to (0, ..., k) by Sk, we see that the i-th entry of S
−1
k µ
′(f) ∈ F k+1 is exactly
i!(k − i)!µ¯(f [k − i], g[i]), i.e. the entry [S−1k µ′(f)]1 is µ¯(f [k − 1], g) up to scaling:
µ¯(f [k − 1], g) = 1
(k − 1)! [S
−1
k µ
′(f)]1.
If we equip F k+1 with the family of semi-norms |(v0, ..., vk)|F := maxi=0,...,k |vi|F , and denote
by ‖Sk‖∞ the operator norm of Sk : Rk+1 → Rk+1 with respect to the maximum norm on
R
k+1, we obtain
|µ¯(f [k − 1], g)|F ≤ 1
(k − 1)!‖S
−1
k ‖∞ |µ′(f)|F .
For f ∈ Conv(V,R), g ∈ K the value of µ′(f) only depends on µ evaluated in an element of
f +
⋃k
i=0 iK, i.e. we obtain
|µ¯(f [k − 1], g)|F ≤ ‖S−1k ‖∞‖µ‖
F ;f+
k⋃
i=0
iK
Iterating this construction starting with the k−1-homogeneous valuation ν(f) := µ¯(f [k−1], g),
we see that there exists C ′k > 0 depending on k only such that for f1, ..., fk ∈ K
|µ¯(f1, ..., fk)|F ≤ Ck sup{|µ(g)|F : g ∈
k∑
j=1
j⋃
i=0
iK} = Ck‖µ‖F,K ′
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for every semi-norm | · |F on F . Also note that K ′ is compact, as it is a sum of finitely many
compact subsets of Conv(V,R) ⊂ C(V ).
If K is convex and 0 ∈ K we have K ′ ⊂ k2K, so
‖µ‖F ;K ′ = sup
g∈K ′
|µ(g)|F ≤ sup
g∈k2K
|µ(g)|F ≤ (k2)k sup
g∈K
|µ(g)| = k2k‖µ‖F ;K ,
i.e. we can choose C ′k := k
2kCk.
5 Goodey-Weil embedding
5.1 Construction and basic properties
In this section, we will assume that V carries an euclidean structure. Let C2b (V ) denote the
Banach space of twice differentiable functions with finite C2-norm
‖φ‖C2b (V ) :=‖φ‖∞ + ‖∇φ‖∞ + ‖Hφ‖∞ = supx∈V
|φ(x)|+ sup
x∈V
|∇f(x)|+ sup
x∈V,v∈SV
|〈Hφ(x)v, v〉|,
where Hφ denotes the Hessian matrix of a twice differentiable function φ : V → R and SV ⊂ V
is the unit sphere.
Lemma 5.1. There exists constants c(A) > 0 for A ⊂ V compact with the following property:
For every φ ∈ C2b (V ) there exist two convex functions f, h ∈ Conv(V,R) such that f − h = φ
and such that ‖f |A‖∞, ‖h|A‖∞ ≤ c(A)‖φ‖C2b (V ) for all compact subsets A ⊂ V .
Proof. Simply take f(x) := c |x|
2
2 + φ(x), h(x) = c
|x|2
2 , where c := ‖φ‖C2b (V ). Then f and h are
convex, as their Hessians are positive semidefinite. In addition
‖h|A‖∞, ‖f |A‖∞ ≤ c sup
x∈A
|x|2
2
+ ‖φ‖∞ ≤
(
sup
x∈A
|x|2
2
+ 1
)
‖φ‖C2b (V ).
Setting c(A) := supx∈A
|x|2
2 + 1 we obtain the inequalities.
To every µ ∈ VConvk(C;V, F ) we can associate a k-multilinear continuous functional
µ˜ : C2b (V )
k → F
as follows: Given functions φ1, ..., φk ∈ C2b (V ) we take the polarization µ¯ of µ and convex
functions f1,..., fk, h1,...,hk in Conv(V,R) with φi = fi − hi satisfying the inequality from
Lemma 5.1 and define inductively for arbitrary convex functions g1, ..., gk ∈ Conv(V,R) and
1 ≤ i ≤ k − 1:
µ(1)(φ1, g2, ..., gk) :=µ¯(f1, g2, ..., gk)− µ¯(h1, g2, ..., gk),
µ(i+1)(φ1, ..., φi+1, gi+2, ..., gk) :=µ
(i)(φ1, ..., φi, fi+1, gi+1, ..., gk)− µ(i)(φ1, ..., φi, hi+1, gi+1, ..., gk).
Then we set µ˜(φ1, ..., φk) := µ
(k)(φ1, ..., φk). It is easy to see that this is equivalent to
µ˜(φ1, .., φk) =
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(fσ(1), ..., fσ(l), hσ(l+1), ..., hσ(k)), (2)
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where µ¯ denotes the polarization of µ from Theorem 4.7.
Using the additivity of µ¯ in each component, one readily verifies that this definition only
depends on the functions φ1, ..., φk (and not the special choices of fi and hi) and that this
functional is multilinear. To see that it is continuous, observe that the set K of convex
functions that are bounded by c(A) on every compact set A (as defined above) is compact in
Conv(V,R) by Proposition 2.4, so it is also compact in C. In particular, µ is bounded on this
set. As K is also convex with 0 ∈ K, Lemma 4.10 and Equation (2) imply
|µ˜(φ1, ..., φk)|F ≤ ck‖µ‖F ;K ·
k∏
i=1
‖φi‖C2b (V ) (3)
for any continuous semi-norm | · |F on F for some constant ck > 0 depending on k only (we
can choose 2k times the constant C ′k from Lemma 4.10). Thus µ˜ is continuous.
We will need the well known L. Schwartz kernel theorem:
Theorem 5.2 (L. Schwartz kernel theorem, [13]). Let F be a complete locally convex vector
space and let V,W be finite dimensional real vector spaces. For every continuous bilinear map
b : C∞c (V )× C∞c (W )→ F
there exists a unique continuous linear map
B : C∞c (V ×W )→ F
such that B(f ⊗ h) = b(f, h) for all f ∈ C∞c (V ), h ∈ C∞c (W ).
Let us denote by D′(V, F ) the space of all distributions on V with values in a locally convex
vector space F , i.e. the space of all continuous linear functionals φ : C∞c (V ) → F . Applying
the L. Schwartz kernel theorem to the functional µ˜ for µ ∈ VConvk(C;V, F ) leads to the
following notion:
Definition 5.3. Let F be a locally convex vector space, 1 ≤ k ≤ n. To every µ ∈ VConvk(C;V, F )
we associate the distribution GW (µ) ∈ D′(V k, F¯ ) determined by
GW (µ)(φ1 ⊗ ...⊗ φk) = µ˜(φ1, ..., φk)
for φ1, ..., φk ∈ C∞c (V ). The distribution will be called the Goodey-Weil distribution of µ.
To show that this distribution has compact support in V k if F admits a continuous norm,
we need the following lemma.
Lemma 5.4. Let φ ∈ C2(V ). Then there exists a convex function h ∈ Conv(V,R) with the
following property: If ψ ∈ C∞(V ) is a function with ‖ψ‖C2(Bj) ≤ ‖φ‖C2(Bj) for all j ∈ N, then
h+ ψ is convex.
Proof. Assume we are given φ and let ψ be an arbitrary function with the property stated
above. Let us inductively define a sequence of convex functions hj ∈ Conv(V,R). Set cj :=
‖φ‖C2(Bj+1), such that cj ≥ supx∈Bj+1,v∈SV 〈Hψ(x)v, v〉.
For j = 1 define h1 by h1(x) := c1
|x|2
2 . Then obviously h1 + ψ is convex on B2.
Assume we have already constructed hj . Then cj+1
|x|2
2 + ψ is convex on Bj+2 and we set
hj+1(x) :=max{cj+1 |x|
2 − j2
2
, 0}+ hj(x).
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Thus hj+1 is a finite-valued convex function for all ∈ N that coincides with hj on Bj . We
deduce that for each point x ∈ V the sequence (hj(x))j becomes constant for large j and thus
(hj)j converges pointwise to a function h ∈ Conv(V,R).
To see that h + ψ is convex, observe that for every point x ∈ V , there exists an open convex
neighborhood such that the restriction of h+ψ to this neighborhood is convex, i.e. h+ψ is a
locally convex function: By construction,
h(x) + ψ(x) =max{cj+1 |x|
2 − j2
2
, 0} + hj(x) + ψ
=max{cj+1 |x|
2 − j2
2
, 0} + hj−1 + cj |x|
2 − (j − 1)2
2
+ ψ
on Uj+1 \Bj−1, where cj |x|
2−(j−1)2
2 + ψ is locally convex on this set. Obviously the other two
functions are locally convex on this set as well, so the same applies to h+ ψ.
As any locally convex function defined on V is convex, we see that h+ ψ is convex.
We will now prove the first part of Theorem 2.
Theorem 5.5. Let F be a locally convex vector space admitting a continuous norm. Then
the following holds: For every µ ∈ VConvk(C;V, F ) the distribution GW (µ) ∈ D′(V k, F¯ ) has
compact support and is uniquely defined by the following property: If f1, ..., fk ∈ Conv(V,R) ∩
C∞(V ) then
GW (µ)(f1 ⊗ ...⊗ fk) = µ¯(f1, ..., fk), (4)
where µ¯ is the polarization of µ.
Proof. Uniqueness follows directly from Equation (4), as every function φ ∈ C∞c (V ) can be
written as a difference of two smooth convex functions due to Lemma 5.1 and a distribution on
V k is uniquely defined by its values on functions of the form φ1⊗ ...⊗φk for φ1, ..., φk ∈ C∞c (V )
by the L. Schwartz kernel theorem.
Let us assume that GW (µ) does not have compact support and let ‖ · ‖ denote a continuous
norm on F . Then we can inductively define a sequence of functions (φji )j in C
∞
c (V ) for each
1 ≤ i ≤ k and a strictly increasing sequence (rj)j of positive real numbers with lim
j→∞
rj = ∞
with the properties
1. For each 1 ≤ i ≤ k the functions (φji )j have pairwise disjoint support.
2. The support of φji is contained in V \Brj(0) for all j ∈ N, 1 ≤ i ≤ k.
3. ‖GW (µ)(φj1 ⊗ ...⊗ φjk)‖ = ‖µ˜(φj1, ..., φjk)‖ = 1.
as follows: Assume we have constructed φj1, ...φ
j
k as well as rj > 0. First choose rj+1 > 0 such
that the restriction of GW (µ) to [Urj+1 \ Brj ]k ⊂ V k does vanish. Then take φj+11 , ..., φj+1k ∈
C∞(Urj+1 \Brj ) with GW (µ)[φj+11 ⊗· · ·⊗φj+1k ] 6= 0 and rescale one function by an appropriate
constant.
Note that φi :=
∑∞
j=1 φ
j
i ∈ C∞(V ) is well defined as this sum is locally finite. More precisely,
the supports of the functions φji are disjoint for each 1 ≤ i ≤ k, so ‖φji‖C2(BN ) ≤ ‖φi‖C2(BN )
for all N ∈ N and j ∈ N. Applying Lemma 5.4 to the functions φi, we find convex functions
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h1, ..., hk ∈ Conv(V,R) such that for 1 ≤ i ≤ k the function f ji := hi + φji is convex for all
j ∈ N. By Equation (2)
µ˜(φj1, ..., φ
j
k) =
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(f jσ(1), ..., f
j
σ(l), hσ(l+1), ..., hσ(k)).
As f ji → hi uniformly on compact subsets for all 1 ≤ i ≤ k, the joint continuity of the
polarization µ¯ from Corollary 4.9 implies
lim
j→∞
‖µ˜(φj1, ..., φjk)‖ =‖
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(hσ(1), ..., hσ(l) , hσ(l+1), ..., hσ(k))‖
=‖(−1)k
k∑
l=0
(−1)l k!
(k − l)!l! µ¯(h1, ..., hk)‖
=‖(−1)kµ¯(h1, ..., hk)
k∑
l=0
(−1)l
(
k
l
)
‖
=‖µ¯(h1, ..., hk)‖ · 0 = 0.
We arrive at a contradiction to ‖µ˜(φj1, ..., φjk)‖ = 1 for all j ∈ N, so the distribution GW (µ)
must have compact support.
It remains to see that GW (µ)(f1 ⊗ ... ⊗ fk) = µ¯(f1, ..., fk) for all convex functions fi ∈
Conv(V,R) ∩ C∞(V ). Take a sequence of functions φj ∈ C∞c (V ) with φj ≡ 1 on Bj(0) and
such that ‖φj‖C2(V ) ≤ C for all j ∈ N and some C > 0. Such a sequence can be constructed
by setting φj(x) := ψ(
x
j ) for ψ ∈ C∞c (V ) with ψ ≡ 1 on B1(0). As the support of GW (µ) is
compact, we obtain N ∈ N such that
GW (µ)(f1 ⊗ ...⊗ fk) = GW (µ)(φjf1 ⊗ ...⊗ φjfk) ∀j ≥ N.
Using the Leibnitz-rule, we see that there exists C ′ > 0 such that for any compact set A ⊂ V
and all j ∈ N the inequality ‖φjfi‖C2(A) ≤ C ′‖fi‖C2(A) holds. Now take the function hi from
Lemma 5.4 for the function φ = C ′fi. Then hi + φjfi is convex for all j ∈ N and hi + φjfi
converges to hi+fi uniformly on compact subsets, i.e. in Conv(V,R). Plugging in the definition
of µ˜ and using the joint continuity of the polarization µ¯, we obtain
GW (µ)(f1 ⊗ ...⊗ fk) = lim
j→∞
GW (µ)(φjf1 ⊗ ...⊗ φjfk)
= lim
j→∞
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(hσ(1) + φjfσ(1), ..., hσ(l) + φjfσ(l), hσ(l+1), ..., hσ(k))
=
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(hσ(1) + fσ(1), ..., hσ(l) + fσ(l), hσ(l+1), ..., hσ(k))
=µ¯(f1, ..., fk),
where we have used the additivity of µ¯ in the last step.
Corollary 5.6. GW : VConvk(C;V, F )→ D′(V k, F¯ ) is injective.
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Proof. Assume first that F admits a continuous norm. As Conv(V,R) ∩ C∞(V ) is dense in C
due to Proposition 2.10, the claim follows from Theorem 5.5 and the continuity of µ.
If F is an arbitrary locally convex vector space, then the definition of GW implies
λ ◦GW (µ) = GW (λ ◦ µ) ∀λ ∈ F¯ ′ ∼= F ′,
where F ′ denotes the topological dual of F . In particular, GW (µ) = 0 if and only ifGW (λ◦µ) =
0 for all λ ∈ F ′. By the previous discussion, GW (λ ◦ µ) = 0 implies λ ◦ µ = 0. If this holds for
all λ ∈ F ′, we obtain µ = 0, as F is locally convex.
Let us contrast the compactness of the support of GW (µ) for valuations with values in a
locally convex vector space admitting a continuous norm with the more general case. Consider
the following example: As a special case of the Hessian measures examined by Colesanti,
Ludwig and Mussnig in [9], we can consider the valuation Φn ∈ VConvn(V,M(V )) with values
in the space M(V ) of signed Radon measures on V that extends
Φ˜n(f)[B] :=
∫
V
1B det(Hf (x))dx ∀f ∈ Conv(V,R) ∩ C2(V ), B ⊂ V Borel set,
whereM(V ) is equipped with the vague topology, i.e. the topology induced by the semi-norms
|µ|φ := |
∫
V φdµ| for φ ∈ Cc(V ). Then M(V ) is a complete locally convex vector space that
does not admit a continuous norm. The Goodey-Weil distribution GW (Φn)[φ1⊗ ...⊗φn] is the
signed measure given by integrating the mixed determinant of the Hessians of the functions
φ1, ..., φn ∈ C∞c (V ). In particular, GW (Φn) does not have compact support.
5.2 Diagonality of the support of the Goodey-Weil distributions
The following theorem is an adaption of the proof of the corresponding statement for the
Goodey-Weil embedding for translation invariant valuations on convex bodies (see [1]). It also
proves the second part of Theorem 2.
Theorem 5.7. Let F be a locally convex vector space. For µ ∈ VConvk(C;V, F ) the support
of GW (µ) is contained in the diagonal in V k.
Proof. Let us assume that V carries a euclidean structure. Using a partition of unity, it is
sufficient to show that GW (µ)(h1 ⊗ ... ⊗ hk) = 0 if h1, ..., hk ∈ C∞c (V ) are smooth functions
satisfying supp hi ⊂ Uǫ(ai) where ai ∈ V , 1 ≤ i ≤ k are points with Uǫ(ai) ∩ Uǫ(aj) = ∅ for
i 6= j and some fixed ǫ > 0. Noting that λ ◦GW (µ) = GW (λ ◦ µ) for all λ ∈ F¯ ′, we only need
to show this claim for F = R.
First, there exists δ > 0 such that 1 + |x|2 +∑ki=1 δihi is convex and non-negative for all
|δi| ≤ δ. Set
H(x) := 1 + |x|2 +
k∑
i=3
δihi
and choose an affine hyperplane that separates Uǫ(a1) and Uǫ(a2). This plane is given by the
equation 〈y, x− x0〉 = 0 for some y, x0 ∈ V . We can choose y such that Uǫ(a1) is contained in
the positive half space with respect to the normal y. Define the convex functions
G±(x) :=max(0,±〈y, x− x0〉) =
{
0 ±〈y, x− x0〉 ≤ 0,
±〈y, x− x0〉 ±〈y, x− x0〉 > 0.
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As G± is positive on the supports of h1 and h2 respectively, we can rescale y such that G+ is
larger than H + δ1h1 on the support of h1 and G− is larger than H + δ2h2 on the support of
h2 for all |δi| ≤ δ. Now set H˜+ := max(H + δ1h1, G+) and H˜− := max(H + δ1h1, G−). Then
H˜+ and H˜− are convex functions with
H˜+(x) =
{
H(x) + δ1h1(x) 〈y, x− x0〉 ≤ 0,
max(H(x) + δ1h1(x), 〈y, x − x0〉) 〈y, x− x0〉 > 0,
H˜−(x) =
{
H(x) + δ1h1(x) 〈y, x− x0〉 ≥ 0,
max(H(x) + δ1h1(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0.
In particular min(H˜+, H˜−) = H˜ := H+ δ1h1 is convex. Because the support of h1 is contained
in the positive half space and because of the definition of y, we see that in fact
H˜+(x) =
{
H(x) 〈y, x− x0〉 ≤ 0,
max(H(x), 〈y, x − x0〉) 〈y, x− x0〉 > 0,
H˜−(x) =
{
H(x) + δ1h1(x) 〈y, x− x0〉 ≥ 0,
max(H(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0.
Thus max(H˜+, H˜−) = max(H, |〈y, · − x0〉|).
Let us also defineH± := max(H,G±). ThenH+ = H˜+ and using the non-negativity ofH it is
easy to see that min(H+,H−) = H and max(H+,H−) = max(H, |〈y, ·−x0〉|) = max(H˜+, H˜−).
Using the valuation property, we obtain the two equations
µ(H˜+) + µ(H˜−) = µ(max(H˜+, H˜−)) + µ(min(H˜+, H˜−)),
µ(H+) + µ(H−) = µ(max(H+,H−)) + µ(min(H+,H−)).
Thus using max(H+,H−) = max(H˜+, H˜−), and H˜+ = H+, we obtain
µ(H˜−)− µ(H−) = µ(min(H˜+, H˜−))− µ(min(H+,H−))
by subtracting the two equations. Plugging in the relations for the two minima we arrive at
µ(H˜−)− µ(H−) = µ(H˜)− µ(H).
Set
∆(x) :=H−(x) =
{
H(x) 〈y, x− x0〉 ≥ 0,
max(H(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0,
∆˜(x) :=H˜−(x) =
{
H(x) + δ1h1(x) 〈y, x− x0〉 ≥ 0,
max(H(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0,
to rewrite the previous equation as
µ(∆˜)− µ(∆) = µ(H˜)− µ(H) = µ(H + δ1h1)− µ(H).
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Now if we replace H by H+ δ2h2 and repeat the argument, we obtain convex functions ∆
′ and
∆˜′ satisfying
µ(∆˜′)− µ(∆′) = µ(H + δ1h1 + δ2h2)− µ(H + δ2h2)
given by
∆′(x) =
{
H(x) + δ2h2(x) 〈y, x− x0〉 ≥ 0,
max(H(x) + δ2h(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0,
∆˜′(x) =
{
H(x) + δ1h1(x) + δ2h2(x) 〈y, x− x0〉 ≥ 0,
max(H(x) + δ2h2(x),−〈y, x − x0〉) 〈y, x− x0〉 < 0.
However, the support of h2 is contained in the negative halfspace and H+ δ2h2 is smaller than
−〈y, x − x0〉 on the support of h2. Thus we see that ∆′ = ∆ and ∆˜′ = ∆˜ and we obtain the
equation
µ(H + δ1h1)− µ(H) = µ(∆˜)− µ(∆) = µ(H + δ1h1 + δ2h2)− µ(H + δ2h2).
for all δi with |δi| < δ. As the arguments are smooth convex functions and the valuation under
consideration is real-valued, Theorem 5.5 implies
GW (µ)((H + δ1h1)
⊗k)−GW (µ)(H⊗k) = GW (µ)((H + δ1h1 + δ2h2)⊗k)−GW (µ)((H + δ2h2)⊗k),
i.e.
GW (µ)((1 + |x|2 +
k∑
i=1,i 6=2
δihi)
⊗k)−GW (µ)(((1 + |x|2 +
k∑
i=3
δihi)
⊗k)
=GW (µ)((1 + |x|2 +
k∑
i=1
δihi)
⊗k)−GW (µ)((1 + |x|2 +
k∑
i=2
δihi)
⊗k)
for all δi with |δi| ≤ δ. Because GW (µ) is linear, both sides are polynomials in δ1, ..., δk.
Consider the coefficient in front of δ1 · ... · δk. Clearly the left-hand side is independent of
δ2, so this coefficient vanishes, whereas we obtain k!GW (µ)(h1 ⊗ ... ⊗ hk) on the right. Thus
GW (µ)(h1 ⊗ ...⊗ hk) = 0.
6 A notion of support for dually epi-translation invariant valuations
Throughout this section, let F be a locally convex vector space. Motivated by Theorem 5.7
we make the following definition:
Definition 6.1. For 1 ≤ k ≤ n and µ ∈ VConvk(C;V, F ) let the support supp µ ⊂ V be the
set
supp µ :=
⋂
A⊂V closed, supp GW (µ)⊂∆A
A.
Here ∆ : V → V k is the diagonal embedding. For µ ∈ VConv0(C;V, F ), we set supp µ = ∅.
If µ =
∑n
i=0 µi is the homogeneous decomposition of µ ∈ VConv(C;V, F ) we set supp µ :=⋃n
i=0 supp µi.
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Theorem 5.5 implies
Corollary 6.2. If F admits a continuous norm, then any µ ∈ VConv(C;V, F ) has compact
support.
Let us justify the terminology:
Proposition 6.3. The support of µ ∈ VConv(V ) is minimal (with respect to inclusion)
amongst the closed sets A ⊂ V with the following property: If f, g ∈ Conv(V,R) satisfy f = g
on an open neighborhood of A, then µ(f) = µ(g).
Proof. Let us first show that any closed set A satisfying the property contains the support of
µ. Using the homogeneous decomposition, we can assume that µ is k-homogeneous.
We will argue by contradiction. Assume the support was not contained in A. Then supp GW (µ)\
∆A 6= ∅. In particular, we find functions φ1, ..., φk with support in V \ A such that
GW (µ)(φ1 ⊗ ...⊗ φk) 6= 0.
Using the Hahn-Banach theorem, we can choose λ ∈ F ′ with
λ(GW (µ)(φ1 ⊗ · · · ⊗ φk)) 6= 0.
Choose an euclidean structure on V and let f ∈ Conv(V,R) be given by f(x) := |x|2. Then
f+
∑k
i=1 δiφi is convex for all δi small enough. Let us compare λ(µ(f)) and λ(µ(f+
∑k
i=1 δiφi)).
By construction, the two functions coincide on an open neighborhood of A and thus the as-
sumption implies λ(µ(f)) = λ(µ(f +
∑k
i=1 δiφi)) for all δi small enough. Applying Theorem
5.5, we see that the right hand side is a polynomial in δi for all δi small enough and that the
coefficient in front of δ1 ·· · ··δk is exactly k!GW (λ◦µ)(φ1⊗· · ·⊗φk) = k!λ(GW (µ)(φ1⊗...⊗φk)).
As the left hand side is independent of δi, this coefficient has to vanish, so we obtain a contra-
diction.
It remains to see that supp µ actually satisfies the property. Again, we can assume that µ
is k-homogeneous. As F is locally convex, it is sufficient to show the claim for all valuations
λ ◦ µ ∈ VConv(C;V ) for λ ∈ F ′. As this is a real-valued valuation, its support is compact,
so under the assumptions above the mollified functions fǫ, gǫ ∈ Conv(V,R) ∩ C∞(V ) satisfy
fǫ = gǫ on an open neighborhood of the support of λ ◦ µ for all ǫ > 0 small enough. In
particular, f⊗kǫ = g
⊗k
ǫ on a neighborhood of supp GW (λ◦µ) and using Theorem 5.5 we obtain
λ(µ(f)) = lim
ǫ→0
λ(µ(fǫ)) = lim
ǫ→0
GW (λ ◦ µ)(f⊗kǫ ) = lim
ǫ→0
GW (λ ◦ µ)(g⊗kǫ )
= lim
ǫ→0
λ(µ(gǫ)) = λ(µ(g)).
As a first application of this notion of support, we will discuss the (non-) existence of invariant
real-valued valuations for non-compact groups G ⊂ Aff(V ), where a valuation µ ∈ VConv(V )
is called G-invariant, if µ(f ◦ g) = µ(f) for all f ∈ Conv(V,R) and g ∈ G. We need the
following preparatory proposition:
Proposition 6.4. If the support of µ ∈ VConv(C;V, F ) is contained in a one-point set, then
it is empty and µ is constant.
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Proof. By considering λ ◦ µ for λ ∈ F ′ again, it is enough to consider the case F = R. Let
us also assume V = Rn and without loss of generality, let the support of µ be contained in
{0}. By taking the homogeneous decomposition of µ, we can assume that µ is homogeneous
of degree k. We thus only need to show that the assumptions imply µ = 0 for k > 0.
If µ is 1-homogeneous, GW (µ) is a distribution with compact support of order at most 2 due
to inequality (3), so there exist constants cα ∈ R such that
GW (µ) =
∑
|α|≤2
cα∂
αδ0.
Plugging in linear and constant functions, we see that cα = 0 for |α| < 2. Thus for any
f ∈ C∞(V ):
GW (µ)(f) =
∑
|α|=2
cα∂
αf(0).
Fix 1 ≤ i ≤ n and consider the functions fǫ(x) =
√
ǫ2 + x2i for ǫ > 0. Then
∂αfǫ(x) =


ǫ2√
ǫ2+x2i
3 α = (i, i),
0 else.
Moreover fǫ → |xi|, so the continuity of µ implies
µ(|xi|) = lim
ǫ→0
µ(fǫ) = lim
ǫ→0
GW (µ)(fǫ) = lim
ǫ→0
c(i,i)
1
ǫ
.
Thus we must have c(i,i) = 0. In total we are left with an expression of the form
GW (µ) =
∑
i<j
cij∂i∂jδ0.
Now consider fǫ(x) =
√
ǫ2 + (xi + xj)2 for i 6= j, which converges to |xi+ xj| for ǫ→ 0. Then
∂i∂jfǫ(x) =
ǫ2√
ǫ2+(xi+xj)2
3 , so the same argument as before shows that
µ(|xi + xj|) = lim
ǫ→0
µ(fǫ) = lim
ǫ→0
GW (µ)(fǫ) = lim
ǫ→0
cij
1
ǫ
.
Thus cij = 0 for all 1 ≤ i, j ≤ n, i.e. GW (µ) = 0. The injectivity of GW from Corollary 5.6
implies µ = 0.
If µ is k-homogeneous, we consider the valuation
µf := µ¯(·, f [k − 1])
for f ∈ C obtained from µ¯ by setting the last k − 1 arguments equal to f . Then µf is a
1-homogeneous valuation. Using Proposition 6.3, it is easy to see that the support of µf is
contained in the support of µ, so we deduce µf = 0 from the case k = 1. In particular
µ(f) = µ¯(f, f [k − 1]) = µf (f) = 0.
Corollary 6.5. Let G ⊂ Aff(V ) be a subgroup such that either
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1. there exists no compact orbit in V , or
2. the only compact orbit in V consists of a single point.
Then any G-invariant valuation in VConv(V ) is constant. In particular, any translation or
SL(V )-invariant valuation (for dimV ≥ 2) is constant.
Proof. Without loss of generality we can assume that µ is homogeneous of degree k and G-
invariant. We will show that µ has to vanish identically if k > 0.
Suppose k > 0. It is easy to see that GW : VConvk(V )→ D′(V k) is equivariant with respect
to the operation of the affine group. In particular, any G-invariant valuation induces a G-
invariant distribution. As the support of any such distribution must be invariant with respect
to the group, the same holds true for the support of µ. However, the support of µ is compact,
so we directly see that the support of µ is either empty or consists of a single point. Due to
Proposition 6.4 the second case cannot occur, so the support of µ is empty, i.e. µ = 0.
6.1 Subspaces of valuations with compact support
The goal of this section is to establish some useful results on the topology of spaces of valuations
with support contained in a fixed (compact) set. An application of these results will be
presented in an upcoming work.
Throughout this section let F be a locally convex vector space and let us assume for simplicity
that V carries some euclidean structure.
Definition 6.6. For A ⊂ V we denote by VConvA(V, F ) the space of valuations that have
support in A.
Lemma 6.7. If A ⊂ V is closed, then VConvA(V, F ) is a closed subspace of VConv(V, F ).
Proof. If (µα)α is a net in VConvA(V, F ) converging to µ in VConv(V, F ) and f, h ∈ Conv(V,R)
are two functions with f = h on a neighborhood of A, we deduce µα(f) = µα(h) for all
α using Proposition 6.3. Taking the limit, we obtain µ(f) = µ(h). As this is true for any
f, h ∈ Conv(V,R) with f = h on a neighborhood of A, the support of µ has to be contained in
A by Proposition 6.3. Thus VConvA(V, F ) is closed in VConv(V, F ).
To illustrate the relevance of these spaces, let us prove Proposition 1.2:
Proof of Proposition 1.2. Let us denote the continuous norm by ‖ · ‖ and let UR := UR(0)
denote the open ball with radius R > 0 in V .
Using the homogeneous decomposition, we can assume that all valuations are k-homogeneous.
Assume that the supports of the valuations µj are not bounded. Choosing a subsequence if
necessary, we can assume that the following holds: There exists a strictly increasing sequence
(rj)j of positive real numbers converging to +∞ such that
1. supp µ ⊂ Ur0 ,
2. supp µj ⊂ Urj for all j ≥ 1,
3. supp µj+1 \Brj 6= ∅ for all j ≥ 1.
In particular, for every j ∈ N we can inductively define functions φj1, ..., φjk ∈ C∞c (V ) with the
properties
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1. supp φji ⊂ Urj \Brj−1 for all j ≥ 1,
2. ‖
j∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik)‖ ≥ 1 for all j ≥ 1,
as follows: Assume that we have constructed the functions φli for all 1 ≤ i ≤ k and l ≤ j − 1.
If ‖
j−1∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik)‖ ≥ 1, choose φj1 = ... = φjk = 0.
If ‖
j−1∑
i=1
GW (µj)(φ
i
1⊗ ...⊗ φik)‖ < 1, choose φji ∈ C∞c (Urj \Bj−1) such that GW (µj)(φj1 ⊗ · · · ⊗
φjk) 6= 0. Then
‖
j∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik)‖ ≥‖GW (µj)(φj1 ⊗ ...⊗ φjk)‖ − ‖
j−1∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik)‖
>‖GW (µj)(φj1 ⊗ ...⊗ φjk)‖ − 1
Scaling one of the functions φji appropriately for 1 ≤ i ≤ k, we can make the right hand side
equal to 1.
In any case, we obtain functions satisfying ‖∑ji=1GW (µj)(φi1 ⊗ ...⊗ φik)‖ ≥ 1 for all j ≥ 1.
For 1 ≤ i ≤ k define φi :=
∑∞
j=1 φ
j
i . By construction, this is a locally finite sum, so we obtain
an element in C∞(V ). Using Lemma 5.4 we can find k functions fi ∈ Conv(V,R), 1 ≤ i ≤ k,
such that fi+
∑
j∈A φ
j
i is convex for all A ⊂ N, as the supports of the functions φji are pairwise
disjoint for each 1 ≤ i ≤ k. Set f ji := fi +
∑j
i=1 φ
j
i . Then (f
j
i )j converges to fi + φi uniformly
on compact subsets, i.e. in Conv(V,R). Furthermore, f ji = fi on an open neighborhood of the
support of µ, so µ(fi) = µ(f
j
i ) for all j. Now the polarization µ¯ is a linear combination of µ
evaluated in positive linear combinations of the arguments. In particular, exchanging fi and
f ji does not change the value of µ¯. Thus for any j ∈ N:
0 =‖GW (µ)(0 ⊗ ...⊗ 0)‖
=‖
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(fσ(1), ..., fσ(l), fσ(l+1), ..., fσ(k))‖
=‖
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(f jσ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k))‖,
i.e.
∑k
l=0(−1)k−l 1(k−l)!l!
∑
σ∈Sk
µ¯(f jσ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k)) = 0.
Set K := {f ji : j ∈ N, 1 ≤ i ≤ k} ∪ {f1 + φ1, ..., fk + φk, f1, ..., fk}. Then K ⊂ Conv(V,R)
is compact, so (µj)j converges to µ uniformly on K. By Lemma 4.10 the same holds for the
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polarizations (µ¯j)j . In particular, there exists N ∈ N such that
‖
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯j(f
j
σ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k))‖
=‖
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(f jσ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k))
−
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯j(f
j
σ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k))‖ <
1
2
for all j ≥ N . By definition
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯j(f
j
σ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k)) = GW (µj)(
j∑
i=1
φi1 ⊗ ...⊗
j∑
i=1
φik).
As GW (µj) has support contained in the diagonal and the functions belonging to different
superscripts i have disjoint support, we obtain
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯j(f
j
σ(1), ..., f
j
σ(l), fσ(l+1), ..., fσ(k)) =
j∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik).
Thus we arrive at
‖
j∑
i=1
GW (µj)(φ
i
1 ⊗ ...⊗ φik)‖ <
1
2
for all j ≥ N , which is a contradiction.
In the rest of this section, we introduce special continuous semi-norms on VConvA(V, F ) for
compact subsets A ⊂ V . The main goal for the introduction of these semi-norms is to simplify
convergence arguments. Together with Proposition 1.2 this gives a rather effective set of tools
for approximation problems.
Proposition 6.8. Let A ⊂ V be compact and convex. Let | · |F denote a continuous semi-norm
on F and choose s > 0. For µ ∈ VConvA(V, F ) define
‖µ‖F ;A,s := sup{|µ(f)| : f ∈ Conv(V,R), ‖f‖C(A+2sB1) ≤ 1}.
This defines a continuous semi-norm on VConvA(V ). If | · |F is a norm, so is ‖ · ‖F ;A,s. In
addition, the topology induced by the family ‖ · ‖F ;A,s( for all continuous semi-norms | · |F on
F ) on VConvA(V, F ) coincides with the relative topology.
Proof. If ‖µ‖F ;A,s is finite, it is clear that it defines a semi-norm. Let f ∈ Conv(V,R) with
‖f‖C(A+2sB1) ≤ 1 be given. By Proposition 2.3, f is Lipschitz continuous on BA+sB1 with
Lipschitz constant L = 2s‖f |A+2sB1‖∞ ≤ 2s . Consider the following function
f˜(x) :=


sup
x=λy+(1−λ)z,λ≥1
λf(y) + (1− λ)f(z) x ∈ V \ (A+ sB1),
f(x) x ∈ A+ sB1.
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By the proof of Theorem 4.1 in [30], f˜ is a finite-valued convex extension of the Lipschitz
continuous function f |A+sB1 . Now for any λ ≥ 1, y, z ∈ A+ sB1 with x = λy + (1− λ)z:
λf(y) + (1− λ)f(z) ≤|λ[f(y)− f(z)]|+ |f(z)| ≤ 2
s
λ|y − z|+ ‖f‖C(A+sB1)
≤2
s
|λy − λz|+ 1 = 2
s
|x− z|+ 1.
Thus for x ∈ V \ (A+ sB1) we obtain
f˜(x) ≤ 2
s
sup
z∈A+sB1
|x− z|+ 1 ≤ 2
s
(dist(x,A+ sB1) + diam(A+ sB1)) + 1.
Choosing λ = |z−x|s , y = z + s
x−z
|z−x| and z ∈ A, we also obtain the inequality
|z − x|
s
f(z + s
x− z
|z − x|) + (1−
|z − x|
s
)f(z) ≤ f˜(x)
As
| |z − x|
s
f(z + s
x− z
|z − x|) + (1−
|z − x|
s
)f(z)| ≤ |z − x|
s
+ |(1− |z − x|
s
)|
≤2 |z − x|
s
+ 1 ≤ 2
s
(dist(x,A+ sB1) + diam(A+ sB1)) + 1,
|f˜(x)| ≤ 2s (dist(x,A + sB1) + diam(A + sB1)) + 1 for all x ∈ V , so the set K := {f ∈
Conv(V,R) : f = h˜ for some h ∈ Conv(V,R) with ‖h‖C(A+2sB1) ≤ 1} is uniformly bounded
on compact subsets and therefore relatively compact in Conv(V,R) due to Proposition 2.4. In
particular, µ is bounded on C, as it is continuous.
For any function f ∈ Conv(V,R) we have f˜ = f on A + sB1, i.e. these functions coincide on
an open neighborhood of the support of µ. Proposition 6.3 implies µ(f) = µ(f˜) and therefore
‖µ‖F ;A,s = sup{|µ(f)|F : f ∈ Conv(V,R), ‖f‖A+sB1 ≤ 1} = sup
f˜∈K
|µ(f˜)|F <∞.
In addition, we see that the compact subset K¯ ⊂ Conv(V,R) satisfies
‖µ‖F ;K,s ≤ ‖µ‖F ;K¯ for all µ ∈ VConvA(V, F ).
On the other hand, any f ∈ K¯ satisfies ‖f‖C(A+2sB1) ≤ supx∈A+2sB1 2s (dist(x,A + sB1) +
diam(A + sB1)) + 1 ≤ cA,s := 2s (diam(A) + 3s) + 1 = 2sdiam(A) + 4. By considering the
k-homogeneous component µk of µ, we obtain
‖µk‖F ;K¯ = sup
f∈K¯
|µk(f)| = ckA,s sup
f∈K¯
∣∣∣∣µk
(
f
cA,s
)∣∣∣∣ ≤ ckA,s‖µk‖F ;A,s.
Thus ‖ · ‖F ;A,s is continuous on VConvA(C;V, F ).
More generally, any compact set D ⊂ Conv(V,R) satisfies t := supf∈D,x∈A+2sB1 |f(x)| < ∞.
Assuming t > 0 this implies
‖µk‖F ;D = sup
f∈D
|µk(f)|F = tk sup
f∈D
∣∣∣∣µk
(
f
t
)∣∣∣∣
F
≤ tk‖µk‖F ;A,s.
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If t = 0, then any f ∈ D coincides with the zero function on a neighborhood of the support of
µ, so µk(f) = µ(0) for all f ∈ D due to Proposition 6.3, i.e. ‖µk‖F ;D ≤ ‖µk‖F ;A,s.
In any case, we see that ‖ · ‖F ;A,s defines a continuous semi-norm on VConvA(V, F ) and that
the family of these semi-norms generates the subspace topology.
Now let us assume that |·|F is a norm. Repeating the argument above for D = {f}, we see that
‖µ‖F ;D > 0 for µ ∈ VConvA(V, F ) implies ‖µ‖F ;A,k > 0. Thus ‖ · ‖F ;A,k is indeed a norm.
Let us observe that the semi-norms constructed from | · |F are equivalent for different values
of s:
Corollary 6.9. Let A ⊂ V be a compact convex subset. For 0 < s < t we have
‖µ‖F ;A,t ≤ ‖µ‖F ;A,s ≤ (2
s
(2t+ diamA) + 1)k‖µ‖F ;A,t
for all k-homogeneous µ ∈ VConvA(V, F ).
Proof. The first inequality is obvious. For the second inequality, let f ∈ Conv(V,R) be a
function with ‖f‖C(A+2sB1) ≤ 1. Considering the function f˜ ∈ Conv(V,R)
f˜(x) :=


sup
x=λy+(1−λ)z,λ≥1
λf(y) + (1− λ)f(z) x ∈ V \ (A+ sB1),
f(x) x ∈ A+ sB1
from the previous proof, we see that |f˜(x)| ≤ 2s (dist(x,A + sB1) + diam(A + sB1)) + 1, so
‖f˜‖C(A+2tB1) ≤ 2s (2t− s+ diamA+ s) + 1 = 2s (2t+ diamA) + 1. As f = f˜ on a neighborhood
of the support of µ, we see that
|µ(f)|F = (2
s
(2t+ diamA) + 1)k|µ
(
f
2
s (2t+ diamA) + 1
)
≤ (2
s
(2t+ diamA) + 1)k‖µ‖F ;A,s.
The claim follows.
Corollary 6.10. If A is compact and F is a Banach or Fre´chet space, then VConvA(V, F ) is
also a Banach or Fre´chet space, respectively.
Proof. By Lemma 6.7, VConvA(V, F ) is a closed subspace of the complete locally convex space
VConv(V, F ) and so it is also complete.
If A is compact and convex, we can take one of the semi-norms from Proposition 6.8, which
generates the subspace topology, so the space VConvA(V, F ) is complete with respect to this
semi-norms. If F is a Banach space, we only obtain one norm, while we get a sequence of
norms if F is a Fre´chet space. In both cases, the claim follows
If A is not convex, choose R > 0 such that A ⊂ BR(0). Using the same argument as in Lemma
6.7, we see that VConvA(V, F ) ⊂ VConvBR(0)(V, F ) is a closed subspace of a Banach or Fre´chet
space. The claim follows.
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6.2 Vertical support of valuations on convex bodies and the image of the
embedding T : VConv(V, F )→ Val(V ∗ × R, F )
Similar to the definition of support of valuations in VConv(C;V, F ), we will give a notion
of vertical support for elements of Val(V ). Starting point is the Goodey-Weil embedding for
translation invariant valuations on convex bodies. Consider the space P+(V
∗) of oriented lines
in V ∗ and the line bundle L over P+(V
∗) with fiber over l ∈ P+(V ∗) given by
Pl := {h : l+ → R 1-homogeneous}.
Note that every support function defines a continuous section of L. For y ∈ V ∗ \ {0} we will
write [y] for the corresponding oriented line in P+(V
∗).
Theorem 6.11. Let F be a locally convex vector space. For every µ ∈ Valk(V, F ) there exists
a unique distribution GW (µ) ∈ D′(P+(V ∗)k, L⊠k), F¯ ) such that
µ(hK1 ⊗ · · · ⊗ hKk) = µ¯(K1, . . . ,Kk).
Here µ¯ denotes the polarization of µ ∈ Valk(V, F ). Furthermore, the support of this distribution
is contained in the diagonal.
Proof. In [14], the existence of such a distribution was shown in the case F = R. The same
construction can be done for arbitrary locally convex vector spaces F , similar to our construc-
tion of the Goodey-Weil embedding for VConv(V, F ). The diagonality of the support was first
shown in [1] for real-valued valuations, but as in the proof of Theorem 5.7, this implies the
more general statement.
Following the approach in the previous section, we define the vertical support :
Definition 6.12. For 1 ≤ k ≤ n, we define the vertical support of µ ∈ Valk(V, F ) to be the set
v-suppµ :=
⋂
supp GW (µ)⊂∆A, A⊂P+(V ∗) compact
A.
For k = 0, we set v-suppµ = ∅. If µ = ∑ni=0 µi is the homogeneous decomposition, we set
v-suppµ := ∪ni=0v-suppµi.
As before, the vertical support can be characterized without a reference to the Goodey-Weil
embedding.
Lemma 6.13. If K,L ∈ K(V ) are two convex bodies with hK = hL on an open neighborhood
of v-suppµ, then µ(K) = µ(L).
Proof. Using the homogeneous decomposition, we can assume that µ is k-homogeneous.
Let us choose a metric on V to identify P+(V
∗) ∼= SV , which also trivializes L. Take a sequence
of positive functions φj ∈ C∞(SV ) with
∫
SO(V ) φj(g)dg = 1, such that the diameter of the
support of φj converges to zero for j →∞. It is easy to see that fj(v) :=
∫
SO(n) φj(g)f(g
−1v)dg
defines a sequence of smooth functions on SV for every f ∈ C(SV ), that converges uniformly
to f . Moreover, if f = hK , then fj is the restriction of a support function of some convex
body Kj . The uniform convergence hKj → hK on SV implies that Kj → K in the Hausdorff
metric. Similarly, we obtain convex bodies Lj from hL.
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Note that fj(v) only depends on the values of f in a neighborhood of v depending on the
diameter of the support of φj . As the diameter of φj converges to zero and hK = hL on a
neighborhood of A, we see that there exists N ∈ N such that hKj = hLj on a neighborhood of
A for all j ≥ N . Thus h⊗kKj = h⊗kLj on a neighborhood of the support of GW (µ) and we obtain
µ(K) = lim
j→∞
µ(Kj) = lim
j→∞
GW (µ)(h⊗kKj ) = limj→∞
GW (µ)(h⊗kLj ) = limj→∞
µ(Lj) = µ(L).
Proposition 6.14. Let µ ∈ Val(V ) and A ⊂ P+(V ∗) be a compact subset with the following
property: If K,L ∈ K(V ) are two convex functions with hK = hL on an open neighborhood of
A, then µ(K) = µ(L). Then the vertical support of µ is contained in A.
Proof. Again let us choose a metric on V and identify P+(V
∗) ∼= SV , trivializing L.
Using the homogeneous decomposition, we can assume that µ is k-homogeneous. Now assume
that the claim was false. Then we would find functions φ1, ..., φk ∈ C∞(SV ) with support
contained in SV \A such that GW (µ)(φ1 ⊗ ...⊗ φk) = 1. Consider the function 1 +
∑k
i=1 δiφi
on SV . For small δi > 0, it is the support function of a convex body Kδ and by definition,
hKδ = 1 = hB on a neighborhood of A, where B is the unit ball in V , so by assumption,
µ(Kδ) = µ(B). Note that µ(Kδ) is a polynomial in δi > 0. The coefficient before δ1...δk is
exactly k!GW (µ)(φ1 ⊗ .... ⊗ φk) = k!, while the right side does not depend on δi > 0, i.e. the
coefficient has to vanish. Thus we obtain a contradiction.
For A ⊂ P+(V ∗) let ValA(V ) denote the subspace of valuations with vertical support con-
tained in A.
Corollary 6.15. Let A ⊂ P+(V ∗) be closed. Then ValA(V, F ) is closed in Val(V, F ).
Proof. As in Lemma 6.7.
We are now able to describe the image of T : VConv(V, F ) → Val(V ∗ × R, F ) in the case,
that F admits a continuous norm. Note that by Theorem 2, all valuations µ ∈ VConv(V, F )
have compact support in this case. We start with the following observation:
Proposition 6.16. For µ ∈ VConv(V ), v-supp(T (µ)) ⊂ P (supp µ), where
P : V →P+(V × R)
v 7→[(v,−1)].
Proof. By Proposition 6.14, we only need to show that T (µ)[K] = T (µ)[L] whenever hK and
hL coincide on an open neighborhood of P (supp µ). Considering hK and hL as 1-homogeneous
functions on V × R, the equality hK = hL on an open neighborhood U of P (supp µ) implies
that they coincide on the open set π−1(U) ⊂ V × R, where π : (V × R) \ {0} → P+(V × R) is
the natural projection. Obviously, this is an open neighborhood of supp µ× {−1}, so we can
apply Proposition 6.3, to obtain µ(hK(·,−1)) = µ(hL(·,−1)), i.e. T (µ)(K) = T (µ)(L). The
claim follows.
Theorem 6.17. The image of T : VConvk(V, F ) → Valk(V ∗ × R, F ) consists precisely of the
valuations µ ∈ Valk(V ∗ × R, F ) that have vertical support contained in the lower half sphere
P+(V × R)− := {[(y, s)] ∈ P+(V × R) : s < 0}. If F is a Fre´chet space, T : VConvA(V, F ) →
ValP (A)(V
∗ × R, F ) is a topological isomorphism for any compact subset K ⊂ V .
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Proof. Starting with µ ∈ VConvk(V, F ), Proposition 6.16 shows that T (µ) has vertical support
contained in P+(V × R)−.
Conversely, let ν ∈ Valk(V ∗×R) be a valuation with vertical support contained in P+(V ×R)−.
As P : V → P+(V × R)− is a diffeomorphism, P−1(v-suppν) is compact.
Let us construct a functional µ on Conv(V,R) as follows: Given f ∈ Conv(V,R), let Kf ∈
K(V ∗ × R) be a convex body with hKf (·,−1) = f on some neighborhood of P−1(v-suppν)
(which exists by Proposition 2.8). Now set
µ(f) := ν(Kf ).
Note that this does not depend on a special choice of Kf : If K is another convex body with
hK(·,−1) = f on some neighborhood of P−1(v-suppν), then hK = f = hKf on a neighborhood
of v-suppν, so Lemma 6.13 implies ν(K) = ν(Kf ).
The functional constructed this way is also a valuation: Choose a metric on V and let N ∈ N
be such that P−1(v-suppν) is contained in BN . If min(f, h) is convex, then
epimax(f, h)∗ = epimin(f∗, h∗) = epi(f∗) ∪ epi(h∗),
epimin(f, h)∗ = epimax(f∗, h∗) = epi(f∗) ∩ epi(h∗).
For c = max{||f ||C(BN+2), ||h||C(BN+2), ||min{f, h}||C(BN+2), ||max{f, h}||C(BN+2)} choose
Kf = epi(f
∗) ∩ {|y| ≤ 2(n + 2)c, |t| ≤ 3(n+ 2)c},
Kh = epi(h
∗) ∩ {|y| ≤ 2(n + 2)c, |t| ≤ 3(n+ 2)c}.
Then Proposition 2.8 implies
max(f, h) = hKf∪Kh(·,−1), min(f, h) = hKf∩Kh(·,−1) on BN+1.
Thus by the definition of µ,
µ(max(f, h)) + µ(min(f, h)) = ν(Kf ∪Kh) + ν(Kf ∩Kh) = ν(Kf ) + ν(Kh) = µ(f) + µ(h).
Furthermore, µ is obviously invariant under the addition of linear or constant functions. It
remains to show that µ is continuous. We will argue by contradiction.
Let (fj)j be a sequence in Conv(V,R) converging to f ∈ Conv(V,R) uniformly on compact
subsets and assume that there exists ǫ > 0 such that |µ(fj)− µ(f)| > ǫ for all j ∈ N for some
continuous semi-norm | · | on F . Recall that we have chosen N ∈ N such that P−1(v-suppν) ⊂
BN . As the set {fj |j ∈ N} ∪ {f} is compact, the functions are bounded on BN+2 by some
constant c > 0. Using Proposition 2.8, we see that if we choose
Kfj = epi(f
∗
j ) ∩ {|y| ≤ 2(N + 2)c, |t| ≤ 3(N + 2)c},
Kf = epi(f
∗) ∩ {|y| ≤ 2(N + 2)c, |t| ≤ 3(N + 2)c},
then hKfj = fj and hKf = f on BN+1. By construction, the sequence (Kfj )j of convex bodies is
bounded, so by the Blaschke selection theorem we find a subsequence Kfjk converging to some
convex body K ∈ K(V ∗ × R). Then hK(·,−1) = hKf (·,−1) on BN+1, as hKfjk (·,−1) = fjk
on BN+1 and fj → f . As µ(f) does not depend on the special choice of the convex body, we
deduce that
lim
k→∞
µ(fjk) = lim
k→∞
ν(Kfjk ) = ν(K) = ν(Kf ) = µ(f).
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This is a contradiction to |µ(fj)− µ(f)| > ǫ for all j ∈ N. Thus µ has to be continuous.
We have constructed µ ∈ VConv(V, F ) with T (µ) = ν and the support of µ is contained in
P−1(v-suppν) by construction.
Now let A ⊂ V be compact, F a Fre´chet space. Observe that the restriction T : VConvA(V, F )→
ValP (A)(V
∗ × R) is a well defined, injective, and continuous map between Fre´chet spaces by
Corollary 6.10 and Theorem 3.4. By the preceding discussion it is also surjective, so Banach’s
inversion theorem implies that T−1 : ValP (A)(V
∗ × R, F ) → VConvA(V, F ) is continuous, i.e.
T : VConvA(V, F )→ ValP (A)(V ∗ × R, F ) is a topological isomorphism.
7 Valuations on special cones of convex functions
7.1 Restrictions on the support
In this section we are going to relate valuations on a cone C ⊂ Conv(V ) to valuations on
finite-valued convex functions that satisfy certain restrictions on their support. As usual, let
F denote a locally convex vector space.
Theorem 7.1. Let C ⊂ Conv(V ) be a cone containing Conv(V,R). Consider the sets BC :=⋂
f∈C
domf , UC :=
◦
BC . Then the following holds:
1. The support of any valuation in VConv(C;V, F ) is contained in BC .
2. If F admits a continuous norm, then every valuation in VConv(V, F ) with support con-
tained in UC extends uniquely to an element of VConv(C;V, F ).
If F admits a continuous norm, we thus have inclusions
VConvUC (V, F ) →֒ VConv(C;V, F ) →֒ VConvBC (V, F ).
Proof. For the first statement, consider the Goodey-Weil distribution of µ and let φ1, . . . , φk ∈
C∞c (V \BC). We need to show GW (µ)(φ1 ⊗ · · · ⊗ φk) = 0. Using a partition of unity, we can
assume that supp φi ⊂ Uǫ(xi) for some xi ∈ V \ BC and that Bǫ(xi) ⊂ V \ BC . We claim
that every point y ∈ Bǫ(xi) has a neighborhood where some fxi ∈ C is identical to ∞. Indeed,
if y ∈ Bǫ(xi) is a point where the assertion is violated, then y ∈ domf for all f ∈ C. Thus
y ∈ BC , which is a contradiction to y ∈ Bǫ(xi) ⊂ V \BC . As BC is compact, we can thus find
a finite number of functions f1,i, ..., fj,i ∈ C, such that fi :=
∑j
l=1 fl,i =∞ on Bǫ(xi).
The Lipschitz regularization fi,r := regrfi belongs to Conv(V,R) for all r > 0 small enough. Let
hi ∈ Conv(V, ) be a convex function such that hi+φi ∈ Conv(V,R). Then h˜i,r := fi,r+hi ∈ C
satisfies h˜i,r + φi ∈ C as well, so
GW (µ)(φ1 ⊗ . . . φk)
=
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(h˜σ(1),r + φσ(1), ..., h˜σ(l),r + φσ(l), h˜σ(l+1),r , ..., h˜σ(k),r)
for all r > 0 sufficiently small. Of course, h˜i,r epi-converges to fi + hi for r → 0 and h˜i,r + φi
epi-converges to fi + hi + φi = fi + hi, as fi = ∞ on the support of φi. The joint continuity
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of µ¯ implies
GW (µ)(φ1 ⊗ . . . φk) =
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(fσ(1) + hσ(1), ..., fσ(k) + hσ(k))
=µ¯(f1 + h1, ..., fk + hk)
k∑
l=0
(−1)k−l
(
k
l
)
= 0.
For the second statement, let µ ∈ VConvk(V ) be a valuation with support in UC . If f ∈ C
is any function, it is finite and thus continuous on UC . In particular, it is bounded on a
compact neighborhood A ⊂ UC of the support of µ by definition of UC . Taking a smaller
neighborhood U of the support of µ with U¯ ⊂
◦
A, Proposition 2.3 implies that f is Lipschitz
continuous on U . In particular, any subgradient of f on U has norm bounded by the Lipschitz
constant. Proposition 2.10 iv. implies that there exists r0 > 0 such that regrf = f on U for
all 0 < r ≤ r0. By Proposition 6.3 this shows that µ(regrf) does not depend on 0 < r ≤ r0
and thus
µ′(f) := lim
r→0
µ(regrf)
defines an extension of µ to C. Due to Proposition 2.10 v., it is a valuation. We need to
show that this extension is continuous. As the topology on C is metrizable, we only need
to show that µ′ is sequentially continuous. Let (fj)j be a sequence in C epi-converging to
f ∈ C. Then all functions are finite on UC and thus they converge uniformly on the compact
set A ⊂ UC . Now the estimate in Proposition 2.3 shows that {fj : j ∈ N} ∪ {f} is uniformly
Lipschitz continuous on U , so Proposition 2.10 iii. implies that there exists r0 > 0 such that
regrfj = fj and regrf = f on U for all 0 < r ≤ r0 independent of j ∈ N. In particular, using
Proposition 6.3 we see that there exists r0 > 0 such that µ(regrf) and µ(regrfj) do not depend
on 0 < r ≤ r0. As regrfj → regrf for j →∞ and all r sufficiently small, we obtain
µ(regrf) = lim
j→∞
µ(regrfj) for all r sufficiently small.
However, µ(regrfj) and µ(regrf) are constant in r for 0 < r ≤ r0 independent of j ∈ N, so we
conclude µ′(f) = lim
j→∞
µ′(fj).
Obviously, the inclusion constructed this way is injective.
Let us show that the both inclusions in Theorem 7.1 are strict in general:
Define µ(f) := f(0) + f(2) − 2f(1) for f ∈ Conv(R,R). It is easy to see that µ is a dually
epi-translation invariant valuation with support contained in {0, 1, 2}.
For the first inclusion, let C be the cone generated by Conv(R,R) and the convex indicators
I∞
[− 1
n
,∞)
for all n ∈ N, where the convex indicator of a closed convex set K ⊂ R is defined by
I∞K (x) :=
{
0 x ∈ K
∞ x /∈ K.
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Then UC = (0,∞) and any f ∈ C satisfies supp µ ⊂
◦
dom(f). Now let (fj)j be a sequence in C
epi-converging to f . Due to Proposition 2.2, the sequence converges locally uniformly on the
interior of domf , so in particular on {0, 1, 2}, i.e. µ(fj) = fj(0)+fj(2)−2fj(1)→ f(0)+f(2)−
2f(1). Thus we can extend µ continuously to C by setting µ(f) := f(0)+f(2)−2f(1) for f ∈ C.
For the second inclusion, let C ⊂ Conv(R) be the cone generated by Conv(R,R) and the
convex indicator I∞[0,∞). Consider the sequence (fj)j in C given by
fj(x) = j
2max(
1
j
− x, 0) =
{
j − j2x x ≤ 1j ,
0 x > 1j .
Using Proposition 2.2 again, we see that (fj)j epi-converges to I
∞
[0,∞), but µ(fj) = j for all
j ∈ N, so µ does not extend to C by continuity.
The restrictions on the support apply in particular to cones that are invariant under large
subgroups of the affine group.
Corollary 7.2. Let C ⊂ Conv(V ) be a cone containing Conv(V,R) such that C is invariant
with respect to translations or SL(V ) for dimV ≥ 2. If C contains a non-finite convex function,
then any dually epi-translation invariant valuation is constant.
Proof. In both cases BC is either empty or contains only the origin. But for any 1 ≤ k ≤ n
there are no non-trivial valuations with this support due to Proposition 6.4. Thus the only
valuations are the constant valuations.
Let us see that in special cases we have an equality for the first inclusion in Theorem 7.1.
Proposition 7.3. Let U ⊂ V be an open convex set, CU := {f ∈ Conv(V ) : f |U <∞}, and
F a locally convex vector space. Then the support of any valuation µ ∈ VConv(CU ;V, F ) is
contained in U
Proof. This is trivial for U = V , thus let us assume U 6= V . Due to Theorem 7.1, it is enough
to show that the support of any valuation µ ∈ VConv(CU ;V, F ) does not contain any point
x0 ∈ ∂U . By considering λ ◦ µ for all λ ∈ F ′, it is also sufficient to consider real-valued
valuations. Let us assume that µ ∈ VConv(CU ;V, F ) is k-homogeneous for 1 ≤ k ≤ n and that
x0 ∈ supp µ∩∂U . Let us identify V ∼= Rn. By taking a supporting hyperplane through x0 and
using translations as well as rotations, we can assume that x0 = 0 and that U¯ ⊂ [0,∞)×Rn−1.
As 0 ∈ supp µ, we can choose functions φj1, ..., φjk ∈ C∞c (Rn) with supp φji ⊂ U 1j (0) such that
GW (µ)(φj1 ⊗ ...⊗ φjk) = 1 ∀j ∈ N.
Consider the function fj ∈ CU given by
hj(x) =


∞ x ∈ (−∞, 0)× Rn−1,
max(
(x1−(j+
1
j
))2
2 +
n∑
i=2
x2i
2 ,
j2
2 ))− j
2
2 x ∈ [0,∞)× Rn−1.
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Then hj ≡ 0 on Bj(j + 1j , 0, . . . , 0). Setting xj := (j + 1j , 0, . . . , 0), we see that x ∈ Bj(xj)
implies
|x− xj+1| ≤ |x− xj |+ |xj − xj+1| ≤ j + 1
j
− 1
j + 1
≤ j + 1,
so Bj(xj) ⊂ Bj+1(xj+1). If y = (y1, ..., yn) ∈ (0,∞) × Rn−1 is given,
|y − xj|2 − j2 = −2(j + 1
j
)y1 +
1
j2
+ 2 +
n∑
i=1
y2i → −∞ for j →∞,
so we see that
⋃
j∈NBj(xj) = (0,∞) × Rn−1. In particular, the sequence (hj)j converges
pointwise to h := I∞[0,∞)×Rn−1 for all x /∈ {0}×Rn−1. By Proposition 2.2 this implies that (hj)j
epi-converges to h.
Now set cj := maxi=1,...,k ‖φji‖C2(V ) and define f ji := cjhj + φji . Then f ji ∈ CU for all 1 ≤
i ≤ k, j ∈ N. By construction limj→∞ f ji (x) = I∞[0,∞)×Rn−1(x) = h(x) for x /∈ {0} × Rn−1,
so Proposition 2.2 shows that (f ji )j epi-converges to h for j → ∞. Using the definition of
the Goodey-Weil embedding and the joint continuity of the polarization µ¯, we obtain the
contradiction
1 = lim
j→∞
GW (µ)(φj1 ⊗ ...⊗ φjk)
= lim
j→∞
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(f jσ(1), ..., f
j
σ(l), hσ(l+1), . . . , hσ(k))
=
k∑
l=0
(−1)k−l 1
(k − l)!l!
∑
σ∈Sk
µ¯(h[l], h[k − l])
=(−1)kµ(h)
k∑
l=0
(−1)l k!
(k − l)!l! = 0.
Thus 0 /∈ supp µ.
7.2 Valuations on convex functions on open convex sets
For an open and convex subset U ⊂ V let us denote by Conv(U,R) the space of all convex
functions f : U → R. Equipped with the topology of uniform convergence on compact subset
of U , Conv(U,R) becomes a metrizable topological space.
Lemma 7.4. For f ∈ Conv(U,R), define f˜ by
f˜(x0) =


f(x0) x0 ∈ U,
lim inf
x→x0,x∈U
f(x) x0 ∈ ∂U,
∞ x0 ∈ V \ U¯ .
Then f˜ ∈ Conv(V ).
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Proof. Observe that f˜(x0) = lim inf
x→x0,x∈U
f(x) for all x ∈ U¯ , as f is continuous on U .
Obviously, f˜ is lower semi-continuous. We need to show that f˜ > −∞ and that f˜ is convex.
Let x ∈ ∂U be any point, (xj)j a sequence in U converging to x such that lim
j→∞
f(xj) = f˜(x).
For y ∈ U and λ ∈ (0, 1) the convexity of f implies
f(λy + (1− λ)xj) ≤ λf(y) + (1− λ)f(xj).
As U is open, λy + (1 − λ)xj → λy + (1 − λ)x in U for all λ ∈ (0, 1), so the continuity of f
implies
f(λy + (1− λ)x) ≤ λf(y) + (1− λ)f˜(x).
In particular, f˜(x) > −∞. In addition, we see that f˜ is convex along line segments [x, y],
where x ∈ ∂U and y ∈ U . To see that f˜ is convex, the only non-trivial case remaining is a
line segment [x, y] where x, y ∈ ∂U . Take a sequence (yj)j in U converging to y such that
lim
j→∞
f(yj) = f˜(y). Using the inequality above we see that for λ ∈ (0, 1)
f(λyj + (1− λ)x) ≤ λf(yj) + (1− λ)f˜(x).
Now λyj + (1 − λ)x ∈ U defines a sequence converging to λy + (1 − λ)x ∈ U¯ . Thus taking
limits and using the remark we obtain
f˜(λy + (1− λ)x) ≤ lim inf
j→∞
f(λyj + (1− λ)x) ≤ λf˜(y) + (1− λ)f˜(x).
Proposition 7.5. The extension f 7→ f˜ defines a continuous, injective map iU : Conv(U,R)→
CU := {f ∈ Conv(V ) : f |U <∞}. The inverse map is given by restricting the map
res : CU → Conv(U,R)
f 7→ f |U
to the image of Conv(U,R) in UC and is also continuous. In addition, iU and res are compatible
with the formation of pointwise maximum and minimum of two convex functions.
Proof. It is clear that iU is injective. To see that it is continuous, it is enough to show that it
is sequentially continuous, as both spaces are metrizable.
Let (fj)j ⊂ Conv(U,R) be a sequence converging to f ∈ Conv(U,R). Then (f˜j)j converges
pointwise on the dense subset V \ ∂U to f˜ , so the claim follows from Proposition 2.2. Of
course, the restriction map defines the inverse to this extension procedure. The continuity
follows again from Proposition 2.2.
Obviously, the restriction map is compatible with the formation of the pointwise maximum
and minimum. If f, h ∈ Conv(U,R), then iU (max(f, h)) = max(iU (f), iU (h)) on V \∂U . Thus
iU (max(f, h))(x0) ≤ max(iU (f), iU (h))(x0) for x0 ∈ ∂U by definition of iU . For the reverse
inequality, take a sequence (xj)j in U converging to x0 such that
lim
j→∞
max(f(xj), h(xj)) = iU (max(f, h))(x0).
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As iU (f) and iU (h) are lower semi-continuous, given ǫ > 0 there exists N ∈ N such that
iU (f)(x0) ≤ f(xj) + ǫ and iU (h)(x0) ≤ h(xj) + ǫ for all j ≥ N and thus
max(iU (f), iU (h))(x0) ≤ max(f(xj), h(xj)) + ǫ ∀j ≥ N.
Thus max(iU (f), iU (h))(x0) ≤ iU (max(f, h))(x0). The same argument can be applied to the
minimum.
Definition 7.6. Let U be an open convex subset, F a real locally convex vector space. We will
denote the space of all continuous valuations µ : Conv(U,R)→ F that are dually epi-translation
invariant by VConv(U,F ).
As usual, we equip VConv(U,F ) with the topology of uniform convergence on compact
subsets, which is generated by the semi-norms ‖µ‖F ;K := supf∈K |µ(f)|F for all continuous
semi-norms | · |F of F and compact subsets K ⊂ Conv(U,R).
Let CU := {f ∈ Conv(V ) : f |U < ∞} be the cone of convex functions that are finite on U .
Using Proposition 7.5, we can consider the map
res∗ : VConv(U,F )→ VConv(CU ;V, F )
µ 7→ [f 7→ µ(f |U )].
Lemma 7.7. res∗ : VConv(U,F )→ VConv(CU ;V, F ) is injective and continuous.
Proof. Assume that res∗(µ) = 0. Let f ∈ Conv(U,R). The Lipschitz regularization regrf˜
belongs to Conv(V,R) for r > 0 small enough, Proposition 2.10 together with Proposition 7.5
implies that µ([regrf˜ ]|U ) converges to µ(f). However µ([regrf˜ ]|U ) = 0, so µ(f) = 0. As this
holds for arbitrary f ∈ Conv(U,R), µ = 0.
To see that the map is continuous, let K ⊂ CU be a compact subset. As the restriction
res : CU → Conv(U,R) is continuous due to Proposition 7.5, res(K) ⊂ Conv(U,R) is compact,
and
‖res∗µ‖F ;K = ‖µ‖F ;res(K).
Thus res∗ is continuous.
In addition to res∗, we can also consider
i∗U : VConv(CU ;V, F )→ VConv(U,F )
µ 7→ [f 7→ µ(iU (f))].
Using the same argument as in Lemma 7.7, we see that this is well defined and continuous.
Proposition 7.8. Let F be a locally convex vector space admitting a continuous norm. Then
i∗U and res
∗ are topological isomorphisms and inverse to each other.
Proof. It is easy to see that i∗U ◦ res∗ = IdVConv(U,F ), so i∗U is surjective. Let us show that i∗U
is injective. Assume that µ ∈ VConv(CU ;V, F ) satisfies µ(iU (f)) = 0 for all f ∈ Conv(U,R).
Due to Proposition 7.3, the support of µ is compactly contained in U . Given h ∈ Conv(V,R),
the function iU (h|U ) coincides with h on U , i.e. they coincide on a neighborhood of the support
of µ. Proposition 6.3 implies µ(h) = µ(iU (h|U )) = 0. Thus µ vanishes on the dense subset
Conv(V,R) ⊂ CU , i.e. µ = 0.
We obtain (i∗U )
−1 = res∗, which is continuous. The same applies to (res∗)−1 = iU .
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Proof of Theorem 3. This is just a reformulation of Proposition 7.8.
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