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Abstract
A gauge-invariant field is found which describes physical configurations, i.e. gauge
orbits, of non-Abelian gauge theories. This is accomplished with non-Abelian gener-
alizations of the Poincare´-Hodge decomposition formula for one-forms. In a particular
sense, the new field is dual to the gauge field. Using this field as a coordinate, the
metric and intrinsic curvature are discussed for Yang-Mills orbit space for the (2+1)-
and (3+1)-dimensional cases. The sectional, Ricci and scalar curvatures are all formally
non-negative. An expression for the new field in terms of the Yang-Mills connection
is found in 2+1 dimensions. The measure on Schro¨dinger wave functionals is found
in both 2+1 and 3+1 dimensions; in the former case, it resembles Karabali, Kim and
Nair’s measure. We briefly discuss the form of the Hamiltonian in terms of the dual
field and comment on how this is relevant to the mass gap for both the (2+1)- and
(3+1)-dimensional cases.
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1 Introduction
Many field theorists have speculated as to whether QCD can be solved by the substi-
tution of the Yang-Mills connection by gauge-invariant degrees of freedom. The source
of this speculation is that the space of physical degrees of freedom or gauge orbits M
is the quotient of connection space IΛ− by gauge transformations G, neatly written as
M = IΛ− /G .
A gauge orbit O is an equivalence class containing all gauge transforms of some gauge
field Agk = g
−1Akg
−1 + ig−1∂kg. Schro¨dinger wave functionals depend on orbits - not
gauge fields. Reformulating Yang-Mills theory in terms of gauge orbits can be accom-
plished in principle (except on a set of measure zero) by gauge fixing and eliminating
Gribov copies [1, 2, 3, 4, 5, 6]. The quest for a gauge-invariant formalism of gauge the-
ories began decades ago [7]. A radical idea is to find a string-model reformulation; re-
markably, such a reformulation been quite successful for non-asymptotically-free gauge
theories [8].
In this paper, we find a relatively simple way of characterizing coordinate charts of
M as hypersurfaces in IΛ−. These hypersurfaces are cross sections of the fiber bundle, and
there are Gribov copies. Many of the geometric properties of orbit space are much easier
to understand, however, than with ordinary gauge-fixing procedures. For example, the
metric tensor and intrinsic curvature are simple to obtain. A single-valued definition
of the coordinates exists, at least in 2+1 dimensions, which solves the Gribov problem.
In 2+1 dimensions, there appears to be a connection with the remarkable methods of
Karabali and Nair [9] and of Karabali, Kim and Nair [10].
We work only with SU(N) gauge fields in Hamiltonian formalism in D space and
one time dimension. The gauge connection Dj = ∂j − iAj where j = 1, . . . , D and
A(x)j =
∑
αA(x)
α
j tα is a traceless, Hermitian N ×N matrix field. The basis of the Lie
algebra consists of generators tα, with [tα, tβ] = i
∑
γ f
γ
αβtγ. For any N ×N matrix field
Q, we define DjQ = [Dj , Q] and the gauge field in the adjoint representation by Aj by
Dj = ∂j − iAj. The field strengths in the fundamental representation and the adjoint
representation are Fjk = i[Dj , Dk], and Fjk = i[Dj,Dk], respectively.
We adopt a notation suited to the discussion of components of vectors and tensors
on connection space and orbit space. We will write the gauge field as
A(x,j,α) = A(x)αj ,
and Lie-Algebra-valued scalar fields similarly, e.g.
Φ(x,α) = Φ(x)α .
Let us define IΛ− to consist of square-integrable connections on infinite space (not
space-time) IRD, with square-integrable field strengths F .
The metric on orbit space M, is
dρ2 =
∫
G(x,j,α)(y,k,β) δA
(x,j,α)δA(y,k,β) , (1.1)
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where the integration denotes a sum over all repeated indices (including x and y!) and
the metric is
G(x,j,α)(y,k,β) =
[
δjkδ
αβ −Dj
(
P
1
D2
)
Dk
]
δD(x− y) , (1.2)
where P denotes the principle value. This metric is the projection which removes those
variations of the gauge field of the form
δA(x,j,α) = DαβΩ((x,β)) . (1.3)
The reason for the double-bracket notation ((x, β)) is to distinguish variations which are
gauge transformations from those which are not.
The metric (1.1) was argued by Babelon and Viallet [3] to be the infinitesimal version
of the distance function between an orbit O containing gauge field A and an orbit O′
containing gauge field A′
ρ(O,O′)2 =
1
2
inf
g∈G
∫
dDx {[Ag(x)]2 −A′(x)2} .
This was proven for appropriately defined gauge fields as Hilbert-space vectors in ref-
erence [4]. There it was also shown by a simple argument that the size of orbit space
is unbounded in 3+1 dimensions - the potential energy
∫
TrF 2ij can even be arbitrarily
small at sufficiently large distances from a pure gauge. This indicates that proofs that
orbit space is bounded [11] do not apply to the thermodynamic limit. Feynman at-
tempted to explain confinement and the mass gap in 2+1 dimensions by approximating
this distance on configurations of small magnetic energy [12]. The object of Feynman’s
investigation was to show that such configurations lie within a finite diameter. Orland
and Semenoff showed that Feynman’s distance approximations were incorrect, but were
actually able to calculate some distances exactly [6], supporting this idea.
The virtue of the expression on the right-hand side of (1.2), namely that is has
gauge transformations as zero modes (1.3), is also its curse. Metric tensors with zero
eigenvalues are rather difficult to work with. A formalism to deal with the geometry
from this viewpoint has been discussed in reference [4]. An alternative, which we believe
to be more useful, is presented below.
In the next section we present a non-Abelian decomposition formula for differential
one-forms. This provides a powerful new gauge-fixing method in Section 3, and we
use this to study the gauge-fixed hypersurface in the space of connections. Gribov
singularities are realized as the appearance of harmonic one-forms in the decomposition
formula. We elaborate on some issues concerning gauge invariance in Section 4. In
Section 5, we find formal expressions for the extrinsic and (intrinsic) curvature tensor
of the hypersurface. The Ricci and scalar curvatures are discussed for arbitrary space
dimension in Section 6. We briefly examine the Yang-Mills Hamiltonian formulated
on the hypersurface in Section 7. In Section 8, we show how to explicitly obtain the
hypersurface coordinate in terms of the gauge connection in 2+1 dimensions; this is
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used to find a Hamiltonian formalism which strongly resembles that of Karabali, Kim
and Nair [9, 10] in Section 9. We introduce a dual Hamiltonian and very briefly discuss
how the Yang-Mills mass gap arises in Section 10. Our conclusions and directions for
further work are summarized in Section 11.
2 Non-Abelian Poincare´-Hodge decomposition for-
mulas
Let us briefly recall the Poincare´-Hodge decomposition formula. Any differential form
C may be decomposed as
C = dΦ+ ∗[d(∗Ω)] + h , (2.1)
where h is a harmonic form; by which it is meant that h is both closed dh = 0, and
co-closed d ∗ h = 0. For two dimensions of space, and a a one-form C = ∑j C(x,j) · dxj
(2.1) may be written as
C(x,j) = ǫjk∂kΦ
(x) + ∂jΩ
(x) + h(x,j) ,
and for three space dimensions
C(x,j) = ǫjkl∂kΦ
(x,l) + ∂jΩ
(x) + h(x,j) .
Harmonic forms are particularly important in finite volumes. The dimensions of the
space of harmonic forms are the Betti numbers of the manifold. For some special finite-
volume manifolds, namely star-shaped regions, there are no harmonic forms, hence from
(2.1) any closed form C, dC = 0 must be exact C = dΦ.
What is especially significant about the decomposition of forms is that it is a de-
composition into subspaces of Hilbert space. Consider a second one-form in two space
dimensions:
C ′ (x,j) = ǫjk∂kΦ
′ (x) + ∂jΩ
′ (x) + h′ (x,j) .
Then the inner product between C and C ′ decomposes into three pieces:
〈C ′|C〉 =
∫
C ′ (x,j)C(x,j) =
∫
Φ′ (x)(−∂2)Φ(x) +
∫
Ω′ (x)(−∂2)Ω(x) +
∫
h′ (x,j)h(x,j) .
A similar expression holds for the inner product in three space dimensions.
Consider a non-Abelian infinitesimal functional variation δA(x,j,α) which is covari-
antly divergenceless, i.e. Dγ αδA(x,j,α) = 0. For our purposes, we must also assume that
the Laplacian on scalars D2 has no zero modes. We shall discuss this issue further at
the end of Section 4. We say that δA is non-Abelian exact in two space dimensions if
δA(x,j,α) =
∫
L
(x,j,α)
(y,β) δΦ
(y,β) , (2.2)
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where we have introduced the linear mapping
L
(x,j,α)
(y,β) =
δA(x,j,α)
δΦ(y,β)
=
[
ǫjkDk + iDj 1D2F12
]α
β
δ2(x− y) , (2.3)
and the integration is over y, with summation over β. The expressions iDj and 1D2 in
(2.3) are to be understood as self-adjoint operators; they act on everything to the right.
We do not discuss the domain of L, but are confident that it can be determined [14].
We say that δA is non-Abelian exact in three space dimensions if
δA(x,j,α) = L
(x,j,α)
(y,l,β) δΦ
(y,l,β) , (2.4)
where
L
(x,j,α)
(y,l,β) =
δA(x,j,α)
δΦ(y,l,β)
=
[
ǫjklDk + iDj 1D2 (∗F)
(x,l)
]α
β
δ3(x− y) , (2.5)
and the components of the magnetic field are (∗F)(x,l) = 1
2
ǫlmnFmn, in the standard
notation of Hodge.
A non-Abelian exact variation δA in either two or three space dimensions satisfies
D · δA = 0. This can be readily checked for (2.2) and (2.4).
Before going on to the non-Abelian generalization of the decomposition formula, let
us take stock of the progress we have made. The expressions (2.2), (2.3), (2.4) and
(2.5) are powerful tools for understanding the geometry of orbit space. We can write
the metric (1.1) (1.2) for two-space-dimensional orbits as
dρ2 =
∫
G(x,α)(y,β) δΦ
(x,α)δΦ(y,β) , (2.6)
where
G(x,α)(y,β) =
∫
L
(z,j,γ)
(x,α)L
(z,j,γ)
(y,β) =
(
−D2 + F12 1−D2F12
)
αβ
δ2(x− y) , (2.7)
which is a non-negative quadratic form.
From (2.6) we see that δΦ(x,α) may be interpreted as the functional variation of
a scalar field Φ(x,α). It is this scalar field which is a natural gauge-invariant set of
coordinates.
In three dimensions, there is a subtlety, namely that the operator L
(x,j,α)
(y,l,β) has zero
modes. The quantity δΦ(x,l,α) may be interpreted as the functional variation of a vector
field Φ(x,l,α). Physically, this field is a new gauge field which is dual to the original
gauge field. The zero modes of L
(x,j,α)
(y,l,β) are the dual gauge transformations. These
gauge transformations are complicated and will not be discussed in detail here. It is no
clear whether any harm results to the physics by fixing or even breaking the dual gauge
invariance. For the time being we fix the dual gauge invariance by excluding l = 3 from
L
(x,j,α)
(y,l,β). This is a “dual axial-gauge condition” in which Φ
(x,3,α) is set to a constant.
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The dual-gauge-fixed vector field Φ(x,l,β) is a coordinate we can use on orbit space in
three dimensions.
The metric in three space dimensions is
dρ2 =
∫
G(x,l,α)(y,m,β) δΦ
(x,l,α)δΦ(y,m,β) , (2.8)
where l, m = 1, 2 and
G(x,l,α)(y,m,β) =
∫
L
(z,j,γ)
(x,l,α)L
(z,j,γ)
(y,m,β)
=
[
−D2δlm +DmDl + (∗F)l 1−D2 (∗F)m
]
αβ
δ3(x− y) ,
=
[
−D2δlm +DlDm − iFlm + (∗F)l 1−D2 (∗F)m
]
αβ
δ3(x− y) ,
which is a non-negative symmetric quadratic form.
The non-Abelian decomposition formula in two space dimensions is
δA(x,j,α) =
∫
L
(x,j,α)
(y,β)δΦ
(y,β) +
∫
D(x,j,α)((z,σ))δΩ((z,σ)) + h(x,j,α) , (2.9)
where
D(x,j,α)((z,σ)) = (Dj)α σδ2(x− z) ,
and where the vector h(x,j,α) satisfies the non-Abelian “harmonicity” conditions, which
we call non-Abelian closed and non-Abelian co-closed, respectively:
∫
(D†)((z,σ))(x,j,α) h(x,j,α) = 0 , (2.10)
∫
(L†)
(y,β)
(x,j,α) h
(x,j,α) = 0 . (2.11)
Notice that δΩ((z,σ)) is a gauge transformation.
If there is another variation δA(x,j,α), of A(x,j,α), we may decompose it as
δA′ (x,j,α) =
∫
L
(x,j,α)
(y,β)δΦ
′ (y,β) +
∫
D(x,j,α)((z,σ))δΩ′ ((z,σ)) + h′ (x,j,α) ,
which yields the decomposition of the inner product:
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∫
δA′ (x,j,α)δA(x,j,α) =
∫
G(u,α)(v,β)δΦ
′ (u,α)δΦ(v,β) +
∫
(−D2)((z,γ))((w,ρ))δΩ′ ((z,γ))δΩ((w,ρ))
+
∫
h′ (x,j,α)h(x,j,α) . (2.12)
Thus δΦ(y,β) produces a variation of the gauge field which is orthogonal to gauge trans-
formations.
In three space dimensions, we have the decomposition formula
δA(x,j,α) =
∫
L
(x,j,α)
(y,l,β)δΦ
(y,l,β) +
∫
D(x,j,α)((z,σ))δΩ((z,σ)) + h(x,j,α) , (2.13)
where
D(x,j,α)((z,σ)) = (Dj)α σδ3(x− z) ,
and where the vector h(x,j,α) satisfies the harmonicity conditions, which we again call
non-Abelian closed and non-Abelian co-closed, respectively:
∫
(D†)((z,σ))(x,j,α) h(x,j,α) = 0 , (2.14)
∫
(L†)
(y,l,β)
(x,j,α) h
(x,j,α) = 0 . (2.15)
If there is a second variation δA(x,j,α), of A(x,j,α), we decompose it as
δA′ (x,j,α) =
∫
L
(x,j,α)
(y,l,β)δΦ
′ (y,l,β) +
∫
D(x,j,α)((z,σ))δΩ′ ((z,σ)) + h′ (x,j,α) ,
which yields the decomposition of the inner product:
∫
δA′ (x,j,α)δA(x,j,α) =
∫
G(u,l,α)(v,m,β)δΦ
′ (u,l,α)δΦ(v,m,β) +
∫
(−D2)((z,γ))((w,ρ))δΩ′ ((z,γ))δΩ((w,ρ))
+
∫
h′ (x,j,α)h(x,j,α) . (2.16)
The quantity δΦ(y,β) produces a variation of the gauge field which is orthogonal to gauge
transformations.
We do not prove here that the dimension of the space of square-integrable harmonic
forms is finite, but this statement seems obvious. For the conditions (2.10) and (2.11)
or (2.14) and (2.15) hold if and only
∫
♦(x,j,γ)(y,k,ω) h(y,k,ω) = 0 , ♦ = DD† + LL† .
The operator ♦ is a generalization of the Laplacian on one-forms. This operator should
have a pseudo-elliptic self-adjoint extension with a finite number of zero eigenvectors.
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We close this section with the following remark. The second term in the linear
transformation L in two (2.3) or three (2.5) space dimensions has the form of a gauge
transformation. By a suitable redefinition
δΩ −→ δΩ′ = δΩ + i 1D2 F12 δΦ , (2.17)
in two dimensions and
δΩ −→ δΩ′ = δΩ+ i 1D2 (∗F) · δΦ , (2.18)
in three dimensions, this term can be removed. Then
δA(x,j,α) =
∫
ǫjkD(x,k,α)(y,β)δΦ(y,β) +
∫
D(x,j,α)((z,σ))δΩ′ ((z,σ)) + h(x,j,α) , (2.19)
δA(x,j,α) =
∫
ǫjklD(x,k,α)(y,β)δΦ(y,l,β) +
∫
D(x,j,α)((z,σ))δΩ′ ((z,σ)) + h(x,j,α) , (2.20)
in two and three space dimensions, respectively. These relations (2.19) and (2.20),
though much simpler, are not as useful from the point of view of the geometry of orbit
space as (2.3) and (2.5), since the splitting into gauge transformations and non-gauge
variations is lost. This does not mean they are not interesting, however, and we shall
discuss (2.19) again in Section 8.
3 Hypersurfaces in connection space
To see the full implication of our decomposition formulas (2.9) and (2.13) for gauge-
theory orbit space, we compare them to the formula for the coordinates of a flat space
and the coordinates of a hypersurface embedded in this flat space:
dya = eaµdx
µ + naHdw
H . (3.1)
Here the flat space has Cartesian coordinates ya , a = 1, . . . , n, the hypersurface has
coordinates xµ , µ = 1, . . . , m < n in a particular chart and wH , H = 1, . . . , n −m
are coordinates parametrizing the direction normal to the hypersurface. The analogy
we make is that orbit space M is a hypersurface in connection space The hypersurface
coordinates are {Φ} and the normal coordinates are {Ω}. The tangent-space basis vec-
tors eaµ and the normal vector basis n
a
H in IR
n correspond in IΛ− to L and D respectively.
Notice that the form of (2.9) and (2.13) implies that the torsion is zero, just as for (3.1).
Thus, except at singularities, our coordinates {Φ} are Riemannian.
The coordinates {Φ} we have chosen on gauge orbits are by definition a gauge choice;
as is any parametrization of gauge orbits. They differ from traditional gauge choices,
e.g. Landau, Feynman, Coulomb, Axial, etc., in that variations in the gauge field are
covariantly divergenceless. In Coulomb gauge ∂jA
(x,j,α) in two space dimensions, for
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example, we may write A(x,j,α) = ǫjk∂kφ(x,α). A variation δφ(x,α) typically produces a
change in A(x,j,α) which is gauge dependent. This is because Djǫjk∂kδφ(x,α) 6= 0, in
general. In contrast, by virtue of (2.12) and (2.16), any variation in our coordinates
{Φ} is automatically orthogonal to any gauge transformation in IΛ−.
If boundary conditions can be chosen with no harmonic forms, i.e. h satisfying
♦h = 0, the analogy between (2.9) and (2.13) and (3.1) is complete. This can be done
for most gauge orbits by chosing the boundary conditions appropriately. At particular
gauge orbits, however, harmonic forms will appear. Harmonic forms in (2.9) or (2.13)
are special gauge transformations. The appearance of a harmonic form means that
the dimension of the space of infinitesimal gauge transformations increases by one, and
the dimension of infinitesimal non-gauge variations of the connection decreases by one.
Thus harmonic forms appear at values of {Φ} at the boundary of our coordinate chart.
A subset of this boundary is the Gribov horizon. The values of a connected region
of {Φ} excluding the boundary are the coordinates of the fundamental region of orbit
space.
If the functions describing the embedding of a hypersurface (3.1) are sufficiently
smooth, then we may write the differential-geometric formulas
∂µe
a
ν = Γ
λ
µν e
a
λ +K
H
µν n
a
H , ∂µn
a
H = −gανqHJKJµα eaν + ΞIµHnaI , (3.2)
where qHJ =
∑
a n
a
Hn
a
J . We recognize Γ
λ
µν as the Riemannian affine connection and K
H
µν
as the second fundamental form or extrinsic curvature.
If we ignore the issue of harmonic forms for the time being, it is sensible to ask
what relations are analogous to (3.2) for our hypersurface in IΛ−. For the case of two-
dimensional and three-dimensional gauge fields, these are
δL
(u,j,κ)
(v,γ)
δΦ(x,α)
=
∫
Γ
(z,ρ)
(v,γ)(x,α)L
(u,j,κ)
(z,ρ) +
∫
K
((t,σ))
(v,γ)(x,α)D(u,j,κ)((t,σ)) ,
δD(u,j,κ)((s,τ))
δΦ(x,α)
= −
∫
G(w,α)(z,γ)Q((s,τ))((t,σ))K
((t,σ))
(r,µ)(w,α) L
(u,j,κ)
(z,γ)
+
∫
Ξ
((t,σ))
(r,µ)((s,τ))D(u,j,κ)((t,σ)) , (3.3)
and
δL
(u,j,κ)
(v,k,γ)
δΦ(x,l,α)
=
∫
Γ
(z,n,ρ)
(v,k,γ)(x,l,α)L
(u,j,κ)
(z,n,ρ) +
∫
K
((t,σ))
(v,k,γ)(x,l,α)D(u,j,κ)((t,σ)) ,
δD(u,j,κ)((s,τ))
δΦ(x,l,α)
= −
∫
G(w,m,β)(z,k,γ)Q((s,τ))((t,σ))K
((t,σ))
(x,l,α)(w,m,β) L
(u,j,κ)
(z,k,γ)
+
∫
Ξ
((t,σ))
(x,l,α)((s,τ))D(u,j,κ)((t,σ)) , (3.4)
respectively, where
Q((s,τ))((t,σ)) =
∫
D(u,j,κ)((s,τ))D(u,j,κ)((t,σ)) = (−D2)((s,τ))((t,σ)) . (3.5)
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4 Gauge-invariant or gauge-covariant?
We have not yet worked explicitly with the components of {Φ}, but only its variation.
An explicit expression for these components is given in Section 8, though only for the
(2+1)-dimensional case. We have claimed that {Φ} constitutes a set of gauge-invariant
coordinates (if we chose the domain of {Φ} to be the fundamental region) on orbit
space. Though this claim is very easy to justify, it is so crucial to the interpretation of
this paper that we felt it necessary to provide the justification.
Note that the metric tensors (2.7) and (2.9) are formally gauge-covariant expres-
sions, and not gauge-invariant. Thus δΦ is gauge-covariant as well. Under a gauge
transformation g(x) ∈ SU(N) with adjoint representation DADJ(g(x)),
δΦ(x,α) → δΦ′ (x,α) = DADJ(g(x))αβ δΦ(x,β) , (4.1)
in 2+1 dimensions and
δΦ(x,k,α) → δΦ′ (x,k,α) = DADJ(g(x))αβ δΦ(x,k,β) , (4.2)
in 3+1 dimensions. To properly define {Φ}, however, it is necessary to integrate these
expressions. To do this, a particular orbit, chosen by taking some particular connection
A(x,j,α) is identified with a particular choice of {Φ}, say {φ}. This choice is a boundary
condition on the first-order functional differential equation
δA(x,j,α) =
∫
L
(x,j,α)
(y,β) δΦ
(y,β) , (4.3)
in two space dimensions or
δA(x,j,α) =
∫
L
(x,j,α)
(y,l,β) δΦ
(y,l,β) , (4.4)
in three space dimensions. These variations remain on the hypersurface. A gauge
transformation changes the boundary condition, and thereby changes the hypersurface.
Therefore, we can assign a choice of {Φ} and the gauge field (in the fundamental region)
to each orbit (except on a set of measure zero). This is why our coordinates are gauge-
invariant, not gauge-covariant.
It is important that D2 not have zero modes. We can achieve this by putting the
system in a finite volume, say a two-dimensional disk or three-dimensional ball. At the
boundary, we set all components of {φ} and {δΦ} equal to zero. The gauge connection
is defined by integrating (4.3) or (4.4). Then the operator manipulations we have
performed remain legitimate.
5 The extrinsic and intrinsic curvatures of the hy-
persurface
We shall next use equations (3.3) and (3.4) to obtain the second fundamental form
and the intrinsic curvature of orbit space. The curvature tensor was first discussed
10
many years ago [2, 3]. Knowledge of the intrinsic curvature can give important global
information relevant to the spectrum of the Laplacian [15].
For the case of a hypersurface in finite-dimensional space, the equations (3.2) imply
that
KH,µν = qHJK
J
µν = −
∑
a
eaµ∂νn
a
H . (5.1)
The curvature tensor is given in terms of the second fundamental form by Gauss’
formula:
Rαβµν = q
HJ [KH,αµKJ,βν −KH,αβKJ,µν ] , (5.2)
where qHJ is the inverse of qHJ .
We first consider the second fundamental form for (2+1)-dimensional gauge theories.
The generalization of (5.1) to the hypersurface in connection space is
K((z,λ)),(x,α)(y,β) = −
∫
L
(u,j,γ)
(x,α)
δD(u,j,γ)((z,λ))
δΦ(y,β)
= −
∫
L
(u,j,γ)
(x,α)L
(v,k,σ)
(y,β)
δD(u,j,γ)((z,λ))
δA(v,k,σ)
= −fλγσL(z,j,γ)(x,α)L(z,j,σ)(y,β) , (5.3)
where in the last expression the sum is implicit on j, γ and σ. For 3+1 dimensions
K((z,λ)),(x,l,α)(y,m,β) = −fλγσL(z,j,γ)(x,l,α)L(z,j,σ)(y,m,β) . (5.4)
Notice that there is no integration in the final form of either of these expressions.
The curvature (5.2) generalized to (2+1)-dimensional gauge theories is
R(x,α)(y,β)(u,µ)(v,ν) =
∫ [( 1
−D2
)λρ
δ2(z − w)
] [
K((z,λ)),(x,α)(u,µ)K((w,ρ)),(y,β)(v,ν)
− K((z,λ)),(x,α)(y,β)K((w,ρ)),(u,µ)(v,ν)
]
. (5.5)
An expression similar to (5.5) can be found in reference [3], but the second fundamental
form was not explicitly determined there. Inserting (5.3) into (5.5) yields
R(x,α)(y,β)(u,µ)(v,ν) =
∫ [(
1
−D2
)λρ
δ2(z − w)
]
fλγσfρκτ
×
[
L
(z,j,γ)
(x,α)L
(z,j,σ)
(u,µ)L
(w,k,κ)
(y,β)L
(w,k,τ)
(v,ν)
−L(z,j,γ)(x,α)L(z,j,σ)(y,β)L(w,k,κ)(u,µ)L(w,k,τ)(v,ν)
]
. (5.6)
The corresponding expression for (3+1)-dimensional gauge theories is
R(x,l,α)(y,m,β)(u,p,µ)(v,r,ν) =
∫ [(
1
−D2
)λρ
δ3(z − w)
]
fλγσfρκτ
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×
[
L
(z,j,γ)
(x,l,α)L
(z,j,σ)
(u,p,µ)L
(w,k,κ)
(y,m,β)L
(w,k,τ)
(v,r,ν)
−L(z,j,γ)(x,l,α)L(z,j,σ)(y,m,β)L(w,k,κ)(u,p,µ)L(w,k,τ)(v,r,ν)
]
, (5.7)
where l, m, p, r = 1, 2. These expressions for the curvature are evidently well-defined
with no regularization. This is no longer the case for the contractions of the curvature
tensor, namely the Ricci and scalar curvatures.
6 Sectional, Ricci and scalar curvatures for Yang-
Mills theory in arbitrary dimensions
We will next discuss the curvature tensor of orbit space and its contractions for an
arbitrary number of space dimensions D (so space-time has D+1 dimensions). We
anticipate that our expressions for the Ricci and scalar curvatures may be used to
calculate these quantities in dimensional regularization. We hope to perform these
calculations near particular gauge-field backgrounds in a future publication. We should
mention that Singer discussed a calculation of the Ricci curvature using zeta-function
regularization [2], though some details were evidently never published.
The non-Abelian exactness condition in D space dimensions, generalizing (2.2) and
(2.4), is
δA(x,j,α) = L
(x,j,α)
(y,l1l2···lD−2,β)
δΦ(y,l1l2···lD−2,β) , (6.1)
where the mapping from the hypersurface to connection space in any space dimension
D, generalizing (2.3) and (2.5) is
L
(x,j,α)
(y,l1l2···lD−2,β)
=
δA(x,j,α)
δΦ(y,l1l2···lD−2,β)
=
[
ǫjkl1l2···lD−2Dk + iDj 1D2 (∗F)
(x,l1l2···lD−2)
]α
β
δD(x− y) , (6.2)
The variation δΦ(y,l1l2···lD−2,β) is fully antisymmetric in the space indices l1, l2, . . . , lD−2.
As we would expect, the field dual to a vector-gauge field is an antisymmetric-tensor
gauge field of rank D−2 (in d space-time dimensions, this is d-3). The infinitesimal
dual gauge transformations are the zero modes of the mapping L.
The metric tensor for D> 2 dimensions is not
G(u,{p},µ)(v,{r},ν) =
∫
L
(x,j,α)
(u,{p},µ)L
(x,j,α)
(v,{r},ν) , (6.3)
but rather
GXY =
∫
(Pdual)
(u,{p},µ)
X (Pdual)
(v,{r},ν)
X L
(x,j,α)
(u,{p},µ)L
(x,j,α)
(v,{r},ν) , (6.4)
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where (Pdual)
(x,{l},α)
X is the projection operator which projects out the zero modes of
L. Here the indices X, Y are those of the subspace with these zero modes removed.
This solution of the dual-gauge-invariance problem is more abstract than used earlier in
this paper, but is also more convenient for the goal of determining the Ricci and scalar
curvatures for arbitrary space dimensions.
Before projecting out the zero modes of L, the curvature tensor, determined by the
methods of the last section is
R(x,{l},α)(y,{m},β)(u,{p},µ)(v,{r},ν) =
∫ [(
1
−D2
)λρ
δD(z − w)
]
fλγσfρκτ
×
[
L
(z,j,γ)
(x,{l},α)L
(z,j,σ)
(u,{p},µ)L
(w,k,κ)
(y,{m},β)L
(w,k,τ)
(v,{r},ν)
−L(z,j,γ)(x,{l},α)L(z,j,σ)(y,{m},β)L(w,k,κ)(u,{p},µ)L(w,k,τ)(v,{r},ν)
]
, (6.5)
where {l} is an abbreviation for l1, l2, . . . , lD−2, etc. Again, some of the components of
(6.5) should be removed; this is because of the dual gauge invariance. We do this using
projection operators, instead of restricting indices. The actual curvature RXY UV for
D> 2 is given by
RXY UV =
∫
(Pdual)
(x,{l},α)
X (Pdual)
(y,{m},β)
Y (Pdual)
(u,{p},µ)
U (Pdual)
(v,{r},ν)
V
× R(x,{l},α)(y,{m},β)(u,{p},µ)(v,{r},ν) . (6.6)
The sectional curvature between (real) vectors ξX , ζX is
∫ RXY UV ξXξY ζUζV
〈ξ|ζ〉2 , (6.7)
where
〈ξ|ζ〉 =
∫
G(x,{l},α)(y,{m},β)(Pdual)
(x,{l},α)
X (Pdual)
(x,{m},β)
Y ξ
XζY . (6.8)
Due to the antisymmetry of the group structure coefficients {f}, the second term of
the curvature tensor does not contribute to the numerator of (6.7); hence the sectional
curvature is non-negative.
We introduce a second projection operator
P (x,j,α)(y,k,β) =
[
δjkδ
αβ −Dj 1D2Dk
]
δD(x− y) , (6.9)
which has the same form as the metric discussed in the introduction (1.2). This projects
out ordinary Yang-Mills gauge transformations.
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To obtain the Ricci curvature, we must contract (i.e. multiply and carry out the
sum and integration over repeated indices) the curvature tensor (6.6) with the inverse
metric. This is
GUV =
∫
(Pdual)
(u,{p},µ)
U (Pdual)
(v,{r},ν)
V (L
−1)
(u,{p},µ)
(x,j,α)(L
−1)
(v,{r},ν)
(y,k,β)P
(x,j,α)(y,k,β) .(6.10)
We have inserted P and Pdual into (6.10) to keep this expression well-defined.
We are finally ready to write down the Ricci tensor. We contract the curvature
tensor (6.6) with (6.10) to obtain
RicXY =
∫
(Pdual)
(x,{l},α)
X (Pdual)
(y,{m},β)
Y Ric(x,{l},α)(y,{m},β) , (6.11)
where
Ric(x,{l},α)(y,{m},β) =
∫ [(
1
−D2
)λρ
δD(z − w)
]
fλγσfρκτ
× L(z,j,γ)(x,{l},α)L(w,k,κ)(y,{m},β)P(z,j,σ)(w,k,τ) . (6.12)
Notice that the Ricci curvature is formally non-negative. Once this expression is regu-
larized, it will be important to see if a positive lower bound exists on its spectrum.
The scalar curvature is obtained by a further contraction of the Ricci curvature with
the inverse metric. It is comparatively simple, containing no factors of Pdual:
R =
∫ [(
1
−D2
)λρ
δD(z − w)
]
fλγσfρκτP(z,j,γ)(w,k,κ)P(z,j,σ)(w,k,τ) . (6.13)
As mentioned at the beginning at the section, we hope to study these quantities
further in a later publication. Our intention is to expand the Green’s functions in
(6.12) and (6.13) around particular backgrounds with space dimension D close to an
integer value.
7 The Yang-Mills Hamiltonian
In this section, we will examine the kinetic term of the Hamiltonian of non-Abelian
gauge theories in terms of the gauge-invariant coordinates {Φ} and consider the func-
tional form of the measure.
The Yang-Mills Hamiltonian operator is
H = T + U , T = −e
2
0
2
∫
δ2
δA(x,j,α)δA(x,j,α)
, U =
1
2e20
∫
(Fjk)
2 , (7.1)
and wave functions depend only on Φ by Gauss’ law. The coupling constant e0 has
engineering dimension (4− d)/2, where d is the dimension of space-time.
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The kinetic term in 2+1 dimensions may be written as the Laplacian (we use e
rather than e0, since the theory is finite)
T = −e
2
2
∫
1√
detG
δ
δΦ(y,β)
√
detG G(y,β)(z,γ)
δ
δΦ(z,γ)
, (7.2)
where the G(x,α)(y,β) and G
(x,α)(y,β) are the component of the metric tensor (2.7) and its
inverse, respectively, on the hypersurface. In 3+1 dimensions
T = −e
2
0
2
∫
1√
detG
δ
δΦ(y,l,β)
√
detG G(y,l,β)(z,m,γ)
δ
δΦ(z,m,γ)
, (7.3)
with l, m = 1, 2. Alternative expressions can be given in by chosing different dual gauge
fixings.
The inner product on Schro¨dinger wave functionals is the functional integral
〈Ψ1|Ψ2〉 =
∫
[dΦ]
√
detG Ψ1[Φ]Ψ2[Φ] . (7.4)
It is the measure factor in this inner product which is responsible for the appearance
of the mass gap [9, 10], as we discuss in Section 10.
Strictly speaking the Hamiltonian may have another term equal to R
6
where R is
the scalar curvature (6.13). It was pointed out by Gawedzki [16] that such a term can
be present. If one begins with (7.1) and (7.2) or (7.2) and uses the Trotter product
formula [17] to determine the action principle one finds a Euclidean action
S =
∫
1
2e20
Φ˙TGΦ˙ +
∫
dτ
R
6
+
∫
1
4e20
TrFijFij ,
where T denotes the transpose, τ denotes Euclidean time and the dot denotes time-
differentiation. Removal of the scalar-curvature term from the action will force this
term into the Hamiltonian. It is not yet clear how important this term is; it may be
irrelevant (in the renormalization group sense) in which case it may be dropped. If the
term is not irrelevant, however, it may be essential for a Lorentz-invariant spectrum.
We leave this question open in the remaining of this paper, though we believe that it
can be answered by the calculation we have proposed at the end of the last section.
8 Solving for {Φ} in 2 + 1 dimensions
A drawback of our formalism is that we can only write the variation of the gauge field
in terms of the variation of {Φ}. We would like an expression for A(x,j,α) in terms of
Φ(y,λ). Though we have not yet solved this problem, we have done the reverse by finding
an expression for Φ(y,λ) in terms of A(x,j,α) in two space dimensions.
We define holomorphic coordinates z = x1 + ix2, z¯ = x1 − ix2 and their derivatives
∂ = 1
2
(∂1 − i∂2), ∂¯ = 12(∂1 + i∂2) (we are no longer using the letter z to represent
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a Cartesian coordinate of space, as we did in earlier sections). The gauge field in
the fundamental representation has the components A(z,z¯,α) = 1
2
(A(x,1,α) − iA(x,2,α)),
A¯(z,z¯,α) = 1
2
(A(x,1,α) + iA(x,2,α)), in these coordinates. We also define D = 1
2
(D1 − iD2),
D = 1
2
(D1 + iD2).
In holomorphic coordinates, equation (2.9) becomes
δA(z,z¯,α) = i
[
D
(
1 +
1
DD +DD [D,D]
)]α
β
δΦ(z,z¯,β) + DαβδΩ(z,z¯,β) + h(z,z¯,α) ,
δA¯(z,z¯,α) = −i
[
D
(
1− 1DD +DD [D,D]
)]α
β
δΦ(z,z¯,β) + Dα βδΩ(z,z¯,β)
+ h¯(z,z¯,α) . (8.1)
If there are no harmonic forms, the equations (8.1) imply the remarkable relation
δΦ = − i
2
D−1δA + i
2
D−1δA¯ . (8.2)
We would like to integrate (8.2). Notice that δΦ can be regarded as a one-form on
infinite-dimensional connection space IΛ−. Furthermore, this one-form is closed:
δ
δA(z,z¯,α)
i
2
D−1 − δ
δA¯(z,z¯,β)
(−) i
2
D−1 = 0 + 0 = 0 , (8.3)
except at values of A, A¯ where D or D has a zero mode. Therefore, if some particular
choice of {Φ}, namely {φ} is identified with the gauge field {B}, {B¯}, we have
Φ = φ+
∫ Φ
φ
dΦ′ = φ+
∫ A,A¯
B,B¯
[
− i
2
1
D′ dA
′ +
i
2
1
D′ dA¯
′
]
. (8.4)
By virtue of (8.3), this integral is independent of the path of integration chosen in IΛ−,
provided the path does not encounter any values of A′, A¯′ where either D′ or D′ has a
zero eigenvalue. Furthermore, if the path does not encounter such singularities, ♦ will
not have a zero eigenvalue and there are no harmonic forms to worry about. Therefore,
the question of whether Db = 0 or Db¯ = 0 has a solution is important. In a finite
volume, these solutions will not exist for most gauge fields [18].
An explicit realization of (8.4) is obtained by taking
A′ = A(x, T ) = T [A(x)− B(x)] +B(x) ,
A¯′ = A¯(x, T ) = T [A¯(x)− B¯(x)] + B¯(x) ,
for 0 ≤ T ≤ 1. Thus (8.4) becomes, at least formally
Φ = φ − i
2
∫ 1
0
dT
[
1
∂ − iT (A− B)− iB (A− B)
− 1
∂¯ − iT (A¯ − B¯)− iB¯ (A¯− B¯)
]
, (8.5)
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which should be well-defined, provided no zero modes exist for ∂ − iT (A− B)− iB or
∂¯ − iT (A¯ − B¯)− iB¯ for any T in the closed interval [0, 1].
We can make the conclusions above more transparent by making the following re-
definition of δΩ(z,z¯,β) in the non-Abelian decomposition formula (8.1)
δΩ(z,z¯,α) −→ δΩ′ (z,z¯,β) = δΩ(z,z¯,α) + i
(
1
DD + DD [D,D]
)α
β
δΦ(z,z¯,β) . (8.6)
With this redefinition (8.1) becomes
δA(z,z¯,α) = iDαβδΦ(z,z¯,β) +DαβδΩ′ (z,z¯,β) + h(z,z¯,α) ,
δA¯(z,z¯,α) = −iDαβδΦ(z,z¯,β) +Dα βδΩ′ (z,z¯,β) + h¯(z,z¯,α) . (8.7)
Notice that (8.6) is (2.17) and (8.7) is (2.19) in holomorphic coordinates. It is easy to
check that replacing (8.1) by (8.7) does not affect (8.2) through (8.5). This is because
these are gauge-invariant expressions, hence unaffected by the gauge transformation
(8.6).
9 More about the (2+1)-dimensional Hamiltonian
We now reexamine the form of the kinetic term of the Hamiltonian of a non-Abelian
gauge theory in 2+1 dimensions, briefly discussed in Section 7, in the light of the result
(8.2). Our expressions are very similar those in references [9, 10].
The Yang-Mills Hamiltonian operator in two space dimensions is
H = T + U , T = −e
2
2
∫
δ2
δA(x,α)δA(x,α)
, U =
1
2e2
∫
(F12)
2 , (9.1)
and wave functionals depend only on Φ. The coupling constant e has engineering
dimension one-half.
The kinetic term may be written with the aid of (8.2) as the Laplacian
T = −e
2
2
∫
1√
G
δ
δΦ(y,β)
√
GG(y,β)(z,γ)
δ
δΦ(z,γ)
, (9.2)
where the inverse metric tensor on the hypersurface is
G(y,β)(z,γ) =
[
1
D
1
D
]βγ
δ2(y − z) . (9.3)
This tensor is therefore the inverse of (2.7) after a change of coordinates. Therefore,
the metric tensor now reads
G(y,β)(z,γ) =
[
DD
]
βγ
δ2(y − z) . (9.4)
The inner product on Schro¨dinger wave functionals is the functional integral
〈Ψ1|Ψ2〉 =
∫
[dΦ]
√
det[DD] Ψ1[Φ] Ψ2[Φ] . (9.5)
The kinetic term in equations (8.2a-e) of the first paper of reference [10] closely resembles
(9.2). It will be important to fully understand the connection.
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10 The dual Hamiltonian and the mass gap
The origin of the Yang-Mills mass gap in the picture put forth in references [9, 10, 13]
is in the functional measure in the inner product. We shall briefly discuss this in the
context of a dual Hamiltonian formulation. We show only in principle how the gap can
be obtained; the complete calculation is under study.
We first discuss quantum mechanics in curved space. Consider an n-dimensional
manifold without boundary with coordinates xµ, µ = 1, . . . , n and metric tensor gµν .
The inner product is
〈Ψ1|Ψ2〉 =
∫
dnx
√
detg Ψ1(x)Ψ2(x) , (10.1)
and the matrix element of minus the Laplace operator is
〈Ψ1| −∆|Ψ2〉 = −
∫
dnx
√
detg Ψ1(x)
1√
detg
∂µ
√
detggµν∂νΨ2(x)
=
∫
dnx
√
detg gµν∂µΨ1(x)∂νΨ2(x) , (10.2)
Next we introduce ψ1,2(x) = (detg)
1
4Ψ1,2(x), so that (10.1) has the standard flat-
space form
〈Ψ1|Ψ2〉 =
∫
dnx ψ1(x)ψ2(x) , (10.3)
and (10.2) becomes
〈Ψ1| −∆|Ψ2〉 =
∫
dnx gµν
[(
∂µ − 1
4
∂µTr log g
)
ψ1(x)
] [(
∂ν − 1
4
∂νTr log g
)
ψ2(x)
]
=
∫
dnx
{
gµν [∂µψ1(x)][∂νψ2(x)] +W (x)ψ1(x)ψ2(x)
}
, (10.4)
where in the last step we integrated by parts and
W (x) =
1
4
∂µ(g
µν∂νTr log g) +
1
16
gµν(∂µTr log g)(∂νTr log g)
= (detg)−
1
4∂µ[g
µν∂ν(detg)
1
4 ] . (10.5)
Consider now a quantum-mechanical Hamiltonian H = −∆ + U(x). In the neigh-
borhood of a point of the manifold where gµν = δµν , we can expand g
µν = δµν + · · ·, the
function W (x) can be interpreted as a correction to the potential energy U(x). This
is analogous to what is done in references [9, 10, 13] in their coordinates and what we
shall do in our own coordinates. The only difference is that the manifold has an infinite
number of dimensions. We define the effective Hamiltonian in finite dimensions as the
operator with matrix elements
〈ψ1|Heff |ψ2〉 =
∫
dnx
{
1
2
gµν [∂µψ1(x)][∂νψ2(x)] + [
1
2
W (x) + U(x)]ψ1(x)ψ2(x)
}
,(10.6)
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where ψ1 and ψ2 are the square-integrable “wave functions” with inner product (10.3).
Next we write down the analogue of (10.6) for Yang-Mills theory in 2+1 dimensions.
We write the metric (2.7) as
G(x,α)(y,β) = −∂2δαβδ2(x− y) +
[
(−D2 + ∂21I) + F12 1−D2F12
]
αβ
δ2(x− y) ,
and its inverse as an expansion
G(x,α)(y,β) =
1
−∂2 δ
αβδ2(x− y)
−
(
1
−∂2
) [
(−D2 + ∂21I) + F12 1−D2F12
]
αβ
(
1
−∂2
)
δ2(x− y) + · · · , (10.7)
where (1I)αβ = δαβ . We introduce a new physical field Yα = (−∂2)1/2Φα. We assume
that Φα = δΦα is close to zero and identify zero gauge field with zero Φ. In this
approximation the magnetic field is
F12 = δF12 = D1δA2 −D2δA1 =
(
−D2 −F12 1−D2F12
)
δΦ
=
(
−D2 −F12 1−D2F12
)
(−∂2)−1/2Y = (−∂2)1/2Y + · · · . (10.8)
The effective Hamiltonian takes the form
Heff =
∫ {
−e
2
2
δ2
(δYα)2 +
e2
2
W [Y ] + 1
2e2
(∂jYα)2 + · · ·
}
, (10.9)
where the higher-order terms can be found from (10.7) and (10.8) and
W [Y ] = (detG)− 14 δ
δΦ(x,α)
[
G(x,α)(y,β)
δ
δΦ(y,β)
(detG)
1
4
]
. (10.10)
The leading terms of the effective Hamiltonian (10.9) resemble an ordinary scalar field
theory. The gap is a term of the form (Yα)2 in W [Y ]. Its existence depends on the
form of the regularized determinant of the metric in (10.10).
An expression for the effective Hamiltonian can also be obtained in 3+1 dimensions.
The leading terms are those of an Abelian gauge theory, instead of a scalar field theory.
The appearance of the gap would be a signal of the breaking of dual gauge symmetry.
We write the three-dimensional metric tensor as
G(x,l,α)(y,m,β) = (−∂2δlm − ∂l∂m)δαβδ3(x− y)
+
[
(−D2 + ∂21Iδlm) + (DlDm − ∂l∂m1I)− iFlm + (∗F)l 1−D2 (∗F)m
]
αβ
δ3(x− y) .
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There are several ways to dual-gauge fix, thereby removing the zero mode of the first
term of the right-hand side of (10.11). For example, taking a dual-Coulomb gauge
∂lΦ
(x,l,α) = 0 will lead to the expansion of the inverse metric tensor beginning as
G(x,l,α)(y,m,β) =
(
1
−∂2
)
δαβδ3(x− y) + · · · . (10.11)
The form of this expression indicates that we should introduce the physical field Y (x,l,α) =
(−∂2)1/2Φ(x,l,α).
The field strength for small {Φ} may be approximated as
Fαjk ≈ δFαjk =
[
ǫkmlDjDm − ǫjmlDkDm + Fjk 1D2 (∗F)l
]
αβ
δΦ(x,l,β) .
The expansion of the potential energy in dual-Coulomb gauge is therefore
∫
1
4
(
Fαjk
)2
=
∫
1
2
Φ(x,l,α)(∂2)2Φ(x,l,α) =
∫
1
2
Y (x,l,α)(−∂2)Y (x,l,α) . (10.12)
The effective Hamiltonian in 3+1 dimensions is
Heff =
∫ {
−e
2
0
2
δ2
(δY (x,l,α))2 +
e2
2
W[Y ] + 1
2e20
(∂jY (x,l,α))2 + · · ·
}
, (10.13)
where W is now
W[Y ] = (detG)− 14 δ
δΦ(x,l,α)
[
G(x,l,α)(y,m,β)
δ
δΦ(y,m,β)
(detG)
1
4
]
. (10.14)
The mass gap is obtained by expanding W, as in 2+1 dimensions.
Notice that the form of the effective Hamiltonian (10.13) will change if we impose
a a different gauge condition on the dual gauge field. Furthermore the right-hand side
of (10.14) is clearly dual-gauge dependent. This is how the dual gauge invariance is
preserved.
11 Conclusions and Outlook
Through a non-Abelian decomposition formula for differential one-forms, we have found
a special hypersurface in the space of connections. Gauge transformations are normal
to this hypersurface, which makes it a useful tool in the geometry of gauge configu-
rations. We have found expressions for the curvature tensor and sectional, Ricci and
scalar curvatures of this hypersurface for (D+1)-dimensional gauge theories. The hy-
persurface coordinate was explicitly determined in terms of the gauge connection in
2+1 dimensions. A Hamiltonian formalism close to that of Karabali, Kim and Nair
was worked out. Finally, we discussed an effective Hamiltonian of the dual degrees of
freedom.
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There are many avenues which remain to be explored. Though our methods are
evidently related to Karabali, Kim and Nair’s (2+1)-dimensional formalism, the con-
nection is not complete. We do not yet have a mapping between their degrees of
freedom and ours. Furthermore, we do not yet see the connection between our ideas
and Nair and Yelnikov’s [13] in 3+1 dimensions. A mass for the dual gauge field in 3+1
dimensions implies a type of dual Higgs phase. Though our duality is not the same
as Kramers-Wannier duality, we believe that this would imply that the vacuum is a
chromoelectric superconductor [19]. We hope that this issue will become clearer as we
understand dual gauge invariance more completely.
The most urgent project is to regularize the determinant of the metric (in 2+1 and
3+1 dimensions) in order to obtain the dual Hamiltonian more explicitly. In this way,
the mass gap and perhaps much of the physics can be understood, at least at strong
coupling.
The geometry of the hypersurface needs to be examined more closely. We have
discussed how to compute the Ricci tensor and curvature scalar in dimensional regu-
larization, but the details of this computation are not finished.
Though we have mentioned the use of dimensional regularization in Section 6, we
have not extensively discussed cut-off methods in this paper. A simple gauge-invariant
regulator is to drop high-momentum (short-wavelength) components from {Φ}. There
is no obvious inconsistency with this idea in 2+1 dimensions. In 3+1 dimensions,
such a procedure may explicitly break dual gauge invariance; perhaps this is not a
serious difficulty, and it is enough to have ordinary gauge invariance. We have already
explored a lattice version of our method, where all gauge invariances are preserved. In
a Hamiltonian lattice formalism, where the gauge group is enlarged to GL(N,CI), then
broken to SU(N), a linear transformation L can be defined. Another lattice formulation,
with approximate conformal invariance of the kinetic term in 2+1 dimensions, has been
presented in a new paper by Rajeev [20]. It should be quite interesting to see whether
an analogue of L exists in his approach.
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