In many forecasting applications, it is valuable to predict not only the value of a signal at a certain time point in the future, but also the values leading up to that point. This is especially true in clinical applications, where the future state of the patient can be less important than the patient's overall trajectory. This requires multistep forecasting, a forecasting variant where one aims to predict multiple values in the future simultaneously. Standard methods to accomplish this can propagate error from prediction to prediction, reducing quality over the long term. In light of these challenges, we propose multi-output deep architectures for multi-step forecasting in which we explicitly model the distribution of future values of the signal over a prediction horizon. We apply these techniques to the challenging and clinically relevant task of blood glucose forecasting. Through a series of experiments on a real-world dataset consisting of 550K blood glucose measurements, we demonstrate the effectiveness of our proposed approaches in capturing the underlying signal dynamics. Compared to existing shallow and deep methods, we find that our proposed approaches improve performance individually and capture complementary information, leading to a large improvement over the baseline when combined (4.87 vs. 5.31 absolute percentage error (APE)). Overall, the results suggest the efficacy of our proposed approach in predicting blood glucose level and multi-step forecasting more generally.
INTRODUCTION
In a typical signal forecasting problem, one aims to estimate the future value of the signal using past values. For example, one may aim to predict a blood glucose measurement occurring 30 minutes in the future, given past blood glucose measurements. This singlestep setting generalizes to the multi-step setting, in which one aims to predict multiple values within a time horizon. This multi-step setting is inherently more difficult, since it requires modeling the joint probability of future measurements. While more challenging, if successful this joint modeling of observations within a sequence can improve overall performance. For example, while the word 'the' occurs often in English, the phrase 'the the the' does not.
Recursive approaches, in which a single-step forecaster predicts several values by using the current prediction to make the next prediction, are commonly used in multi-step forecasting [22] . However, such approaches often suffer from poor long term performance, since any error introduced will enter a positive feedback loop. Alternatively, multi-output forecasting aims to estimate multiple values at once. While no longer susceptible to the feedback issue, multi-output forecasting may not adequately capture dependencies among predictions.
We propose two complementary solutions to these issues. The first is a multi-output recurrent neural network where explicit temporal dependencies between outputs capture the relationship between the predictions. The second is a novel architecture that directly models the underlying generating function of the signal by learning a polynomial approximation for the outputs. The problem of error accumulation during sequence prediction has been previously studied in NLP [1, 13] . We distinguish ourselves from this past work by focusing on new models that alleviate this problem, as opposed to new training schemes.
We apply the proposed approaches to a challenging real-world forecasting problem (described below). Our main contributions can be summarized as followed:
• We propose two novel and complementary deep multi-output forecasting architectures: an autoregressive multi-output forecaster and a polynomial "function forecasting" system. • We improve over existing approaches by leveraging the proposed forecasting architectures on a large-scale real-world multi-step forecasting problem.
In additional analyses, we demonstrate that predicting multiple values can provide extra supervision, improving single output forecasting performance.
This work focuses on forecasting blood glucose values. Forecasting blood glucose is relevant to individuals with type 1 diabetes. In the United States alone, there are over 1 million type 1 diabetics [23] . Tight glucose control, which can reduce the risk of complications in diabetes [8] [9] [10] 16] , can be challenging to maintain. There is a tremendous decision burden placed on diabetic patients who are constantly faced with decisions pertaining to food intake, activities, and insulin administration. Thus there is a continuous interest in the field to develop sensitive technologies and algorithms to close the loop in insulin delivery and continouos glucose monitoring [4] . Better predictive algorithms are critical in the development of such technologies [14] . This work could also be useful for type 2 diabetics with poor blood glucose control.
Learning the dynamics of the glucoregulatory system is difficult because the long term system dynamics are highly nonlinear [11] . We tackle this challenge using data from over 550K blood glucose measurements. Our proposed approaches, when used together, achieve better results in terms of Absolute Percent Error (APE) than existing shallow or deep forecasting approaches both on average (4.87 vs. 5.31) and particularly in periods of extreme fluctuation (12. 05 vs. 13.34).
The remainder of the paper is organized as follows. In the next section, we introduce notation and formally define our problem. We then present our proposed forecasting architectures and methods. After, we present a series of experiments on the real-world dataset, and discuss the results.
PROBLEM SETUP AND BACKGROUND
In signal forecasting, one aims to estimate the next value in a signal x t +1 given past values x 0:t , x represents the signal of interest, and t the current time step. Here, we focus on the univariate setting, i.e., x 0 , . . . , x t ∈ R, though our approaches generalize to the multidimensional setting. The most common approaches to signal forecasting focus on learning a model for p(x t +1 |x 0:t ) [17, 22] . Sometimes a prediction offset d is added to learn the model for p(x t +d |x 0:t ). Given the recent successes of deep architectures for this problem in general [6, 17, 25] , and specifically in the domain of glucose forecasting [15] , we focus on building upon deep learning methods for signal forecasting.
A model that accurately predicts x t +1 can be used for either single-or multi-step forecasting. Applied recursively, single-step models enable multi-step forecasting, i.e., predicting multiple values over a time horizon of length h (see Figure 1 ). Of particular note are deep conditional generative models, which model joint distributions by sequentially estimating terms in the conditional factorization of the distribution with deep neural nets [17] . This style of forecasting, where p(x t +1:t +h |x 0:t ) is estimated by the factorization: p(x t +1 |x 0:t )p(x t +2 |x 0:t ,x t +1 ) . . . p(x t +h |x 0:t ,x t +1:t +h−1 ) is called recursive forecasting, and is the primary form of multi-step forecasting [22] . Recursive models have the advantage of modeling the joint probability of the signal within the prediction window. However, the re-use of predictions creates a feedback loop, amplifying potential errors and leading to lower quality predictions as the time horizon increases.
In contrast, multi-output forecasting aims to estimate p(x t +1:t +h |x 0:t ) in one step [22] . Multi-output approaches sidestep the issue of error feedback by jointly estimating over the prediction window, and will be the main focus of this paper.
METHODS
Our main methodological contribution is the development of a deep multi-output forecasting framework, that we extend in two directions: 1) we propose a method to propagate information across the prediction window, and 2) we propose a method to directly predict the underlying generative function of the signal. We investigate both approaches, as they represent different, complementary methods to enhance multi-output forecasting. In this section, we first describe the multi-output deep learning framework shown in Figure 2 , then explain both of our extensions, shown in Figure   Figure 1 : An example of multi-step recursive forecasting. Predictions at one time step are fed back into the network as input. This allows for single-step methods to produce multistep forecasts. 
3.
We finish by providing additional details on how to train the models.
Deep Multi-Output Forecasting (DeepMO)
A neural network can function as a multi-output forecaster by using multiple output channels to infer multiple time points into the future from a shared hidden state. At time t, a standard multi-output neural network derives a hidden state vector z t from input x 0:t through a series of hidden layers composed of linear combinations and nonlinear activations, all parameterized by θ z . This hidden state is then translated to predictions via the network's output channels o 1:h as follows:
where o i is defined in terms of linear combinations and nonlinear activations, parameterized by θ i . This approach is illustrated in Figure 2 . Note that the value of the predicted output at time step t + 1 is not explicitly propagated through the remainder of the prediction window (as it would be in a recursive setting). The mapping defined by o i has no direct impact on o j at inference time for j i. However,x i is not independent ofx j , since they both depend on the shared representation z t . Additionally, temporal dependencies among the output are implicitly propagated by the joint optimization over θ = [θ z , θ o 1 , . . . θ o h ] during training. However, since this approach does not explicitly encode dependencies among the outputs, learning such relationships may be more difficult.
Standard neural networks require a fixed sized input. To eliminate this limitation, we use recurrent neural networks (RNNs), which allow for variable-sized input. This allows the network to learn the amount of history that is useful for prediction and make predictions at any point in the signal. As such, this and all subsequent architectures use recurrent cells to generate z t . We use GRU cells [2] , however, other recurrent cells could be used as well. The recurrent cells are depicted by the orange cell in Figure 2 . We refer to the architecture described above as "DeepMO" (Deep Multi-Output Forecaster).
Sequential Multi-Output Forecasting (SeqMO)
We extend the approach described above by combining 1) the ability of a recursive forecaster to explicitly model temporal dependencies within a sequence with 2) the ability of a multi-output system to model multiple time steps at once. To combine the advantages of these two forecasting systems, we use the DeepMO architecture, described above, but introduce temporal dependencies between sequential outputs. Our sequential multi-output approach modifies DeepMO by replacing the multiple output channels o i for i ∈ [1 : h] with a recurrent decoder network, parameterized by θ dec . The decoder network unrolls the hidden state
. Each z ′ i is then independently passed through the same shared output channel. Specifically, we replace (1) with:
With this setup, the model can learn to trade off between recursively propagating error and capturing temporal dependencies. We refer to this approach as a sequential multi-output forecaster (SeqMO) (Figure 3a ). We hypothesize that by explicitly encoding a temporal relationship among predictions, we will learn a more accurate forecasting strategy. This approach uses a recurrent encoding-decoding framework [3] for time-series forecasting. Note that this involves a many-to-many mapping, since we make multiple sequential predictions at each time step.
Polynomial Function Forecasting (PolyMO)
Our second proposed extension reframes the forecasting task. Instead of learning the distribution of future signal values conditioned on the past, we learn to predict an underlying representation of the data. We call this function forecasting. In particular, we assume the prediction window x t +1:t +h ∼ f (0 : h − 1; w), where w parameterizes the function class f . Instead of directly modeling p(x t +1:t +h |x 0:t ), we estimate the parameters to the underlying generative function p(w|x 0:t ) (see Figure 3b ). Function forecasting is analogous to SeqMO, where input data are encoded into a hidden state best parameterizing a decoder network. The key difference is that here the decoding step is restricted to the function f .
We restrict our generating function class f to polynomials of degree n. Such functions are parameterized by n + 1 real numbers f (t; w) = w 0 + w 1 t + · · · + w n t n . We modify equation (1) so
At each time step, t we predict the set of coefficients w parameterizing the best approximation of future values x t +1:t +h . For training, we determine the actual value of the parameter by taking the best-fit polynomial of degree n over x t +1:t +h . Since we want the generating function f to actually model the underlying signal, and not just the observations, we limit the polynomial's capacity by setting n << h.
We refer to this approach of polynomial function forecasting as "PolyMO" (Figure 3b ). We hypothesize that focusing on estimating the underlying generative function versus the values themselves will result in improved forecasting performance. By compactly representing future data, the output complexity of the network can be lowered, reducing noise. In addition, by predicting a generating function, the network must reason about the joint distribution of the values (since each parameter w i affects the entire output window). This helps address the error accumulation inherent to recursive forecasting.
Sequential Polynomial Function
Forecasting (PolySeqMO)
The two extensions to DeepMO shown in Figure 3 both seek to improve our estimation of p(x t +1:t +h |x 0:t ). However, these proposed techniques represent somewhat orthogonal improvements. SeqMO provides a way to learn the trade-off between relying on intermediate value estimates and avoiding recursive error accumulation. PolyMO, meanwhile, facilitates prediction by constraining the intermediate representation, predicting values parameterizing the function approximation. The prediction of these parameters is itself a multi-output prediction. While the standard PolyMO forecaster uses the DeepMO framework to generate w 0 , . . . , w n , there's no reason that it couldn't use or wouldn't benefit from the SeqMO framework instead. Thus, we also examine a PolyMO forecaster with recurrent parameter decoding, denoted "PolySeqMO" ( Figure  4 ).
Training and Inference Details
In the above methods, the parameters θ can be learned using stochastic gradient descent. The standard deep forecasting formulation defines training loss based on actual values in the signal. However, previous work has found that it can be beneficial to transform the problem into a multi-class classification task [17] . Thus, we replace the task of directly predicting signal valuesx t +i with the task of predicting the probability mass function over possible discretized values of the signal:p(x t +i ), using a cross-entropy loss against the one-hot distribution for the actual value. Each output channel o i encodes not a single number, but distribution over possible values. Similarly, we predict distributions over parameter values w in PolyMO forecasting. While the multi-class formulation allows us to use the cross-entropy loss during training time, ultimately, we are interested in evaluating the quality of real valued forecasts. Figure 3: Two extensions to the DeepMO forecasting framework (a) SeqMO uses a decoder network to generate a representation for each time point in the prediction horizon that feeds into a shared output network to produce h predictions (b) PolyMO learns n + 1 separate output networks based on a shared representation z t , to infer the parameters of an n th degree polynomial which is then used to generate the predicted output. Figure 4 : A combination of SeqMO and PolyMO. The function forecasting framework from PolyMO is used to predict parameters w for a function approximating output values. These parameters are predicted using the recurrent decoding network from SeqMO.
Thus, we translate these distributions to predictions by taking the value represented by the class with maximum probability inp. This approach has been found to work well in the field of speech generation [17] , but has not, to our knowledge, been investigated in the context of physiological signal forecasting.
Finally, at inference time, we smooth predictions by replacing the predicted valuesx t +1:t +h with the values occurring at that time in a best-fit polynomial, with the polynomial degree set using validation data. That is, we find the polynomial f (·; w) that best approximateŝ x t +1:t +h , and return as output the vector [f (0), . . . f (h − 1)]. This polynomial smoothing allows for a more direct comparison between models that predict glucose values and the PolyMO approach.
In the sections that follow, we test our hypotheses and evaluate our proposed forecasting systems on a real dataset. We begin by describing the forecasting task, and then explain the experimental setup and provide the detailed implementation of the methods we evaluate.
DATASET & FORECASTING TASK
We consider the task for predicting future blood glucose values in patients with type 1 diabetes. These data present a challenging and clinically meaningful forecasting task.
The Data
The data consist of a large number of continuous glucose readings from 40 patients with type 1 diabetes, collected over the course of three years. At three-month intervals, individuals included in the study were given a continuous glucose monitor (CGM) that recorded their blood glucose at regular five-minute intervals over the course of several consecutive days. All subjects were blinded to the output of the CGM, so as not to affect the management of their disease. Subjects continued regular activities and insulin administration, either with injections or an insulin pump. In total, the dataset consists of 1.9k days of blood glucose measurements, totaling nearly 550k distinct glucose measurements. Blood glucose measurements were of integer resolution in the range of 40-400 mg/dL. An example of a few days worth of measurements from four different patients is found in Figure 5 . 
The Task
There has been extensive work on using CGM data to predict shortterm outcomes (e.g., predicting hypo and hyperglycemic events, [18, 21] ). In contrast, here, we focus on the more general task of glucose forecasting. More specifically, we consider the challenging task of predicting future blood glucose levels using only data about past blood glucose measurements. In this context, previous work has focused on using ARIMA [5] and machine learning algorithms such as Random Forests [21] . Relatedly, others have proposed machine learning techniques for leveraging data pertaining to external factors [20, 24, 26] . While blood glucose is affected by external factors, e.g., carbohydrate intake and insulin, such data are not always readily available [27] and come at the cost of increasing patient burden in the form of data collection. Through the dataset we consider does not contain these additional data, it is important to note that the proposed methods generalize to a multivariate setting.
With enough advanced warning via a forecast, one can correct blood glucose levels through the administration of either insulin or glucose. How far in advance is far enough? It is important to note that there is 1) often a delay before insulin or glucose begins to act on the glucoregulatory system and 2) a lag between changes in blood glucose levels and CGM measurements. Thus, to have the greatest impact (e.g., help patients avoid hypo-and hyperglycemic events) we must be able to predict several measurements in the future. Previous work in blood glucose forecasting has settled on a 30-minute prediction window as adequate for this task [20, 24, 26] . Thus, to test the efficacy of our forecasting systems, we evaluate a multi-step forecast with a 30-minute (h = 6) prediction window.
We evaluate performance for any given prediction by calculating the mean absolute percentage error (APE) over the prediction window. This evaluation metric varies from previous work, which reports performance on only the last sample in the prediction window. We report over the entire prediction window for two reasons. 
First, from a clinical perspective, we are interested in the trend the values suggest. An ultimate decrease in blood glucose can have different interpretations if the rate of decline is accelerating vs. decelerating. Second, from a technical perspective, we are interested in evaluating our systems as multi-step forecasters, naturally suggesting evaluation over multiple steps.
EXPERIMENTAL SETUP & BASELINES
Through a series of experiments on the data and task described above, we measure the ability of our proposed methods to forecast blood glucose values. We compare against several baselines that have been used for forecasting in previous work [21] . We also investigate the advantage the extra supervision inherent in multioutput forecasting offers over single-output forecasting on a singleoutput task.
Train, Test, and Validation
In all of our experiments, we split the data into training, validation, and a held-out test dataset. This procedure is shown in Figure 6 . These splits were determined using the CGM recording sessions across patients. For each subject, the entirety of the final recording session is added to the test set, the second to last session is added to the validation set, and the remaining data are added to the training set. Recording sessions vary in length, but this split results in approximately 85% of the data being used for training, 7.5% for validation, and 7.5% for testing. Compared to a random split, a temporal split more closely mimics how we expect the model to perform in practice. Note that several months elapse between recording sessions, so data in the training set have no immediate connection to the testing data.
We evaluate the models at any point in time in which we have at least ten samples (i.e., 50 minutes) of prior data. We select this minimum to ensure that there is sufficient information to make a reasonable prediction. As CGMs are used continuously in the real world, this does not restrict applicability. We remove measurements that represent physiologically unrealistic glucose fluctuations (over 40 mg/dL in under 5 minutes) to remove noisy CGM measurements. Using a sliding window sampling method with a stride of 1 results in over 39k distinct test samples.
For evaluation purposes, we divide our test set into four overlapping groups: 1) the full test set, 2) windows in the test set that contain either hypoglycemic onsets or hyperglycemic onsets, and two sets containing 3) only hypo and 4) only hyperglycemic onsets. Specifically, we examine performance on a second test set of samples filtered such that a hypo or hyperglycemic event begins in the 30-minute prediction window, and the last training sample was at a normal blood glucose level (between 70-180 mg/dl). Focusing on only hypo and hyperglycemic events reduces our test set size to 3,068 samples: 1,156 hypoglycemic events and 1,912 hyperglycemic events. We look at each of these subgroups to better understand forecaster performance across a range of relevant situations. The dynamics of the glucoregulatory system are highly nonlinear, and the dynamics can vary dramatically depending on the state of the glucoregulatory system and environmental contexts [14] .
The complete test set is most representative of general model performance. However, the event test set is indicative of performance at points critical for maintaining healthy glucose levels. This event test set is further broken into a hypoglycemic event set and hyperglycemic event set. The prevention of hypo and hyperglycemic events are important for different reasons, and depending on the outcome of interest and the patient's personal history, it may be more important to effectively predict one versus the other. Thus, performance across all the test sets can be relevant.
Baseline Forecasting Methods
To compare the performance of our proposed approaches to existing methods, we consider the following shallow and deep architectures.
• Baseline: Linear Extrapolation. This baseline simply uses the most recent 30 minutes of data to extrapolate 30 minutes into the future. We chose to use the most recent 30 minutes (as opposed to a longer history) based on performance on the validation set. We include this naive baseline to give the reader a sense for how challenging the task is. It also provides an interesting comparison to the performance of the 1 st degree PolyMO and PolySeqMO models, as they have identical output capacity.
• Baseline: Random Forest (RF). Simple but effective, the RF algorithm has been successfully used in glucose forecasting [21] . A robust ensemble method, it can be parallelized for rapid training and prediction. Applied to the task of predicting hypoglycemic events, Sudharsan et al. achieved results competitive with state-of-the-art. We experimented with two random forest baselines: i) a random forest trained to predict one time step into the future, used to recursively generated the multi-output prediction, and ii) a true multi-output random forest.
• Recursive RNN. As our next baseline, we consider a recurrent neural network (RNN) which makes multi-step predictions using the recursive approach outlined in Figure 1 .
RNNs have recently been shown to achieve state-of-the-art results in glucose forecasting [15] . Our RNN uses two layers of GRU cells regularized via early stopping on a validation set and weight decay. While we are interested in minimizing the APE of our forecasts, we do not use APE as our loss function. Instead, as discussed in Section 3.5, our network outputs a probability mass function over a discretized set of glucose values, thus we use a cross-entropy loss.
Implementation Details
We implemented all deep learning models using PyTorch. We learned the model parameters using stochastic gradient descent with an ADAM optimizer [12] . We implemented the RF baseline using Scikit Learn [19] . All of our models have a number of hyperparameters. To ensure fair comparison between methods, we set hyperparameters by optimizing performance on the training and validation data. Our hyperparameter search space for the deep architectures included model depth, recurrent layer size, initial learning rate, and input normalization. For the RF, we tuned the number of trees and size of input.
Values reported for the RF forecaster were obtained using 100 estimators with a 10-sample input size. The remaining hyperparameters used the default Scikit Learn values. The deep architectures were found to have performance robust to hyperparameter selection. All results reported were obtained using two recurrent layers of 512 GRU hidden units. Output channels were implemented as fully connected layers with softmax activations. Training was run until performance on a separate validation set failed to increase for 50 epochs. A weight decay value of 10 −5 was used for all models. All remaining model details, such as the initialization procedure and the initial learning rate for ADAM, used the PyTorch default values.
To train our PolyMO model, we tested a variety of different polynomial degrees. On the training data, we observed that blood glucose values over a 30-minute window can be well approximated with something as simple as a 1 st degree polynomial (n = 1). On average, a linear approximation of the output window incurred a reasonably small reconstruction loss. The first degree polynomial struck a good balance between performance and capacity. On the validation data, we investigated the performance of the PolyMO model using different degrees, and found the 1 st degree performed best.
We found the best fit 1 st degree polynomials over all length six prediction windows in the training set and used the maximum and minimum values for each coefficient as the range for our categorical output prediction, except for the bias term which we limited between 40-400 to mirror the glucose monitor output limitations. Outputs were quantized into 361 equal bins both when predicting glucose and for each polynomial coefficient. This number was chosen to give the real-value network the capacity to predict any recorded value of blood glucose, as most continuous glucose monitors have integer resolution. All source code for this project is available online 1 .
RESULTS & DISCUSSION
In total, we tested eight distinct forecasting systems: 1) Linear Extrapolation, 2) a recursive RF (RF: Rec), 3) a multi-output RF (RF: MO), 4) a recursive RNN (Recursive), 5) a multi-output RNN (DeepMO), 6) a sequential multi-output RNN (SeqMO), 7) a polynomial multi-output RNN (PolyMO), and 8) a sequential polynomial multi-output RNN (PolySeqMO). Table 1 presents the forecasting model performance, in terms of APE over the prediction window in the held-out test data. We noted the error distribution was non-normal, so we report the median APE and the 2.5 th − 97.5 th percentile errors. That said, all observed trends hold when instead considering the mean APE, with the exception that SeqMO outperforms PolySeqMO on the Event and Hypo subtasks (12.63 vs. 12.79 and 16.60 vs. 17.04 respectively). These results illustrate the strengths (and weaknesses) of the proposed forecasting systems applied to the task of predicting blood glucose. We discuss the implications of these results in the sections that follow.
Deep vs. Shallow.
While RF: MO achieves good performance on the full test set, it does worse than our three improved deep multi-output methods. Moreover, it underperforms the deep approaches on the event subset. This is due mainly to very poor performance on hypoglycemic predictions. These results suggest that, compared to shallow models, deep models can more accurately learn the underlying dynamics of the glucoregulatory system from raw data. Still, we note that RF is a competitive forecaster, in line with previous work [21] . In particular, it achieves lower APE on the hyperglycemic test set than all models except the PolySeqMO Ensemble.
Multi-Output vs. Recursive.
We observe that among both deep (DeepMO vs. Recursive: 5.01 vs. 5.31) and shallow approaches (RF: MO vs. Rec: 5.18 vs. 8.00), multi-output forecasting offers significant advantages over recursive forecasting. We also observe that all deep multi-output models improve on the Recursive model in the hypoglycemic task (12.05-12.91 vs. 13.34).
We highlight these differences further in Figure 7 . We plot the average performance at each of the six time points within the 30-minute prediction window. The difference in the approaches is amplified as we predict further out. At the first place in the prediction window, corresponding to predicting x t +1 , the recursive approach outperforms most other approaches. As the target moves further in the future, we observe two trends. First, the problem becomes more difficult for all approaches (i.e., MO Error increases). This makes sense, as it is inherently more difficult to predict events further in the future. Second, the relative performance of the Recursive forecaster degrades with respect to the multi-output approaches. By the final step, the recursive model is far and away the worst predictor (8.38 vs. 7.51-7.74).
Adding Sequential Dependencies
Examining the difference in performance between the DeepMO and SeqMO models, we note the autoregressive connections improve performance across every subset of the data (4.91 vs. 5.01 on the full test set). While the multi-output approach under-performs the deep recursive forecaster on the hyperglycemic task, once we add the sequential decoding, the resulting model beats the recursive forecaster on every task. This indicates that, while multi-output forecasting represents a step in the right direction, it is important to consider sequential dependencies between outputs. Figure 8 : We examine the single output error across a range of different model types, determined using an exponential loss weighting. We derive the proportion of weight allocated to the final output (which represents the evaluation target). Surprisingly, we observe that a multi-output loss improves single-output performance, suggesting that it is helpful to model forecast trajectories even when you only care about the final value.
Predicting Underlying Function vs. Values.
In our investigation of PolyMO, we began by looking at the performance attained using a range of polynomial function classes. We looked at four different degree settings for the best-fit polynomial we predict (0-3 degree polynomials). We found the degree 1 model achieved the best performance on the validation set (4.87 vs. next best 5.14). While higher degree polynomials allow for strictly better approximations of prediction windows, they also allow for more variation in output. Moreover, minor errors in high-degree coefficients rapidly compound to large errors.
Focusing on the 1 st degree PolyMO, we see it is advantageous to rephrase the value forecasting problem as a function forecasting one. In particular, we find that PolyMO beats DeepMO on every task. Moreover, we find that the improvements from function forecasting are complimentary to those achieved by accounting for sequential output dependencies. By combining the SeqMO output decoder with the PolyMO function forecasting, resulting in PolySeqMO, we achieve better performance than all other non-ensemble models in every task under consideration. The fact that PolySeqMO does well across all subsets of the data suggests that it encodes a more accurate and complete view of the underlying dynamics of the glucoregulatory system. Both PolyMO and PolySeqMO focus entirely on modeling value trajectories as opposed to the values themselves. Given that we are evaluating using a multi-output metric, this built-in assumption may appear to drive the boost in performance. However, upon inspecting the performance of the Linear Extrapolation baseline, we conclude that this is not the case. Degree 1 PolyMO and PolySeqMO are equivalent in output capacity to the Linear Extrapolation baseline, and both inherently emphasize trajectories. However, the Linear Extrapolation does far worse. PolySeqMO significantly reduces the error of the Linear Extrapolation approach on the full dataset (4.87 vs. 6.48). This demonstrates that the value of PolySeqMO is its ability to predict the future, not its assumption of linear trajectories. However, the fact that all models improve performance under polynomial smoothing suggests there is some value in the trajectory assumption.
Ensembling
While PolySeqMO is the best individual model in every task, it under-performs RF: MO on hyperglycemic prediction (8.31 vs. 8.20) . While this could be due to the fact that RF: MO is simply better suited to that task, it could also be a result of the general improvements observed when ensembling different model performances. To test this effect, we trained 10 PolySeqMO models on the same training set, varying only the random seed for initialization and training batch ordering. We then averaged the results of each models prediction on the test set by taking the mean.
We found that even this simple ensembling scheme with few models (relative to the 100 model ensemble used in RF: MO) leads to a sizeable increase in performance across all tasks. In particular, we find the PolySeqMO ensemble outperforms RF: MO on the hyperglycemic prediction task(8.13 vs. 8.20).
Multi-output vs. Direct Forecasting
There are many forecasting problems in which an accurate singleoutput forecast may suffice. In such cases, it is common to use a direct forecaster [22] , where one directly estimates p(x t +h |x 0:t ). In a follow-up analysis, we demonstrate that even in cases where only a single output is desired, it can be beneficial to consider a multi-output forecasting framework.
To demonstrate this, we begin by introducing a method to transition from multi-output to direct forecasting, focusing on SeqMO. This model operates by predicting multiple values at each time step. The training loss is the average across each of the six time steps in the prediction window. A direct forecaster, aiming to make a single prediction at the final time step, can be approximated by zeroing out all losses except those incurred at the final step. This focuses the full capacity of the network on predicting the final value. We can flexibly transition between direct and multi-output forecasting by manipulating the per-step loss weighting, transitioning from a one-hot vector on the final output (direct) to a uniform allocation of weight across the window (multi-output). We encapsulate this transition in a single hyperparameter, 0 ≤ b w ≤ 1, or the base for the per-step loss weight. For each step i in a prediction window of length h, we set the loss weight w l,i = In Figure 8 we show the single output performance (predicting 30 minutes into the future) of SeqMO with different settings of b w . We observe that modeling the full trajectory does not worsen performance, and in fact appears to slightly improve it (MO 7.67 vs. Direct 7.61). Interestingly, we found that best single-output performance was achieved using an intermediate value for b w (7.58 with b w = 0.5). Mixing multi-output and direct forecasting strategies could be a promising direction for improving singleoutput forecasting performance.
CONCLUSIONS
In this work, we investigated methods for deep multi-output blood glucose forecasting. We demonstrated the importance of balancing autoregressive behavior and sequential error accumulation, and provided a forecasting model, SeqMO, that accomplishes this. We developed the idea of function forecasting, and introduced novel forecasting methods PolyMO and PolySeqMO. We compared our proposed approaches to both shallow and deep baselines. Applied to the challenging task of predicting blood glucose, we demonstrated that: 1) multi-output methods outperform recursive alternatives, 2) modeling underlying dependencies among outputs using explicit connections and function forecasting leads to better performance, and 3) the proposed approaches are complementary, and combining them significantly improves performance. Additionally, we demonstrated that multi-output forecasting improves performance, even on a single-output task.
These experimental results suggest a multi-output approach can effectively capture the underlying dynamics of the glucoregulatory system. While we focus on blood glucose, forecasting real valued signals is a problem with applications across a number of different domains including speech processing, weather prediction, and medicine [6, 7, 17] . Our proposed methods are generally applicable to any forecasting problem requiring multi-step predictions.
