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Resumo 
:\este trabalho vamos mostrar um resultado de estabilidade fraca para o sistema de 
Vlasov-"viaxwell. Para isto precisaremos de compacidade para as médias em velocidade da 
função, que vem de regularidade das médias em velocidade, e de um resultado, devido à 
Dunford, Pettis e Vallée-Poussin, que trata de convergência fraca em L1 e integrabilidade 
uniforme, que também serão apresentados aqui. 
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Abstract 
In this \vork we will show a result of weak stability for the Vlasov-Maxwell system. 
For the study of this result we will need compactness for the velocity averages of density 
together with a result dueto Dunford, Pettis and Vallée-Poussin, about weak convergence 
in L 1 and in uniform integrability. These will also be presented. 
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Capítulo 1 
Introdução 
Um Plasma é um gás completamente ionizado, isto é, ele é formado pela presença de 
duas espécies de partículas: elétrons, com carga -e, e íons positivos, com carga ze ( z E 
JN). As principais afirmações sobre plasma são que ele está em alta temperatura, é de 
baixa densidade e as colisões entre partículas não tem importância. 
O sistema de equações de Vlasov-Maxwell (VM) é dado por: 
onde 
f,+ Ç · Vxf +(E+ E, x B) · Vç! =O 
E,- v X B = -j' 
B, +v X E= o' 
V·E=p 
V·B=O, 
j = r E,! dE, e p = r f dE, em (0, oo) x IRa. Jra3 ./ra3 
(1.1) 
(1.2) 
(1.3) 
(1.4) 
Este sistema é usado para descrever um plasma, cuja dinâmica tem natureza ele-
tromagnética. Para noções sobre esta modelagem ver [9] pag.2-4. No sistema acima a 
incógnita f ( t, x, E,) representa a densidade( massa/volume) de partículas do plasma, E( t, x) 
é o campo elétrico, B(t, x) é o campo magnético, j(t, x) é a densidade de fluxo e p(t, x) 
é a densidade de carga do plasma. A equação (1.1) é a equação de Vlasov e as equações 
(1.2) e (1.3) compõem o sistema de Maxwell. 
O sistema não linear de VM fornece uma descrição estatística do plasma em termos 
de sua densidade f, em função do tempo tE (0, oo), posição x E IR3 e velocidade E, E lR3 . 
A equação ( 1.1) é uma equação de transporte e dela deduz-se que f é constante ao longo 
das trajetórias de partículas, dadas pelas soluções do sistema de EDOs 
X·_ç C=F.. 
- "'' t, 
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onde 
F=E+Çx E. 
O sistema de VM possui um sistema hiperbólico linear subjacente. Para ver isto derivamos 
a equação (1.3) em relação a t, obtendo: 
à 
E" + àt (v x E) = o, 
ou seJa, 
Ett +v X E, = O. 
Csando (1.2) temos: 
Eu + v x (v x B - J) = o. 
Assim, 
Eu + v x (v x B) = v x J. 
Lembremos a identidade vetorial: 
V x (V x E) = -/:;.E+ V(V ·E). 
Usando esta identidade escreveremos finalmente 
E,,- !:;.E = v x J- v(v. E) =v x J, 
visto que V· E= O. Esta é uma equação da onda não-homogênea para E, e portanto E 
satisfaz uma equação hiperbólica. 
Derivando (1.2) em relação ate procedendo analogamente obtemos uma equação da 
onda não-homogênea para o campo elétrico: 
à. 
Eu - /:;.E = -V p- àtJ (equação hiperbólica para E). 
É fácil ver que F_ E+ Ç x E tem divergente nulo com respeito a Ç: 
divç(E + Ç x E) = divçE + divç(Ç x E) =O. 
Segue-se que (E+ Ç x E) ·V d pode ser visto como uma derivada exata, isto é, 
(E+Ç x E)· Vç/ = divç[(E+Ç x E)f]. 
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Assim, a equação (1.1) pode ser reescrita corno urna equação de transporte por fluxo de 
divergente-livre 
~~ + divx,Ç(fu) = O, 
em termos do campo de divergente-livre 
De fato, 
Logo, 
~~ + divx,ç(Jfl) = ~~ + Yx,r;J ·iH fdivx,çfl = ~~ + Yx,d ·(~,E+~ X B) 
Elf 
- àt +~·\Jxf+(E+~xB)'Vçf=O. 
(1..5) 
O campo ií é determinado por f através da solução do sistema não homogêneo de Maxwell, 
equações (1.2) e (1.3). 
Agora, devido à forma divergente para o sistema de VM, podemos definir solução 
fraca para o sistema de VM: 
Definição 1.1 : Dizemos que (f, E, B) é uma solução fraca para o sistema de VM se: 
roo 11 [cptf + 'llx'P · Çj + VçSD ·(E+ E, x B)f) dE,dxdt =O, lo IR3 IR3 
('"' 1 [SDtE- (v x cp)B] dxdt =- roo r j:pdxdt, V :p E IJ ((0, x) x JR3); Jo IR3 Jo JJRJ 
("" r ('V · cp )E dxdt = roo r pcp dxdt V :p E IJ ( (0, oo) x JR3) ; lo IrR3 lo .JJR3 
1cc r [cp1B-('Vx9)Eldxdt=O, V9EIJ((O,x)xlR3); o JJR3 
{'X) r (v· cp)B dxdt = 0 V :p E IJ ((0, oc) x JR3). lo JJR3 
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Veremos que a principal dificuldade matemática é a análise do termo não linear 
(EH X B)f. 
A estratégia utilizada para se obter existência de solução fraca é o estudo de esta-
bilidade de seqüências de soluções fracas aproximadas, que é o objetivo principal desta 
dissertação. A existência de soluções fracas aproximadas (r, En, Bn) para o sistema 
de VM como um problema de valor inicial, pode ser encontrado em [llj. A seqüência 
(Jn, En, Bn) de soluções fracas do sistema de VM satisfaz as seguintes estimativas: 
f f (rjE,i 2 + (r)2 ) dxdE, +f (]Enl 2 + 1Bnl2 ) dx :S: c, 
onde c é uma constante independente de n. Estas estimativas são naturais para o sistema, 
pois são satisfeitas por soluções exatas suaves com decaimento suficiente no infinito. Ve-
rifiquemos isto: Seja (f, E, B) solução exata suave com decaimento no infinito para f, 
multiplicando (1.1) por IE,] 2 e integrando com relação a (x,Ç) em JR.3 x IR\ obtemos 
:t f f IE,i 2 f dxdE,- 2 f f E· j dx, 
logo 
Multiplicando (1.2) por E e (1.3) por B e integrando em x em JR.3 , obtemos 
f E· E 1 dx- f E· (v x B) dx = -f E· j dx 
f B · Bt dx + f B · (v x E) dx = O, 
como f E· (v x B) dx =f B ·(v x E) dx, 
(1.6) 
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temos 
Assim, 
:t j (IEI 2 + [B[2) dx = -2 j E· j dx. (1.7) 
Somando (1.6) e (1.7) obtemos, 
Portanto, j j [1;[ 2 f dxdÇ + j (IEI 2 + IBn dx = cte. (1.8) 
Agora, multiplicando (1.1) por f e integrando em (x, y), obtemos 
o =f f f f, dxdf; + ll f\1 x,i;. (fu) dxdÇ = 
1 d li 2 -- f dxdf;. 2 dt 
Logo j j P dxdÇ = cte. (1.9) 
Portanto, de (1.8) e (1.9) temos, 
como queríamos. Assim temos que a seqüência de campos (fn, En, Bn) é uniformemente 
limitada no espaço de Hilbert L 2 segue do Teorema de Banach-Alaoglu, veja [15], que 
podemos extrair uma subseqüência que converge fracamente: 
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:'\o entanto, devido à não linearidade ser quadrática, esta convergência não é suficiente 
para garantir continuidade sobre o termo não linear, isto é, a igualdade das quantidades 
A possibilidade que essas duas quantidades possam não coincidir segue de várias obs-
truções para continuidade fraca, tais como a persistência de oscilações e o desenvolvi-
mento de concentrações no limite. Para ilustrar estes fenômenos consideremos as seguintes 
seqüências: 
Afirmação: r= gn __,.O em L2([-1, 1]). 
Demonstração da Afirmação: Como C,:"([-1, 1]) é denso em L2 ([-l, 1]), 
seja cp E U( l, 1]) n C,:"([-1, 1]). Asssim temos, 
11 vn X -MJ(x)cp(x)dx = -1 1~ 11 (Y\ , vn _l cp(x)dx = vn _1 'P :;;,) *dy 
n 
- _1 11 'P (Y-) dy. Vn -1 n 
Quando n--+ cc, cp (~) --+ ;o(O) qtp em [-1, 1], veja definição de convergência 
qtp na página 15. Ainda, 
Pelo Teorema da Convergência Dominada, veja [16], temos que: 
an 
e assim Vn --+ O. Assim concluimos a demonstração da Afirmação. 
Observemos agora que 
Seja cp E L2 ([-L 1]) n C,:"( 1, 1]), então 
(r· gn, cp) = n 11 X:-~.~ (x)cp(x)dx = an--+ 2cp(O). 
-1 
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Assim fn · gn não converge fraco para O em L 2 ([-1, 1]). Este foi um exemplo do 
desenvolvimento de concentrações no limite, onde duas seqüências de funções con-
vergem fraco em L 2 para O, porém o produto delas não converge para O, produto 
dos limites . 
.. r(x) = gn(x) = sen(nx), v X E JR. Pelo Lema de Riemann-Lebesgue, veja [7], 
temos que l: r(x)rp(x)dx---+ o. 
Vrp E L1 ([-17,r.]) (em particular Vrp E Cze'([-r.,n])). 
Suponhamos por absurdo que fn · gn converge fraco para O em L2 ([-17, n]), isto é, 
Seja 'P E Cze'([-1T,r.]). Temos que: 
11" sen2 (n (x + !!___ )) rp(x)dxj :S: c _" 2n 1 
Logo, hn(x) =(r· gn) ( n (x +~))converge fraco para O em L2([-r.,1r]). Mas, 
1 = sen2 (nx) + cos2 (nx) = sen2 (nx) + sen2 ( n (x +;~))=r. gn(x) + hn(x), 
assim 1 converge fraco para O em U([-1T, 1r]), o que é absurdo. 
Portanto r· gn não converge fraco para O em L2 ([-n,r.]). Este foi um exemplo 
de persistência de oscilações no limite, onde duas seqüências de funções convergem 
fraco em L2 para O, porém o produto delas não converge para O, produto dos limites. 
Nós iremos mostrar que (f, E, B) é uma solução global do sistema de VM, apesar 
das dificuldades em mostrar que 
lim (En +E, x Bn)r =(E+ E, x E) f, 
n--too 
onde o limite é tomado no sentido das distribuições. Esse tipo de continuidade, na to-
pologia fraca, para (En +E, x Bn)r é uma conseqüência de um ganho de regularidade 
em médias de velocidade com eliminação de alguns (mas não todos) defeitos na seqüência 
(r,P,Bn). 
13 
A principal ferramenta na resolução dessa passagem ao limite, consiste de um novo 
resultado de regularidade para soluções da equação de transporte linear com dados iniciais 
num espaço de Sobolev negativo, que apresentaremos no capítulo 3. Para o problema 
linear 
onde {g E L 2 (lR x lR3 x lR3), mostraremos que, se w é uma função suave de suporte 
compacto, então a média em velocidade ganha t de derivada, isto é: 
f f(t, x, Ç)'lj!(Ç)dÇ E H~ (lR x IRa). 
A melhoria crucial aqui é o ganho de uma derivada fracionária para a média. 
lisando esse resultado de regularidade, a dificuldade associada com a passagem ao 
limite pode ser resolvida observando-se que as variáveis básicas do problema de VM são 
E, B e f f'lj!dç. Essa observação, juntamente com o ganho de regularidade nas médias em 
velocidade conduzem aos resultados de existência e estabilidade. 
O texto central usado para o desenvolvimento desta tese de mestrado foi o artigo do 
DiPerna e Lions [4]. O livro do Glassey [9] também foi fundamental para o desenvolvi-
mento do estudo de regularidade das médias em velocidade e o estudo de estabilidade. 
Este trabalho está organizado da seguinte maneira: 
(a) No capítulo 2 estudaremos o conceito de integrabilidade uniforme. Estaremos princi-
palmente interessados no Teorema de Dunford-Pettis-Vallée-Poussin, cujo resultado 
é uma caracterização dos conjuntos fracamente compactos em L1 em termos de 
integrabilidade uniforme; 
(b) No capítulo 3 trataremos de reguralidade de Médias em Velocidade para a equação 
de transporte linear; 
(c) :\o capítulo 4 apresentaremos o resultado de estabilidade fraca para o sistema de VM. 
Capítulo 2 
Integrabilidade Uniforme 
Começaremos definindo um conjunto de funções uniformemente integráveis. No que 
segue denotaremos por (11, p, J.L) um espaço de medida positiva, onde 11 é um aberto. 
Definição 2.1 : Um subconjunto r de Ll(0) é dito uniformemente integrável (u.i.) se, 
dado E >O, existir ó = ó(c:) > O tal que, se E E p e Jl(E) :S ó, então 
fe lf(x)ldJlSE, VfEf. 
Neste capítulo, estaremos interessados num resultado que relaciona integrabilidade 
uniforme e convergência fraca em U. Este resultado, devido à Dunford,Pettis e Vallée-
Poussin, será discutido no final deste capítulo. 
Abaixo segue um lema que caracteriza todos os subconjuntos finitos de L1 (11) como 
uniformemente integrável. Isto mostra que há muitos conjuntos u.i. em L 1 (11). 
Lema 2.2 : Todo subconjunto finito U de U(11) é u.i .. 
Demonstração: Suponhamos primeiro que U contém um único elemento f E U(11). 
Assim, da continuidade da integral segue-se que, dado c:> O, existe ó = ó(E) >O tal que, 
se E E p e J.L(E) :S ó, então 
veja [14]. Portanto, U = {f} é u.i .. 
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Agora, suponhamos que u contenha n 2: 1 elementos, isto é, u = {jl' F' ... ' r} c 
Ll(dp,). Como cada f', i= 1, 2, ... , n, é u.i., dado E > O existe Ó; = 5;(r) >O tal que 
j~ I f' I dJ.L < E se E E (0 e J.L(E) :'S: Ó;. 
Escolha 50 = mín{ó1, ... , 5n}. Assim, se E E 9 e J.L(E)::; 50 
então tA E) ::; 5;, i = 1, ... , n, logo conclui-se que 
Portanto, 
sup fjpjdp<E sep(E):S:oo. 
l:S;i:Sn J E 
'! · P {fl fn} • · ,, ostramos ass1m que u = , ... , e u.1.. 111 
Lembremos algumas noções de convergência. Seja {r}n2:l uma seqüência de funções. 
• Dizemos que r converge em quase todo ponto em fi para f (r qtp f), se existe 
A E 9 tal que J.L(A) = O e r converge pontualmente para f em fi - A; 
• Dizemos que fn converge quase uniformemente em fi para f(r ~ f), se para 
cada 5 > O, existir EJ E 9 com J.L(EJ) < 6, tal que r converge uniformemente para 
f em fi- E5; 
• Dizemos que r converge em medida para f (r~ f), se 
J.L({x E fi; lr(x)- f(x)l >a}) converge para zero, para todo a> O. 
O Teorema de Egoroff relaciona esses modos de convergência com a convergência em 
quase todo ponto ( qtp): 
Teorema (Egoroff }: Suponhamos que J.1 seja uma medida finita e r converge em quase 
todo ponto em fi para f. Então r converge quase uniformemente e em medida para f. 
Observação: Para demonstração deste teorema ver [3]. 
Proposição 2.3 : Seja J.1 uma medida finita e {r}n2:l um subconjunto u.i. de L1 (dJ.L). 
Suponhamos que r converge em medida para uma função f e sup r Ir ldJ.L < oo. Então 
n Jn f é integrável e 
li,;_n f :r- fidJ.L =o. 
16 Integrabilidade Uniforme 
Demonstração: Primeiro vamos mostrar que f é integrável. Por hipótese r ~ f, 
logo existe {fnk }k~ 1 subseqüência de {r}n~1 , tal que rk qtp f, veja [3]. Assim, da 
continuidade do módulo, temos que [fi= lif_l,~flr'[. 
l'sando o Lema de Fatou, veja [3], temos que 
jlfldfl= 
< sup /Ir I df1 < 00. 
n . 
Portanto f é integrável, como queríamos. 
:'\otemos que {(r - f)}n~ 1 é u.i .. De fato, dado E > O, como {r}n~ 1 é u.i. por 
hipótese e f é u.i. pelo Lema 2.2, logo existem Õ1 = 51 (s) > O e o2 = o2 (E) > O tais que, 
e 
Tomando i5 
E 
< 6 , V E E 9 tal que 11(E) :S 61 
l 'd <E [/. 11 - 6' . E V E E p tal que 11(E) < 62 . 
para todo n E IN e todo E E p com 11(E) <o. Portanto {(r- f) }n~l é u.i .. 
Agora, como r ~f, então existe no= no( o) E IN tal que 
11 (1r- fl > 311~0)) < o se n 2': no. Assim, se n 2 n 0 temos 
1r- fi d11 
?v!ostramos aqui que dado E > O, existe n 0 = no (E) E IN tal que 
li r -.fi dfl < E, se n 2 n0 . • 
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Teorema 2.4 (Vitali): Seja J1 uma medida finita, {r}n>l uma seqüência de funções 
u.i .. Suponhamos que r converge qtp para uma função f -e sup j1rld11 < oo. Então 
n n 
f E U(d11) e 
lim r Ir- fi djl =o 
n-+oo Jn 
Observação: Este resultado é conseqüência direta do Teorema de Egoroff e da Proposição 
2.3 ... 
A seguir veremos, através de um exemplo, que a hipótese da medida J1 ser finita é 
fundamental no Teorema de Vitali. Em particular, o Teorema de Vitali não vale em lR 
com a medida de Lebesgue. 
Exemplo 2.5 : Seja 11 a medida de Lebesgue sobre ( -oo, oo) e seja r = XJn,n+lJ. 
Assim temos: 
- Dado c > O, tome o= é. Assim, se E é um boreliano e lEI <o, então 
r lrldx = r X[n,n+l]dX = r dx = IE n [n, n + 1]1 :S lEI< o= é, J E J E J E:i[n,n+l] 
para todo n E IN. 
Portanto {r}n::-:1 é u.i.; 
- Dados E > O ex E ( -oo, oo), tome n 0 > x. Assim x rf. [n0 , n0+1] e portanto x rf. [n, n+1] 
se n 2': n0 , logo 
lr(x)] = IX[n,n+!J(x)] =O< é, se n 2': no. 
Portanto r(x)-+ f(x) =O, Vx E (-oo,oo). 
Obtivemos até aqui: 
e r(x) -+ f(x) lf X. 
Entretanto, li~ 1: Ir- fldx > O. De fato, 
j cc ;·oo lim ir- fldx = lim X!n,n+l]dx = lim 1 = 1 > O. n n , n 
-oc -oo 
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A seguir, discutiremos um lema que será usado na demonstração da próxima pro-
posição. 
Lema 2.6 : Se {tn}n:::l é uma seqüência de funções contínuas num espaço métrico com-
pleto X, tal que tn converge pontualmente para f em X, então dado ê >O, existem um 
aberto U =J 0 de X e um natural N = N(ê) tal que, ltn(x)- f(x)l :Sê para todo x EU 
e todo n 2:: N. 
Demonstração: Dado E:> O, seja Av= {x E X; ir(x)- fm(x)i::; E se m,n 2:: N}. É 
00 
óbvio que U AN Ç X. Como {tn} é urna seqüência de funções contínuas, AN é fechado, 
.N=l 
para todo n E JN. 
Agora seja x E X. Como tn(x)-+ f(x) então {r(x)}n:;:1 é seqüência de Cauchy, ou 
seja, existe No = No(x, E) E N tal que lr(x)- f(x)l <E, sem, n 2:: No, logo x E Av0 , e 
= 
assim X Ç U AN . 
. tV=l 
Portanto, X = U AN. Como .4N é fechado para todo N E IN", pelo Teorema de 
N=l 
o 
Baire, existe N, E IN" tal que AN,=J 0, veja [13] pag.l92. Ainda, lr(x)- fm(x)l <c se 
x E AN, e n,m 2:: N1 , logo {r}n:::1 é uniformemente de Cauchy em AN, que é fechado 
em X. Como X é completo, AN, também é completo. Portanto {tn}n::: 1 é uniformemente 
convergente em AN,· Seja f(x) = limr(x), \lx E AN,· Assim, existe N = N(c) E r,;, 
n 
tal que lr(x)- f(x)l <E: se n 2:: N, \lx E A.N,· 
Mostramos que, dado E > O, existe U =.4.N,=J 0 em X e N = N(c) E IN", tal que 
lr(x)- f(x)j :SE, 1-!x EU e n:::: N 1. " 
A seguir veremos uma recíproca do Teorema de Vitali. 
Proposição 2.7 : Suponhamos que I" seja uma medida finita, f E Ll(ít), {tn}n>l C 
L'(íl), tn(x)-+ f(x) qtp e 
lim r rdt" = r fdJ", li E E p. Então temos {tn}n>l u.i .. n~cc }E Je ~ 
Demonstração: Como f E L1 (ít) então f é u.i.. Logo, basta mostrarmos que 
9n = {r- f}n?:l é u.i., pois se isto acontecer, dado c > O, existem 51 ,52 > O tais 
que, 
e 
L !gnldfL < ~' \f E E g:>; fL(E) :::; c\2, 
assim tomando S = min{ 61, o2} temos 
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Mostremos então que gn é u.i .. Temos gn(x)-+ O qtp e lim f_ gndfL =O, \f E E p. 
n--+oo} E 
Dado ê > O, para A e B em p definamos 
p(A, B) :=fiXA- XsidfL = !L(A!':,B), 
onde a diferença simétrica A!':,B é dada por 
At::,B = (A.- B) u (B- A.). 
:\ote que (p, p) é um espaço métrico completo. De fato, a demonstração que pé uma 
métrica sai das propriedades da integral. Agora verifiquemos que (p, p) é completo: Seja 
{A.n}n>l uma seqüência de Cauchy em (p, p), é fácil ver que {XAn }n21 é Cauchy em 
L 1(dfL). Como L 1 (d!L) é completo, existe f E L 1 (d!L) tal que 
(2.1) 
Precisamos mostrar que existe A E p, tal que f = XA qtp. Suponhamos por absurdo que 
não existe A E p tal que f XA qtp. Isto implica que existe c > O tal que 
Jl({x; f(x) > 1 +E})> O ou Jl({x;e: < f(x) < 1- s}) >O, 
assim temos f IXAn- fld!L > EfL( {x; f(x) > 1 +E}) 
ou f IXAn- fidfl > cfL({x;e: < f(x) < 1- c}), 
isto contraria 2.1. Portanto existe A E p tal que f = XA qtp. Assim concluímos que 
(p, p) é completo. 
Para cada n E lN definamos a medida Àn(E) =L gndfL. Então Àn é uma aplicação 
contínua sobre (p, p). De fato, Àn « !L (À é absolutamente contínua com relação a fL), 
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isto é, dados> O, existe o= o(s) > O tal que, Àn(E) <c, V E E tJ com p(E) <o. Seja 
{Ek}k~ 1 c S:J tal que Ek--+ E em (p, p), isto é, existe k0 = k0 (o) E IN tal que, 
p(Ek, E)= I IXEk- XE[dp = p(El:c.Ek) < 5, 
se k 2: k0 • Assim, 
l.\n(Ek)- Àn(E)I = llf gndp- r 9ndJ.ll::; I IXEk- XE!gndp 
Ek }E I 
se k 2: k0 . Concluímos a continuidade de Àn sobre (p, p) como afirmamos acima. 
Temos ainda que Àn(E) = h gndp -4 O, e assim pelo Lema anterior, dado c > O, 
existem B(E0 , 5), aberto em (p, p), e N E lN tal que, 11 gndp[ < ~ se n > N e 
' E I 
p(E, E0 ) < 5. 
e 
Tomemos A E p com p(A) <o, façamos B = E0 - A e C= E0 u A, então: 
p(B, E0 ) = f.l((B- Eo) u (Eo- B)) p((Eo- A)- E0 ) u (E0 - (Eo- A))) 
- p(0 u (Eo nA))= f.l(Eo nA)::; f.l(A) < 5; 
p(C, Eo) = f.l((C- Eo) U (Eo- C))= p(((Eo U A)- Eo) U (Eo- (Eo u A))) 
- p((A- Eo) U 0) = f.l(A- E0 )::; p(A) <o. 
Portanto, ll gndpl < ~ 
ll gndpl < ~' 
se n 2: N. Observemos que 
e que 
1, X E c- B 
-1, xEB-C 
O. x E (C n B) U (CU B)c 
C-B A; 
B-C - 0; 
(CnB)u(CuB)c N. 
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Conseqüentemente, 
(xc- xs)(x) = { 1, X E A = XA(x). 
O, X E Ac 
Finalmente, concluimos que 
< 
Mostramos que dado E> o, existe o= o( c) >o tal que, ll gndvl <é, se v( A) <o, 
isto é, {gn }n>l é u.i.. 111 
Na observação seguinte, veremos que a recíproca do Teorema de Vitali falha se a 
medida fi não for finita, em particular, em IR com a medida de Lebesgue. 
Observação 2.8 : Uma seqüência {r}n>l c L1(-x,oo) tal que r(x) -+O, \:lx e r: rdx-+ o, não implica {f"}n~l ser u.~ .. 
De fato, seja 
o, x>l 
- n 
X c:: (0.1.1 
'- , , nJ 
r(x) = O, x=O , \:/nEIN. 
x E 1-l,O) 
, n 
x:S l n 
1- É fácil ver que {fn}n>l C V(-oo, oo); 
2- r (x) -+ 0 \;/ x E IR. Pois para x E ( -oo, oo) temos: 
(a) Se x =O, então ir(x)l =O, \:In E IN; 
(b) Se x < O, então existe n 0 E lN tal que 
n 2: no, logo lr(x)l =O, se n 2: no; 
1 I . 
- < xj-
no 
-x, daí x < 1 1 < --. se 
n' 
(c) Se x > O, então existe no E IN tal que, x > 2_ >]:_'se n 2: n 0 , logo ir(x)l =O, se 
no n 
n 2: no. 
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3-I: r(x)dx-+ o. De fato, 
1 1 
- 2 - 1 - 2 + 1 = o, 'in. 
Agora verifiquemos que {r}n;::1 não é u.i .. Escolha é= ~ e observe que para todo 1 E (' 1) . , 1 r -/j > O. existem no > -:c e 'ó = O.- com IE•! = - > u e 
· 6 · n · '• n5 
1 ? 2 ' l 1 1;;:: ncx I"' 1 1 !r'idx = ' ( -n~x + n 5 )dx = --0- + nsx'] = -- + 1 = 9, E, O 2 0 2 -
isto é, 
r ir'!dx;:::s. JE, 
Assim, {r}n;::l não é u.i. como queríamos. 
O resultado a seguir será essencial na demonstração do Teorema de Dunford-Pettis-
Vallée-Poussin. 
Teorema 2.9 (Vitali-Hahn-Saks): Seja {Àn}n;:: 1 uma seqüência de funções a valores es-
calares 11-contínua(Àn « 11 para cada n) e aditiva sobre 9· Se o limite limÃn(E) existir 
para cada E E S<J, então 
uniformemente em n. 
lim Àn(E) =O 
p.(E)_,O 
n 
Demonstração: Definindo p como na demonstração da Proposição 2.7 temos que Àn é 
contínua em (9, p). De fato, seja (Ek)'; 1 seqüência em 9 tal que Ek --+E E 9, isto é, 
dado 6 > O, existe k0 E N tal que 
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Como Àn é aditiva temos 
Assim 
Analogamente temos, 
Portanto 
Dado é> O, como Àn é 11-contínua, existe o= S(s) >O tal que 
Àn((Ek-E)U (E-Ek)) <=:se !-L((Ek-E)u(E-Ek)) <o. Portanto, existe 
k0 = k0 (5) = ko(E) E N tal que 
isto é, Àn ( Ek) ---t Àn (E). Assim Àn é contínua em (p, p), como queríamos. 
Agora vamos mostrar que lim Àn(E) = O uniformemente em n. Dado é > O, 
p.(E)-+0 
queremos encontrar 5 = o (é) > O tal que, Àn (E) < E, V E E 5" com Jl.( E) < 5, V n. 
Sejam 
e 
Fn,m ={E; E E p, l.\n(E)- >-m(E)I::; ~}, n,m = 1,2, ... 
FP = n Fn,m p = 1, 2, .... 
n,m?:..p 
Observe que ambos são fechados no espaço métrico completo (p, p), pois Àn é contínua em 
co 
(p, p). É claro que U FP C p. Agora seja E E p, como existe o limite lim.\n(E), então 
n 
p=l 
{.\n(E)}n2:l é seqüência de Cauchy, ou seja, existe q = q(c) E N tal que, ]Àn(E)-Àm(E)I < 
co 
~ se n, m 2: q, isto é, existe Fq, tal que E E Fq. Logo p C U Fp, portanto 
p=l 
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o 
Pelo Teorema de Baire, existe Po E E\, tal que Fpo# 0, assim existe r> O e E0 E p 
tal que, 
'i E E K = Bp(Eo, r). 
Escolha O < 5 < r tal que \Àn(E) I < ~' n = 1, 2, ... ,p0 , 'i E E go com Jl(E) < o, 
isto é possível pois À; « jl, i = 1, 2, ... ,po, ou seja, existe oi = 5i(ê) > o tal que 
jÀ;(E)I < ~' V E E p com f.L(E) < oi, i= 1, 2, ... , p0 , assim tomando o= min{ oh ... , Op0 }, 
temos \Àn(E)I < ~, 'i E E p com 11(E) < 6, n = 1, ... ,Po· Agora como !L(E) <o então 
os conjuntos E 0 U E, Eo- E estão ambos em K. De fato, 
p(Eo U E, Eo) = Jl(((Eo u E) - Ea) U (Eo- (Eo u E)))= Jl((E- Eo) u 0) 
- 11\E- Eo) < 11(E) < o < r; 
p((Eo- E), Eo) = !L(((Eo- E) - Eo) U (Eo- (Eo- E)))= !1(0 U (Eo n E)) 
11\Eo n E) < 11(E) < r5 < r. 
Assim, 
pois Àn é aditiva e Eo U E = EU (Eo E), então Àn(Eo U E) = Àn(E) + Àn(Eo -E) e 
como Àn(E) < x, 'i E E p, pois {Àn(E)}n>l é uma seqüência a valores escalares, então 
Àn(E) = Àn(Eo U E)- Àn(Eo- E). Portanto 
Mostramos assim, que dado ê > O, existe 5 = o(c) > O tal que, 
ÍÀn(E)I <é, V E E p com Jl(E) <o, 'in. .. 
Agora, faremos o principal teorema deste capítulo que nos dará uma relação entre 
integrabilidade uniforme e convergência fraca em V(O), com fJ Ç lRn tal que jnl < x. 
Teorema 2.10 (Dunford-Pettis-Vallée-Poussin(DPVP)): Seja {r}n"l C V(O). As se-
guintes afirmações são equivalentes: 
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(a) Existe {fn' h;:: r, subseqüência de {r}n>r, tal que r' converge fracamente em 
Lr(0.); 
(b) Dado é >O, existe !VI= M(é) >O tal que, 
(c) (i) sup r ir(x)ldx < oo; 
n Jn 
sup J.. . . lr(x)!dx::; é; 
n L!fni2:A1j 
(ii) {r}n21 é u.i., isto é, dados> o, existe o= o(s) >o tal que, 
sup f lr(x)ldx <é, se lEI< o: 
n JE 
( d) Existe uma função 1;: [O, oo) -+ lR+, crescente tal que, lim <j;(t) = +oo e 
t-+oo i 
sup r <P(Ir(x)l)dx < +oo, 
n Jn 
Observações: (a) 9 (b) 9 (c) é chamado critério de compacidade de Dunford-Pettis, 
enquanto (b) "*' ( d) é devido à Vallée-Poussin. 
Demonstração: Comecemos mostrando que (b) implica em (c). 
(i) Por hipótese, temos que 
dado E> o, existeM= iii(s) >o tal que, sup r !r(x)idx <E, mas 
n J{lf"!:O:M} 
sup r lr(x)ldx+sup f lr(x)ldx<lvtjdx+s=J1.1I0.i+s<oo. 
n }{!fni<A1} n l{;Jnj?;)\4} rz 
Assim, 
s~p jlr(x)ldx < oo. 
(ii) Dados> O, existe NI = NI(E) >O tal que, 
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' ' Tomemos r5 = :.f·· Então. se E C O e IE1' <o=-~- temos, 
2cv. · · 21'vf 
s~p h IP(x)jdx = s~p~e'{ltn,<MJ lr(x)jdx + s~p Lrunle:Ivt) lr(x)jdx 
[, 
E ê E E 
< !Vf . dx + - = MIEI+ < M-.. - +- =" 
• E . 2 " . 2 . 2M 2 ~, 
isto é, 
sup r lr(x)jdx <E se !Ei < 6, 
n }E 
ou seja, {r }n2: 1 é u.i .. 
A seguir suponhamos que (c) valha e tentemos concluir (b). 
Temos, supJ!r(x)jdx S C< oo e dado é> O, existe i5 = o(é) >O tal que, se 
n r1 
E c 0. e lEI < o então 
2C . 
Tomemos 1'vf = -.-. Ass1m. ó . 
sup r lr(x) ldx < c. 
n JE 
l{lrl ;:::: M}j = r dx = J\if r dx S ~ r ir(x)ldx 
./{IJ"I?:M} ]\,f ./{/"I?:M} i'vi ./{lf"'?:M} 
1 1 c 5 s Af 
11 
ir(x)jdx s M = 2 < 5. 
Portanto, 
S~p ltni?:M} lr(x)jdx <é. 
Mostramos que nas condições das hipóteses, dado E > O, existe M = lvf(c:) > O tal 
que, 
sup/ ·. lr(x)jdx < s. 
n {)fn;~i\1} 
Mostremos que (d) implica (b): 
1 '(IJn( ll)d C l' cj;(t) · · • d d R O . Temos, sunp 0 9 x. x = < oo e Im - = oc. ISto e. a o > existe t-+co t ' ' 
rt>(t) . a>(lr(x):) M = lvl(R) tal que, -t- ;:::: R, 1:/t ;:::: l'vf. Assim, lr(x)[ < · R sempre que 
lr(x)l;:::: M, 1:/n _:: 1. Logo, dado é> O, tomemos R= 2~, daí existe 1'v1 = M(R) = 
M(E) tal que, 
/ ir(x)jdx s Rl {, . 1/>(lr(x)j)dx s RC = ~~ 1:/n. 
frri?:M} .fun!?:M} 2 
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Portanto, 
supJ. lr(x)jdx<E 
n {ifn !22VIJ 
Agora vamos mostrar que (b) implica (d). 
r' Vamos construir a função o da forma c/J(t) =lo g(s)ds, onde g designa uma função 
crescente, nula em t = O, tendendo para -i-oo quando t -+ +oo e que assuma um valor 
constante gk no interior do intervalo [k, k -i-1), V k 2: O. Assim, pela Regra de L'Hôpital 
l. 0(t) l' ''( ) l' ( ) 1m -- = 1m q; t = 1m g t = +oo 
t-+oo t t--+oc t-+oo 
Seja ak(r) = l{lrl::: k}l, 't!n E l'\J, 
como g(O) = O, então g0 = O, assim 
1 cfJ((r(x)j)dx = 1 (I"' g(s)dsdx = n n f o 
r f'~"' g(s)dsdx + jr . r~"' g(s)dsdx + ... ::; 
l{O:Sif"i<l} lo {!SJni<2} lo 
r r
2 
g(s)dsdx +f 13 g(s)dsdx + r t g(s)dsdx + ... = 1 (!S!fni<2} lo {2S!fn!<3) o 1{3S!f"!<4} lo 
gii{l:::: !ri< 2}1 + (gl + g2)1{2:::: !ri< 3}1 + (gl + 92 + g3)1{3:::: 1r1 < 4}! + ... = 
co 00 
I:;gkl{lrl::: k}; = Lgkak(r), 't!n E N, 
k=l k=l 
Isto é, 
16(ir(x)l)dx::; ~gkak(r), 't!n;::: 1 
Precisamos agora escolher coeficientes gk que tendem para infinito crescentemente 
co 
com k, mas tal que Lgkak(Jn) seja uniformemente limitado para todo n E N. 
k=l 
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Por hipótese, podemos escolher uma seqüência ck 2: 1 de inteiros que cresce para 
infinito, tal que 
mas 
00 00 L !{lrl 2: m}l = L am(r), "'n E N. 
Assim, 
Seja 
VnEL\, 
então 
UNICAMP 
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CC 00 
Como L 2-k converge, pelo teste da comparação, L bk converge e bk = lbk I, portanto, 
k=l k=l 
pelo critério de comutação de somatório, veja [12], temos, 
(X; 00 00 00 oc 00 
L L am(r) = 2:Lãmk(r) = LLãmJr) 
k=l m=q k=l m=l m=l k=l 
~k/Em am(r) = ~ CEJ am(r) = t;gmam(r), 
converge para todo n E lN, onde 9m = H k tal que ck :S: m}. 
Portanto, 
Logo 
sup f <P(Irl)dx::; 1 < oo. 
n Jn 
Provamos aqui, que se {r}n?l satisfaz (b), então existe cjJ: [0, oo)-+ JR.,., crescente, 
dada por cjJ(t) = 1' g(s)ds, onde g(O) =O e g(t) = 9m = cte setE [m, m + 1), Vm E lN 
6(t) 
e 9m -+ oo crescentemente, o que nos dá lim - = +oo e 
t--+oc t 
sup f <P(Ir(x)l)dx < oo. 
n Jn 
Suponhamos que (c) valha e mostremos que temos (a). 
Definamos h: Co(\1)-+ lR por h('P) =i f<pdx, 'P E C0 (\1), V h E L 1 (fl). É fácil 
ver que h é um funcional linear contínuo para todo h E L1 (fl). Por hipótese temos que 
{r}n:::1 ç L1 e existe c> O tal que, s~p j !rldx::; c< oo, daí segue que 
Logo, 
Portanto, 
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ou seja, {If"}n?:l é limitada em (Co(S1))*. 
Corno C0 (Q) é separável e K = {I1n}n:;:1 é limitado em (C0 (f2))', então K é se-
quencialmente w'-compacto, isto é, existe {Irdk:O:l subseqüência de {Ir }n:;:l tal que, 
I1nk -+I w* em (Co(\1))*, ou seja, Ird'P)-+ I(cp), 't!cp E Co(\1). Pelo Teorema 
de Representação de Riez, veja [8], existe uma única 11 E B1'vi(fl) (espaço das medidas 
limitadas sobre fi) tal que I = IM, isto é, 
Portanto, I rkcpdx -7 f cpdji,, v 'P E Co(fl). 
Agora, tomemos uma decomposição de Jordan de Ji,, 11 = Ji,+- Ji,-. Assim, 
IM(cp) = I:('P)- r;(cp) =f cpdji,+- f cpdji,-, 
onde O= PU N com P n N = 0 e Ji,+(JV) = Ji,-(P) =O. 
Quero mostrar que existe f E L 1 (fi) tal que, f cpdji, = f fcpdx. Pelo Teorema de 
Radon-Nikodym, sendo m a medida de Lebesgue, basta mostrar que J1, « m, veja [3]. 
Ternos que, 
J1, « m -<:=? Ji,+ « m e Ji,- « m. 
Seja E C S1 tal que lEI= O. Quero Ji,+(E) = v-(E) =O, para isto basta mostrar que 
'h.> O, v+(E) + Ji,-(E) <E. 
Temos que, Ji,-(E .n P) = Ji,+(E n N) = O, corno E = (E n P) u (E n N), 
então f.L+(E) + Ji,-(E) = Ji,+(E n P) + f.L-(E n N), logo precisamos mostrar que 
f.L+(E n P) = v-(E n N) =O. 
Seja E > O, temos 
e 'ti G aberto, 
mas 
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Por hipótese, existe i5 = i5(c:) >O tal que 
sup r irldx < ::, se lEI < i5, 
n }E 4 
como !EnPI < 
para c;; E Cc(í?) 
lEI = O, então existe Uc aberto tal que, nPj C Uc e lUci < i5. Assim, 
- ' 
com supp cp c;: e O ::; E ::; 1, temos 
logo 
Como tF (E n P) = O, então existe Uc aberto, tal que E r, P c;: Uc e t.C (Uc) < ~­
'± 
• Gc é aberto; 
Seja O < cp :S 1, cp E Cc(ít), supp cp C Gc, então 
1 cpd~ll = 11lim 1 cprkdxl::; sup r !r'ldx < ~ 
n n , Jce 
e 
assim 
O::; L '[!d~_,. < ~ + 1 '[!d~-::; ~ + ~-(Gc) < ~' 
.. n 
isto é, ~+(Gc) <~'então ~+(E n P)::; ~-'-(Gc) < ~- Portanto, 
~+(EnP)<~. 
Analogamente se mostra que 
32 Integrabilidade uniforme 
Assim, temos que !l+(E) + 11-(E) < c, logo 1111 « m, consequentemente 11 « m, 
como queríamos. 
T;sando o Teorema de Radon-:'\ikodym, existe f E L 1 (Si) tal que r cpdfl = r fcpdx, J[l J[l 
\f cp E C0 (Si). Assim obtemos, 
r r'cpdx---+ r fcpdx, \fcp E Co(D). Jn Jrl 
Agora, seja V' E L 00 (Si) e c> O, como {(r'- flh::: 1 éu.i., então existe o= S(c) >O, 
tal que 
r :rk - fidx < 3'' lc' ' se IAI <S. }A !:WILoo 
Para este o, usando o Teorema de Lusin, veja [16], existe 'Pó E C0 (D) tal que, 
I{ 'Pó- 1/J #O} I< o e II'Põi!Loo:::: llviiL00 • 
, r I -
Ainda, existe ko E lN tal que, IJn (Jnk - f)cpódxl < ~ se k :2: ko, assim 
i (r' - f)vdxl :::: IJ~ (rk - f)cpsdxj +i lrk -fi I 'Pó- vldx 
é , , E 
< -2 + 2II1PiiL= 4,, 1 'I 111f.' I L 00 =é. 
Portanto, i r'1/:dx---+ 1 f?j.;dx \f "I/; E L 00 , 
isto é, rk ---+f fraco em V(D). 
Por fim mostremos que (a) implica (c). 
Por hipótese, {r}n::: 1 é fracamente compacta, logo {lrl}n:::1 é fracamente compacta. 
I\ote que K é fracamente compacto se toda seqüência em K possui um subseqüência 
fracamente convergente, logo toda subseqüência { 1rk ih::: 1 de {Ir l}n::: 1 possui uma sub-
seqüência fracamente convergente. 
Suponhamos, por absurdo, que {fn}n::: 1 não é u.i., isto é, existem c > O, uma 
seqüência {Edk2:1 Ç O e uma subseqüência {r'h:::1 com 
(2.2) 
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Podemos e devemos tomar {lrkJk:c- 1 fracamente convergente em L1(0) e assim, segue 
que 
{ f lrk(x)idx} converge para cada E ç O. }E k2::l 
Chamemos Ãk(E) = JE lrk(x)!dx. Como li,FÃk(E) existe para cada E Ç O, então 
pelo Teorema 2. 9 (Vitali-Hahn-Saks) 
lim Àk(E) =O 
iEI-+0 
uniformemente em k, isto é, existe i5 = ô(c) >O tal que, 
[Ãk(E)I < c, se lEI <o, v k. 
Como [Ekl-+ O, existe ko E lN tal que IEkol < i5. Assim 
ou seJa, 
o que contradiz 2.2. 
Portanto {r }n2:1 é u.i .. 
Já mostramos que: (a) =? (c), (c) =? (a), (b) =? (c), (c) =? (b), (d) =? (b) e 
(b) =? (d), o que conclui a demonstração. • 
Capítulo 3 
Médias em Velocidade 
Iniciaremos este capítulo definindo espaços de Sobolev. 1'\ este capítulo U será sempre 
um aberto. Comecemos definindo derivada fraca: 
Definição 3.1 : Suponhamos que u, v E Liac(U), e a é um multi-índice. Dizemos que v 
é a a-ésima derivada fraca de u, escreveremos v = D"'u, se 
1 uD"'cf; dx = ( -l)in! jvc/J dx, u u 
para toda função teste c/J E C~(U). 
Sejam 1 :S p :S oo e k um inteiro positivo. 
Definição 3.2 : O espaço de Sobolev é definido como: 
Obs: Se p = 2, escreveremos 
Wk·2 (U) = Hk(U), (k =O, 1, ... ). 
Definição 3.3 : Seu E Wk·P(U), então a fórmua 
(~,J:iv",!'d" r 1 <; p < oc 
2:= supessuíD"'ul, p = x 
é uma norma. 
34 
35 
Definição 3.4 : Sejam {un};:'=1,u E Wk·P(U). Dizemos que Un converge para u em 
Wk,P(U) ( Un wk,pw) u) se 
lim \lun- u\lwk.P(U1 =O. 
n . • 
Definição 3.5 : Denotaremos por Ví70k,p(U) o fecho de C~(U) em w·k,p(U). 
Assim u E w;·P(U) se, e somente se, existe { un};:'=1 E C~(U) tal que un ~ u em 
Wk,P(U). 
Para p = 2 escreveremos w;·\U) = H~(U). 
Teorema 3.6 .- O espaço de Sobolev Hfk,P(U) é um espaço de Banach para k = 1, ... , e 
1 :;, p :;, oc. 
Obs: Para demonstração ver [6]. 
Teorema 3.7 (caracterização de Hk (IRN) por transformada de Fourier): Sejam k um 
inteiro não negativo e u a transformada de fourier de u. 
(i) A função u E L2 (IRN) está em Hk (IRN) se, e somente se, 
(ii) Existe uma constante C > O tal que 
~ lluiiHk(JR'') :;, li (1 + IYn ullu(JR") ::; ClluiiHk(JRN)' 
para cada u E Hk (IRN). 
i\ esta dissertação trabalharemos com espaço de Sobolev fracionário e negativo. 
Definição 3.8 : 
(i) Sejam O < s < oc e u E L2 (lfe). Então u E H' (IRN) se (l + IYI') u E L2 (IRN). 
Para s não inteiro temos 
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(ii) Denotaremos por H-k(U) o espaço dual de H~(U), isto é, 
(iii) Denotaremos por w-k,p(U) o espaço dual de Wt,v' (U), onde p' = p~l 1 < p < oc, 
Sejam F (Jl,,,,, jN), Ji E L 2 (lRN) , i = 1,,,,, e ü; : C~ (lRN) ---7 lR, tal 
que üi(SO) = (r, 'PxJ, i = 1,,,, N, Isto define uma distribuição em D' (lRN), cha-
mada derivada fraca de p e denotada por DxJi, onde (-DxJ\cp) = (P,Dx,'P), 'rfcp E 
C oo (JRN) o - 1 ~T c ' (,- :. '. ~ .1\'. 
Abaixo veremos uma proposição que caracteriza os espaços de Sobolev negativos com 
') funções em L-, 
Proposição 3.9 
(ii) Se f E w-l,p (lRN), 1 < p < oc, então existe (J0, F) E V (lRN) x (LP (lRN) (, tal 
que 
f= f 0 - di v F, 
no sentido fraco, 
Demonstração: Na demonstração de (i) estaremos seguindo a demonstração apresentada 
'61 em l j' 
(i) ( ~) Dados u, v E HJ (lRN), definamos o produto interno 
(u, v)= L" (Du(x), Dv(x) + u(x)v(x)) dx. 
Seja f E H-1 (lRN) = (HJ (lRN) )'. Pelo Teorema de Representação de Funcionais 
Lineares Contínuos, veja [16], existe uma única u E HJ (lRN) tal que, 
(f, v)= (u,v), Vv E HJ (lRN), 
isto é, L, (Du(x) · Dv(x) + u(x)v(x)) dx =(f, v), V v E Ht (lRN). 
Fazendo { jO = u 
r= Ux 1 (i= l, ... ,N) ' 
temos f 0 ... , F' E L 2 (lR1v) e 
( <;=) Por hipótese temos que existem f 0 ... , f' E L 2 (lRN), tais que 
T'i 
(f, v)= LJ0 (x)v(x)dx + LN '[;f'(x)vx,(x)dx, V v E Ht (lRN), 
1 ( '~) assim, para v E H 0 lR' , 
iY 
< l!f0 lldvllu +L lifilluilvx,llu 
i=l 
N 
< IIJGIIullviiHJ +L llf'lluilviiHJ 
i=l 
Logo, f é contínua. 
A linearidade de f é imediata. 
Portanto f E ( HJ (lRN) )* = H- 1 (lR''") 
Assim, está concluída a demonstração de (i). 
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(ii) Primeiro vamos fazer o caso p = 2. Seja f E H-1 (nr'), como C'(" (mn c H{j (IRn, 
de (i) temos 
N 
IJ •r) _ (fo ·') , "";fi cn ) w" E eco (lRN) \ : 'f'' - ; Y -t-~ \ J 'f'Xi J V 'Y c • 
i=l 
Seja F = (f', ... J') E (U (IFr')) N, portanto existe (!0 , F) E L2 (IRN) x (L2 (IR'v) )" 
tal que 
f- j 0 - di v F, 
no sentido fraco. 
Agora vamos fazer o caso geral 1 < p < 00. Seja f E w-l,p (IRN) = ( w~·P' (IRN)) '' 
logo f : w~·P' (IRN) -+ IR, é uma função linear contínua. Temos ainda que w~·p' (IRN) 
está continuamente imerso em 
v' (IRN) x ( u' (IRs) )"': 
W~·P' (IRN) '-+ V' (IR'~-) x (V' (IRN) ( 
'P >-+ (:p,D:p) 
onde D:p = (De 1 lp, ... , DeNcp). 
Usando o Teorema de Hahn-Banach, veja [6], para X = V' x (V')N com norma 
II(T,<!>)IILP'x(LP')N = (LN !T]P' +L"' I<Pip') -;,'existe uma extensão de f dada por: 
f: v· x (v')" 
(r, 6) 
tal que J(cp, Dcp) = (f, cp). Pelo Teorema de Representação de Funcionais Lineares 
Contínuos, existe (!0 , F) E V x (LP)N tal que 
f(T,Ç>) = LN (T(x)f 0(x) + 6(x) · F(x)) dx. 
Para J = f, temos 
(!, cp) = LN (cp(x)f0 (x) + Dcp(x) · F(x)) dx, 
logo, 
f= f 0 - div F 
no sentido fraco. • 
Seja m E I\, como H-m (IRN) = ( H0 (IRN) )* e H0 (IR~) C L2 (IRN) temos 
[2 (IRN) C wm (IRN). 
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A inclusão contínua é imediata. Para verificar a igualdade, seja u EU (1Ft"; U (lRN)), 
então usando o c:feorema de Fubini, veja [3], temos 
\lu\i~,(IR"·,L'(IR",).) = r . \lu(x, ·) L'(IR"')dx = r . r _lu(x, y)\ 2dydx JJR,\ JIRN JJR_l\· 
isto é, 
1\ullu(JRV xlRN) = llu\iL'(IR";L'(IR"))· 
É fácil ver que L 2 (R\': L 2 (lRN)) C L2 (lRN x lRN). Agora seja f E U (RiV x lR'v), 
então LNLN lf(x,y)\ 2dydx=c<=,logo 
LN lf(x,y)\ 2dy < oo 
em quase todo ponto, caso contrário se existisse algum A C lRN com \A\ = c > O e tal 
que r \f(x,y)\2dy = 00 para todo X E A, então teríamos 
Jm/' 
Logof(x, ·)E L 2 (lRN) emquasetodoponto. Como \\u//L'(lR''xiRv) = \\u\\p(JRN;L'(IRN)) < 
oo, temos f E L 2 (lRN x lRN). Assim L2 (lRN x lRN) c L2 (lRN;L2 (lRN)). Portanto 
Agora vamos usar a caracterização dos espaços de Sobolev negativos para caracterizar 
os espaços do tipo L2 (!RiY; H-m (lRN)). 
Teorema 3.11 : Sejam E N, então g E U (lRN; Hf:m (JR·v)) se, e somente se, existem 
E L2 (JRN X JRN) \31 1 t . 9101 , .· , = , ... , m, azs que 
g = L D%91BI· 
i8;:Sm 
40 Médias em Velocidade 
Demonstração: 
({=)Afirmação: Sejam í2 um aberto de JRN e 1 < p < oo, k =O, ... ,m. Se h E LP(íl), 
então 
Dk h E w-k,P(ít) = ( w~·P' (ít) r . 
Demonstração da Afirmação: distribuição Dkh E 1Y(í2), é dada por: 
(Dkh,cp) := (-l)k(h,Dkcp) = (-l)k l h(x)Dkcp(x)dx, \fcp E D(ít). 
Queremos mostrar que Dk h pode ser estendido a um funcional linear contínuo, 
A linearidade de Dk h vem da definição. Ainda 
I(Dkh, cp)l::; r ih(x)Dkcp(x)ldx::; llhliLP(D)i!Dkcp!ILP'(n) ln 
\f cp E D(íl). 
Agora, como D(íl) é denso em wt·p' (íl), dado cp E W~·P' (íl) existe { 'Pn}n?:l C D(íl) 
tal que, 
Definimos 
(Dkh, cp) = lim(Dkh, 'Pn)· 
n 
Precisamos mostrar duas coisas: 
.. Dkh está bem definida em wt·P' (ít): 
g.rk,p' 
sejam { 'Pn}n?:l• { 1/!n}n?:l C D(ít) tais que 'Pn -"-+ :p e Wn 1/!, então devemos 
ter 
lim(Dkh, 'Pn) = (Dkh, cp) = lim(Dkh, 1/Jn), 
n n 
e o temos de fato, 
[lim(Dkh, 'Pn)- lim(Dkh, Wn) [' = lim I(Dkh, 'Pn -1/Jn)l :S limcii'Pn -1/Jnllwk.p'(n'J 
1n n n n o 
- clim II('Pn- 'P)- (1/Jn- cp)llw'·P'tm 
n o , , 
Portanto, 
., Dk h : Wt'·p' (!1) ---+ IR é linear e contínua: 
- A linearidade é trivial; 
1-'Vk,p! 
- Dada cp E Wt·P' (íl), existe { 'Pn}n2:1 C 'D(íl) tal que 'Pn -'4 rp, então 
I(Dkh,rp)j = jlim(Dkh,rpn)! = limj(Dkh,rpn)! 
n n 
Logo, Dkh é contínua em wt·P' (0). 
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Assim provamos que Dkh E w-k,p(íl), e está concluída a demonstração da Afirmação. 
Por hipótese temos que existem 9!B: E L 2 (IRn x IRN) = L 2 (IR"";U (lRN)), 
1!31 = 1, ... , m, tais que 9 = L Dff 9!Bi, portanto 9131 (x, ·) E L 2 (IRN), V x E lR"iV e 
I,Bj = 1, ... , m. É fácil ver que para r, s E IR tais que r < s temos, 
Disto e da afirmação temos que L v:9Jm(x, ·)E H-m (IRN). Portanto, 
JBI:Sm 
9 = L D:giBI E L2 (IRN;H-m (IRN)). 
;_B)::;m 
( =?) Dados u, v E L 2 (IR"'; H0 (IRN)), definimos o produto interno 
(u,v)= L {N r,Dffu(x,E,)·Dffv(x,Ç)dxdE,. ~-Bi:Sm }IR .JIR 
Como (L2 (IR""; H0 (IR'')) r = L2 (lR"; Him (IR")), seja 9 E U (IR""; Him (lR")), 
pelo Teorema de Representação de Funcionais Lineares Contínuos, existe um único 
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u E L 2 (IRN; H[{' (lRN)) tal que 
(g,v)= (u,v)= L LNLND:u·D~vdxdÇ 
i.BI::Sm 
temos, 
Portanto existem 9[8[ E U (IRN x IRN) , 1;31 = 1, ... , m, tais que, 
g = L D:9i$'· 11 
IB :Sm 
Observação: A proposição 3.9(i) sai como um corolário do Teorema 3.11. 
Lema 3.12 : Sejam A E B(IR) (Boreliano) e Ç E IRN Definamos 
v(A) := ,u ( {v E IRN;v ·~~~E A}), (3.1) 
onde ,u é uma medida positiva finita sobre IRs. Então v é uma medida positiva finita 
sobre B(IR). 
Demonstração: Vamos mostrar que v é uma medida positiva: 
(i) v( A)= ,u ( {v E lRN: v·$ E A}) 2': O, VA E B(lR): 
(ii) v(f/J) = ,u ( {v E IRN; v · $ E 0}) = ,u(f/J) = 0; 
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(iii) Seja {An}n21 C B(IR) tal que, Ai n Ai= f/J se i f- j, assim 
= f,u ( {V E IR''": v· /Ç! E An}) = fv(An)· 
n=l Ç n=l 
Portanto v é uma medida positiva. Temos ainda 
v(IR) = ,u (IRN) < X. 
Portanto v é uma medida positiva limitada sobre IR. 11 
Lema 3.13 : Seja v uma medida positiva limitada sobre IR satisfazendo a condição: 
v([-s,s]):; cs~, (3.2) 
onde O < 'I < 2. Então temos, 
1cc dv(x) X 2 :S:: CCY ~-z, CY 2: 0. 
" 
Demonstração: Seja A E IR_,_ e w(s) = v([-s, s]). Assim temos: 
[
w(s)] A ·1.4 ?j,·(s) w(A) 'IV'( a) 1A _ 
-- + 2 --ds < --- -· - + cs~ 3ds 
52 83 - A2 a2 · a a a 
< c_4'r + [-1-cs't-2]A = cA't-2 + _l_cA~-2 + _l_ca'r-2_ 
lP "Y-2 '!-? 2-'Y 
I Q: i _. ' 
A primeira desigualdade resulta de (3.2). Como 'I- 2 < O, fazendo A ---+ x temos, 
100 dv(s) .,_2 -- < CCY' 2 - . a S ll 
Agora veremos um resultado de regularização. 
Teorema 3.14 : Seja ,u uma medida positiva limitada sobre IRN, satisfazendo a seguinte 
condição: 
Existem duas constantes c > O e O < 'Y < 2, tais que 
supesseEsN-l,U ({v E lR.N; ]V· ei :S:: é}) :S:: cs', VE. >O. (3.3) 
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éJu Seja u = u(x, v) tal que u e v· éJx pertencem a L2 (dx@ dJ.L(v)). Então o momento 
u =f u(·, v)dJ.L(v) E H~ (lRn. 
Mais ainda, vale a desigualdade: 
1 • (;f lu(x) u(y)j 2 ) ' . 1_, ( ôu ) 2 • . 1 iV . dxdy ::; c (IJullu) ' li v· -ô I lu jx- Yi. ·n x 
Demonstração: Denotemos por Ç a variável de Fourier correspondente a x: Seja 'P(·, v) 
a tranformada de Fourier (com respeito a x) de u(·, v). A hipótese sobre u pode ser 
reformulada como: 
'P e (v· E,)'P pertencem a L2 (dÇ@ dJ.L(v)). 
Agora 
fi= j u(-,v)dp(v) E H~<=> j (1 + IE,I') I/ ip(Ç,v)dJ.L(v)l 2 dÇ < oo 
<=> f jÇj"1 I/ 'P(Ç,v)dp(v)l 2 dE,< oo. 
A última equivalência resulta do fato de 11 ser uma medida limitada, pois daí 1 E L2 (dJ.L) 
e assim j cp(·,v)dJ.L(v) E L2 (dÇ). De fato, 
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Vamos então mostrar que f I<JY I! <p(Ç, v)dJL(v)i 2 dÇ < oo: 
! 11 ., 2 < 2 ] , !Ç!z;c(Ç,v)dJL(v) dÇ I lv{,2:a (3.4) 
+2j 11 IÇ!1v(Ç,v)dJL(v) 2 dÇ. 
lv{I:Sa 
:VIas, 
:\a última desigualdade usamos Lema 3.12, Lema 3.13 e a condição (3.3), para v dada 
por: v(A) = J1 ( {v E IR'"; v· $ E A}). Obtivemos então 
(3.5) 
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Ainda, 
< 
Na última desigualdade usamos novamente a condição (3.3). Assim obtivemos 
(3.6) 
Portanto, de (3.4), (3.5) e (3.6), temos 
f if;['f I f cp(Ç, v )dJ.L( v) 12 dÇ :S: co: ~-2 f f I v · Çl 2 lcp(ç, v WdJ.L( v) +co:~ f f I'PI 2 dJ.L( v), 
isto é válido para qualquer a positivo, como cp e (v ·Ç)cp pertencem a L2 (dÇ0dJ.L(v)) temos 
que 
f 'f 12 IÇI~I cp(ç,v)dJ.L(vl[ dÇ::;c<oo. 
Portanto, 
u =f u(·,v)dJ.L(v) E H~ (lR:"'). 
Agora, para provar a desigualdade, tomemos 
Daí, obtemos 
f 1Çri1P(Ç)i2dç :S: c(/ f I v· Çflcp(ç, vWdJ.L(v)dÇ) ~ (/f lcp(Ç, vWdJ.L(v)dÇ) l-~ 
onde 0(Ç) = / cp(ç, v)dJ.L(v). 
Agora, usando a Identidade de Plancherel e a desigualdade clássica 
f f lii(x)- ii(y)i2 dxdy <c/ i'TI0(Ç)i2d{ . jX- YIN+·r - "' '. ., 
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temos, 
111 
O lema a seguir será usado para demonstração do próximo teorema. 
Lema 3.15 : Sejam r, r, R E IR e k, Ç E IR1v Então a integral 
independe de rotação em k, ou seja, só depende de I k I· 
Demonstração: Sejam k, k E IRN com lkl = iki, devemos mostrar que 
dÇ. 
Existe uma matriz ortogonal O tal que k = Ok, corno O= o~', então k·Ç = Ok·Ç = k·OÇ 
e ç = ot. Assim dt = dÇ pois ldetOI = 1, daí 
dÇ = l(! $ R • dÇ 
]r+Ok·Çi::;r 
Agora veremos o principal resultado deste capítulo que nos diz que, 
se f E L2 (IR x IR3 x IR3 ) for solução da equação de transporte f, + Ç · v xf = g, para 
algum g E L2 (IR x IR3 ; H~1 (IR3)), então a média em velocidade de f tem um ganho de 
t de derivada. 
Teorema 3.16 : Sejam 1j; E 1J (IR3 ), f E U (IR x IR3 x IR3 ) e 
g E L 2 (IR x IR3 ; H~ 1 (IR3 )). Suponhamos que f satisfaz a equação 
(3.7) 
Então existe uma constante c > O, dependendo apenas de 1j;, tal que 
(3.8) 
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e 
Demonstração: Estaremos seguindo os passos da demonstração deste teorema apresentada 
em [9]. 
Seja (T, k) as variáveis da transformada de Fourier em relação a (t, x). Para demons-
trarmos o teorema, basta mostrarmos (3.9). "Csando a Identidade de Parseval temos 
< c f f I! }(T, k, Ç)1j>(Ç)dÇI2 (1 + ]7]~ + ]k]~)dkdT 
< C []]1/>]]i,,]]}]]i,, +f f I.! }(T, k, Ç)1j>(Ç)dÇI2 (]7]~ + ]k]l)dkdT] . 
Seja (E V(IR.); ( = 1 em [-1, 1j; supp ( Ç ( -2, 2); O~ ( ~ 1 e O~ ]D(] ~ 1. Para 
cada a> O introduzimos ( ( 7 +: · Ç), daí 
I= Fv(T, k) = r }(T, k,Ç)V>(Ç)dÇ JJR, 
(3.10) 
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Vamos estimar separadamente ! 1 e fz. 
onde supp 1/: Ç B R· 
Pelo Lema 3.15, ternos que a integral acima só depende do lki, ass1m 
tomando k = ikle3, temos Ç = (ry, 6), então k · Ç = ikiÇ3 e se I"~+ k · t;l ::,; 2o, te-
-2o- T 2o- T 
mos < 6 < Logo, ikl - - lkl . 
< (2et-T 2o+T) _ _i2_ 
- c lkl + lki - clki. 
Observe que a desigualdade acima vale para jT + k · Çj ::,; 2o, como 
!T + k · t;l S: 2o <=? -2o S: T -L lkl6 ::,; 2o =? -(2o + Rlkl) ::,; T::,; 2o + Rlkl, 
ou seja, a desigualdade da integral acima vale para T::,; 2o + Rlkl, portanto 
Assim 
1 
lhl S: c!I}(T,k, ·)ÍÍL'X{!T:;2a~Rikj} C~ 1 ) 2 (3.11) 
Agora, para estimarmos fz apliquemos a transformada de Fourier em (3.7) e usemos 
o Teorema 3.11 para obtermos 
(iT + iÇ- k )](T, k, Ç) = g(T, k, Ç) = I:: D: !Jií3! ( T, k, E,)' 
,;5! :S1 
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onde g181 E L 2 (:IR x IR3 x IR3), V ;3, J/31 ::; 1. Assim, 
h= f }(T, k, Ç)?jJ(Ç)(l- () (' +:. Ç) dÇ 
Chamando 
1p(Ç)(1 _ () (T + k · Ç) 
H= ~~k Ç a efazendo Jg(r,k,Ç)J=maxl.iíiBI(r,k,Ç)J; 
I ' . 
l/31 = O, 1 temos, 
lhl::; f l.iio(T, k,Ç)H + .ii1(r, k,Ç)DçHidÇ::; c f l.ii(r,k,f,)(H + DçH)JdÇ 
< c L ll.iíi!ll(r, k, ·)IIP (!IDçHIIL'(lR1) + IIHIIL'(1R1)), 
iili:Sl 
mas, 
'DHI< [1D 'I 1 (1 ()' lkiiDC'i' 1 1 '1 1 1(1 () lkl ] I ç ' - c ç\U -,-----;----:c- - '-;- I o/'lr + k. ÇJ ' o/ - Jr + k. Çl2 
[ 
1 lkl 1 
< CX{ÇEBR) I , k çl X{'r+k·E;;'?a) + -· 'J~ , k çi X{irc-k{/?a) 
T-;- "'-:.1 0: ,I T -~~ 
' lkl 1 ] 
-r a Ir+ k . ÇJ X{ir+k·<i?:a} 
< CX{ÇEBR}X{ir~kQa) Ir+ 1k. ÇJ ( 1 + J~J) . 
Temos ainda, 
JHJ::; X{ÇEBRJI1PI(1- (), -1-lk Çl::; CX{ÇEBR}X(ir+kÇ\?:a} 1 , lk Ç1' ]T, . · , !T-r · 1 
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Portanto para !iJI = 1, O temos, 
1 
IID% Hllu(JR1) = (! !D~ H[ 2dÇ) 2 
(3.12) 
I\ovamente pelo Lema 3.15, temos que a integral acima independe de rotação para 
k, logo tomando k = lkle3, com Ç = (77, 6) e observando que se Ir+ lkl61 :?: a então 
ou r+ lkl6 :?: a ou T + lkl6 :; -a, 
ass1m, 
a--, -a- T 
ou ô:?: lkl' ou 6:; lkl . 
Daí 
JT+ikl6l?:.a !C6ldô = J~ (Lw !Côldô +h.~ !C6ldô). 
Usando a igualdade acima, obtemos 
1 -1 li'! 
c lim --. + 
!VI-+oo ik! ( T + lkl6) ~-M ( 
-o-r 
( 1 1 ) 1 = c lk[a + lkla = clkla· 
Portanto, 
IBI =o, 1. 
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Essa estimativa pode ser melhorada no conjunto onde (1 () ( T +:. Ç) # O, em 
particular em \T + k · Ç\ > 2a. Logo podemos assumir \TI > 2a + R[k[, pois neste caso 
temos \T + k · Çl > 2a. De fato, se tivéssemos ;:;, 2a + R\kl e \T + k · Ç\:::; 2a, então 
- R\kl :S: jTj - \k\\ÇI :S: \T + k · Çj :S: 2a, 
ass1m \TI :::; 2a + Rlk\ o que contradiz \TI :::; 2a + R\k\. Portanto podemos tomar 
\Ti > 2a + R\kl > Rlki, e assim jT\ 2 - R2 \kl 2 > O. Da expressão (3.12) temos que 
para 1131 =O, 1, 
e 
daí 
Portanto, 
I'D8Hll < I ç "u(IRi) -
Assim temos, 
(3.13) 
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Agora das expressões (3.10), (3.11) e (3.13), segue que 
Agora vamos substituir a adequadamente, para isto precisamos olhar para os casos 
'kl < 1 e 1k'1 > 1: I,- I 
- Para Jkl ::; 1 tomemos a= 1. Então 
!II :ê: c (i!](r, k, ·)i!u + _2:::: li.9131(r, k, ·)liL') · 
!P!::;l 
-Para Jk! > 1 tomemos a= lk!L Então 
Assim, 
(3.14) 
+ f f 111 2 ( ~ + lkl~) dkdr. 
Seja 
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Escrevemos S = S1 + · · · + Ss, onde 
s1 =f f II(T, k)i 2 1Ti~xck;>lJdkdT; 
s2 =f f II(T, kWITitx11kt:SIJX{iTI>R+2JdkdT; 
s3 =f f II(T, kWITI~X{!ki:Sl)X{!r!sR~2)dkdT; 
S4 =f f jf(T, kWikJlX{!ki>l)dkdT; 
Ss =f f II(T, kWiki~X{!k!Sl)dkdT. 
Chamando <I>(T, k) = II}(T, k, ·)IIL' + 2::::: ll.9!f!(T, k, ·)IIL'' temos 
IB[Sl 
Lembrando que a = i k I~, temos no primeiro termo, 
Assim 
( :::) l ~ c(R). 
"'io segundo termo jTj > Rlkl + 2a > 1, então 
assim 
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Portanto 
T ~ (1 + jk ) 
-
T 2- R2jk 2 
1 + jkj 
< 
1 + lki 
1 + lki 1 1 
---,---+------, 
4Rjkj 4(R + 2) 'R _j_ \ . 
1 1 
< -----.,- + -----,.. = CR. 
4R(R + 2)-~ 4(R + 
Assim, 
(3.15) 
Para S2 temos, 
O primeiro termo se anula, pois 
Para o segundo termo temos jrj > R+ 2, então (jrj - 2)2 > R2 > R2 jkj2 , ass1m 
1 1 ' 
-R2jkj2 < -(jrj- 2)2' da! segue que, 
'.-j2 :I 
!Ti~ 
, R2Jk!2 < 
!T 3 lri~ IT! 1 
--,--'-'..,__,..---,- < -' .-' • < _I = -. 
2jrj + 2 jrj - 2) 2iTI 2jrj 2 
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Portanto 
(3.16) 
Para 5 3 temos, 
Portanto 
(3.17) 
Para 54 temos lkl >L logo tomemos a= [k[L assim 
mas 
ikl~ + lk!~ < lkl~ + lkl~ \kl~ + \kl~ \kl~ 1 
[7[ 2 - R2 [k! 2 - (Rikl + 2a) 2 - R2 [k[ 2 - 4Rik!a + 4a2 :':: 4R[kl~ = -4R- = cR· 
Portanto 
(3.18) 
Por último, para 5 5 temos, 
' ·2 
- j j IJ }(7 , k, Ç)w(Ç)dçl dkd7 :':: llwliizllflliz :':: cllflliz. 
Logo 
(3.19) 
Por fim, de (3.14), (3.15), (3.16), (3.17), (3.18) e (3.19) temos, 
I (1 + [7[~ + ik[%) Fwll:,(lRxlR') :'::C (IIJiil' + '~1 ll9i!lilliz) · 
Como g = L 91~!, então ll.iíl$1llu.::; c li.iíiiL'· Pela Observação 3.10 temos 
1.8I:Sl 
Portanto, 
e 
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O teorema abaixo é uma generalização do Teorema 3.16, ou seja, se f 
é solução da equação de transporte ft + Ç · V xf = g onde f E U (lR x lR3lR3 ) e 
g EU (lR x JR3 ;H-m (IRa)), então a média em velocidade tem o ganho de s = 2(m~l) 
derivada. 
O caso m = O (g E L2 (IR x JR3 x IR3)), demonstrado originalmente por Golse, Li-
ons, Perthame e Sentis em [10], é um resultado importante pois fornece compacidade nas 
médias em velocidade. 
A demonstração original do teorema abaixo foi feita por Diperna e Lions em [4]. 
Nesse artigo eles analisam primeiro o caso estacionário e depois o caso com dependência no 
tempo, porém no caso com dependência no tempo, o autor desta dissertação encontrou um 
erro grave na demonstração, felizmente sanável. Este erro também havia sido encontrado 
e resolvido por Glassey, veja [9], em cuja demonstração nos baseamos. 
Teorema 3.17 : Sejam m E IN, 
g E L2 (IR x lR3 ;H-m (1R3 )).Suponhamos que f satisfaz a equação 
Então existe uma constante c > O dependendo apenas de m e 1/J tal que, 
e 
F-w = r f(·, ·,Ç)w(Ç)dÇ }IRs 
1 
s=----
2(m + 1) 
(3.20) 
(3.21) 
1
·.\: r f(·,·, t;)1/J(Ç)dçl\ .::; c [llfiiL'(IRxiR'xiR') + llgllu(IRxiR':H-m(IR'll l· (3.22) 
. JIR3 IIH•(IRxiR3 ) ' " 
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Demonstração: Como foi feito na demonstração do teorema anterior (caso m = 1), seja 
(T, k) as variáveis da transformada de Fourier em relação a (t, x). Para provarmos o 
teorema, basta mostrarmos (3.22). 
Seja Ç E V(lR); Ç = 1 em 1,1]; supp( ç: (-2,2); O:=; ( :=; 1 e O:=; iDIPi( :=; 1, 
\3i =L ... , m. Para cada a> O introduzimos ( (T +: · Ç), daí 
r= t~.(T, k) = r /(T, k, r;)v(E,)dr; JBR 
(3.23) 
Agora, analogamente ao que foi feito na demonstração do Teorema 3.16 temos 
III :::; c (II](T, k, ·)llu + II9(T, k, ·)liu) · 
(3.24) 
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- Para \k!:::; 1 é suficiente considerar \TI >R+ 2, pois se \TI< R+ 2 temos, 
( - f f li - 12 ) < c !IJIIL2 + I j(T, k, Ç)dÇI dkdT 
:::; c 1:11
2 
< c (11!11 2 + ll9lli2) . i L2 I I L2 
Portanto, para I k\ :::; 1 e > R+ 2 escolha a= 1, daí 
1 
li I :::; c (llf(T, k, ·) L 2 + 11.9( T, k,.) i lu) CT\2 _1R2jkj2) 2 X{iTI>Rikl+2} 
1 
< c (lif(T, k, ·)li L'+ \\g(T, k, ·)\lu) c~l r. 
Na segunda desigualdade usamos que se \k\ :::; 1 e \TI >R+ 2 então -R;\k\ 2 :::; -~2 e 
1 1 d -
.,.----;---;::: < -. , a1 \T\- R- [T\ 
Portanto, 
< c [11J11u +f f (1\f(T, k, )\li'+ \\g(T, k, ·)lllz) · 
pois \k\ 25 :::; 1 e 1 \k\2s > 1 implicam -
1 
. < 1 e IT\ 2s-l + -. -. < \TI T[- . \TI -
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Portanto, para lkl :S 1 temos, 
-Para \k\ > 1 escolha a= \kl =': 1 • Assim 
1 1 (lkl)m (lkl)lei -~ = \k\ 1-m";.l > 1, logo -;} ~ --;- , V /3; \81 :S m. 
Seja 1 = 1\](T, k, ·)llu + II§(T, k, ·)1\u. De (3.24) temos, 
ifl :S Cl [ (ikl 
Agora seja R1 =R+ 1, assim 
\T\ :S R\k\ + 2a = R\k\ + 2\kl,;";., :S 2R\k! + 21kl = 2Rl\k], 
logo 
e se jT\ > R!kl-'- 2a então 
1 1 
\T\2- R2 \k?::; c\k\,;='1 · 
Portanto, 
'Ji < I '-
ik'~ .,~ 
+ ITI21 ___: R2JkJ2 X{iT,>2Rdkl} I 
~ 
< cY ['kl I ' 
< cY Ílkl 
c 
-v- I ~-2s . ' '-2s ]~ 
- c .L Llk X{jT!S2Rllk!} T ITI X{1Ti>2R,jkl} . 
:\a terceira desigualdade usamos que se ITI > 2R1Ikl então 
I ,~ , I k1m-r-1 < CiT i - I 
ainda, como !TI > 1 então 
Agora, se ITI :S 2R1Ikl então 
e ass1m 
lki-2'X{ITI:S2Rlik!} :S c(/kl + /T/)- 2'X{!T!:S2R,jkj), 
e se ITI2': 2R1Ikl então 
logo 
Agora de (3.26),(3.27) e (3.28) temos, 
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(3.26) 
(3.27) 
(3.28) 
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isto é, 
!I I :S c (II](T, k, ·) llu + !lij(T, k, ·)llu) (lkl + ITit'. 
Portanto, 
< c [llfilu + iiií(T, k, ·)!lu]. 
Assim, para lkl > 1 temos, 
1
1
1
1 f J(·, .,ç)'I/Y(t;)dçll ::; c [IIJiiu(IR.xiR.'xiR'J + ll9llu(IR.xiR.',H-m(IR'J)J· (3.29) 
, }IR.s IH'(!R.x!R.3 ) 
Portanto de (3.25) e (3.29) temos, 
Capítulo 4 
Estabilidade 
A existência de solução fraca para o sistema de VM é uma conseqüência da estabili-
dade fraca do sistema. A existência de soluções globais suaves para o problema de valor 
inicial para o sistema de VM aproximado pode ser encontrado em [11]. Consideremos 
(r, En, Bn) uma seqüência de soluções positivas do sistema de VM com condições iniciais 
r(o) E L2 (IR3 X IR3 ) e En(o),Bn(o) Eu (IR3), suponhamos que r tem decaimento no 
infinito em IR3 x IR3 e para T, P > O fixos {(r(t, ·, ·)2 ; n E IN, tE [0, T]} é relativamente 
fracamente compacto em V(Bp,Bp), onde Bp é a bola de raio P centrada na orígem. 
Suponhamos ainda que existem f EU ((O,oo) x IR3 x IR3 ) ,E e B E L2 ((O,oo) x IR3) 
tais que r --"- f em L 2 ( (0, oc) X IR3 X IR3) ' En' Bn --"- E, B em L 2 ( (0, oc) X IR3)' então 
(f, E, B) é solução fraca do sistema de VM. Este é o resultado de estabilidade fraca que 
estaremos estudando neste capítulo. 
Para demonstrar este resultado de estabilidade começaremos usando as hipóteses: 
fn tem decaimento no infinito em lR3 X IR3 e rk--"- f em u ((0, oc) X lR3 X IR3), para 
T > O fixo e {rk }z;1 subseqüência de {r};;c=J· Afim de mostrar que para 7j; E C0 (IR3 ) 
subquadrática, temos r rk1jJdÇ converge para r f7j;dÇ em L1((0, T) X Bs), v s < oo . 
.JIR3 Jms 
Depois adicionaremos a hipótese {(r(t, ·, ·)2 ; n E lN, tE [O, T]} é relativamente fra-
camente compacto em L 1 (Bp, Bp ), V T, P > O, para mostrar que para 1jJ E V (IR3), existe 
uma subseqüência {rk }k'=l tal que r rk?};dÇ converge para r f?.j;dÇ em 
.Jms }JRs 
L2 ((0, T) x Bs), V S < oc. 
Por fim, adicionaremos a hipótese: En,Bn ~ E.B em L2 ((0,oo)xiR3 ), 
V T < oc, para mostrar que o limite fraco (f, E, B) é solução fraca do sistema de VM. 
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Assim concluiremos o resultado de estabilidade. 
Teorema 4.1 : Sejam (r, En, Bn) soluções do sistema de VM tais que r tem decai-
mento no infinito em lR3 x lR3 e para T > O fixo, suponhamos que exista {rk }1:"=1, 
subseqüência de {r};:o=l• com rk ~ f em L2 ((0, T) X JR3 X JR3). Seja 1/J E C0 (lR3) 
tal que \l'(Ç))ç)- 2 --+ O quando IE,I---l- oc. Então V S < oc, 
r r"(-,·,Ç)w(Ç)dÇ--+ f f(·,·,Ç)w(Ç)dÇ emL1 ((0,T)xB5 ). (4.1) }JR3 }IR3 
Demonstração: Seguiremos a demonstração deste teorema que foi apresentada em [9]. 
Pelo fato de r ter decaimento no infinito em JR3 X JR3 temos as seguintes estimativas: 
(i) r;:::o, VnEE\; 
como foi visto no capítulo 1. 
Verifiquemos que, para 1/J como na hipótese, 
r f(·,·, Ç)1jJ(Ç)dÇ E L1 ((0, T) x Bs), V S < x. JIR3 
Note que f 2': O quase sempre, pois para todo A limitado mensurável em (0, oc) x JR3 x JR3 
temos, 
r fdf,dxdt = lim r rkdE,dxdt 2': o. J A k--+oo} A 
Similarmente, para todo conjunto A mensurável em (0, T) 
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Fixe 1/J E C0 (IR3 ); 1/J(Ç)IÇI-2 ---+ O quando IÇI--+ oc. Então temos, para todoS< oc, 
1T r 11 j1bdÇI dxdt::; 1T r r !11/JidÇdxdt o }Bsl lR.3 O JBs}lR3 
. w(Ç) . o 
pms IEI2 ---+ quando 
Portanto, 
jdÇdxdt + 1T r r. f 11/JI~ IÇI 2dÇdxdt 
O J Bs J Bf jÇ 
+ sup 1/J;ÇI; 1r r r JledÇdxdt 
IÇI2:1 I~ o J Bs J Bf 
1/J(Ç) 
< c+ sup -
1
-
1
-2 · c3T < oc, l\'1>1 ç 
!c I--+ oo 
:',I . 
r !1/JdÇ EL1 ((0,T)xB5 ). JJR, 
Agora provaremos a convergência em quatro casos. No primeiro caso mostraremos 
que o resultado vale se w E D (IR3 ) e r é limitada em L 00 ( (0, T) X IR.3 X IR.3). No se-
gundo caso exigiremos apenas 1/J E D (IR3). Usando a função (36 (t) = 1 ~ ót' para o > O 
e t?: O, reduziremos o probleama ao caso 1 para (30 (r). Para o terceiro caso exigiremos 
apenas 1/J E Co (IR3 ) = { 'P E C (IR3) ; .lim ip(Ç) =O} e usaremos a densidade de D (IR3 ) 
jÇ!-+OO 
em Co (IR3), junto com o segundo caso para, obter a convergência. No quarto caso esta-
remos dentro das hipóteses e definiremos uma função (ME D (IR3 ), com ME][\, tal que 
(M1Í' E Co (IR3) , v hf E N e assim voltaremos ao terceiro caso. Este método de resolução 
é denominado método de renormalização de soluções. 
Ifl caso- Seja 1/J E D (IR3) e assumamos que r é limitada em L 00 ( (0, T) X IR.3 X IR.3 ). 
Temos Otr+Cvxr = 'Vç-gz, em D' ((o, oc) X IR3 X IR3), onde 9z =- (En + ç X Bn) r. 
Como os argumentos usados para melhorar médias em velocidade envolvem a reta 
IR pois são baseados em transformadas de Fourier, tomemos ( 6 E D(IR.), ( 0 = 1 em 
[o, T], supp ç, c G' 2T) , O ::; (o ::; 1. Sejam 
!F= ç,r, 9r.o = çw, 9~., = ç,g~, 
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assim 
em D' (JR x JR3 x lR3 ). 
Por hipótese f? e g~ 5 são limitadas em L 2 (JR x JR3 x JR3 ). Ainda, 9z,s é limitada 
em L2 (JR x JR? x BR), li R> O. De fato, 
Portanto ll9!i',õ li (IRxiR.'xBR) <C, V n E JN, como queríamos. 
Agora tomemos R tal que supp\ÍJ c BR. Sabemos do Teorema 3.16 que 
isto é, r f5(·,·,Ç)1jJ(Ç)dE, é limitada em H~(JRxJR3 ). Como }IR.' 
H~((O, T) x Bs) c':':'f L2 ((0, T) x Bs), 
veja [17j' temos que existe uma subseqüência u;k} k2:1 e uma função hs E L2 ( (0, T) x Bs) , 
tal que 
r !F'(·,·, Ç)w(Ç)dÇ-+ hs em L2 ((0, T) x Bs). }IR.' 
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Agora, usando argumentos tipo diagonal de Cantor, obtemos uma subseqüência in-
dependente de 5. Chamaremos essa subseqüência novamente de J;' . Como r' __,_ f 
emL2 ((0,T) x lR3 xlR?) e ( 01/;EL2 ((O,T)xB5 xlR3),então 
Como todo h E L 2 ((O, T) x B 5 ) está em L2 ((0, T) x Bs x BR), temos 
Assim, 
Portanto, 
daí 
' 
h,= r (6(·)/(·,·,!;,)1/;(E,)dÇ qtpem [O,T] X Bs, }!Rs 
agora usando a desigualdade de Holder e o fato de 
L2 ((0, T) x B 5 ) '-+ L1 ((0, T) x Bs) 
temos, 
r J;:'(·, ·, Ç)1/;(Ç)dÇ--+ r (6(·)!(-, ·, Ç)1/;(Ç)dÇ em L1 ((0, T) x Bs), (4.2) Jffi3 JR3 
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pois basta tomar h= 1 E L2 ((O,T) x Bs). Portanto, 
T I 
+ 1 r 1 r (ork1f;dç- { (of'i/JdE, dxdt 
o J Bs i JJR3 1m3 
+li r t;k'if;dE,- r (of'if;dE,I'I . 1JJR.3 JlR.3 Ll((O,T)xBs) 
O último termo tende a O quando k ----+ oo por (4.2). Da expressão (ii) temos para o 
primeiro termo 
Logo o primeiro termo pode ser feito arbitrariamente pequeno para o pequeno. Para o 
segundo termo como rk __,. f em L2 ( (0, T) X IR3 X IR3)' tomando h= X{(O,o)xBsxBR) E 
L 2 ((0, T) x IR3 x IR3 ) temos 
li_F15 r r rkdE,dxdt = 1' r r fdÇdxdt, 
0 ./Bs JBR O }Bs lER 
portanto, como foi feito para o primeiro termo, o segundo termo pode ser feito arbitrari-
amente pequeno para o pequeno. 
Portanto, 
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T 
2'l caso- Agora assumiremos apenas 7}J E 1J (IR3 ). Consideremos 85(r) = 0 para . . 1 + T 
/5 > O r > O. Assim 
' -
,80 (0) = O, e a tripla (Bs(r), En, Bn) satisfaz o sistema de VM. 
l\ote que ;3, (r) ::; ~ e portanto Bo(r) é limitado em L 00 ((O,T) x IR3 x IR3). Como 
B,(r) ::; r então, 
Logo í3s(rl é limitada em L2 ((0, T) x IR3 x IR3), e como L2 é reflexivo temos í3s(r)--" 
j 6 em L2 ( (0, T) x IR3 x IR3 ). Pelo Caso 1 para Bo(r) temos, 
A subseqüência pode ser escolhida independentemente de o via diagonalização. 
Agora, pelo fato de PoUnk) --" f o em u ( (0, T) X IR3 X IR3) e Po(r') ::; rk' temos 
que para todo mensurável limitado A C (0, oo) x IR3 x JR3 
f JodE,dxdt = lim f B5(rk )dE,dxdt::; limf rkdE,dxdt =f jdE,dxdt, A kA kA .4 
assim j 5 ::; f em quase todo ponto. Portanto, para todo R < oo temos, 
r IJ- JoidE,dxdt = 
lco,T)xBsxBR 
r (f- fa)df,dxdt 
J(O,T)xB5 xBR 
- lim r (rk- ;3,(rk)) dE,dxdt 
k lco,T)xBsxBR 
< sup r . (rk- e,(rk)) df,dxdt. 
k J(o,T)xBsxBR 
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Para R tal que supp?j; c BR, temos 
lf rk,pdç _ j NdE. 
\ L 1 ((0,T)xBs) 
T ' , 
+r r ifrk1!JdE,-fB6(rk)1j;dE,idxdt lo JBsi I 
+ r r I f fo?j;dE, _ f f?j;dE,I dxdt 
Jo .J Bs ! ! 
pela condição ( 4.3), o primeiro termo tende a O quando k-+ oo. Para o segundo termo, 
fnk O (jnk )2 
o< rk- .s crk) = rk- J = , - < ocrk)2. 
ií l+atnk l+ótnk- . 
assim o segundo termo fica menor que 2Jj1,i;jjLooOTc2 , que pode ser feito arbitrariamente 
pequeno para O pequeno. Portanto, 
r rk(·, ·,E,)1!:(E,)dE,----+ r f(-, ·,E,)?j;(E,)dE, em L1 ((0,T) x Bs). Jffi3 1m3 
3º- caso - Seja 1/J E C0 (IR 3) = { 'P E C (IR 3) : lim cp( E,) = O}, como D (IR 3) = Co (IR 3), 
!Çi-+00 
" dado c> O, existe 'lj;m E D (IR3 ) tal que II,Pm- ,PIILoo < 3~ se m 2:: m 0 = mo(c). Pelo .c 
caso 2, existe uma subseqüência tal que, para cada m E I\ 
Assim, existe ko = k0 (f) tal que, 
1T Ls f rk'l,i;modE.- f Nm,dE.I dxdt < ~ se k 2:: ko. 
Para S > 1 temos, 
l!Jr1/JdE,-jNdE,!I . =1T r IJrk7/JdE,-Jf1j;dE, dxdt::; 
[ IIU((O.T)xBs) o Jss 1 
II!P -1/JmoiiL= (1T r r rkdE,dxdt + 1T r r rkdE,dxdt) + =-+ 
O j Bs j Bs O j Bs jiÇ[?_S>l 3 
111/J -1/Jmo li L= (1T r r fdE,dxdt + 1T r r fdE,dxdt) ::; 
O j Bs j Bs o j Bs jiÇI?_S>l 
,- ,-;::;- p:;::ç 
.::_Tc3 + :_ + ::_Tc3 <::+::+::=E, 3c 3 3c 3 3 3 · 
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Agora, para S::; 1, ternos 
I I f rk 7./JdÇ - f Ndt, I .. I Ll((O,T)xBs) 
+ 1T r r r'dé,dxdt) + ~ 
o 1 Bs 11<1?;1 3 
+1T r 1 .. jdé,dxdt) 
o 1 Bs IÇ,?;l 
< é [c,+ 1T r 1. r IE,I 2dE,dxdt] + _3é 
3c o 1 Bs 'Çi?;l 
onde c= c1 + c4 + Tc3. 
Portanto, 
r rk(-,·,E,)'Ij;(E,)dE,-+ r J(-,·,E,)0J(E,)dE, ernL1((0,T) X Bs). JJR3 JJR3 
4º- caso - Seja 1/J corno na hipótese do Teorema, ~g; -+ O, quando IE,I -+ oo. 
Tome (M E V (lR3), (M = 1 sobre EM e O :::; Cw :::; 1, J'vl E IN. Corno (M'Ij; E 
Co (lR 3) , V M E ]'\, ternos que ( 4.1) vale para (M'if' pelo caso 3 para urna subseqüência 
{rk h:;; 1, isto é, 
f rk(w'1f;dE, ~f f(M1/JdE, em L1((0, T) X Bs), ( 4.4) 
para !\1 fixo. Assim 
li f r'1fJdf, - f j'lbdé,l' - roT rBs I f r''l/Jdé, - f f'lj;dé, dxdt 
11 L 1 ((0,T)xBs) lo j F 
< sup rT r fr'(l- (M)\'1/Jidé,dxdt 
k lo 1 Bs 
Note que 
sup t r f r"(l- (M)I'l/JidE,dxdt = 
k lo 1 Bs 
+ 1T J f f(l- C\1)1'1/JidE,dxdt. 
o Bs 
sup r r f r IE,\ 2 11 ~; (1 - (M )dE,dxdt 
k lo 1 Bs E,: 
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lwi 1TJ f n·. 2 < csup_sup 
1 
l 2 f "ié,\ Xi<i>MdE,dxdt 
k <<!>.!vi ); o Bs 
hbl ! ;_.oo I /,! ~ 
h, ' ' /I . 0 t t ,'ip' A _,X 0 . . . , d por 1potese . c l2 -----+ , por an o sup ;~-'; -----+ , ass1rn ternos o pnme1ro termo m o lc, IÇ1>M :E,,-
para zero quando 111 -----+ O. Analogamente se mostra que o terceiro termo vai para zero 
quando M--+ O. Já o segundo termo vai para zero quando k-----+ O por (4.4). 
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Portanto, 
r rk(·,·J)w(E,)dé,---+ r f(-,·,é,)1j;(E,)dé, emL1((0,T) X Bs). JIR3 1m3 
Isto completa a prova do Teorema. ,. 
Corolário 4.2 : Assuma, além das hipóteses do Teorema 4.1, que VT, P >O 
{ (Jn(t, ·, ·))2 ; n E I:\, tE [O, T]} é relativamente fracamente 
compacto em L1 (Bp x Bp), (4.5) 
ou seja, existe vma subseqüência { unk(t, ·, ·))2}k2:1 tal que (rk(t, ·, ·))2 converge fraca-
mente em L 1 ( B p x B P). Então, para todo 1b E 1J (IR3), existe uma subseqüência {rk h:o: 1 
tal que 
Demonstração: Como 1/J E V (IR3), então ~~2 ---+ O quando I E, I ---+ oc. Assim, sabemos 
do teorema anterior que existe uma subseqüência {r· }r?l tal que 
{ r·(·, ·,E,)1/J(E,)dé,---+ r !(-, ·,é,)1/J(é,)dE, em L1((0, T) x Bs). (4.6) }TRs j.JRs 
Como convergência em L1 ((0, T) x Bs) implica convergência em medida e esta última 
implica na existência de uma subseqüência {r' },:o:1 de {r· }r2:l tal que 
r r'(-, ·,E,)1/;(Ç)dÇ---+ r f(-, ·,é,)1/J(é,)dE, qtp em (0, T) x B5 , (4.7) }JR3 } IR3 
veja [3], pag.69. 
Afirmação: { (/r(·,·, E,)1/;(Ç)dÇ) 2 } é relativamente fracamente compacto em 
Ll((O, T) x Bs)· 
Demonstração da Afirmação: Para demonstrar esta afirmação, usaremos DPVP, assim 
basta mostrar: 
(i) {(/r(·, ·,E,)1j;(Ç)dÇr} é limitado em L1 ((0,T) x Bs); 
(ii) Dado ê > O, existe o= o(ê) > O tal que, para todo A c (0, T) x Bs com IAI ::; o e 
VnEI'i, l (f r1/Jdé,) 2 dxdt::; c. (4.8) 
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Para (i) temos, 
'inElN. 
Para (ii), tome P = max(R,S) (onde supp1,6 c BR) e seja A,= {x E B 5;(t,x) E A}. 
Seja A mensurável com /AI :S 65. Então 
Agora observe que /{tE (0, T); lAti> 50 }1::; 60 , caso contrário 
[AI= 1T IA,Idt?: 1" , , IA,Idt > 5ol{t E (O,T); lAti> 5o}l?: 55, 
O {tqO,T),,A,,>oo) 
o que é uma contradição. Portanto 
e 
L2 ::; 111f'lli' j. j f lrl 2dÇdxdt. 
{tE(O,T);[A,[:Sóo} .4, J BR 
Assim, dado E> O, usando DPVP à expressão (4.5), temos que existe 51 = 51(E) > O tal 
que 
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Portanto, tomemos ó = 5~, assim 
l (f r'I/Jdf,) 2 dxdt <E, se IAI < ó. 
Isto conclui (ii), assim está demonstrada a Afirmação. 
Seja A C (0, T) x Bs , tal que IA i = O. Assim IA x E Ri = O. Lembremos que 
f E [2 ((O, T) X lR3 X JR3)' pois rk ~ f em L2 ( (0, T) X JR3 X JR3)' assim 
r (j !1/Jdf,) 2 dxdt ::; c f r Fdt;dxdt =c r Fdt;dxdt =o. (4.9) }A }A JBR lAxBR 
Agora de ( 4.7) temos que existe A C (O, T) x Bs tal que, 
s~p 11 rk1/Jdf, 1 f'lj;df,l ~o. ( 4.1 O) 
Assim, 
l (/ rk7j;df,) 2 dxdt + l (/ !1/Jdf,) 2 dxdt+ 
L\(/ rk,pdç- j !1/Jdf,) . (/ rk1!Jdf, + j f'iJdf,) \ dxdt::; 
cs~p 11 rkwdf, _ 1 f'lj;df,l, 
que vai para zero com k por (4.10). I'\a segunda desigualdade usamos (4.8) e (4.9) e na 
última ( 4.6). Portanto 
(! r'wdf,y---+ (f f'lj;df,r emL1((0,T)xB5 ). (4.11) 
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Analogamente se mostra que 
Agora 
que vai para zero por (4.11) e (4.12). 
Portanto, 
I rk(·,·,E,)1f;(E,)dE,-----+ f fC·,E,)1/J(E,)dE, emL2 ((0,T) X Es). .. 
Teorema 4.3 (Estabilidade): Seja (fn, En, En) solução do sistema de VM. Além das 
hipóteses do Teorema 4.1 e Corolário 4.2 vamos assumir que 
Então o limite fraco (f, E, E) é solução fraca do sistema de VM, isto é, 
ft +E,· 'Yxf +(E+ E, x E)· \lçj =O em J)' ((O,oo) x IR3 x IR3 ) (4.13) 
aE . Bt-\lxE=-J, \l·E=p, emD'((O,oo)x!R3 ) (4.14) 
a E at + \l X E= o' \l·B =o. em J)' ((O,oo) X JR3 ). (4.15) 
onde p e j são dados por {1.4). 
Demonstração: Escolhendo na expressão (4.1), ·1/J = 1 ou 7!; = E,k, para 1 :<:; k :<:; 3, temos 
que 
pn,jn-----+ p,j em L 1 ((O,T) x ER) (VT,R < oo). 
Agora seja <p E J) ( (0, T) x IR3 ), então existem T, R > O tais que supp <p C (0, T) x ER, 
daí 'P E L 2 ( (0, T) x IR3 ) e portanto 
100 r (íJ.c ) {""1 (a" ) o jlR, a; En- ('V X <p)En dxdt-----+ lo JR' a; E- (\7 X <p)E dxdt. (4.16) 
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Como jn --+ j em U ((0, T) x BR), então 
100 1 jncpdxdt--+ 1oc 1 j<pdxdt. O 1R3 O IR3 ( 4.17) 
Assim, 
éJE 
éJt -v x B = -j em V' ((O,oc) x JR3). 
Analogamente se mostra que: 
v·E=p emV'((O,oc)xJR3). 
Assim, está provada a expressão (4.14). Analogamente se prova a expressão (4.15). 
Como fn converge fracamente para f em U ( (0, T) x JR3 x JR3 ) então é fácil ver que 
Portanto, para concluirmos a expressão (4.13), basta mostrarmos que: 
ou seja, 
En r, é,- Bnr--+ E f, é,- Bf em V' ((0, oc) X JR3 X JR3). 
Seja (;3 E V ( (0, oo) x JR3 x JR3), como 
{tgi(t,x)hi(Ç);gi E V ((O,oc) x lR3 ) e hi E V (lR3)} é denso em V ((O,oc) x JR3JR3 ) 
(para demonstrar isto usa-se o teorema de aproximação de Weierstrass), então rp( t, x, Ç) = 
<p(t,x)'ij!(Ç) onde 'P E V ((O,oo) x lR3 ) e 1); E V (JR3 ), daí precisamos mostrar que: 
e [<J JIR, <pBn (L3 rç?j;dÇ) dxdt--+ [X) L, <pB (L3 fwdÇ) dxdt. (4.19) 
Sejam T,R < oo, tais que suppcp C [O,T] x BR e supp?j; c BR, da expressão (4.1) 
obtemos que: 
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Como 1b e E,W estão em IJ (IRa), pelo Corolário 4.2 temos que: 
r r1.fJdÇ, r rt;wdx ----> r f'ij;dE,, r ff,1j;dx em L2 ((0, T) x BR) }íRs }JRs }JRs }JRs ( 4.20) 
Agora, corno En e Bn convergem fraco em L2 ((0, T) x BR), tiT, R< oc, temos que 
En'P e Bn<p convergem fraco em L2 ((0, T) x BR), tiT,R < oc para E<p e B'f). Assim, 
l oo r <pE ( r fWdE,) dxdtl :S o Jm3 }IRs ! 
111 t r <pEn [ r r1/JdE,- r !1/JdE,] dxdt! +I rT r ( r !1/JdE,) ['PEn- 'PE] dxdtl. Jo J BR JIR) JIR3 I lo J BR JJR3 : 
O primeiro termo vai para zero, usando a expressão ( 4.20) e o fato de 
<pEn E L 2 ( (0, T) X BR)· o segundo termo vai para zero, usando que r f?j;dE, E JJR., 
L2 ((0,T) x BR) e '{)En converge fraco para 'PE em L2 ((0,T) x BR). Isto prova (4.18). 
A prova de (4.19) é análoga. 
Portanto está concluída a prova da expressão (4.13), e assim está demonstrado o 
teorema de estabilidade fraca para o sistema de VM. 11 
A prova da existência de solução fraca para o sistema de Vlasov-Maxwell, baseia-se 
na regularização dos dados iniciais, afim de obter convergência forte de fii para f o em U, 
pois assim pelo Teorema de convergência Dominada Generalizada, veja [14], temos que 
lfifl2 converge fraco para lfol2 em V, daí por DPVP, existe [3 superlinear, tal que 
f [3 (\J(i\ 2 ) :S C, tinE IN. 
Como a equação (1.1) pode ser escrita como uma equação de transporte por divergente 
livre (equação (1.5)), temos 
fe (\r \2 ) :5, C, ti n E E\. 
Tomando fJ(t) = f3 (t2 ) temos lim 8(t)t-2 = oc e as estimativas 
t-+oc 
s~p f f 8(Jf;)dE,dx :S C, !f;= rlt=O 
e f Jeun)dE,dx :S c, ti t;::: o. 
Assim por DPVP temos a condição (4.5) e daí usa-se o Teorema de Estabilidade para 
obter a solução fraca. 
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