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論 文 内 容 の 要 旨 
強化学習法は、試行錯誤によりエージェントが自ら解を見つける手法である。報酬獲得型の強化学習である
Profit Sharingは、解の最適性は保証されないが、学習の立ち上がり速度に優れている特徴を持つ。問題環境
の状態遷移が理想的なマルコフ決定過程（Markov Decision Processes: MDPs）環境だけでなく、エージェント
の知覚能力に制限があるという、より現実的な条件である部分観測可能マルコフ決定過程（Partially Observable 
Markov Decision Processes: POMDPs）環境の一部においても学習が進むことが知られており、人間よりも優れ
た解を見つけ出す可能性を秘めている。本論文では、Profit Sharingの特徴を理論的に分析し、従来の強化学
習法では学習が難しい領域においても、適切に学習を進めるための報酬分配方法について議論した。 
第1章では、研究の背景と目的、および研究内容の概要を述べた。 
第2章では、強化学習の研究の流れと技術用語について説明した。 
第3章では、MDPs環境において、ループ系列の学習の抑制を実現するための強化関数の条件を検討した。学
習の抑制は、ループ系列の分岐となる状態で実現できれば十分であり、それ以外の状態では抑制を行う必要が
ないことを明らかにし、拡張合理性定理として提案した。 
第4章では、POMDPs環境下における報酬分配を検討した。その結果、報酬の累積による学習が有効に働くた
めには、問題環境が決定的な遷移をすることが必要であることを明らかにし、さらに、行動系列の長さに応じ
た均一な報酬を分配する方法を提案した。 
第5章では、評価値の初期値の設定について議論した。評価値の初期値が分配量に対して大きすぎたり小さ
すぎたりすると、問題が生じることを指摘し、適切な初期値は、状態ごとに異なることを明らかにした。そし
て、状態ごとに独立して初期値を設定する方法を提案した。このことにより、大規模な問題環境に対しても、
効率的に学習を進めることができる。 
第6章では、複数のエージェントが協調して目的を達成するマルチエージェント環境での報酬分配を検討し
た。各エージェントは知覚能力が制限されるため、POMDPs環境下での学習となる。エージェント間での報酬割
り当てと、各エージェント内部での報酬の分配において、従来の等比減少的な分配法は限界を持つことを指摘
し、新たに均一的な分配法を提案した。 
第7章では、本研究で得られた研究成果を取りまとめた。 
 
論 文 審 査 の 結 果 の 要 旨 
学習機能を持った自律エージェントは、周りの環境から情報を得つつ、自律的に行動を決定し、目標を達成
する。このため、試行錯誤の経験を蓄積し、目標へ辿り着く行動系列を導き出す強化学習法が必要とされてい
る。最適な行動系列を獲得するためには、自律エージェントが問題環境を完全に把握することが求められる。
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一方、問題環境が大きい場合、環境把握に要する時間は膨大となる。このため、学習戦略として、環境把握優
先方法と目標へ至る経路を優先的に選択する報酬獲得優先方法が存在する。ここでは、後者の方法である
Profit Sharing法を採り上げ、学習効率を向上のための報酬分配法について検討し、以下のような結果を得て
いる。 
まず、マルコフ決定過程に従う理想的問題環境において、目標に至る行動系列エピソードのうち、学習効率
に寄与しない迂回系列への行動を選択しない抑止条件を求めている。抑止条件を満たす報酬分配法を提案し、
計算機実験により、学習効率の向上を確かめている。次に、環境が部分観測可能なマルコフ決定過程に従う場
合の強化学習について検討している。不完全な観測情報しか得られないため、エージェントは、マルコフ決定
過程では異なっていた状態を、同一の状態として取り扱うことが生じてくる。ここでは、一つのエピソード内
に含まれる複数個の部分行動系列の中で、不完全知覚の影響を受けない部分行動系列のみを用いて強化する学
習方法を提案し、部分観測可能な実験環境を新たに提示し、本学習方法の学習効果を確かめている。さらに、
学習強化を行う場合における初期値の自動設定について検討している。環境探索的予備学習を繰り返し実行し、
状態ごとに初期値を独立に自動設定する方法を提案し、学習効率の向上に繋がっていることを確かめている。
最後に、複数エージェントにおける報酬分配問題は、部分観測可能な確率決定過程となることを示し、目標達
成に係わったエージェントの部分行動系列に報酬を分配することが有効であることを確かめている。 
これらの研究成果は、人工知能における強化学習に新たな知見を提供するものであり、知識情報処理システ
ムを含む情報工学分野の発展に寄与することが大きい。よって、本論文の著者は博士(工学)の学位を授与され
る資格があるものと認める。 
 
 
 
