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Preface
The work described in this thesis was carried out by myself between October 2008
and October 2011 at Imperial College London, plus additional work required for
resubmission, under the supervision of Dr. Paul Tangney. I certify that I am the
sole author of this thesis, and all work herein is my own, except where explicitly
referenced.
5

Abstract
In the field of molecular dynamics (MD), the time evolution of a set of interacting
atoms is determined by integrating their equations of motion using Newton’s Second
Law. By using efficient potentials that capture the essential physics of a material,
the properties of systems containing tens of thousands of atoms can be accurately
modelled. This thesis describes three substantial developments in the science and
simulation of ionic materials. In the opening chapters, we provide an introduc-
tion to the field of atomistic simulation, covering the theory and methods used in
both classical molecular dynamics and density-functional theory (DFT). The use of
DFT calculations in the parametrisation of force fields for molecular dynamics is
described, and we discuss how the software used for MD and potential parametrisa-
tion has been radically overhauled and made more efficient and user friendly during
the course of this work.
We then study aluminium oxide, and develop a new potential which is faster and
simpler than the current state of the art alumina potentials. The new potential is
tested and found to accurately describe a range of physical properties. The potential
is then applied to the study of intrinsic defects in alumina.
Finally, we attempt to improve our description of heterogeneous ionic materials
by developing and implementing a coupled charge-equilibration and polarisable ion
model applicable to non-molecular systems. A review of the existing literature on
the subject is made, before we describe the mathematical and physical reasoning
behind our new implementation. Our method is found to be numerically accurate,
and is subsequently applied to the study of defects and surfaces in magnesium oxide.
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Chapter 1
Introduction
Throughout the history of science, a vast body of work has been done with the aim
of describing the behaviour of the macroscopic world using the language of math-
ematics. For over two centuries, it was believed that the world obeyed Newtonian
mechanics at all scales; it was only in the early 1900s that it was discovered that
a new theory was needed to describe behaviour at the atomistic level - quantum
mechanics.
Using the laws of quantum mechanics, in principle, it should be possible to de-
scribe the properties of any macroscopic system from the behaviour of its constituent
atoms, i.e. by solving the time-dependent Schro¨dinger equation. Unfortunately, it
turns out that even with the aid of computers, this problem is intractable for all
but the simplest of cases. The goal of atomistic simulation, therefore, is to make
reasonable approximations that simplify the problem, without throwing away the
essential physics which we wish to study.
In this thesis, we begin by discussing two widely-used methodologies for atomistic
simulation. The first is density-functional theory (DFT) [1], an ab initio method
where the electronic density is used as the central quantity instead of the many-body
wavefunction. DFT has enjoyed a great deal of success since its introduction in 1964,
but the computational expense involved limits it to systems of a few hundreds or
thousands of atoms. In this work, we wish to study the time evolution of systems of
tens of thousands of atoms, and so the second method we describe is that of classical
molecular dynamics (MD) using force fields.
Molecular dynamics is an important tool for analysing and predicting the prop-
erties of many materials, from simple ionic systems to biological molecules. The
time evolution of these systems is simulated by integrating their classical equations
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of motion, where the forces on each atom are determined by the gradient of a po-
tential energy function that captures the essential physics of the system. We discuss
the various potential forms used in the literature, from simple pair potentials to
more sophisticated many body models. We then describe how to parametrize such
potentials using the force-matching technique of Ercolessi & Adams [2], which fits
to large data sets generated from first principles calculations rather than a more
limited range of experimental data.
Chapter 4 introduces the main simulation code used in this work - our in-house
molecular dynamics and potential parametrization package. The functions of the
code are outlined, with particular focus on the improvements made during the course
of this work. A number of future developments are also proposed.
In Chapter 5, we present a new atomistic force-field for alumina which has been
parametrised to DFT data using the force matching method. We discuss the mo-
tivation behind studying alumina and compare our force field to DFT, experiment
and existing potentials. The potential is used to calculate lattice parameters and
equations of state for different phases, phonon dispersion curves, elastic constants
and thermal expansion. We find good agreement with DFT and experiment for
all quantities calculated, and, unlike other alumina potentials [3, 4], we are able to
correctly predict the ground state structure without including quadrupolar polar-
isation. We conclude the chapter by calculating the formation energy for neutral
defects in alumina for supercells of up to 12,000 atoms. Although we systematically
underestimate the formation energies of these defects, we agree with the ordering of
defect energies given in the literature [5]. We also discover a lower energy structure
for the charged oxygen interstitial than those already published, and confirm that
this new structure has a lower energy with DFT as well as with our potential.
In Chapter 6, we extend our molecular dynamics scheme to allow an ion to
simultaneously change both its charge and induced dipole (all work up to this point
has been done with a fixed charge scheme). We begin by reviewing the charge
transfer methodologies already published in the literature, and conclude that to
the best of our knowledge, no one has yet presented a scheme for simultaneous
charge transfer and dipole polarisation in a bulk material. We then present our
methodology and describe how it has been implemented and tested thus far, before
outlining further work that needs to be done with this scheme.
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Ab Initio Methods
In order to simulate the behaviour of materials at the atomistic level, it is important
to have an understanding of the underlying physics. In this chapter, we begin by con-
sidering the core (and unfortunately intractable) problem of solving the Schro¨dinger
equation for a system of interacting electrons and nuclei. The Hartree and Hartree-
Fock approximations are then introduced, before we move on to consider methods
where the electronic density rather than the wavefunction is used as the central quan-
tity. We discuss the principal theorems and equations of density functional theory
(DFT) and conclude with some remarks about their practical implementation.
2.1 Many-body quantum mechanics
In principle, the properties of any system of electrons and nuclei can be described
by the solutions of the many-body Schro¨dinger equation (the explicit treatment of
spin will be neglected throughout this work):
HΨ({ri}, {Rα}, t) = i~∂Ψ
∂t
(2.1)
where H is the full many-body Hamiltonian and Ψ is the corresponding many-
body wavefunction, which is a function of the electronic coordinates ri and nuclear
coordinates Rα. Since we are not going to concern ourselves with situations where
relativistic effects are important, we can write H as the sum of the kinetic energies
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and Coulomb interactions of a system of N electrons and P ion cores.
H = Tˆn + Tˆe + Vˆnn + Vˆee + Vˆen
= −
P∑
I=1
~
2
2MI
∇2I −
N∑
i=1
~
2
2m
∇2i +
e2
2
P∑
I=1
P∑
J 6=I
ZIZJ
|RI −RJ |
+
e2
2
N∑
i=1
N∑
j 6=i
1
|ri − rj| − e
2
P∑
I=1
N∑
i=1
ZI
|RI − ri| (2.2)
where m and e are respectively the electronic mass and charge, ~ is the reduced
Planck’s constant (equal to Planck’s constant h divided by 2π) and MI and ZI are
the mass and relative charge of the ion core at position RI .
Although the Schro¨dinger equation can be solved exactly for a few cases such as
particle in a square well or a hydrogen atom, finding exact solutions for all but the
simplest of systems is effectively impossible.
2.1.1 Simplifying Approximations
Our first attempt to make the problem tractable is to make the observation that,
compared to electrons, nuclei are massive and slow. We can therefore make the
approximation of writing the many-body wavefunction as follows:
Ψ(RI , ri, t) =
∑
n
Θn(RI , t)Φn(ri;RI) (2.3)
where Θn(RI , t) are time-dependent nuclear states, and Φn(ri;RI) are stationary
states of the electronic Hamiltonian Hˆe = Tˆe+Vˆee+Vˆne with a parametric dependence
on RI . Here we are effectively saying that the electrons instantaneously follow
the nuclear motion whilst remaining in the same stationary state. We neglect any
coupling between these stationary states caused by the nuclei - this is known as the
adiabatic approximation.
We can further extend our approximation by also neglecting the coupling between
electrons and nuclei that should appear in the time-dependent Schro¨dinger equation
describing the evolution of the nuclear wavefunctions . In this case, we are using
the Born-Oppenheimer approximation [6].
We can simplify the problem further still by also invoking the classical nuclei
approximation. Since the nuclear wavefunctions are highly localised, we can treat
them as classical particles and determine their motion by taking the gradient of their
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potential energy at any given time step.
2.1.2 The Variational Method
The variational method is an important technique for finding an approximate so-
lution to systems which aren’t exactly solvable. Starting from an adjustable trial
wavefunction, the variational theorem states that the energy E of this wavefunction
is an upper bound to the exact ground state energy E0.
To illustrate this point, consider a system with Hamiltonian Hˆ where the time-
independent Schro¨dinger equation Hˆψn(ri) = Enψn(ri) gives us eigenfunctions ψn(r)
and energy eigenvalues En. As the eigenfunctions form a complete basis, we can
write our trial wavefunction φ(r) as:
φ(ri) =
∑
n
anψn(ri) (2.4)
The energy of the state φ(ri) is given by:
E[φ(ri)] =
∫
φ∗(ri)Hˆφ(ri)dri∫
φ∗(ri)φ(ri)dri
=
∑
ij a
∗
i aj
∫
ψ∗i (ri)Hˆψj(ri)dri∑
ij a
∗
i aj
∫
ψ∗i (ri)ψj(ri)dri
=
∑
ij a
∗
i ajEj
∫
ψi(ri)
∗ψj(ri)dri∑
ij a
∗
i aj
∫
ψi(ri)∗ψj(ri)dri
=
∑
i |ai|2Ei∑
i |ai|2
where we have used the fact that the {ψi} are an orthonormal set of eigenfunctions
of Hˆ with eigenvalues Ei. We now subtract the ground state energy E0 from both
sides of this expression to obtain
E[φ(ri)]− E0 =
∑
i |ai|2(Ei − E0)∑
i |ai|2
(2.5)
The right hand side of this equation is clearly always greater than or equal to zero,
and so E(φ) ≥ E0, with E[φ(ri)] = E0 only when a0 = 1 and all other ai = 0, i.e.
when φ(ri) = ψ0(ri).
The methods discussed in the following sections all employ the variational method.
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2.1.3 The Hellmann-Feynman theorem
The Hellmann-Feynman theorem [7, 8] states that the if the electronic energy de-
pends on some external parameter λ, then its derivative with respect to λ is given
by the expectation value of the derivative of the electronic Hamiltonian Hˆ(λ). We
can easily prove this by starting from
En(λ) = 〈ψn(λ)|Hˆ(λ)|ψn(λ)〉 (2.6)
for energy eigenvalues En with corresponding eigenvectors ψn(λ). If we now take
the derivative of En with respect to λ, we find
∂En
∂λ
=
〈
∂ψn(λ)
∂λ
∣∣∣Hˆ(λ)∣∣∣ψn(λ)
〉
+
〈
ψn(λ)
∣∣∣∣∣∂Hˆ(λ)∂λ
∣∣∣∣∣ψn(λ)
〉
+
〈
ψn(λ)
∣∣∣Hˆ(λ)∣∣∣ ∂ψn(λ)
∂λ
〉
=
〈
ψn(λ)
∣∣∣∣∣∂Hˆ(λ)∂λ
∣∣∣∣∣ψn(λ)
〉
+ En(λ)
[〈
∂ψn(λ)
∂λ
| ψn(λ)
〉
+
〈
ψn(λ) | ∂ψn(λ)
∂λ
〉]
=
〈
ψn(λ)
∣∣∣∣∣∂Hˆ(λ)∂λ
∣∣∣∣∣ψn(λ)
〉
+ En(λ)
∂
∂λ
[〈ψn(λ)|ψn(λ)〉]
Since the ψn are normalised to 1, the final term on the RHS disappears and we are
left with
∂En
∂λ
=
〈
ψn(λ)
∣∣∣∣∣∂Hˆ(λ)∂λ
∣∣∣∣∣ψn(λ)
〉
(2.7)
If we use the nuclear positions RI as our parameters, we can calculate the forces
required for the time evolution of the system.
2.2 The Hartree Approximation
The Hartree approximation is a first attempt at approximating the many-body wave-
function. It is assumed that the electrons are non-interacting so that we can write
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the wavefunction of the system as a product of single-particle wavefunctions:
φ({ri}) = φ1(r1)φ2(r2) . . . φn(rn) (2.8)
The expectation value of the Hamiltonian with this wavefunction is given by the
following:
E = 〈φ|Hˆ|φ〉
=
∑
i
∫
φ∗i
(
− ~
2
2m
∇2 −
∑
α
Zαe
2
|r−Rα|
)
φidr
+
e2
2
∑
i 6=j
∫ ∫ |φi(r)|2|φj(r′)|2
|r− r′| drdr
′ (2.9)
We now minimise the energy with respect to the {φi}, subject to the constraint of
normalisation, i.e.
δ
δφk∗
[
E(φ)−
∑
i
ǫi
∫
|φi(r)|2dr
]
= 0 (2.10)
where the ǫi are Lagrange multipliers.
This yields a set of single particle Schro¨dinger equations, known as the Hartree
equations :
[
− ~
2
2m
∇2 −
∑
α
Zαe
2
|r−Rα| + e
2
∑
j 6=i
|φj(r′)|2
|r− r′| dr
′
]
φi(r) = ǫiφi(r) (2.11)
The third term is effectively a mean-field term, VHartree. We exclude the self-
interaction term j = i.
Since the equation for each φi contains a term involving the Coulomb repulsion of
all the other φj, these equations must be solved self-consistently. It should also
be noted that this formulation results in each electron-electron interaction being
counted twice, hence the total energy of the system cannot simply be written as the
sum of the single particle energies ǫi.
Whilst it makes for a useful starting point, the Hartree approximation does not
take into account the fact that electrons obey Fermi-Dirac statistics, and hence
solutions of the Hartree equations are not useful for describing real systems.
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2.3 The Hartree-Fock Approximation
In the Hartree-Fock approximation, electrons are correctly treated as indistinguish-
able fermions whose total wavefunction must be antisymmetric under the exchange
of any two particles. We can write such a wavefunction in the form of a Slater
determinant:
φ({ri}) = 1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ1(r2) . . . φ1(rN)
φ2(r1) φ2(r2) . . . φ2(rN)
...
...
. . .
...
φN(r1) . . . . . . φN(rN)
∣∣∣∣∣∣∣∣∣∣
(2.12)
As before, we can calculate the expectation value of the Hamiltonian, which in
this case yields
E = 〈φ|Hˆ|φ〉
=
∑
i
∫
φi ∗
(
− ~
2
2m
∇2 −
∑
α
Zαe
2
|r−Rα|
)
φidr
+
e2
2
∑
ij
∫ ∫ |φi(r)|2|φj(r′)|2
|r− r′| drdr
′
− e
2
2
∑
ij
∫ ∫
φ∗i (r)φi(r
′)φ∗j(r
′)φj(r)
|r− r′| drdr
′ (2.13)
We can immediately recognise the first two terms from Equation 2.10. The final term
accounts for antisymmetry under exchange, and hence is known as the exchange
energy. If we again minimise the energy with respect to φi,
[
− ~
2
2m
∇2 −
∑
α
Zαe
2
|r−Rα| + e
2
∑
j 6=i
|φj(r′)|2
|r− r′| dr
′
−e2
∑
j
∫
φ∗j(r
′)φi(r
′)
|r− r′| dr
′
]
φi(r) = ǫiφi(r) (2.14)
We can see that the additional exchange term lowers the energy with respect to
the Hartree energy; this is because the Pauli exclusion principle means that electrons
of the same spin do not like to be too close to each other. The decrease in the overlap
between the spatial part of the electronic wavefunctions also reduces their Coulomb
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repulsion and thus the total energy of the system.
By including the effects of exchange, Hartree-Fock is more accurate than the
Hartree approximation, but it still fails to fully take into account one important
effect. The presence of an electron at ri will discourage other electrons from ap-
proaching because of Coulomb repulsion, hence electronic motion is correlated. This
repulsive energy can be split into a mean-field term (VHartree), plus an additional
term, correlation, which has thus far been neglected. Due to the lack of correlation,
Hartree-Fock is insufficient for many applications.
2.4 Density-Functional Theory
The methods discussed so far all retain the many-body wavefunction as the central
quantity of interest. In the 1920s, both Thomas [9] and Fermi [10] independently
developed a new approach for calculating the energy of a system of N electrons in
terms of the electronic density n(r), where
n(r) =
∑
i
φ∗i (r)φi(r)
and ∫
n(r)dr = N (2.15)
This reduces the number of degrees of freedom in the problem from 3N (where N
is on the order of 1023) to 3. Although the specific approximations used in their
method were too crude for Thomas-Fermi theory to be of much practical use, in
1964, Hohenberg and Kohn [1] further developed the concept of using the density as
the central quantity in their formulation of density-functional theory (DFT). At the
present time, DFT remains the method of choice for a wide range of applications in
many different fields.
2.4.1 The Hohenberg-Kohn Theorems
In Hohenberg and Kohn’s 1964 paper, they stated and proved two theorems that
paved the way for an exact reformulation (in principle, if not in application) that
uses the electron density as its central quantity.
Theorem 1. The external potential (in our case, that due to the ion cores) and the
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ground state energy are unique functionals, to within an additive constant, of the
electron density.
Proof. Let us suppose that we can find two potentials V and V ′ (with corresponding
Hamiltonians Hˆ and Hˆ ′) which differ by more than a constant but have the same
ground state density n0. We can write the normalised ground state wavevector and
energy of V as |φ〉 and E0 = 〈φ|Hˆ|φ〉 respectively, and similarly for V ′ the ground
state wavevector and energy are |φ′〉 and E ′0 = 〈φ′|Hˆ ′|φ′〉. Using the variational
principle introduced in Section 2.1.2, we can see that
E0 = 〈φ|Hˆ|φ〉 < 〈φ′|Hˆ|φ′〉 (2.16)
We can rewrite the RHS of this equation as
〈φ′|Hˆ|φ′〉 = 〈φ′|Hˆ ′|φ′〉+ 〈φ′|Hˆ − Hˆ ′|φ′〉
= E ′0 + 〈φ′|V (r)− V ′(r)|φ′〉
= E ′0 +
∫
[V (r)− V ′(r)]n0(r)dr (2.17)
Substituting back into Equation 2.16 gives us
E0 < E
′
0 +
∫
[V (r)− V ′(r)]n0(r)dr (2.18)
If we follow the same procedure with E0 and E
′
0 exchanged, we obtain
E ′0 < E0 +
∫
[V ′(r)− V (r)]n0(r)dr (2.19)
By adding these two equations, we get
E0 + E
′
0 < E0 + E
′
0 (2.20)
Since this obviously cannot be true, it is obvious that our initial assumption that
there are two different potentials which give rise to the same ground state density
is incorrect.
From this first theorem, we can see that all properties of any system of electrons
are completely determined by the normalised ground state electronic density n, as
this determines Vext. We now define an energy functional for an arbitrary external
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potential V .
EV [n] = 〈Ψ[n]|T + Vee|Ψ[n]〉+
∫
n(r)V (r)dr
= F [n] +
∫
n(r)V (r)dr (2.21)
F [n] is the same for any system, and hence is known as a universal functional.
Theorem 2. For all densities n(r) which are the ground state density for some
external potential V (V -representable), EV [n] ≥ E0, where E0 is the ground state
energy of N electrons in the external potential V (r).
Proof. From the first theorem, we know that n(r) uniquely determines Vext and
Ψ[n]. Using Ψ[n] as a trial wavefunction to evaluate the expectation value of the
Hamiltonian with external potential V gives us
EV [n] = 〈Ψ[n]|Hˆ[n]|Ψ[n]〉
= 〈Ψ[n]|Fˆ [n]|Ψ[n]〉+ 〈Ψ[n]|V |Ψ[n]〉
= F [n] +
∫
V (r)n(r)dr (2.22)
From the variational principle, we know that if we evaluate EV [n], it must be greater
than or equal to the ground state energy E0.
EV [n] ≥ E0 (2.23)
For non-degenerate ground states, the equality can only hold when Ψ is the ground-
state for potential V .
2.4.2 The Kohn-Sham equations
Although the Hohenberg-Kohn theorems are powerful statements, by themselves
they offer no guidance as to how to apply them to an actual system of interest.
In 1965, Kohn and Sham [11] developed a method for actually implementing the
Hohenberg-Kohn theorems, by mapping the full interacting system onto a fictitious
non-interacting system in an effective ‘Kohn-Sham’ potential. This approach re-
mains exact in principle, although approximations have to be introduced later on to
account for terms whose correct form is unknown.
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We start by rewriting our total density in terms of the wavefunctions ψi of the
fictitious non-interacting electrons:
n(r) =
∑
i
|ψi(r)|2 (2.24)
still subject to the normalisation constraint of Equation 2.15.
Now we consider the form of the functional F [n] introduced in Equation 2.21:
F [n] = T [n] + Vee[n] (2.25)
Since we don’t know the exact forms of T [n] and Vee[n], we take the approach of
rewriting them in approximate forms that we do know, plus an additional (hopefully
small) error term. For Vee, we have
Vee[n] =
1
2
∫
n(r)n(r′)
|r− r′| drdr
′ +∆Vee[n] (2.26)
= EH [n] + ∆Vee[n] (2.27)
where EH [n] is the Hartree energy (for clarity, from this point onwards we will be
working in Hartree atomic units, where e = m = ~ = 4πǫ0 = 1).
For T [n], we follow the same procedure, this time writing the total kinetic energy
as the sum of the kinetic energy of a system of non-interacting electrons plus an
unknown term.
T [n] = − 1
2m
∑
i
∫
ψ∗i (r)∇2ψi(r)dr+∆T [n] (2.28)
= Ts[n] + ∆T [n] (2.29)
We can now repackage our ignorance by combining both unknown terms ∆Vee[n]
and ∆T [n] together into a term Exc[n] = ∆Vee[n] + ∆T [n]. Exc is known as the
exchange-correlation energy, since it contains both the Hartree-Fock exchange en-
ergy and that due to correlation. The exchange-correlation energy usually accounts
for only ∼10% of the total ground state energy, so even though we will have to
approximate its form in practice, we should still be able to obtain useful results for
many systems.
The second Hohenburg-Kohn theorem states that we can obtain the ground state
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variationally from the energy functional. We can express this as
δ
[
F [n] +
∫
Vext(r)n(r)dr− µ
(∫
n(r)dr−N
)]
= 0 (2.30)
or
δ
[
TS[n] + EH [n] + Exc[n] +
∫
Vext(r)n(r)dr (2.31)
−
∑
i
ǫi
∫
|ψi(r)|2dr
]
= 0 (2.32)
We include a Lagrange multiplier µ to ensure that total electron number is conserved.
We now define the Kohn-Sham potential VKS as
VKS(r) = Vext(r) +
∫
n(r′)
|r− r′|dr+ Vxc(r) (2.33)
= Vext(r) + VH + Vxc(r) (2.34)
where Vxc(r) is the exchange-correlation potential, given by
Vxc(r) =
δExc[n]
δn(r)
(2.35)
By performing the required functional differentiation, our problem becomes that of
solving a set of single particle Schro¨dinger equations for a system of non-interacting
electrons moving in a potential VKS.[
−1
2
∇2 + VKS(r)
]
φi(r) = ǫiφi(r) (2.36)
From the solution to these equations, we can determine the density (which, by
construction, is the same as that of the fully interacting system).
The total energy of the interacting system is then given by
E[n] = Ts[n] +
1
2
∫
n(r)n(r′)
|r− r′| dr+
∫
Vext(r)n(r)dr+ Exc[n] (2.37)
In the original formulation of DFT as set forth by Kohn and Sham, there is
no guarantee that trial densities used in the variational search for the ground state
will correspond to an antisymmetric wavefunction. Since such densities would ob-
viously be unphysical, Levy [12, 13] presented a reformulation of DFT in which the
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variational search is constrained only to densities that arise from an antisymmetric
wavefunction.
Although the Kohn-Sham formalism is exact in principle, since we do not know
the correct form of Exc, we must make assumptions about its form. The most
common approaches are discussed in the next section.
2.4.3 Exchange-correlation
The Local Density Approximation
In the Local Density Approximation (LDA), we consider our electron gas to be
locally homogeneous, such that the contribution to Exc from an infinitesimal volume
of space is the same as it would be if all of space was filled with a homogeneous
electron gas of density n(r).
ELDAxc [n(r)] =
∫
n(r)n(r)dr (2.38)
ǫxc is the exchange-correlation energy per electron in the homogeneous electron gas.
Vxc now becomes
Vxc(r) = ǫxc(n(r)) + ǫxc(n(r))
δǫxc(n)
δn(r)
(2.39)
Obviously, we still need to know a form for ǫxc in order to be able to proceed. The
work of Ceperley and Alder [14] has given us accurate values for this quantity over
a range of densities.
In the limit of an infinitely slowly varying density, the local density approxima-
tion is exact, and for many systems of interest, it works very well. It does, however,
have a tendency to over-bind and thus underestimate lattice parameters.
The Generalised Gradient Approximation
An obvious approach for systematically improving the LDA is to write the density in
terms of a derivative expansion. In the generalised gradient approximation (GGA),
we consider the electron density and its gradient:
EGGAxc [n(r) =
∫
n(r)ǫxc(n(r),∇n(r))dr (2.40)
For some systems, GGA reduces the error in binding energies as compared to
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the LDA, although it does tend to underbind. Unlike LDA, however, GGA has
no universal form; commonly used GGA functionals include PBE [15], PW91 [16],
RPBE [17] and WC [18].
Other options for calculating Exc include considering the next term in the deriva-
tive expansion (meta-GGAs) or taking a non ab initio approach and fitting a func-
tional to a number of empirical parameters. These functionals may work for the
systems to which they are fitted, but they can have poor transferability. The DFT
calculations presented in this thesis are performed using the LDA and GGA, and
hence these alternatives will not be discussed further.
2.5 Practical implementation
Our aim is to use DFT to calculate the properties of systems of interest. In order to
obtain meaningful results, there are various practical considerations that must be
taken into account when performing an electronic structure calculation.
2.5.1 Self-consistency
As discussed in Section 2.4.2, we are constructing the density by considering a set
of non-interacting electrons moving in the Kohn-Sham potential VKS. It will not
have escaped the notice of the reader that VKS is itself dependent on the density;
our approach therefore is to start with an initial guess at the density and proceed
to solve the Kohn-Sham equations self-consistently.
The simplest implementation of this scheme is to take the output density from
one iteration and use it as the input density for the next. Unfortunately, this can lead
to the system switching between two states (“charge sloshing”) instead of converging
to a self-consistent charge density. We can avoid this by taking a mixture of the
output density and previous input densities as our new input state.
2.5.2 Bloch’s Theorem for periodic boundary conditions
Solving the Kohn-Sham equations is ultimately an eigenvalue problem, which com-
putationally scales as the cube of the system size. Although methods for linear-
scaling DFT also exist, there is limit on the size of systems we can feasibly inves-
tigate with DFT, typically up to a few hundreds or thousands of atoms. Since a
macroscopic object will contain on the order of 1023 atoms, it may initially seem
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as if studying bulk materials is beyond our reach. We can overcome this problem
by replicating our simulation cell to fill all space, thus working in periodic boundary
conditions. In order to relate the wavefunctions of this infinite set of electrons to
those of the electrons in the original unit cell, we invoke Bloch’s theorem, derived
below. A knowledge of basic crystallographic concepts and terminology is assumed.
Consider a periodic lattice, described by a general lattice vector R
R = n1a1 + n2a2 + n3a3 (2.41)
where the ni are integers and the ai are the Bravais lattice vectors.
We can define a translation operator TR such that
TRf(r) = f(r+R) (2.42)
For an electron moving in a periodic potential, the Hamiltonian H(r+R) = H(r).
So
TRH(r)ψ(r) = H(r+R)ψ(r+R) (2.43)
= H(r)TRψ(r) (2.44)
since TR and H commute, they must share a common set of eigenstates. Also,
trivially, all possible TR must commute with each other. The eigenstates of TR (and
thus H) are given by
TRψ = c(R)ψ (2.45)
Trivially, we can see that
TRTR′ψ = TR′TRψ = ψ(r+R+R
′)
= TR+R′
From this relation and Equation 2.45, we can see that c(R)c(R′) = c(R+R′).
Hence
c(R) = c(n1a1 + n2a2 + n3a3) = c(a1)
n1c(a2)
n2c(a3)
n3 (2.46)
We are free to express our eigenvalues c in the following form: ci = exp(2πixi). Thus
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we can rewrite c(R) as
c(R) = exp[2πi(x1n1 + x2n2 + x3n3)] (2.47)
= exp[ik.R] (2.48)
where
k = x1b1 + x1b1 + x1b1 (2.49)
where the bi are the reciprocal lattice vectors. We now combine all these observa-
tions to write down Bloch’s theorem:
TRψ = ψ(r+R) = c(R)ψ(R) = e
ik.Rψ(R) (2.50)
If we follow the alternate derivation presented in Kittel [19], we see that we can
equivalently express this as
ψk(r) = u(r)e
ik.r (2.51)
i.e. the wavefunction of electrons in a periodic potential is a plane wave multiplied
by a function u which has the periodicity of the potential.
Finally, we consider the allowed values of the wavevector k. To fill space, our
primitive or conventional unit cell repeats N = N1 ×N2 ×N3 times in the x,y and
z directions respectively. Since we are working in periodic boundary conditions,
ψ(r+Niai) = ψ(r). According to Bloch’s theorem
ψ(r+Niai) = ψ(r) (2.52)
For both these conditions to hold, it must be true that
eiNik.ai = 1 (2.53)
e2piiNixi = 1 (2.54)
This restricts our possible values of x to xi = mi/Ni. The general form of the allowed
Bloch wavevectors is thus
k =
3∑
i=1
mi
Ni
bi (2.55)
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2.5.3 Basis sets
In order to represent the Kohn-Sham orbitals, a complete set of basis functions must
be chosen. In this work, we are interested in condensed phases subject to periodic
boundary conditions. The most obvious choice of basis is to use orthonormal plane
waves, as they form an unbiased set with a systematic convergence to completeness.
We can write a wavefunction in terms of plane waves as:
φα(r) =
1
Ω
∑
g cαge
ig.r (2.56)
where Ω is the volume of the simulation cell.
For clusters and molecules, smaller, more localised basis sets are employed to
make calculations more efficient, but such systems are beyond the scope of this
work.
Computationally, it is clearly impossible to sum over the complete infinite set of
plane waves; fortunately, in practice, the cαg decrease with increasing |g|, so that
we can choose a cut-off above which the coefficients cαk are taken to be zero. In
practical terms, we do not include plane waves which have kinetic energy ~
2
2m
|g|2
greater than some cut-off energy Ecut. It is important to ensure that our quantities
of interest (energy differences, forces, etc) are converged with respect to this cut-off;
i.e. if Ecut is further increased, the change in these quantities should be negligible.
2.5.4 k-points
All the physics of any given system is contained within the first Brillouin Zone [20].
When constructing the electronic density, in principle, we need to integrate over
all allowed wavevectors k; however, by noting that the wavefunctions change slowly
with varying k [21], we can restrict ourselves to summing over a finite set of k-points
ρ(r) ≈
∑
k
|ψk(r)|2 (2.57)
The most general set of k-points to use is the Monkhorst-Pack grid [22], an unbiased
grid of nx × ny × nz k-points evenly distributed throughout the Brillouin zone. By
applying crystal symmetries, we can reduce the actual number of points we have to
sample to those within the irreducible wedge of the Brillouin zone. As with plane
wave cut-off, it is important to ensure that results are converged with respect to the
size of the k-point grid used; for large systems where the Brillouin Zone is small, it
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is sufficient to use the Γ-point (0,0,0) only.
2.5.5 Pseudopotentials
Since most of the physics and chemistry of a material involves only the valence elec-
trons, we can replace the bare Coulomb potential of the nucleus and that of the
low energy core electrons with the screened effective non-local potential (pseudopo-
tential) seen by the valence electrons. Since the pseudopotential is smoother than
the bare nuclear potential, fewer plane wave terms are needed to describe it and
the efficiency of our calculations is increased. The trade-off is that our KS wave-
functions will deviate from their true behaviour in the pseudopotential region. The
core electrons are also now frozen into the pseudopotential, so we cannot accurately
describe any situation in which they do actually participate.
Pseudopotentials can be broadly divided into two categories - ultrasoft and norm-
conserving. Outside a core radius R, a norm-conserving pseudopotential equals the
all-electron potential; within this radius it is free to differ, subject to the constraint
that the integrated charge seen by the valence electrons is the same as for the all-
electron potential [23]. For ultrasoft pseudopotentials [24], this constraint does not
hold; instead, they consist of a smooth function plus a core-augmentation charge.
The ‘smoothness’ enables the use of fewer plane waves to describe the potential
(hence a lower plane wave cut-off can be used), although it does introduce additional
complications into the Kohn-Sham formalism.
2.6 Summary
In the context of this work, DFT is an important tool for generating large sets of
force, stress and energy data about systems of interest. Although we do not concern
ourselves in general about the limitations of DFT with regards to representing real-
ity, the main limitation it imposes on us is that computational costs mean that we
cannot explore system sizes of greater than a few hundred atoms. If we wish to sim-
ulate the behaviour of larger systems over relatively long timescales, we must turn to
another method - molecular dynamics (MD) with classical force fields. In the next
chapter, we discuss the main features and methods of classical MD, and describe
how we can use data from DFT to parametrise force fields for MD simulations.
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Molecular Dynamics
3.1 Background
In a molecular dynamics simulation, the evolution of a set of interacting particles is
followed by numerically integrating their classical equations of motion (i.e. Newton’s
second law) at each time step.
For a system of N atoms, the equation of motion for atom i of mass mi at
position ri is given by,
Fi = miai = −∂U({ri})
∂ri
(3.1)
where U({ri}) is a potential energy function, Fi is the force on atom i and ai is the
acceleration of atom i. Finding an appropriate potential energy function to use is
at the heart of any MD simulation, and will be discussed in more detail in Section
3.2.
Although extremely simple in concept, molecular dynamics is a useful tool for the
study of many different systems and properties, including liquids, clusters, surfaces,
defects, shock waves, fractures, phase changes and biological molecules.
3.2 Force fields in MD
The creation of an accurate and transferable molecular dynamics potential depends
on two factors: a mathematical form which can mimic the dominant electronic
effects present in the system of interest and a good parametrisation method. In
this section, we will discuss the various potential forms used in the literature, before
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concerning ourselves with how to effectively parametrise such potentials.
3.2.1 Pairwise potentials
The forces acting on every atom at each timestep are determined by taking the
negative of the gradient of a potential function U({ri}). Early molecular dynamics
simulations [25] used simple hard sphere or square well potentials. Continuous
potentials were first used by Rahman [26], who used a Lennard-Jones potential [27]
to perform molecular dynamics simulations of liquid argon. The Lennard-Jones
potential is a two-body potential of the form
U(r) = 4ǫ
[(σ
r
)12
−
(σ
r
)6]
(3.2)
for atoms of separation r. This potential describes Pauli repulsion and van der
Waals forces. Unlike the attractive term, the form of the repulsion has no physical
significance. As the time spent during collision is small, the form of the hard wall is
not important, and so the 1/r12 form is chosen for computational convenience. The
Lennard-Jones potential is widely used as a model system, but its failure to account
for strong bonding or electrostatic effects make it of limited use for any materials
other than noble gases.
A refinement of the Lennard-Jones form is the Buckingham potential [28], in
which the 1/r12 repulsion is replaced with a more realistic exponential form:
U(r) = Ae−Br − C
r6
(3.3)
In the case of charged species, it is also necessary to include the Coulomb inter-
action between atoms. Examples of such potential forms include the Born-Mayer
potential [29], which takes the form
U(r) =
qiqj
r
+ Be−αr − C
r6
(3.4)
where the first two terms on the RHS correspond to Coulomb repulsion and Pauli
repulsion respectively (qi is the effective charge on atom i and B, α and C are
constants).
Whilst the Born-Mayer form has been used to successfully describe pairwise
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interactions in a range of different systems, it has been found for silica that transfer-
ability is increased if a potential of the Morse form is used [30] instead. The Morse
potential is written as [31]
Uij =
qiqj
rij
+Dij[e
γij [1−(rij/r
0
ij)] − 2e(γij/2)[1−(rij/r0ij)]] (3.5)
As with Born-Mayer, the first term on the RHS describes Coulomb repulsion, but
now we describe bonding using a term that places the atoms in a well of depth Dij
and width γij with equilibrium separation r
0
ij [31]. qi, qj, Dij, γij and r
0
ij are all
parameters of the model.
3.2.2 Many-body potentials
Although they are largely straightforward and easy to evaluate, two body potentials
fail to capture much of the essential physics of condensed phases. The obvious next
step is to start considering many-body effects. Stillinger and Weber [32] modelled
silicon using both two and three-body terms based on bond angles. Their potential
explicitly favours a tetrahedral diamond structure and thus describes crystalline
silicon well, but lacks the transferability required for other phases.
Tersoff [33] attempted to improve the description of covalent materials by devel-
oping a family of potentials based on bond order, i.e. accounting for the fact that
the strength of the bond between two atoms depends on their proximity to other
atoms in the structure. The basic form of the Tersoff potential is given by:
U(r) =
1
2
∑
j 6=i
fc(r)[VR(r)− bijVA(r)] (3.6)
where VA and VR are respectively attractive and repulsive components of the poten-
tial, bij is a scaling factor which is a function of the positions of nearby atoms and
fc is a spherical cut-off function that restricts the range of the potential. Tersoff
potentials have greater transferability than the basic Stillinger-Weber model and
have even been used for the simulation of more complex systems such as hydrocar-
bons [34].
The concept of using coordination as a key variable for a potential has also been
applied to metals, where it is obviously essential to use a many-body rather than
a pair potential. Finnis and Sinclair [35] used ideas from tight-binding theory to
develop a suitable potential for transition metals; this scheme is also used in the
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related embedded atom model [36, 37], the glue model [38] and effective medium
theory [39]. It is possible to relate the embedded atom potential forms back to
those of the Tersoff potential, as demonstrated by Brenner [40].
3.3 Screening effects
The potentials discussed thus far contain an electrostatic contribution from point
charges alone. More sophisticated schemes include higher order terms in the multi-
pole expansion of the ionic charge distributions.
3.3.1 The shell model
The first attempt to model the effects of polarization was the shell model [41, 42],
in which the nucleus is coupled to a surrounding rigid, massless shell of negative
charge by a harmonic (or sometimes anharmonic) spring. This introduces only two
additional parameters - namely the charge of the shell and the spring constant -
and hence is relatively simple to implement. The ion becomes polarised when an
external electric field displaces the charged shell from being centred on the core as
in Figure 3.1.
Y
Z-Y
k
Figure 3.1: A schematic of polarization in the shell model. A massless shell of charge Y is
connected to the ionic core, charge Z − Y , by a spring of spring constant k. Z is the net
ionic charge.
Despite some later modifications such as the inclusion of spherical “breathing” of
ions [43], the shell model is not particularly good at capturing the essential physics of
a material. The decision to include minimal parameters in the model was motivated
by the need to parametrise the potential from empirical data or simple physical
arguments, but this also renders the model too restrictive to fully describe the wide
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range of many body effects in a material. The interdependence of these effects is
too complicated to be represented in such a simple manner; it is also found that
shell model parameters lack transferability, and may even take unphysical values, as
discussed by Wilson et al. [44–46].
3.3.2 Compressible and aspherical ion models
With developments in the field of computational physics allowing for parametrisation
to ab initio rather than empirical data, more sophisticated functional forms became
feasible (this will be discussed further in Section 3.4). Thus Wilson, Madden and
others [44, 46] proposed a compressible ion model - a more general scheme which
takes into account ionic distortion due to nearest neighbour repulsion. The short-
range repulsion is written as
U(r) = Ere(r) + Eov(r) (3.7)
where r is the nearest neighbour separation, Ere is the rearrangement energy of ions
in a crystal1, and Eov accounts for the overlap between ionic wavefunctions. Both
terms include a contribution due to correlation. The compressible ion model has
been shown to be successful overall in describing oxide materials [46], but it still
only allows symmetric variations in the shape of the ion. A further generalisation,
the aspherical ion model [48, 49] allows arbitrary distortions of shape.
3.3.3 Induced dipoles
The electrostatic energy of a system of charges qi and dipoles pi is given by
U es =
1
4πǫ0
∑
i>j
{
qiqj
rij
+
∑
β
∇β
(
1
rij
)
(pβi qj − qipβj )
−
∑
β,γ
∇γ∇β
(
1
rij
)
pβi p
γ
j
}
(3.8)
1Pyper [47] defines the rearrangement energy of an ion as the difference in energy between the
free ion and the ion in a crystalline environment.
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where β and γ indicate Cartesian components, and ∇β = ∂/∂rβij. We also include a
self-energy term
Uself =
∑
i,β
(pβi )
2
2αi
(3.9)
where αi is the polarisability of atom i. This term accounts for the energy required
to induce dipoles on all the ions. Once we allow an ion to polarise, its net dipole
will create an electric field that in turn polarises all the other ions. At each time
step, the equilibrium dipoles are found by minimising Utot = U
es+Uself with respect
to p. Taking the derivative ∂Utot
∂p
and setting it equal to zero, we find that
pi = αEi (3.10)
where
Ei = E
0
i +
∑
j 6=i
{
3(pj.Rij)Rij
R5ij
− pj
R3ij
}
(3.11)
E0i is the electric field due to charges, permanent dipoles and external applied fields.
The detailed mathematics of this derivation are covered in Section 6.4.2.
An obvious first approach to calculating the dipoles is to solve this set of linear
equations directly using a standard method such as matrix inversion. In practice,
however, these methods are far too computationally expensive to be used for all but
the smallest of systems.
One alternative is the extended Lagrangian approach [45, 46, 50], in which an
additional term controlling the evolution of the dipoles is added to the Lagrangian
of the system:
L = T − V
=
1
2
mr˙2 +
1
2
µp˙2 − U(r,p) (3.12)
where µ is a fictitious mass with no physical meaning. Although the extended La-
grangian approach is used for a number of different applications, it is demonstrated
in Ref. [51] that it does not generate the correct trajectories.
A more straightforward approach to the treatment of dipolar polarisation would
be to simply minimise the energy directly with respect to the dipoles, as in [4].
In this work, however, we have opted to use a self-consistent scheme. At each
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timestep, the induced dipole on ion i is found by iterating the following equation to
self-consistency:
pni = αiE(ri; {pn−1j }) + psri (ri) (3.13)
where pni is the dipole on ion i at step n of the self-consistent cycle and p
sr
i is
the short-range dipole described in the next section. Using a self-consistent method
enables us to include a mixing scheme for the dipoles analogous to the one described
in Section 2.5.1, thus improving convergence stability.
3.3.4 Short-range dipoles
At short distances, repulsion between the electron clouds of the ions can also induce
a dipole moment psri . This effect is often negligible for the smaller cations but should
certainly be taken into account for anions, which generally have larger ionic radii.
Based on the earlier work of Fowler and Madden [52], the additional short-range term
is described by a “dent in the wall” term added to the charge-dipole interaction term
in Equation 3.8. Wilson and Madden’s proposed form for this additional term is
given by [53]
psri = α
∑
j 6=i
qjrij
r3ij
fij(rij) (3.14)
where fij(rij) is chosen to be the Tang-Toennies dispersion damping function [54]:
fij(rij) = c
4∑
k=0
(brij)
k
k!
e−brij (3.15)
and b and c are parameters of the model. This form was chosen as it was found to
reproduce the results of Ref [52], as well as proving successful for a number of other
systems [55–57].
It is also possible to consider higher order multipoles, with the obvious next step
being the inclusion of ionic quadrupole moments. The potentials presented in this
work do not include any quadrupolar terms, so they shall not be discussed further
here.
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3.3.5 Partial charges
At any one instant in time, it is not unreasonable to expect that there will be
an integer number of electrons associated with any one atomic site. With this in
mind, it may seem that we should only ever use integer charges in our potential
models. There are, however, two good reasons for working instead with partial
charges. First, although an electron may be associated with a particular atomic
site on the attosecond timescale, our molecular dynamics timestep is on the scale of
femtoseconds. Over any given femtosecond, it is likely that one or more electrons
have made a transition from one site to the next for all but the most perfectly ionic
of materials, and hence we can best describe its spreading across sites using a partial
charge. This is analogous to DFT, where we work in terms of the probability density
for the electronic positions, with only crude, local approximations to correlation.
Secondly, unless our potential form perfectly describes all the physics of a given
crystal, it is likely that there are screening effects that we have not explicitly ac-
counted for. In this case, we can absorb all such effects into the partial charge.
3.4 Parametrising potentials from DFT data
Traditionally, potentials were created by fitting an analytical form to empirical data
such as structural parameters, elastic constants etc, of which only a limited amount
is typically available for any system of interest. An alternative approach is to use the
“force matching method” [2], a parametrisation technique in which minimisation is
used to match a classical potential with a suitable functional form to the effectively
infinite amount of data (forces, stresses and energy differences) available from first-
principles simulations. This method can enable us to achieve near ab initio accuracy
without the computational expense of ab initio molecular dynamics, provided we
have a functional form that describes all the relevant physics and chemistry of the
system. This method also has an indirect effect on the functional forms we can
choose for our potential; since we have a larger dataset to fit our potential to, we
can include more parameters in our model and therefore use more complex and
sophisticated functional forms (it is clearly not sensible to fit a large number of
parameters to a small amount of empirical data).
The ab initio data needed for the force matching process is generated from so-
called ‘snapshot configurations’ of the material under investigation, i.e. sets of
atomic coordinates taken from particular time steps of a long molecular dynamics
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run. Our parametrisation procedure can only fit to around 20-50 snapshots at once,
so it is important to explore as much of phase space as possible by making sure that
the snapshots are ‘independent’. For example, if we pick snapshots that are close
together in time, the configurations will be very similar and our fit will be restricted
to a small region of phase space, whereas if they are separated by relatively large
time spans (several ps), the system will have evolved into a new configuration in a
different area of phase space.
As a starting point, initial snapshot configurations can be generated from either
existing potentials or ab initio molecular dynamics. If we start from a classical MD
potential that isn’t particularly good, we will end up generating and fitting to some
unphysical configurations. It is, however, not feasible to perform long MD runs and
thus obtain independent snapshots with ab initio molecular dynamics; fortunately,
we can get around the problem of having to start from non-independent ab initio or
unphysical classical snapshots using an iterative procedure which will be described
later in this chapter. Recent work by Wang and Van Voorhis [58] demonstrates that
a more thorough exploration of phase space and thus a better fit can be achieved by
using snapshots from both classical and ab initio trajectories; unfortunately, their
findings were not published in time to incorporate their methodology into this work.
Once the snapshots have been obtained, ground state DFT calculations are per-
formed to calculate the forces, stresses and energies of each configuration.
We now define a cost function Γ({η}) as
Γ({η}) = wf∆F ({η}) + ws∆S({η}) + we∆E({η}) (3.16)
where {η} is the set of parameters that characterises the potential, the wx are weights
and ∆F , ∆S and ∆E are measures of the rms difference between the forces, stresses
and energies calculated with DFT and those calculated with the potential. They
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are defined below for a system of N ions with nc configurations [49].
∆F ({η}) =
√∑nc
k=1
∑N
I=1
∑
α |F αmd,I({η})− F αai,I |2√∑nc
k=1
∑N
I=1
∑
α(F
α
ai,I)
2
∆S({η}) =
√∑nc
k=1
∑
α,β |Sαβmd({η})− Sαβai |2
3B
√
nc
∆E({η}) =
√∑nc
k,l((U
k
md − U lmd)− (Ukai − U lai))2√∑nc
k,l(U
k
ai − U lai)2
Here F αI is the αth Cartesian component of the force on ion i, S
αβ are components
of the stress, B is the bulk modulus of the material under investigation and Uk is the
potential energy of configuration k. The “ai” and “md” subscripts indicate whether
a quantity was calculated ab initio or with our molecular dynamics potential.
Γ is minimised with respect to the set of parameters {η} using an appropriate
choice of minimisation algorithm.
Depending on the method used to generate the initial snapshots, at this point
it is likely that we have either a potential that has been fit to unphysical configu-
rations (due to a poor starting potential) or a small region of phase space (due to
non-independent configurations from ab initio MD). We can improve our potential
by employing an adapted version of the iterative procedure initially used by Laio et
al. [59,60]. At each stage, we use our potential to equilibrate the system of interest
at the desired temperature and pressure. This long MD run generates new snap-
shot configurations separated by tens of picoseconds. DFT calculations can then
be performed on these new snapshots, with the resulting data used for further min-
imisation of Γ. This procedure is repeated for several iterations i until Γi+1 ≈ Γi,
∆Fi+1 ≈ ∆Fi, ∆Si+1 ≈ ∆Si and ∆Ei+1 ≈ ∆Ei. Depending on the quality of our
initial set of snapshots, we would expect our results to be converged with respect
to the DFT data after 3-5 iterations. During the process of minimisation, several
hundred different snapshot configurations are typically used, each containing ∼100
atoms. The total amount of DFT data used is generally around 10,000-100,000
values, which are fit by around 10-30 parameters.
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3.5 MD techniques
A vast array of different molecular dynamics techniques have been developed for
simulating everything from metals to organic molecules. In this section, we focus on
the methods which we have implemented and used to gather the results presented
in later chapters.
3.5.1 Time integration: the Verlet algorithm
By taking the negative of the gradient of our chosen potential form used in the
previous section, we can calculate the force on each atom at every time step. It is
then necessary to use this information to update the positions of the atoms using a
time integration algorithm.
Although speed and computational expense are taken into consideration when
choosing a time integration algorithm, the most important requirements are that
the chosen scheme conserves energy and momentum, is time reversible and allows
the use of a large timestep.
A popular time-reversible algorithm, and the one used in this work, is the Verlet
algorithm [61,62]. It is derived by taking two two third-order Taylor expansions for
the positions r at time t:
r(t+∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2 +
1
6
∂3r
∂t3
∆t3 +O(∆t4)
r(t−∆t) = r(t)− v(t)∆t+ 1
2
a(t)∆t2 − 1
6
∂3r
∂t3
∆t3 +O(∆t4)
By taking the sum of these and rearranging, we get the basic form of the Verlet
algorithm:
r(t+∆t) = 2r(t)− r(t−∆t) + a∆t2 +O(∆t4) (3.17)
where a is of course found from Newton’s second law:
a(t) =
−1
m
∇U(r(t)) (3.18)
Since the Verlet algorithm is stable and easy to implement with a truncation
error of order ∆t4, it seems like a desirable choice; however, it has one main flaw
in that the velocities (necessary for kinetic energy calculations) are not directly
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generated. If one wishes to know the velocities, they must be calculated by
v(t) =
r(t+∆t)− r(t−∆t)
2∆t
The error in this expression is of order ∆t2. In the context of this work, the Verlet
algorithm is sufficient; however, there are variations on the algorithm that generate
identical trajectories whilst overcoming this problem. A complete review of these
and other algorithms used in MD can be found in Ref [63].
3.5.2 Temperature
From the equipartition theorem [64], we know that the ensemble average of each
quadratic term in the Hamiltonian is equal to 1
2
kT for a system in equilibrium at
temperature T . Hence, the average kinetic energy per atom is given by:
1
2
m〈v2〉 = 3
2
kT (3.19)
Therefore, during a molecular dynamics run for an N atom system, we define our
temperature T as
T =
1
3Nk
∑
i
mi〈v2i 〉 (3.20)
3.5.3 Ensembles
A standard molecular dynamics simulation uses the microcanonical or NVE ensem-
ble; however, it can also be useful to work with other ensembles, including those
at constant temperature or pressure. The methods used in this work for obtaining
such ensembles are outlined below.
Constant temperature
A ‘brute force’ method of maintaining a constant temperature involves rescaling the
velocities at each time step. The resulting system will be at the correct temperature
as given by Equation 3.20, but it does not obey Newton’s Laws and thus does
not correspond to a proper physical ensemble. Therefore, whilst this method may
be useful for bringing the system up to the desired temperature, we must always
equilibrate afterwards if we are to obtain meaningful results.
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The Nose´-Hoover thermostat [65] extends the Lagrangian of the system to include
a new degree of freedom, s. s is effectively a time scaling parameter, such that the
timescale of the extended system dt′ = sdt. Our extended Lagrangian is thus
LNose =
∑
i
1
2
s2miv
2
i − U(ri) +
1
2
Qs˙2 − gkbT ln s (3.21)
where Q is a fictitious mass associated with s, and g is a parameter which we set
such that we sample the correct canonical ensemble.
In the extended system r′ = r,v′ = v
s
, we sample the NV E ensemble as usual.
However, by extending the Lagrangian we have effectively coupled our real system
to a heat reservoir. It can be shown [66] that, if it is ergodic, the real system obeys
the NV T ensemble.
The Nose´-Hoover equations of motion are as follows:
dr
dt
=
pi
mis2
dp
dt
= −∂U
∂qi
ds
dt
=
ps
Q
dps
dt
=
∑
i
p2i
mis3
− g
s
(3.22)
where ps is the “momentum” associated with s.
The fictitious mass Q determines the strength of the coupling to the heat bath;
a discussion of how to choose the optimal Q is given in Ref [67].
The accuracy of the Nose´-Hoover thermostats depends on the ergodicity of the
system being sampled, but it can be shown for a number of systems that the trajec-
tory produced by the thermostat is non-ergodic [68]. In fact, the Nose´-Hoover ther-
mostat will only generate the correct ensemble if there are either no external forces,
or only a single conserved quantity in the system [69]. For additional conserved
quantities, the correct ensemble can be sampled by using a chain of Nose´-Hoover
thermostats [70].
Constant pressure
The Andersen barostat [71] couples the system to a piston of massM which expands
or contracts the system to maintain the desired pressure. Andersen recommends
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that the mass of the piston should be chosen such that fluctuations in the size of the
system are on the same scale as the time taken for a sound wave to cross the system
box. In Parrinello and Rahman’s [72] generalised version of this scheme, both the
volume and shape of the box can vary, enabling the study of phase transitions at
high pressure.
We consider the simulation box defined by cell vectors H = (h1,h2,h3). The
volume of the box is of course given by the triple scalar product, V = {h1h2h3}.
We associate a potential energy with the box
Ubox = PV (3.23)
where P is the desired pressure of the system. Similarly, the box has kinetic energy
Tbox =
1
2
Qbox
∑
i
∑
j
H˙2ij (3.24)
where Qbox is the “mass” of the box. By adding these terms to the Lagrangian of the
system in an analogous manner to the procedure described in the previous section,
we can derive equations of motion for both the ions and the cell vectors that ensure
that a constant pressure is maintained.
A number of other thermostats have been developed to control both the tem-
perature and pressure in a molecular dynamic simulation [73–75], however, they are
not used in this work.
3.5.4 Periodic boundary conditions in MD
As discussed in Section 2.5.2, in an atomistic simulation it is unfeasible to have a
system that contains as many atoms as a macroscopic object. As with DFT, we can
turn to periodic boundary conditions and replicate our simulation ‘box’ such that
it fills all space. Now, each atom i not only represents itself, but all of its periodic
images i′.
When working with PBCs, we have to consider the interaction of atom i not
only with all other atoms j, but with all their periodic images as well. Many of
the potential forms discussed in Section 3.2 contain terms which have an infinite
range; however, for those which decay sufficiently rapidly with distance, we can
introduce a cutoff Rc such that interactions between atoms separated by more than
Rc are disregarded. Interactions such as Coulombic terms which converge slowly
52
Chapter 3. Molecular Dynamics
with distance must be treated differently; this will be discussed later in this chapter.
During the course of an MD simulation, it is inevitable that some atomic pairs
will cross Rc, causing a jump in the energy that violates energy conservation. The
simplest way to avoid this is to shift the potential by a constant value vc so that
the new shifted potential function goes to zero at r = Rc. Of course, adding a
constant to the potential does not affect the forces or the equations of motion, but
it does not address any discontinuities in its derivatives. A number of authors have
taken the next step of using “shifted force” potentials, adding a small linear or
even quadratic [76–78] term to the potential to remove any discontinuities from its
derivatives. The simulation code used in this work allows the use of a smoothing
function of the form
Usmooth = exp[−AsxNs ] (3.25)
where As and Ns are smoothing parameters.
An alternate method of creating an infinite system involves embedding the sys-
tem of interest in a coarse-grained volume of lower resolution [79]. There are a
number of different schemes used to model the surroundings, but in each case it is
important to minimise phonon reflection at the interfaces between regions by match-
ing boundary conditions. This issue, along with the additional effort needed to im-
plement an embedding scheme, means that for many applications it is preferable
to stick with periodic boundary conditions. Embedding does offer one significant
advantage, however, in that vibrations can leave the system completely instead of
re-entering from the opposite side of the simulation cell as they would with PBCs.
Neighbour lists
By introducing a cutoff Rc, we need only consider interactions between atom i and
atoms j within Rc of i. Although this in itself saves the expense of calculating more
distant interactions, our algorithm now has to check which atoms j are within the
cutoff radius of i at each time step. This can be a time consuming process, and so
in his original scheme [61], Verlet came up with a more efficient process for keeping
track of the relevant atoms j - the neighbour list.
At timestep t, the neighbour list is used to store all the atoms within Rc of i,
and any atoms within a ‘skin’ of thickness Rs − Rc. Now, instead of checking over
all atoms in the system to see which ones are within Rc of atom i, the algorithm will
only check over the atoms in the neighbour list. To account for drift, the neighbour
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list has to be updated every n timesteps; the exact number depends on the system
under investigation and is customarily set at the beginning of the simulation [80,81].
More sophisticated neighbour list techniques have also been established to deal
with larger simulation cells. In the cell list or linked-list method, the simulation cell
is itself divided into smaller cells of size Rc × Rc × Rc [82]. Each atom will only
interact with atoms in the same or adjacent cells; keeping a list of which atoms are
in which cell proves to be more computationally efficient than maintaining a single,
large neighbour list.
Long-range interactions
Long-range forces, such as the Coulomb interaction with its 1
r
dependence, converge
too slowly to simply be truncated; instead, special methods are needed to ensure
that we can still use a finite cut-off. The most common technique, and the one used
in this work, is the method of Ewald summation, which will be outlined below.
In the method of Ewald summation, each point charge i is surrounded by a
Gaussian distribution of screening charge, creating a potential which rapidly goes
to zero and can therefore be calculated relatively easily. To recover the original
point charge distribution that we are interested in, the screening background is then
subtracted from our screened charge distribution.
The Gaussian screening term is short-ranged, and converges quickly in real space,
whilst the original point charges minus the Gaussian screening are long-ranged and
converge quickly in reciprocal space. In order to calculate the electrostatic potential,
field and energy of our charge distribution, we perform both real and reciprocal space
sums. We must also subtract out a self term accounting for the interaction of each
Gaussian charge distribution with itself.
The energy of a system of point charges is given by
UC =
1
2
N∑
i=1
qiφi(ri) (3.26)
where
φ(ri) =
∑
j,n
qj
|ri − rj + nL| (3.27)
where we are indicating a sum over all periodic images n except j = i when n = 0.
We surround each ion with a Gaussian distribution of screening charge, and then
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subtract the screening background to recover the potential due to our original point
charge distribution. We can now write our charge distribution as follows:
ρ(r) =
∑
j
qj ((δ(Rij)−N (Rij, α) + qjN (Rij, α)) (3.28)
where
N (Rij, α) = A exp
[−R2ijα2] (3.29)
is a normalised Gaussian (normalisation constant A, Rij = |ri − rj| and α is a
parameter that controls the division of the Ewald sum into real and reciprocal space,
which is usually chosen for maximum computational efficiency.
Although the following derivations will focus on the treatment of a system of
point charges, we will also quote the results need to perform an Ewald sum on a
system of dipoles.
The real space potential at ion i due to the charges at all other atoms and
periodic images j is given by:
φqi =
N∑
j=1
[
qk
Rij
erfc(Rijα)
]
(3.30)
where he complementary error function, erfc(x), is defined as
erfc(x) ≡ 1− erf(x)
=
√
2
π
∫ ∞
z
e−t
2
dt
d
dx
erfc(x) = −2e
−x2
√
π
If the atoms are polarisable, the potential at i due to dipoles is
φpi =
N∑
j=1
[
−p.∇erfc(Rijα)
Rij
]
=
N∑
j=1
p.Rij
R2ij
(
erfc(Rijα)
Rij
+
2α exp(−R2ijα2)√
π
)
(3.31)
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The electric field is given by E = −∇φ.
Eqi =
∑
j
qjRij
R2ij
(
erfc(Rijα)
Rij
+
2α exp(−R2ijα2)√
π
)
(3.32)
Epi = −
∑
j
[
pj
(
erfc(Rijα)
R3ij
+
2α exp(−R2ijα2)√
πR2ij
)
+Rij(p.Rij)
(
3erfc(Rijα)
R5ij
+ (2α2 + 3/R2ij)
2α exp(−R2ijα2)√
πR2ij
)]
(3.33)
We now need to subtract the potential of the Gaussians from the screened system
to recover the potential of the original point charge system. We start with Poisson’s
equation in Gaussian units (ǫ0 = 1):
−∇2φ(r) = 4πρ(r) (3.34)
To make things easier, we now take the Fourier transform of this, recalling that
f(r) =
1
V
∑
k
f˜(k)eik.r (3.35)
So, we get
−∇2
(
1
V
∑
k
φ˜(k)eik.r
)
=
1
V
∑
k
ρ˜(k)eik.r (3.36)
1
V
∑
k
k2φ˜(k)eik.r =
1
V
∑
k
ρ˜(k)eik.r (3.37)
k2φ˜(k) = ρ˜(k) (3.38)
If we take the Fourier transform of the screening Gaussian, we get
ρ˜(k) =
∑
j
qje
−ik.re−k
2/4α (3.39)
Hence
φ˜(k) =
4π
k2
∑
j
qje
−ik.re−k
2/4α (3.40)
where it is implied that we exclude k = 0.
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Transforming back, we find that the reciprocal space potential at r is given by:
φqi (r) =
1
V
∑
k 6=0
φi(k)e
ik.r
=
4π
V
∑
k 6=0
N∑
j=1
qj
k2
eik.Rije−k
2/4α2 (3.41)
Similarly, the potential due to dipoles is
φpi (r) =
4π
V
∑
k 6=0
N∑
j=1
−pj.∇
k2
eik.Rije−k
2/4α2
=
4π
V
∑
k 6=0
N∑
j=1
−ipj.k
k2
eik.Rije−k
2/4α2 (3.42)
The electric field is given by:
Eqi =
4π
V
∑
k 6=0
N∑
j=1
−ik
k2
eik.Rije−k
2/4α2 (3.43)
Epi =
4π
V
∑
k 6=0
N∑
j=1
−(pj.k)k
k2
eik.Rije−k
2/4α2 (3.44)
(3.45)
We now need to correct for the fact that the smeared charge and dipole at site
i will interact with itself. The smeared charge produces a self-potential of the form
φselfi =
2qiα
π
(3.46)
whilst the smeared dipole produces a self-field of the form
Ei =
4α3
3
√
π
pi (3.47)
For symmetry reasons, the charge self-field and dipole self-potential summed over
all i are equal to zero.
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We can thus calculate the energy of the system:
U =
1
2
∑
i
(qiφi − pi.Ei) (3.48)
=
1
2
[∑
i
(qiφ
q
i + qiφ
p
i − pi.Eqi − pi.Epi )
]
+ Uself
= Uqq + Uqd + Udd + Uself
The force on atom i can of course be found from
Fi = qiEi (3.49)
The Ewald sum can also be used to calculate potentials, forces and energies for
multipole interactions. In this work, it is used for charge-charge, charge-dipole and
dipole-dipole interactions.
The Ewald sum as described here only converges for a neutral system, i.e.
∑
i qi =
0. Intuitively, it may seem as if the electrostatic energy must diverge if we have a
net charge on the cell and periodic boundary conditions, but we account for this
by effectively immersing the cell in a neutralising ‘jellium’ environment. This is
achieved mathematically by including an extra term of the form
Echarged =
πα2
2V
∣∣∣∣∣
N∑
i=1
qi
∣∣∣∣∣
2
(3.50)
where, as usual, V is the volume of the simulation cell. We can apply an equivalent
approach to systems with a net dipole moment by effectively embedding them in a
medium of infinite dielectric constant.
A more rigorous treatment of the mathematics discussed here is presented in the
series of articles by de Leeuw et al. [83–85].
3.6 Summary
For simple potential forms, classical molecular dynamics can simulate billions of
atoms over timescales of microseconds. Such simulations lack the accuracy of ab
initio methods, but the system sizes and timescales involved allow for increased pre-
cision. Our goal is to strike a balance between the accuracy of DFT and the efficiency
of classical potentials; hence we use comparatively expensive potentials that limit
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us to a scale of tens of thousands of atoms over timescales of hundreds of picosec-
onds on a single CPU. By choosing appropriate functional forms and parametrising
with DFT data rather than experimental results, we can create accurate potentials
and use them to investigate systems of interest. In Chapter 5, we will apply these
methods to the creation of a new molecular dynamics potential for alumina, Al2O3.
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Chapter 4
A Code for Molecular Dynamics
and Potential Parametrisation
4.1 Introduction
All of the potential parametrisation and molecular dynamics simulations presented
in this work were performed with our in-house code package. Based on a code
originally developed by Alessandro Laio and Paul Tangney [49], the package has
been overhauled and largely rewritten during the course of this work in order to
increase robustness, efficiency and user-friendliness. In this chapter, we describe the
process of incorporating the original subroutines into the new structure, and the
current functionality of the code. We conclude with some suggestions as to how the
code should be further improved in the future.
4.2 Creating the package
4.2.1 Style and robustness
The work described in this section was done in collaboration with Dr. James Spencer
of Imperial College London, who created a folder structure for the storage of files,
rewrote the makefile and its configuration scripts, and set up a Subversion repository.
The coding structure of the package is unusual in that we have two different pro-
grams which call many of the same subroutines. This is to ensure that we calculate
forces and energies in the same way during potential parametrisation and molecu-
lar dynamics, but it means that care must be taken to ensure that the subroutines
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behave appropriately according to the calling program. For example, during molec-
ular dynamics, we want various physical quantities to be calculated and printed to
file that would be irrelevant during a potential parametrisation (and indeed, would
fill disc space and slow down parametrisation if they were to be printed out whilst
exploring parameter space). Thus, when writing or restructuring a particular sub-
routine, it is important to check that it produces the expected behaviour with both
interdependent halves of the code.
The original subroutines lacked an efficient coding style and were often writ-
ten to Fortran 77 rather than Fortran 90 standard. As part of the overhaul, all
subroutines have now been rewritten to comply to Fortran 90 standard, with a cor-
responding restructuring of the makefile and compilation process to separate source
codes, executables and object files. All floating point numbers are now declared
in a uniform manner to double precision, in such a way that the precision of all
variables can be changed just by altering a single parameter variable. All common
blocks have been eliminated in favour of modules, and ‘GO TO’ statements, which
are infamous for their potential to break code loops and cause undesired behaviour,
have been replaced with more reliable conditional cycle and exit statements. Where
possible, duplicated portions of code and needlessly repeated operations have been
eliminated.
Aside from the above issues, a serious bug existed in the old version of the
code due to the recalculation of distances between pairs of atoms for each different
term in the potential. The use of the intrinsic ‘ANINT’ function when working in
scaled coordinates, when combined with floating point precision, caused inconsistent
rounding (0.5 could either be treated as 0.0500001 and rounded up or 0.49999 and
rounded down), which resulted in distances between atoms and periodic images not
necessarily being calculated consistently. In the new version, this bug is avoided by
calculating all the pairwise displacements and their magnitudes only once each time
the atomic positions are updated, and storing them in a global array.
4.2.2 Input file
The most tedious and user-unfriendly aspect of the original versions of the code
was the method of reading input variables, which required the user to supply input
files several hundreds of lines long. These input files specified every possible input
variable and parameter in a fixed order, regardless of whether those variables were
required for a given simulation. During development of the latest version, the input
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system has been overhauled to make it more efficient, intuitive and user-friendly.
The new scheme utilises the Anthony Stone’s input.F90 subroutine [86]. This
subroutine parses each line of the input file into keywords and values, and also
provides the ability to comment out and concatenate lines as required.
Information to be input to the code is now split into two parts; ‘control param-
eters’, which specify the type and settings of a simulation, and ‘potential parame-
ters’, which are the numerical values of the parameters of a given potential function.
This division enables a single potential parameters file to be supplied to both the
molecular dynamics and potential parametrisation programs without alteration. A
subroutine has also been written that enables our parametriser to print out new
potential parameter files for immediate use with our molecular dynamics code.
For both input files, the keywords are organised into blocks, and can be read in
any order. Keywords that are not relevant to the current simulation need not be
included, and default values now exist for most control parameters. A comprehensive
error handling scheme is in place to handle mistyped keywords and incorrect input
values. Examples of the new input format for the various types of calculation possible
with the code will be given in the following sections.
4.3 Structure and functionality
The code package consists of two programs; ‘traj’, for molecular dynamics, and ‘gen’,
for potential generation. A number of supplementary utility scripts have also been
created; these will be discussed in more depth in a later section.
4.3.1 ‘Traj’
The ‘traj’ program is used to perform molecular dynamics simulations and calculate
physical quantities for systems of interest. Typical system sizes can range from
primitive units cells of fewer than ten atoms to supercells containing around ten
thousand atoms.
An outline of the operation of the ‘traj’ program is given in Figure 4.1. The
three available modes will be discussed in more detail below.
Molecular dynamics
The primary use of ‘traj’ is to calculate molecular dynamics trajectories, as described
in Chapter 3. At each time step, the forces on all the atoms are calculated, and
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Read in control parameters, 
atomic positions, lattice vectors
Update neighbour lists, 
calculate forces on all atoms
Update atomic positions using 
the Verlet algorithm
Finished?
Terminate run
Yes
No
Calculate and print out energies 
and other quantities of interest
Displace atoms, calculate 
numerical and analytical forces
Displace atoms, calculate 
change in polarisation
Born effective chargesForce testing
MD
Figure 4.1: Schematic of operation of the ‘traj’ program.
the atomic positions are updated using the Verlet algorithm. A number of different
potential forms have been implemented, including the short-range potentials dis-
cussed in Section 3.2, induced and short-range dipolar polarisation, Tang-Toennies
dispersion [54] and Yukawa screening [87]. The implementation of variable charge
potentials is one of the main achievements of this work, and will be discussed in
Chapter 6.
Molecular dynamics can be performed for a number of different ensembles; the
defaultNV E, NV T using velocity rescaling or a Nose´-Hoover thermostat, andNPT
using the Parinello-Rahman thermostat. A sample molecular dynamics run is shown
below.
In this test case we perform a molecular dynamics run on a 120 atom cell of
alumina. Velocity rescaling is used to maintain the system temperature at 3000K.
The input file used to generate the trajectory is given below (for brevity, the atomic
positions, lattice vectors and potential parameters are not listed, but details of how
these are input to the code are given in the code documentation.
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# A molecular dynamics run for alumina
mode md # run for 1000 timesteps of 30 a.u. each
timestep 30.0
no_timesteps 1000
end
system
natoms 120 # number of atoms
nspecies 2 # number of different atomic species
paramfile parameters # file containing potential parameters
posfile pos.in # file containing atomic positions
celfile cel.in # file containing cell vectors
cutoffs 18.0 # real space cut-off for pairwise interactions
ewald_conv 1.0e-7 # convergence threshold for ewald sum
pol_mixing 0.75 # mixing factor for self-consistent dipoles
pol_conv 1.0e-8 # convergence threshold for dipoles
end
thermostats
velocity_rescaling 3000
end
species
O 15.9994
Al 26.9815
end
Some physical quantities calculated during this run are shown in Figure 4.2. As
we are using velocity rescaling, we would not expect to be able to calculate any
physical properties of the crystal from this run, but it serves as a useful tool for
getting the system up to high temperature. We would then need to equilibrate the
system at the desired temperature and/or pressure before performing any meaning-
ful calculations.
Force testing
Mathematically, the force on an atom at position ri is given by the gradient of
the potential energy at ri. To determine if the code is functioning correctly, we
can compare the analytical forces calculated from the expression for the gradient of
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Figure 4.2: Calculated properties of a 120 atom alumina cell during a molecular dynamics
run.
the potential to the numerical forces, which are calculated using a finite difference
method:
Fnum = −E(x+ δx)− E(x− δx)
2δx
(4.1)
Force testing provides a quick and easy way to check correct implementation
when adding new potential forms to the code. An alternative method would simply
be to check that energy is conserved during an MD run, but this is often unfeasible
as we may not have parameters for the new potential form that would generate
stable dynamics.
In order to run a force-test calculation, the ‘mode’ block of the input file must
be set up as follows:
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#compare numerical and analytical forces
mode forcetest
displaced_atoms 1,5,7
end
In force-testing mode, the three chosen atoms are displaced in the ±x,y and z
directions respectively, and numerical analytical forces are calculated for the charge,
dipole and pairwise short-range interactions separately. An excerpt from the output
is given below. Energies and forces due to the charge terms in the potential are
given for the atom displaced in the ±z direction, as well as those due to dipolar
terms in the potential for the atom displaced in the ±x direction. In this example,
the analytical and numerical forces agree to with the expected numerical precision
of the test.
-------Charges 3 1 -----------
Analytic forces 3: 0.0102694244 0.0102616813 0.0102771675
Numerical forces 3: 0.0102694246
Energies 3: -7.5068205547 -7.5068226086
Force Error 3: 0.0000000002
-----------------------------------
-------Dipoles 1 2 -----------
Analytic forces 1: 0.0035611068 0.0035580902 0.0035641234
Numerical forces 1: 0.0035611068
Energies 1: -0.0013986476 -0.0013993598
Force Error 1: 0.0000000001
Born effective charges
The Born effective charge tensor Z is given by the change in total polarisation P
with respect to a small atomic displacement x [88]:
Zi,αβ = Ω
∂Pα
∂xiβ
(4.2)
where Ω is the volume of the simulation cell. As will be discussed in Chapter 5,
the Born effective charges are required in order to calculate the LO-TO splitting of
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phonon modes in ionic crystals. To calculate Born effective charges, the following is
needed in the ‘mode’ block of the input file:
#calculate born effective charge tensors
mode borncharges
displacement 0.0001 # delta x in a.u.
end
Each atom is displaced in the ±x,y and z directions and the partial derivatives
in Equation 4.2 are calculated using the finite difference procedure described in the
previous section. The Born effective charge tensor is then printed out for each atom
in the system.
High frequency dielectric constant
In addition to the Born effective charges discussed in the previous section, calculation
of the LO-TO splitting requires the high frequency dielectric constant ǫ∞, where
ǫ(αβ)∞ ∝
∂P (α)
∂E(β)
(4.3)
where E is an applied electric field. A small electric field is applied in the ±x,y and
z directions, and the required partial derivatives are calculated using the previously
described finite difference method.
ǫ∞ can be calculated during a normal MD run. All that is needed is the keyword
#calculate epsilon infinity
epsilon 0.001 # applied electric field in a.u.
end
in the ‘system’ block of the input file.
Ewald test
In this mode, the charge-charge, charge-dipole and dipole-dipole interaction energies
are individually printed out for the real space, reciprocal space and self-interaction
terms of the Ewald sum. The Ewald test is useful for debugging additions or modi-
fications to the calculation of electrostatic modifications.
In the following example, we run three calculations - one with the Ewald sum
68
Chapter 4. Our MD Code
performed in real space, one in reciprocal space and one optimally divided between
real and reciprocal space - and compare the energies of the charge-charge interaction.
Provided that we choose a high enough cut-off to converge the Ewald sum, the total
energy should not not depend on the division between real and reciprocal space.
Energy (Ha)
Total Real Reciprocal Self
Real -7.5068215972 -5.6588462350 0.0000000000 -1.8479753622
Reciprocal -7.5068245253 -0.0000073467 10.9729364433 -18.4797536219
Optimal -7.5068215812 -3.4292070965 0.0026994065 -4.0803138912
Table 4.1: Results of Ewald test for charge-charge interactions.
To within the precision of our convergence threshold, the charge-charge interac-
tion energy is independent of how we split our calculation into real and reciprocal
space, and hence we can be can confident that our electrostatic calculations are
correctly implemented.
4.3.2 ‘Gen’
The ‘gen’ program is used to fit our available potential forms to DFT data. Three
different minimisation techniques- Powell minimisation [89,90], simulated annealing
[91] and a gradient-based method. For example, simulated annealing may be used
when far from a minimum, with the Powell method then used for further refinement.
The value of the cost function Γ during potential parametrisation for a test sys-
tem is shown in Figure 4.3. We expect the cost function to decrease monotonically
as we explore parameter space, as even if the minimiser cannot take a step that
decreases the cost function, it can always remain at the current values of the param-
eters and try exploring in a different direction. However, if the linesearch algorithm
fails to find an appropriate step length along a given direction, it will fall back to
using a default value of the step length that may drive it further away from the
minimum rather than towards it. This can be seen in the inset of Figure 4.3.
4.4 Utility programs
pwscf2gen and pwmd2gen Interface scripts which take the output of DFT cal-
culations from Quantum Espresso [92] (either ab initio MD or single point calcula-
tions) and generate input files for potential parametrisation.
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Figure 4.3: Cost function during potential parametrisation for the test system.
multiplier A supplementary program for generating supercells for use in molecu-
lar dynamics.
Elastic constants An interface package for elastic constant calculations. The
pre-process program generates strained cells than can be exported into either our
code or a DFT program of the user’s choice. The post-processing script generates
energy versus strain tables from the output of total energy calculations from either
our code or Quantum Espresso.
4.5 Future Developments
As with any large package, our code is in a continual state of development in an
attempt to steadily increase robustness, computational efficiency and functionality.
Some suggested future improvements are listed below.
4.5.1 Efficiency
Although the previous incarnation of the code also had a parallelised variant, the
version coded and described in this work can only be run on a single processor.
An obvious next step is to introduce parallelisation into this version, such that we
can run calculations more quickly and work with even larger system sizes. Pairwise
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interactions and the need to sum over neighbour lists (e.g. during Ewald summation)
present an obvious bottleneck in terms of computational expense - one that could
be alleviated by sharing the calculation between multiple processors.
The standard Ewald summation algorithm as used in this code scales with system
size as O(N2) for the reciprocal space sum and O(N) for the real space sum. With
an appropriate choice of cut-offs and division of labour between real and reciprocal
space, the best scaling we can achieve is O(N 32 ). There are, however, alternatives for
calculating electrostatic interactions which are more computationally efficient. The
particle mesh Ewald method [93] speeds up the reciprocal space summation by using
discrete fast Fourier transforms and interpolation between grid points; this allows
for an improved scaling of O(N logN). Alternatively, work has also been done on
adding Yukawa screening to the code [87], which allows for the parametrisation of
potential forms that scale as O(N).
A more short-term approach to increasing efficiency would be to reduce the
number of operations we currently perform within the single processor Ewald sum.
For ease of separation, the charge-charge interactions are currently calculated in a
different loop than the charge-dipole and dipole-dipole interactions; computationally,
it would be much more efficient to loop over all the appropriate pairs of atoms once,
disregarding the dipole calculations when the atoms are not polarisable.
4.5.2 Functionality
There is a wealth of functionality that can be added to any molecular dynamics code,
and here we outline just a few possibilities. Several other suggested improvements
specific to concerns raised in later chapters will be discussed elsewhere.
Structural optimisation At present, only a basic steepest descents method is
used to minimise the energy with respect to atomic positions and lattice parameters.
It is left to the user to manually decide when the energy is minimised to their desired
tolerance, and thus the inclusion of convergence thresholds for the program itself
to check are strongly recommended. It may also be possible to achieve faster min-
imisations by adding more sophisticated minimisation techniques such as conjugate
gradients.
New potential forms In this work, the electrostatics of the materials studied
are restricted to charges and dipoles alone. Whilst these are usually the dominant
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electrostatic effects, it has been argued [3] that, in some cases, quadrupoles play an
important role (we return to this discussion in the following chapter). By including
the ability to include quadrupolar terms in our potential forms, we can evaluate the
importance of their contribution to our own potentials.
Beyond improving our ability to describe ionic systems, we would also like to be
able to describe a wider variety of materials. A future challenge will be to develop
potential forms that can describe more challenging metallic and covalent materials.
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An ab initio parametrised
atomistic model for alumina
5.1 Motivation: why study alumina?
Alumina (Al2O3) is a material of great practical and theoretical importance. Its high
hardness, high melting point, low electrical conductivity and resistance to corrosion
and abrasion make it useful in a variety of applications, including electronics, ce-
ramics, optics and catalyst support [94]. An exposed aluminium surface will oxidize
to form a protective alumina coating, and hence there is much industrial interest in
the study of alumina scales. It is also a component of the Earth’s crust and mantle,
and as such a good understanding of it is needed at extremes of temperature and
pressure as well as under standard conditions.
In the real world, materials are not perfect crystals and hence their properties
are dominated by the type and distribution of defects within their structure. Much
of the work performed on alumina is therefore dedicated to better understanding
the behaviour of defects and diffusion in the bulk, the mechanism of which has
still not been fully explained (the so-called “corundum conundrum” [95]). Early
defect studies by Catlow and others used simple two-body and shell model potentials
parametrised either to experimental data [96,97] or to Hartree-Fock calculations [98].
Further studies of defects have been performed by Grimes et al. [99, 100] us-
ing empirical potentials with a greater transferability than those of Catlow et al..
Defects have also been investigated using a purely first principles approach by var-
ious authors [5, 101, 102], but the cell sizes accessible to these methods are much
smaller than those possible in classical MD. By using a molecular dynamics poten-
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tial parametrised to DFT data, we should be able to combine near ab initio accuracy
with the ability to simulate tens of thousands of atoms.
Alumina has many polymorphs, and as such, transferability between the different
phases is also an important property of a good potential. Wilson et al. [3] initially
proposed a compressible-ion model that is transferable between phases, but which
requires the inclusion of a quadrupolar term in order to stabilise the true ground state
structure with respect to a bixbyite phase that is not even observed experimentally.
This initial potential was parametrised with respect to experimental data, but their
more recent potentials [4] are parametrised to DFT and again require a quadrupolar
term to obtain the correct ground state structure. Although their model is the
current ‘gold standard’ for alumina potentials, it is a very expensive model because
it involves many extra degrees of freedom. Our aim is to produce a faster, less
expensive model that can nonetheless perform well in predicting the properties of
alumina.
5.2 Polymorphs of alumina
The most stable form of alumina is corundum (α-alumina), which has a 10 atom
trigonal (rhombohedral) primitive cell consisting of oxygen atoms in a hexagonal
close-packed formation with aluminium atoms occupying two-thirds of the intersti-
tial sites. Conventionally, three of these cells are put together to form a 30 atom
hexagonal cell; in this work, the 10 atom cell is used unless otherwise stated.
(a) Primitive (b) Conventional
Figure 5.1: Primitive and conventional unit cells of corundum.
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We can relate the ah and ch lattice parameters of the hexagonal cell to the lattice
parameter, ar, and the angle, αr, of the trigonal cell as follows:
ah = 2ar sin(
αr
2
)
ch
ah
=
3
√
1− 4
3
sin2(αr
2
)
2 sin αr
2
Alumina also exists in many metastable polymorphs, sometimes referred to as
‘transition aluminas’ [103] as they appear during the transition from aluminium
hydroxides to corundum. Whilst corundum, χ and κ-alumina have an hcp arrange-
ment of oxygen ions, the γ, η, θ, δ, θ′, θ′′ and λ polymorphs have an fcc arrangement
of anions. γ and η are defect spinel structures with 32 oxygen ions in a 2× 2× 2 ar-
ray of subcells and 64/3 Al ions distributed over different symmetry positions [104].
δ-alumina can be considered as a γ-alumina superlattice, with both tetragonal [104]
and orthorhombic [105] cells having been reported for this polymorph. Further
details of the δ-alumina structure remain unknown.
Of the possible monoclinic polymorphs of alumina, the θ form is the best known;
during dehydration this is the final form taken before the crystal completes the
transition to corundum. In their X-ray diffraction studies, Levin & Brandon also
identified θ′ [106], θ′′ [107] and λ [108] as alternate monoclinic structures.
In the group of polymorphs with hcp packing of anions, χ-alumina is the least
well known. The general consensus is that it has a hexagonal unit cell [109], although
some sources assume a cubic cell [110]. The structure of κ-alumina has been more
thoroughly investigated. Yourdshahyan et al. [111,112] attempted to determine the
lowest energy configurations for the κ-alumina cell using ab initio methods, whilst
Ollivier et al. [113] present a unit cell determined from an X-ray powder diffraction
pattern. In this work, we look at the energy-volume relationship for this cell, as it
is one of the few instances where a definite ordered structure is given.
Levin and Brandon have summarised all work performed on identifying alumina
polymorphs and their transitions up to 1998 in their review paper [114]. It should
also be noted that the literature also mentions a so-called β phase of alumina, but
as this has the chemical composition NaAl11O17, it should not be considered a true
polymorph.
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5.3 Our alumina potential
Our alumina consists of two components, a pairwise short-range interaction, and
an electrostatic component that describes both charges and induced dipoles. For
short-range interactions, we use a Morse potential of the form given in Equation
3.5. This potential is truncated at a radius of 18 bohr.
To prevent atoms from overcoming the short-range repulsive interaction and
falling into a singularity at high temperature and pressure, at short distances we
use a set of ‘harmonic springs’ to repel the atoms. The spring cut-offs are set to be
less than the first peak in the pair-correlation function g(r), as given in [115].
It has been seen in previous work [116] that the polarisability of the oxygen ion
is important even in the simplest oxides, and therefore it is important to incorporate
it into any good potential model. The electrostatic part of the potential includes
partial charges, induced dipoles and short-range dipoles. At each timestep, the
induced dipoles are iterated to self-consistency, as described in Section 3.3.
5.4 Technical Details
All ab initio values are calculated using the Quantum Espresso package [92]. Ab
initio calculations are performed on 120 atom alumina supercells, using a plane-wave
kinetic energy cutoff of 80 Rydberg and a charge density cutoff of 480 Rydberg. k-
point convergence tests show that the forces on the atoms change by < 0.5% when
using a 2×2×2 grid as opposed to sampling the Brillouin Zone at the Γ-point only.
Since we are only fitting the DFT data to within ∼ 10%, it is decided that Γ-point
calculations are sufficiently converged for our purposes.
Bulk calculations are performed using the PBE form of the generalised gradi-
ent approximation. Vanderbilt ultrasoft pseudopotentials generated using the local
density approximation are used. Although this hybrid approach was not intended a
priori, there is no reason to consider it less ab initio than calculations which use the
same functional for both the bulk and atomic calculations. If our pseudopotential
is an accurate representation of the nucleus and core electrons, then we should be
able to freely use it in any calculation, regardless of which functional we choose to
work with. Calculations using LDA for the atomic calculation and GGA in the bulk
will be referred to as “mix” in all quoted results.
Our potential is fit to configurations near the melting point of 2300K. Approxi-
mately forty snapshots are used in each iteration of the fitting procedure, over a total
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of four iterations. Configurations are separated by 1-2 ps to minimise correlations
between them. The temperature is controlled using a Nose´-Hoover thermostat. The
pressures of the configurations are all in the range of -3 to 3 GPa. Our final values
for the RMS errors in forces, stresses and energies are ∆F = 0.092, ∆S = 0.027,
∆E = 0.112. Parameters are listed in Table 5.1.
Parameters O-O Al-O Al-Al
D 8.4053× 10−5 1.6529× 10−4 7.0675× 10−3
γ 12.8778 13.1889 16.8124
r0 7.6048 5.9822 4.0855
b 1.3370× 105 2.0173 0.0
c 1.3369× 105 -1.5141 0.0
α 6.4484 0.0
q -1.4703 2.2054
Table 5.1: Force-field parameters for our potential (in atomic units)
5.5 Crystal structures
Structural optimisations are performed on corundum and two metastable poly-
morphs of alumina, the θ and κ structures. θ-alumina has a monoclinic structure
with space group C2/m and twenty atoms per unit cell. κ-alumina has an or-
thorhombic structure with space group Pna21 and forty atoms per unit cell. All
structures are optimised at zero pressure using the method of steepest descent, and
the resulting lattice parameters are presented in Tables 5.2-5.4, together with ex-
perimental and ab initio values. For the structural parameters, the accuracy of the
potentials for all three phases is comparable to DFT, even though the potentials
were only parametrised using the corundum phase.
5.6 Equation of state
As mentioned in the introduction to this chapter, in the absence of any quadrupolar
terms in the potential or reliance on experimental data, previous works [3, 98, 121]
predict a C-type lanthanum oxide (bixbyite) structure for the ground state of alu-
mina, even though this phase has never been observed experimentally. In addi-
tion to determining the energy as a function of volume for the corundum, θ and κ
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Expt LDA GGA “mix” Potential
Vr (au
3) 570.9 547.3 582.5 551.9 552.5
ar (au) 9.69 9.54 9.77 9.58 9.55
αr (
◦) 55.3 55.2 55.2 55.2 55.5
B (GPa) 255 249 222 253 282
xO -0.0564 -0.0566 -0.0563 -0.0574 -0.0553
zAl 0.352 0.352 0.352 0.352 0.354
Table 5.2: Corundum bulk modulus and structural parameters for the 10-atom cell for our
potential as compared to ab initio calculations and experimental [117] values. xO and zAl
refer to the fractional x and z displacements of the O and Al atoms within the 10 atom
trigonal unit cell.
Expt LDA GGA “mix” Potential
V (au3) 2423 2230 2463 2332 2330
a (au) 9.13 8.89 9.19 9.01 9.02
b (au) 15.71 15.27 15.79 15.51 15.46
c (au) 16.89 16.43 16.97 16.69 16.71
B (GPa)a - 218 196 206 261
a The bulk modulus of κ-alumina has not been measured ex-
perimentally. Holm et al. [118] quote a value of 252 GPa for
their plane wave pseudopotential calculations.
Table 5.3: κ-alumina bulk modulus and structural parameters for our potential as com-
pared to ab initio calculations and experimental [119] values.
phases, calculations are also performed on a bixbyite cell. A Murnaghan equation
of state [122] is fit to the resulting energy-volume data in order to determine the
bulk modulus of the material.
All of the experimentally observed phases are stable under relaxation. Our po-
tential correctly predicts corundum as the lowest energy state, with a difference in
energy between the corundum and θ phases that is consistent with the ab initio work
of Ref [4]. The equilibrium energy differences between the different structures are
given in Table 5.5. It should be noted, however, that the very DFT data which we
use to fit to only gives a negligible energy difference between the phases. This can
also be seen in Figure 5 of [4], where the DFT GGA calculations appear to predict
zero energy difference between the corundum and theta phases.
Bixbyite is found to be unstable with our potential; if allowed to fully relax, the
cell loses the bixbyite Ia3 symmetry and takes on a lower symmetry P −1 structure.
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Expt LDA GGA “mix” Potential
a (au) 22.39 21.67 22.44 22.05 21.94
b (au) 5.49 5.34 5.53 5.42 5.46
c (au) 10.62 10.33 10.66 10.47 10.47
β (◦) 103.8 104.1 104.0 104.1 104.1
Table 5.4: θ-alumina structural parameters for our potentials as compared to ab initio
calculations and experimental [103] values.
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Figure 5.2: Equations of state for corundum, bixbyite, theta and kappa phases for our
potentials.
In order to avoid this, the atomic positions are fixed within the cell, and only the cell
vectors are rescaled. The resulting energy-volume curves for all phases can be seen
in Figure 5.2, where it can be seen that the bixbyite structure is higher in energy
than the three observed phases for our potential.
The volume of the corundum cell is also calculated for pressures up to 150 GPa,
as seen in Figure 5.3. Our potential does not perform as well as the Wilson AIM-
GGA potential, but is comparable in accuracy to both DFT and the AIM-LDA
calculations.
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Expt “mix” LDA GGA Potential
α− bixbyite - -0.200 -0.234 -0.082 -0.352
α− θ <-0.120 -0.084 -0.067 -0.039 -0.041
α− κ -0.160 -0.006 -0.090 -0.084 -0.028
Table 5.5: Energy differences between metastable phases and corundum. Results are given
in eV per formula unit and compared to the experimental work of Ref [120].
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Figure 5.3: Volume compression of corundum for pressures up to 150 GPa. Our potentials
are compared to the two potentials [4] and experimental data [123–125].
5.7 Thermal expansion
The potential is further tested by investigating thermal expansion. A 480 atom cell
is equilibrated at temperatures from 0-2300K for 150 ps using velocity rescaling,
a weak Nose´-Hoover thermostat and the Parinello-Rahman barostat. Volume as
function of temperature is compared to both experimental and previous theoretical
results.
Overall, our potential is in excellent agreement with experimental results, and
performs at least as well as either of the potentials from [4], particularly at higher
temperatures.
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Figure 5.4: Thermal volume expansion of corundum relative to V (T = 300K). Our poten-
tial is compared to the two potentials from [4] and experimental data [126].
5.8 Phonons
Phonon dispersion curves are very sensitive to the parameters of the force field used
to calculate them, and hence are a good test of any potential. In this work, we
calculate the vibrational modes of corundum using the finite displacement method.
Atom κ is displaced from its equilibrium position by a small distance ±u in direction
α, and the forces on all atoms in the system are evaluated. By displacing each atom
in turn in the x, y and z directions, we can determine the force constant matrix
Φκ,κ
′
α,α′ by taking numerical derivatives as follows:
Φκ,κ
′
α,α′ =
∂2E
∂uκ,α∂uκ′,α′
= − ∂Fκ,α
∂uκ′,α′
(5.1)
≈ F
−
κ,α − F+κ,α
2uκ′,α′
(5.2)
where F+ and F− indicate forces calculated for positive and negative u displacements
respectively.
In principle, this means that we need to perform 6N force calculations for an N
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atom system, but usually the symmetry of the crystal will reduce this number as
forces for symmetry equivalent perturbations need not be explicitly re-evaluated. In
the case of the alumina unit cell, there are only two unique atoms, which greatly
reduces the number of required force calculations.
We can Fourier transform the force constant matrix to obtain the dynamical
matrix D:
Dκ,κ
′
α,α′(q) =
1√
mκmκ′
∑
a
Φκ,κ
′
α,α′(a)e
−iq.Ra (5.3)
where Ra is the distance between unit cells in our supercell (a sufficiently large
supercell is needed to ensure that we get the correct frequencies around Γ). The
eigenvalues of this matrix give us the phonon frequencies.
In ionic crystals, we also need to take the so-called LO-TO splitting [127] into
account. At the Brillouin zone centre, the longitudinal and transverse optic modes
have different frequencies; this is because the longitudinal mode gives rise to a long-
range electric field that lifts the degeneracy at Γ. In order to account for this, in the
limit q → 0, the dynamical matrix can be split into an analytic and non-analytic
term [128]:
Dκ,κ
′
α,α′(q→ 0) = Dκ,κ
′
α,α′(q = 0) + (D
NA)κ,κ
′
α,α′(q→ 0) (5.4)
where the non-analytic term is given by:
(DNA)κ,κ
′
α,α′(q→ 0) =
1√
mκmκ′
4π
Ω0
(q.Z∗κ)α(q.Z
∗
κ′)α′∑
ββ′ qβǫ
∞
ββ′qβ′
(5.5)
The Brillouin Zone of corundum is shown in Figure 5.5. The fropho [129] code
is used to calculate phonon dispersion relations for the A − Γ, Γ − Z, Z − D and
D − Γ directions, given the forces from our molecular dynamics simulations. Ex-
perimentally, only the frequencies for the the A − Γ, Γ − Z have been completely
measured; only a limited number of the D − Γ frequencies have been determined.
Calculations of forces are performed on 7×7×7, 8×8×8, 9×9×9, 10×10×10,
11 × 11 × 11 and 12 × 12 × 12 supercells (3430, 5120, 7290, 10000, 13310 and
17280 atoms respectively). Only frequencies for the allowed k-vectors for each cell
are calculated in fropho, thus avoiding the need to use a potentially unreliable
interpolation scheme. For comparison purposes, we also calculate DFT forces for a
2× 2× 2 and 3× 3× 3 supercell.
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Figure 5.5: Brillouin zone of corundum.
The nonanalytical correction to the dynamical matrix as q → 0 involves the
screened Born effective charge tensors Z∗ = Zαα′/
√
ǫ∞zz. As described in the pre-
vious chapter, Z and ǫ∞ can be calculated with our molecular dynamics code.The
calculated values for Z∗ for our potential are given in Table 5.6. Our potential is in
good agreement with both our own ab initio calculations and those of Ref [130].
(a) Potential
Al O
x y z x y z
x 1.52 0.00 -0.02 -1.10 -0.03 0.02
y -0.02 1.52 0.00 -0.03 -1.10 0.02
z 0.00 -0.02 1.52 0.02 0.02 -0.85
(b) DFT
Al O
x y z x y z
x 1.67 0.01 -0.02 -1.21 -0.04 0.04
y -0.02 1.67 0.00 -0.04 -1.21 0.04
z 0.01 -0.02 1.67 0.01 0.01 -0.91
Table 5.6: Our theoretical values for the screened Born effective charge tensors Zαβ/
√
ǫ∞zz
for the Al2O3 primitive cell. For Al, the tensor is the same for all atoms by symmetry ;
for O the tensor is given for the atom at x0,
1
2 + x0,
1
4 in the primitive cell.
The ratio of ǫzz/ǫxx is found to be 1.01; this in excellent agreement with the
experimental value of 1.03 [131].
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Figure 5.6: Phonon dispersion curves for corundum, calculated with our potential (black
dots) and compared to DFT (blue triangles) and experiment (red crosses) [132].
Phonon frequencies are presented in Figure 5.6. Compared to the AIM potentials,
our potential does not do as well in reproducing the phonon frequencies, especially
at higher temperatures where the dispersion is particularly flat. This behaviour
has also been seen for phonon calculations performed using the TS potential for
silica [133], even though this potential performs well for many other quantities. We
have not isolated the cause of this behaviour.
5.9 Thermodynamic properties
The fropho package is also used to calculate thermodynamic properties from the
results of phonon calculations, using the quasi-harmonic approximation. In the
quasi-harmonic approximation, we treat the system as a collection of independent
harmonic oscillators, and ignore interactions between vibrations [134].
The partition function of a system with energy eigenvalues εi is given by
Z =
∑
i
exp(− εi
kBT
) (5.6)
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A single harmonic oscillator has energy eigenvalues (n + 1
2
)~ω, hence its partition
function is
Z = exp(− ~ω
2kBT
)
∞∑
n=0
exp(− n~ω
2kBT
) (5.7)
=
exp(− ~ω
2kBT
)
1− exp(− ~ω
kBT
)
(5.8)
In a crystal we have ν phonon modes at each k-point, hence the total partition
function is
Z =
∏
k,ν
exp
(
−~ω(k,ν)
2kBT
)
1− exp
(
−~ω(k,ν)
kBT
) (5.9)
From the partition function, we can find the Helmholtz free energy F :
F = kBT lnZ
=
1
2
∑
k,ν
~ω(k, ν) + kBT
∑
k,ν
ln
[
1− exp
(
−~ω(k, ν)
kBT
)]
(5.10)
and the entropy S:
S = −∂F
∂T
= kB
∑
k,ν
ln
[
1− exp
(
−~ω(k, ν)
kBT
)]
− 1
T
∑
k,ν
~ω(k, ν)
exp
(
~ω(k,ν)
kBT
)
− 1
(5.11)
The internal energy U is therefore given by
U = F + TS
=
∑
k,ν
~ω(k, ν)

1
2
+
1
exp
(
~ω(k,ν)
kBT
)
− 1

 (5.12)
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and the heat capacity at constant volume, CV , is
CV =
(
∂U
∂T
)
V
=
∑
k,ν
(~ω(k, ν))2
kBT 2
exp
(
~ω(k,ν
kBT
)
[
exp
(
~ω(k,ν)
kBT
)
− 1
]2 (5.13)
The free energy, entropy and heat capacity are all calculated with both DFT and
our potential for a 3× 3× 3 cell (270 atoms), and are presented in Figure 5.7. Our
concern here is not with the validity of the quasi-harmonic approximation itself, but
that our potential and DFT show good agreement within the same approximation,
which is indeed the case.
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Figure 5.7: Thermodynamic properties of Al2O3.
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5.10 Elastic constants
Corundum has six independent elastic constants, given by the following matrix for
trigonal crystals [135]:


C11 C12 C13 C14 0 0
C12 C11 C13 −C14 0 0
C13 C13 C33 0 0 0
C14 −C14 0 C44 0 0
0 0 0 0 C44 C14
0 0 0 0 C14
1
2
(C11 − C12)


We use the method outlined by Holm et al [118] to determine the elastic constants
from energy-strain data. From elasticity theory, we can write the change in energy
per unit volume due to a change in lattice vectors as
δU = 1
2
C11((e
2
xx + e
2
yy) +
1
2
C33e
2
zz +
1
2
C44(e
2
yz + e
2
zx) +
1
4
(C11 − C12)e2xy + C12exxeyy
+C13(exxezz + eyyezz) + C14(exxeyz − eyyeyz + exyezx)
The strains eij are given by
exx =
δx
x
, eyy =
δy
y
, ezz =
δz
z
, eyz =
δzy
y
, ezx =
δxz
z
, exy =
δyx
x
where δx signifies the operation x → (1 + γ)x, δyx signifies y → y + γx, and so
forth.
By considering small strains (−2% < eii < 2%) of a single vector along its
own direction, we can generate energy-strain curves. The elastic constants C11
and C33 can be found from the x
2 coefficients of polynomial fits to these curves.
Simultaneously straining two vectors along their own direction and following the
same procedure will then give C12 and C13. Shear strains in which one vector
is changed along the direction of another are required to determine the final two
elastic constants, C44 and C14. Elastic constant calculations are performed with a
540 atom supercell and are presented in Table 5.7.
The same method is used to calculate elastic constants for the κ phase of alumina.
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Expt LDA GGA Potential AIM-LDA AIM-GGA
c11 497 538 452 496 508 491
c33 501 525 438 478 535 479
c44 147 167 134 116 148 107
c12 162 180 128 212 189 218
c13 116 99 95 169 125 124
c14 -22 -9 -7 -26 -30 -30
Table 5.7: Elastic constants of corundum as calculated for our potential and compared to
both experimental results [136] and Wilson et al.’s AIM potentials [4].
κ-alumina is an orthorhombic structure with nine independent elastic constants, as
given in Table 5.8.
Holm LDA GGA Potential
c11 460 515 428 392
c22 410 451 373 347
c33 450 467 385 362
c44 120 167 136 90
c55 140 147 119 74
c66 160 191 154 114
c12 125 140 124 148
c13 95 95 86 127
c23 145 119 104 187
Table 5.8: Elastic constants of κ-alumina as calculated for our potentials and compared
to the LDA calculations of Holm et al. [118].
We see good agreement with DFT for both phases. Experimental data does
not exist for the κ phase, but the corundum elastic constants calculated with our
potential agree well with experiment, showing a similar level of accuracy to the
values calculated with the AIM potentials.
5.11 Defect formation energies
The calculation of defect energies in alumina is a topic of great interest. Knowing the
defect formation energies of a material enables us to calculate the types and relative
abundances of different defects in a crystal. Understanding how these defects diffuse
through the crystal is important for understanding the properties of alumina itself,
88
Chapter 5. Alumina
and also for studying the formation of oxide layers on aluminium metal, which has
important industrial applications.
Hine et al. have calculated the formation energies of intrinsic defects in alumina
using both classical and linear-scaling DFT [101, 102], but even the latter method
only allows them to simulate cell sizes of up to 3000 atoms. Using our alumina
potential, we are able to calculate defect formation energies using supercells of up
to 12,000 atoms.
In the Zhang-Northrup formalism [137], the defect formation energy Ef of ∆ni
defects of species i is given by
Ef = E
perf − Edef −
∑
i
∆niµi +∆neµe (5.14)
where Eperf is the energy of the perfect crystal, Edef is the energy of the crystal
containing the defect, µi is the chemical potential of species i, µe is the chemical
potential of an electron in the perfect crystal and ∆ne is the number of electrons
added or removed to create the defect.
Although we can access large cell sizes with classical molecular dynamics, the
use of periodic boundary conditions results in defect-defect interactions which must
be accounted for if we wish to calculate the energy of a single defect embedded in an
infinite supercell. The most commonly used finite size correction is that of Makov
and Payne [138], where the energy of a cubic supercell of size L is written as
E(L) = E(L→∞)− q
2α
2ǫL
−O(L−3) (5.15)
where ǫ is the relative dielectric constant of the medium, q is the monopole aperiodic
charge and α is the Madelung constant, which is a property of the shape of the
supercell. −q2α/2L is known as the Madelung energy, and is defined as the potential
energy per unit cell of an infinite periodic lattice of cells each containing a point
charge q and a uniform neutralising background. The Madelung energy can be
calculated using the Ewald method and used to find the Madelung potential vM =
α/L. Plotting E(L) against vM for different sizes and shapes of cell will give the
value of E(L→∞) as the y-intercept of the graph.
Relaxations are performed for four different defects: single oxygen and alu-
minium vacancies, and oxygen and aluminium interstitials. For vacancy calculations,
our observations broadly agree with the work of [101]. For interstitial calculations,
the interstitial atom is inserted into a vacant octahedral site and the structure is
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Formation energy (eV per defect)
Potential Exp [139] Ref [101] Ref [99] Ref [100] Ref [5]
Schottky 2.76 3.83 4.10 5.17 5.86 4.01
Frenkel Al 2.78 4.45 4.68 6.59 6.30 4.95
Frenkel O 4.54 - 6.54 4.87 5.79 6.52
Table 5.9: Formation energies of the Schottky quintet, Frenkel Al and Frenkel O pairs.
allowed to relax. In the case of the Al interstitial, the 1NN Al ions are repelled and
the 2NN oxygen ions are attracted, as observed in [101]. In previous studies, the
O interstitial is seen to have much the same effect, albeit with a reverse direction
of relaxation of neighbouring ions. Although we initially see this behaviour, in sim-
ulations run for long times the system relaxes further to a new structure, as seen
in Figure 5.8. Although the initial relaxation (Figure 5.8(b)) was assumed to be
the minimum energy structure in the studies cited in Table 5.9, DFT calculations
performed with this new structure (Figure 5.8(c)) confirm that it does indeed have
a lower energy.
(a) (b) (c)
Figure 5.8: The O interstitial (highlighted in blue) is placed in a vacant octahedral site
(5.8(a)) and initially relaxes to 5.8(b). After long times, however, the cell further relaxes
to a lower energy structure (5.8(c)).
We consider µ independent combinations of intrinsic defects: the Schottky quin-
tet, 3V 2+O + 2V
3−
Al , the oxygen Frenkel pair, V
2+
O + O
2−
i and the aluminium Frenkel
pair, V 3−Al + Al
3+
i . Their formation energies are given in Table 5.9. It is found
that our new structure for the oxygen interstitial brings the formation energy of the
Frenkel O pair down by ∼0.6eV with our potential and ∼1.2eV with DFT.
As can be seen from Figure 5.9 and Table 5.9, our potential systematically un-
derestimates the formation energies by around the same amount that previous po-
tentials overestimated it. The fact that we underestimate the formation energies
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Figure 5.9: Formation energy versus Madelung potential for different cell sizes.
indicates that our screening mechanisms may be too effective. It could also be the
case that inserting or removing a partial charge instead of a formal charge is not the
correct method for simulating the defects we are interested in. The variable charge
functionality discussed in Chapter 6 will enable future workers to further explore
the different charge states of defects in ionic materials, however this was not yet
implemented when the calculations described in this chapter were performed.
Nonetheless, the fact that we get good defect structures and are in agreement
with both theory [5, 101] and experiment with regards to the ordering of the defect
energies, indicates that this potential will be useful for further investigation of alu-
mina defects. Possible future work includes a study of the AlO divacancy, which
was suggested as being worthy of further investigation in Ref [101].
5.12 Summary
Although we use a faster, simpler potential model than that of Wilson et al. [4],
our potential predicts the correct ground state structure and also shows good agree-
ment with DFT and experiment for crystal structures, thermal expansion, phonon
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dispersion, thermodynamic properties and elastic constant. We also agree with the
ordering of the energies of intrinsic neutral defects in bulk alumina, and have dis-
covered a new, lower energy structure for the oxygen interstitial.
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Charge transfer in molecular
dynamics
6.1 Motivation
In a standard molecular dynamics simulation, the charge on each atom is a fixed
parameter. This allows for a relatively fast and inexpensive calculation of electro-
static energies, but it can also fail to capture important mechanisms present in both
ionic and covalent materials.
Fixed charges are often adequate for calculations performed on bulk crystalline
solids, but in general they will not be transferable to atoms in differing local envi-
ronments. For example, at a surface or interface, or in the vicinity of a defect, the
coordination number of an atom will be different to the bulk, and so one might rea-
sonably expect its time-averaged charge to vary over the timescales relevant to ionic
motion. Similarly, cohesive energies of ionic solids can calculated more accurately if
charges are allowed to vary; for fixed charges, the best we can do is to calculate the
energy difference between isolated ions and the bulk solid, whereas what we want
to calculate is the energy difference between isolated neutral atoms and the bulk.
Charge transfer is also important for the simulation of molecules, where charge
can flow between covalently bonded neighbours, and is dependent on conformational
changes and molecular vibrations. The accurate description of these molecules opens
up many applications in the fields of biology and chemistry, such as the study of
proteins and amino acids.
In this chapter, we discuss the theoretical foundation of charge transfer in molec-
ular dynamics, and summarise the existing schemes and their applications. We then
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introduce our new scheme for simultaneously varying the charges and induced dipoles
of the ions in our simulated system; to the best of our knowledge, this kind of scheme
has only previously been implemented for local neutral units (e.g. molecules), and
no prior scheme exists for a global equilibration of charges and dipoles in a bulk
material. We present a number of tests that demonstrate that our scheme is cor-
rectly implemented and numerically sound, and that it can potentially improve upon
using a polarisable potential with fixed charges. We discuss our findings and some
interesting behaviour observed during the initial testing phases, before outlining the
steps that must be taken to more thoroughly evaluate the efficacy and usefulness of
including variable charges in our molecular dynamics potentials.
6.2 Existing methods
In the charge transfer schemes described in this chapter, the charge on an atom is
allowed to vary as a function of the positions of all the atoms in the system. The basis
for these methods is Sanderson’s principle of electronegativity equalisation [140],
which can be used to calculate the set of charges which minimises the total energy
of a system, subject to the constraint that total charge is conserved.
Electronegativity is a measure of the ability of an atom to attract electrons to
itself. Although there are various mathematical definitions of electronegativity, in
this work we will use the Mulliken definition of the absolute electronegavity, χ, as
the arithmetic mean of the ionisation potential and the electron affinity [141]. Since
the ionisation potential (IP) of atom i is given by IP = Ei(+1) − Ei(0) and the
electron affinity (EA) is EA = Ei(0) − Ei(−1) (where Ei(x) is the energy of an
ion of charge state x), we can see that the Mulliken electronegativity is the finite
difference equivalent of Iczkowski and Margrave’s [142] definition of χ = − ∂E
∂N
.
The principle of electronegativity equalisation, as postulated by Sanderson, states
that “When two or more atoms initially different in electronegativity combine chemi-
cally, they become adjusted toward an equal electronegativity in the compound” [143].
By considering electronegativity from a density functional viewpoint, Parr et al. [144]
demonstrate that Sanderson’s postulate is mathematically correct, and that the elec-
tronegavity must be equal to the negative of the chemical potential, µ.
In Sanderson’s formalism, at equilibrium, all atoms of the same species have the
same charge when in the same chemical environment. By considering electronegativ-
ity equalisation within the framework of density functional theory, however, Mortier
et al. [145] demonstrate that, as one might intuitively expect, atoms of the same
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species will have different charges in different environments. Politzer and Wein-
stein [146] went on to demonstrate that this result is independent of any particular
theoretical framework.
6.2.1 Charge equilibration
In order to incorporate charge transfer into molecular dynamics simulations of
organic molecules, Rappe´ and Goddard developed a charge equilibration (QEq)
methodology [147]. They begin by considering the energy of an isolated atom i as a
function of charge, which can be written as:
Ei(q) = E0i + qi
(
∂Ei
∂q
)
0i
+
1
2
q2i
(
∂2Ei
∂q2
)
0i
+ . . . (6.1)
where the subscript 0i indicates the neutral reference state of atom i, and all higher
order terms are neglected. Substituting for qi = 0, ±1 gives
Ei(+1) = E0i +
(
∂Ei
∂q
)
0i
+
1
2
(
∂2Ei
∂q2
)
0i
(6.2)
Ei(0) = E0i (6.3)
Ei(−1) = E0i −
(
∂Ei
∂q
)
0i
+
1
2
(
∂2Ei
∂q2
)
0i
(6.4)
We can now define the two parameters of this model:
χ0i =
(
∂Ei
∂q
)
0i
=
1
2
(IP + EA) (6.5)
J0ii =
(
∂2Ei
∂q2
)
0i
= IP− EA (6.6)
χ0i is just the atomic electronegativity, as already discussed, whilst J
0
ii is the atomic
hardness [148]. These parameters can be fit to either experimental or ab initio data
when parametrising a potential.
The total electrostatic energy of the system can now be written as
E({q}) =
∑
i
(
1
2
J0iiq
2
i + χ
0
i qi
)
+
1
2
∑
i,j
Jijqiqj (6.7)
The last term represents the Coulomb interaction between atomic pairs. For a bare
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Coulomb interaction between point charges, Jij is just equal to
1
Rij
; however, Rappe´
and Goddard [147] and subsequent workers take it to be the overlap integral between
Slater s orbitals centred on each atom, i.e.
Jij(r) =
∫
dridri|φni(ri)|2
1
|ri − rj − r| |φnj(rj)|
2 (6.8)
where the Slater orbitals φ are given by
φni(r) = Air
ni−1e−ζir (6.9)
where Ai is a normalisation factor and ni is a principal quantum number. The
parameter ζ can be related to the hardness J0ii by the fact that Jii(r = 0) = J
0
ii; for
this reason, J0ii can also be regarded as a self-Coulomb repulsion [147].
In the electronegativity equalisation method (EEM) [149, 150], the basic theory
is the same, but the interaction between atoms is given by Jij =
A
Rij
, where A is a
constant. An extended version of the EEM method [151] uses
Jij =
A(
r3ij + (J
0
ij)
−3
) 1
3
(6.10)
This form is found to increase the accuracy of EEM potentials whilst avoiding the
computational expense of using Slater-type orbitals.
Banks et al. [152] go one step further performing a fitting procedure to find the
right form of Jij rather than assuming a simple analytical form a priori.
Differentiating Equation 6.7 with respect to qi gives us the following expression:
χi =
∂E
∂qi
(6.11)
=
1
2
J0iiqi + χ
0
i +
1
2
∑
j
Jijqj (6.12)
As described in Section 6.2, we want all the χi to be equal, giving us N − 1
conditions for a system of N atoms. One more condition is obtained from the need
to conserve total charge.
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6.2.2 Solving for charges
For QEq and all related schemes that include terms in the atomic energy up to
second order, we have to solve a system of linear equations in order to determine
the qi, recalling that enforcing charge conservation means that the charges are not
all independent. The most obvious choice is to use a linear solver; however, as
this involves a matrix inversion, which scales as O(n3) for standard methods and
O(n2.376) at best [153], it will become prohibitively expensive for larger systems.
As the goal of molecular dynamics is to probe system sizes that ab initio methods
such as DFT cannot reach, it often becomes desirable to find a cheaper way of
determining the charges. Possibilities include direct minimisation, self-consistent
methods or extended Lagrangian schemes, some of which will be detailed below.
In the extended Lagrangian method, both charges and positions are treated as
dynamical variables. The Lagrangian of the system is written as
L =
1
2
∑
i
mir˙
2
i +
1
2
∑
i
Mq q˙
2
i − U({q}, {r})− λ
∑
i
qi (6.13)
where Mq is a fictitious charge ‘mass’ and λ is a Lagrange multiplier. By taking the
partial derivative of Equation 6.13 with respect to q (with ri fixed), we see that the
charges evolve in time according to
Mq q¨i = −∂U
∂qi
− λ (6.14)
= λi − λ (6.15)
Since total charge is conserved, we can regard it as a constant of the motion, i.e.
∑
i
q¨i = 0 (6.16)
Substituting Equation 6.14 into the above, we find that λ is simply the average of
all the λi, enabling us to calculate the force on the charges at each timestep. It is
also possible to couple the charges to a Nose´-Hoover thermostat.
The reasoning provided for the validity of adopting the extended Lagrangian
method is as follows. Given a sufficiently small Mq, if we start with the charges at
their equilibrium values, the qi can be adiabatically decoupled from the other degrees
of freedom and should remain close to equilibrium as the ions move. As discussed
in Section 3.3.3, the validity of this approach has been questioned in Ref [51].
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In Rappe´ and Goddard’s formulation, the derivative
∂Jij
∂qi
is assumed to be zero.
Kitao and Ogawa’s consistent charge equilibration (CQEq) model [155] includes
this term in ∂E
∂qi
when minimising the total energy. This leads to a set of non-linear
simultaneous equations which are solved using the Newton-Raphson method [156].
Chen and Mart´ınez [157] enforce charge conservation using Lagrange multipliers;
they solve for the charges and Lagrange multiplier using Gaussian elimination. In
their work, they investigate the separate effects of enforcing charge conservation and
equalisation of electronegativity. They establish that charge conservation is required
to cancel unphysical terms arising from unconstrained electronegativity equalisation,
and to give the correct translational and rotational symmetries for the unit cell.
By using a parallel multilevel preconditioned conjugate gradient method to cal-
culate the equilibrium charges, Nakano [158] is able to run tests on alumina systems
of up to 26.5 million atoms. Keffer and Mintmire [159] implement a similar scheme
using a BFGS iterative scheme, and demonstrate that it performs with sufficient
accuracy to be a viable alternative to more expensive methods.
When solving for charges, it is important to note that conservation of charge
alone does not exclude unphysical situations in which an atom can transfer more
than its total valence charge. Rappe´ and Goddard address this issue by placing
hard limits so that an atom can at most fill or empty its valence shell. After solving
the N simultaneous equations described in the previous section, any atom outside
these limits has its charge fixed on the boundaries. The charge on these atoms is no
longer allowed to vary, and a reduced set of equations is solved.
6.2.3 Higher order terms
A simple quadratic form for the self-energy may not be sufficient to penalise unphys-
ical levels of charge transfer. Rappe´ and Goddard [160] resorted to hard cut-offs to
solve this problem, but Zhang and Fournier [161,162] instead chose to add third and
fourth order terms to the original QEq expression for the energy. The inclusion of
higher order terms is intended to prevent excessive charge build-up, with the specific
choice of fourth order decided after trying several different models [161].
The new expression for the self-energy is give by
Ei(q) = E0i + qi
(
∂Ei
∂q
)
0i
+
1
2
q2i
(
∂2Ei
∂q2
)
0i
+
1
6
q3i
(
∂3Ei
∂q3
)
0i
+
1
24
q4i
(
∂4Ei
∂q4
)
0i
(6.17)
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Now, taking the derivative of the total energy with respect to charge gives:
χi =
∂E
∂qi
= χ0i + qi
(
J0ii +
1
2
qi
(
∂3E
∂q3
)
0i
+
1
6
q2i
(
∂4E
∂q4
)
0i
)
+
1
2
∑
i,j
Jijqj (6.18)
= χ0i + qiλi(qi) +
1
2
∑
i,j
Jijqj (6.19)
λi(qi) can be regarded as a charge-dependent hardness, i.e. the more we charge an
atom, the harder it becomes to add further charge to it. At each step, a matrix
inversion is performed for a given value of λ, and then λ is recalculated for the new
qi until self-consistency is achieved. By using a simple mixing scheme, their systems
were found to usually converge within 20 iterations [161].
In Section 6.7, we discuss our own implementation of a higher-order scheme.
6.2.4 ES+ method
The ES+ method, as developed by Streitz and Mintmire [163,164], combines charge
transfer with an embedded atom model (EAM) to describe atomic interactions in
metallic oxides. For the Coulomb interaction term in Equation 6.7, a charge distri-
bution of the following form is used:
ρi(r; qi) = Ziδ(r− ri) + (qi − Zi)fi(ri) (6.20)
Zi is an effective core charge; obviously, this cannot exceed the total nuclear charge.
fi is a function that describes the distribution of the valence charge; for convenience,
this is taken to be a spherically symmetric function, but there is no reason why more
complex forms cannot be used.
By analysing the charge-strain relationship for corundum with the ES+ model,
Zhou et al. [165] discover that Streitz and Mintmire’s methodology is unstable for
small ionic spacings. This instability is highly sensitive to the EAM parameters
used, making it unsuitable for use with many existing EAM potentials. The ES+
model is also unable to describe alloy systems where more than one metal is present.
These issues occur because there is no upper bound on the amount of charge that
can be transferred between atoms. In order to overcome this, Zhou et al. introduce
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additional terms to the total energy which make it energetically unfavourable for
an atom to gain or lose unphysical numbers of electrons; this is equivalent to the
inclusion of higher order terms as discussed in the previous section.
6.2.5 Atom-atom charge transfer (AACT) method
In the charge transfer methods discussed so far, unphysical situations can arise
when neutral molecules are pulled apart - even at large distances, charge will flow
between them. Similarly, cohesive energies can be calculated incorrectly, as when
atoms in a molecule or solid are pulled apart, they may retain their charge rather
than becoming neutral. Since this is also observed in any methodology based on
electron position probability densities (e.g. DFT), which we fit our potentials to,
we do not concern ourselves with the fact that this will also occur in our method;
however, an alternate scheme has been derived to circumvent this problem.
In the AACT method [166], the total charge transfer to atom i from all other
atoms j is written as
qi =
∑
j
Lijqij (6.21)
Lij is a topology matrix with elements equal to 1 where charge transfer is allowed
between atoms i and j, and 0 otherwise, allowing the elimination of unphysical
situations where charge is transferred over large distances, albeit with a loss of
generality. The AACT method can be considered to be a bond-based approach;
unlike QEq, where parameters are associated with particular atoms (allowing them
to be fit to DFT data), the parameters are now associated with particular bonds ij.
In order to be implemented, the method therefore requires a definition of neutral
molecular units or explicit bonds.
Charge conservation is enforced by imposing qij = −qji and qii = 0. Minimising
the energy wrt to qij is equivalent to equalising the electronegativity for all atoms
i. It should be noted, however, that as this method increases the number of charges
from N different qi to N(N + 1)/2 different qij, the system to solve for may be
underdetermined, resulting in multiple solutions for the qij. Chelli et al. [166] use
both the original charge equilibration and AACT methods to calculate the polar-
izability of alkanes and find that the AACT parameters have a greater transferability.
Nistor et al. [167] develop their own version of this method, known as split
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charge equilibration or SQE, which contains parameters associated with atoms i
and bonds ij. In limiting cases, this method reduces back to either the original
QEq or AACT methods. By considering organic molecules containing Si, C, O
and H, Nistor et al. demonstrate that the combination of atomic and bond-based
parameters provides a better fit to ab initio charges than the QEq model. Nistor
and Mu¨ser [168] also investigate the dielectric properties of rock salt using the SQE
model and provide expressions that relate the dielectric constant and penetration
depth to the parameters of the model.
6.2.6 Charge transfer and dipole polarisation
In their work on proteins, Banks et al. discovered that, for many examples, the
AACT model with point charges alone was not sufficient, and that dipolar polarisa-
tion would be needed to improve their results. Subsequently, workers such as Smalø
et al. [169] and Stern et al. [170] have developed models which include both AACT
and point dipole interactions. In these models, the total energy of a system is given
as
U = Uqq + Uqd + Udd (6.22)
Uqq is the energy of a set of variable charges, as given in Equation 6.7, with the
addition of an external potential φexti . Uqd is the charge-dipole interaction energy,
given by
Uqd =
1
2
∑
i
(qiφ
p
i − pi.Eqi ) (6.23)
Udd is the usual dipole-dipole interaction energy
Udd =
1
2
∑
i
p2
α
− 1
2
∑
i
pi.E
p
i −
∑
i
pi.E
ext (6.24)
The energy of the system is minimised when ∂U
∂qi
= 0 and ∂U
∂pαi
= 0. The charges
and dipole moments can be solved for using the methods described in Section 6.2.2.
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6.3 Applications
6.3.1 Water
Rick et al. [171] incorporate charge transfer into two existing water potentials to
create the TIP4P-FQ and SPC-FQ models. Both potentials are parametrised to give
the correct dipole moments in the gas phase, and describe the dielectric properties
of the liquid phase well. The potentials improve upon their fixed charge equivalents
TIP4P and SPC, although they are of course more computationally expensive. Stern
et al. [170] use their combined charge transfer and dipole polarisation model to
create the POL5 potential for water. Their potential is fit to DFT calculations,
and performs well when describing small clusters of molecules from monomers to
hexamers. It is found that including both effects makes the model more accurate
than equivalent potentials using either charge transfer or dipole polarisation on their
own.
6.3.2 Organic Molecules
Smalø et al. [169] use their combined charge transfer and dipole model to parametrise
models for both alkane and alkene chains. It is found that both molecular polaris-
ability and dipole moment as a function of chain length are in good agreement with
ab initio calculations.
Using their CQEq model, Kitao and Ogawa perform geometry optimisations on
amino acids and the protein crambin. [155,156] The CQEq model has also been ap-
plied to the ionic liquid guanidinium chloride [172]. As a first step towards creating a
transferable potential for all 20 amino acids, Banks et al. [152,173] parametrize a po-
tential for alanine dipeptide. They find that, with minimal modification to account
for differences in side chains, this potential is transferable to serine dipeptide.
Rick and Berne [174] use a charge transfer model for the isomers ofN -methylacetamide
(NMA) in aqueous solution. The solvent is modelled both as a dielectric continuum
and through the use of their earlier fluctuating charge water potentials. Their models
perform well when calculating free energies, but the results are seen to be sensitive
to both the size of the solute cavity and to solute-solvent interactions.
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6.3.3 Metals
Zhang and Fournier apply their fourth order QEq to energy calculations [162] and
geometry optimisations [161] of metal dimers and alloy clusters. The inclusion of
charge transfer allows their energy calculations to be more correlated with DFT than
they would without it, whilst their model also gets the relative (but not absolute)
values of the ionisation energies correct for the systems under investigation.
6.3.4 Oxides
The inclusion of charge transfer is believed to be important in the study of surfaces
and interfaces of oxide systems, where coordination number, oxidation state and
local environment can vary significantly from atom to atom. Streitz and Mintmire
consider the application of electronegativity equalisation to crystalline metal-oxides,
and develop a potential for titania that combines pair potentials with charge transfer
[163]. Ogata et al. [175] use the same model with an additional term to account
for surface relaxation effects. Both potentials give good agreement with the lattice
constants and elastic moduli of the rutile phase of TiO2, whilst the Ogata potential
also performs well for phonons and dielectric properties, and is transferable to the
anatase phase.
Swamy and Gale [176] use a Morse plus charge equilibration (MS-Q) model to
create a titania potential which is transferable across many phases. The potential
gets the energetic ordering of the phases correct and is in good agreement with
experimental lattice constants; however, it is unable to describe dielectric properties
and performs poorly when calculating surface formation energies.
Hallil et al. [177] compare several titania potentials that incorporate variable
charge. When applied to titania, QEq gives smaller charges than fixed charge mod-
els, so the choice of short range interaction is important. Halli et al. determine
that pairwise short-range interactions are insufficient for describing oxygen vacancy
formation, and that better results are obtained using a many-body interaction.
Streitz and Mintmire also use their ES+ method to create a potential which can
be applied to both aluminium metal and α-alumina (corundum) [164]. The potential
performs well for surface relaxations and the calculation of elastic constants for both
materials. The ES+ method is also used by Campbell et al. [178] to investigate
the oxidation of aluminium nanoclusters, where charge transfer is found to be a
significant mechanism.
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Zhou et al. [165] use their modification of the ES+ method to parametrise a
potential for an Al-Zr-O system by fitting to the pure metals, corundum and the
cubic phase of ZrO2. Unlike the Streitz and Mintmire model, this potential is stable
even at small atomic separation, and is used to predict cohesive energies, surface
relaxations and vapour phase growth of an alumina thin film. Unlike the original
Streitz and Mintmire potentials, it is also able to describe oxide formation on the
surface of an Al-Zr alloy.
Demiralp et al. [179] apply a Morse potential with variable charges to various
different phases for silica. Their potential describes fourfold and sixfold coordinated
phases such as α-quartz and stishovite well, and agrees well with experimental data
for both pressure-induced phase transitions and the formation of silica glass. Later
work [180] also provided good agreement with experiment for siliceous zeolites. Yu
et al. [154] use an extended Tersoff potential (Tersoff plus charge transfer) to inves-
tigate Si and SiO2. When testing earlier potentials of this type, as developed by
Yasukawa, they find unphysical results, such as the prediction of charged Si atoms
in bulk silicon. By modifying these potentials, however, Yu et al.’s model predict
structural properties to within a few percent for both Si and five different silica
polymorphs, although the potential does not perform well for amorphous silica. An
Si/SiO2 interface is also investigated.
The MS-Q potential is also applied to MgO by Strachan et al. [181], who use it
to model different phases of MgO under a range of pressures. As with the above po-
tentials for their respective materials, the calculated properties of magnesium oxide
are in good agreement with experimental values. If we refer to Table IV of [181], we
see that there is only a ∼2.5% variation in charges across two different phases for a
range of pressures from 0-400 GPa. This indicates that, while charge transfer may
be an important mechanism in oxides and other materials, quantitatively, its effects
are small. We will consider the specific case of MgO as a test system for our scheme
in Section 6.6.
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6.4 Our scheme
6.4.1 Foundations
As discussed in Section 2.4.1, from the Hohenberg-Kohn theorem, when the elec-
trons are in their ground state, we can write the total energy of the system E as a
functional of the electron density ρ.
E = E[ρ]
Consider an electron density which is a superposition of non-overlapping atom-
centred electron densities.
ρ(r) =
∑
i
ρi(r −Ri)
for ions i at positions Ri.
We choose a reference electron density ρ(0)(r) =
∑
i ρ
(0)
i (r−Ri), which corresponds
to energy E0 ≡ E[ρ(0)].
We then express ρ(r) as a perturbation of ρ(0)(r), i.e.
ρ(r) = ρ(0)(r) + ∆ρ(r)
=
∑
i
[
ρ
(0)
i (r −Ri) + ∆ρi(r −Ri)
]
The perturbed energy is thus
E[ρ] = E[ρ(0) +∆ρ]
= E0 +
∫
δE
δρ(r)
∣∣∣∣
ρ(0)
∆ρ(r)dr
+
1
2
∫ ∫
δ2E
δρ(r)δρ(r′)
∣∣∣∣
ρ(0)
∆ρ(r)∆ρ(r′)drdr′ + . . . (6.25)
We can rewrite our functional derivatives by using the fact that
δE
δρ(r)
=
∑
i
δE
δρi(r −Ri)
∂ρi(r −Ri)
∂ρ(r)
=
∑
i
δE
δρi(r −Ri)
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since the ρi are non-overlapping. Thus, assuming (as above) that {ρi} and {ρ(0)i } are
atom-centred and non-overlapping we can write the energy (truncated to second-
order in the ∆ρi) as
E[ρ] = E0 +
∑
i
∫
δE
δρi(r −Ri)
∣∣∣∣
ρ(0)
∆ρi(r −Ri)dr
+
∑
i
∑
j
1
2
∫ ∫
δ2E
δρi(r −Ri)δρj(r′ −Rj)
∣∣∣∣
ρ(0)
∆ρi(r −Ri)∆ρj(r′ −Rj)drdr′
We now define
qi ≡
∫
ρi(r −Ri)dr +Qi
pαi ≡
∫
rαρi(r −Ri)dr +QiRi
where Qi is the atomic nuclear charge and α indexes the Cartesian components of ri
and pi. Assuming that we can neglect quadrupoles and higher order perturbations
to the charge density, that the ions are small compared to interionic distances and
their sizes do not vary, then
E[ρ] = E({qi}, {pi}) (6.26)
δ
δρi(r −Ri) =
δqi
δρi(r −Ri)
∂
∂qi
+
∑
α
δpαi
δρi(r −Ri)
∂
∂pαi
=
∂
∂qi
+
∑
α
rα
∂
∂pαi
(6.27)
Thus, we can write the energy E[ρ] from Equation 6.26 as
E[ρ] ≃ E0 +
∑
i
(
∂E
∂qi
)
ρ(0)
∫
∆ρi(r −Ri)dr +
∑
i,α
(
∂E
∂pαi
)
ρ(0)
∫
rα∆ρi(r −Ri)dr
+
∑
i
∑
j
. . .
Assuming the reference atomic electron densities ρ
(0)
i are spherically symmetric, we
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get
E[ρ] ≃ E0 +
∑
i
(
∂E
∂qi
)
ρ(0)
wi +
∑
i,α
(
∂E
∂pαi
)
ρ(0)
pαi +
∑
i
∑
j
. . .
where we omit the full expressions for the second order terms for the sake of brevity.
What we have thus shown is that, by combining the Hohenberg-Kohn theorem
with some simplifying assumptions about the charge density of the material, we can
express its total energy as a Taylor expansion of the atomic charges (qi) and dipole
moments (pi) about a reference state. We have proceeded under the assumption
that the charge density of the material is a superposition of non-overlapping atom-
centred charge densities which are almost spherically symmetric. The theory can
easily be extended to include higher order multipoles.
A further simplification involves splitting the total energy into a sum of atomic
terms (the “self energies”, USi ) and a sum of interatomic terms. The derivation
above provides some formal justification for the approach taken in the present work
and also in the published literature described earlier in the chapter.
In the previous works described earlier in this chapter, Slater-type orbitals or
Gaussian distributions of charge have been used. This serves to smooth out the
potential landscape. We have made the assumption that the ions are small compared
to interionic distances. This simplifying assumption allows us to treat ions as point
charges, but it is not easy to justify for all materials under example. Anions such
as O2− tend to be large, and even highly ionic materials such as MgO are known
to violate the Cauchy relation (see [44] and experimental references therein). As
discussed in Reference [44], this can be corrected by accounting for the finite size of
the ions. It is, however, common in MD simulations to model ions as point charges
rather than charge distributions, and, as demonstrated for alumina in Chapter 5
of work and other oxides [30, 48], point charge potentials can achieve very good
accuracy for calculations of many physical properties.
The goal of the current work is to develop, implement and demonstrate a family
of methods for simultaneously varying ionic charges and dipoles using a global equi-
libration scheme, as opposed to a scheme that relies on defining neutral molecular
units. In the following sections, these methods are compared and tested. We leave
the extension of the scheme to charge distributions rather than point charges as
future work.
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6.4.2 Second order charge transfer
As we will see in the next section, by including variations in charge, we introduce
additional parameters into our model. Trivially, adding degrees of freedom should
improve the ability of our model to fit to DFT data, but a more rigorous test of
whether charge transfer represents genuine effects not captured by our polarisable
model will be how charge transfer potentials perform during molecular dynamics
simulations. If the charge on the ions varies non-negligibly during a molecular dy-
namics run, and our description of the physical properties of the simulation material
is improved, then charge transfer can be considered to be a non-trivial addition to
our potential forms.
We consider a system of simultaneously varying charges and induced dipoles,
and, as in the prevous section, expand the electrostatic energy about some reference
point. The reference charge of ion i is given by q0i , which can either be a formal
ionic charge, or a partial charge parametrised to DFT data. Ideally, the reference
charge should be that of the neutral atom (i.e. zero), such that the existence of
charged states is completely described by our charge transfer scheme. This would
require an extremely sophisticated and robust scheme, however, and is left as a
future development to this work.
In our scheme, ions are allowed to vary their charge by an amount w, such that
qi = q
0
i + wi. The wi will take on the values that minimise the total energy of the
system, subject, of course, to the constraint that the total charge of the system is
conserved, i.e.
∑
iwi is equal to some constant qnet.
The self energy of atom i is written as a Taylor expansion around w = 0,p = 0
- the reference state. Initially, we only consider terms up to second order, but in
Section 6.7, we discuss extending the scheme to higher order.
USi = U
0
i +
∂USi
∂wi
wi +
∂USi
∂pαi
pαi +
1
2
∂2USi
∂wi∂pαi
pαi wi +
1
2
∂2USi
∂w2i
w2i (6.28)
+
1
2
∂2USi
∂pαi ∂p
β
i
pαi p
β
i + . . . (6.29)
= Aiwi + B
α
i p
α
i + C
α
i p
α
i wi +Diw
2
i + ǫ
αβ
i p
α
i p
β
i (6.30)
Terms with odd powers of p cannot be nonzero, as this would imply that an ion
could reduce its self energy simply by reversing the direction of its dipole moment.
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Hence
B = 0
C = 0
ǫ =


ǫ 0 0
0 ǫ 0
0 0 ǫ


The total electrostatic energy of the system is given by the sum of the self energy
and the Coulomb energy
U = UC + ΣiU
S
i (6.31)
=
∑
i
{
1
2
qiφi − 1
2
pαi E
α
i + Aiwi +Diw
2
i + ǫip
α
i p
α
i
}
(6.32)
We assume an adiabatic electron response, such that at each timestep, the three
conditions we must obey are
∂U
∂wk
= 0 ;
∂U
∂pαk
= 0 ;
∑
i
wi = qnet
At this point, it is worth recalling some standard results. The potential due to a
point charge is given by
φqi =
∑
j 6=i
qj
Rij
The electric field is found from the gradient of the potential:
Eqi = −∇φqi
= q
∑
j 6=i
qjRij
R3ij
Similarly, for a dipole:
φpi =
∑
j 6=i
pj.Rij
R3ij
Epi =
∑
j 6=i
{
3(pj .Rij)Rij
R5ij
− pj
R3ij
}
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These results will be needed for calculating derivatives of the self-energy, which we
proceed to do below.
∂US
∂wk
= Ak + 2Dkwk (6.33)
∂UC
∂wk
= 1
2
φqk +
1
2
∑
i 6=k qi
∂φqi
∂wk
+ 1
2
φpk − 12pαi
∂Eqαi
∂wk
(6.34)
where
∂φi
∂wk
=
1
Rik∑
i 6=k
qi
∂φi
∂wk
=
∑
i 6=k
qi
Rik
= φqk
and
∂Eαi
∂wk
=
Rαik
R3ik
(6.35)
−
∑
i 6=k
pαi
∂ǫαi
∂wk
= −
∑
i 6=k
pαi
Rαik
R3ik
= φpk (6.36)
∂U
∂pαk
=
1
2
qi
∂φi
∂pαk
− 1
2
Eαk −
1
2
pαi
∂Eαi
∂pαk
+ 2ǫpαk (6.37)
where
∂φi
∂pαk
=
Rαik
R3ik
(6.38)
∑
i 6=k
qi
∂φi
∂pαk
=
∑
i 6=k
qi
Rαik
R3ik
= −Eqαk (6.39)
and
∂Eαi
∂pαk
= − 1
R3ik
+
3RαikR
α
ik
R5ik
(6.40)
−
∑
i
pαi
∂Eαi
∂pαi
= − p
α
k
R3ik
+
3pβkR
β
ikR
α
ik
R5ik
= −Epαk (6.41)
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By substituting these results into our derivatives, we find that:
φk + Ak + 2Dkwk = 0 (6.42)
pαk =
1
2ǫ
Eαk (6.43)
where we can identify 1/2ǫ as the polarisibility parameter α from our fixed charge
potentials.
At this point, we cannot use Equation 6.42 directly, as we have yet to invoke
charge conservation. We impose the constraint of fixed total charge by including a
Lagrange multiplier, such that we are now minimising.
Ψ = U − λΣkwk
By including the Lagrange multiplier, Equation 6.42 becomes
φk + Ak + 2Dkwk = λ (6.44)
6.5 Implementation
In the simplest implementation, we would start with wk = 0, pk = 0 at each
timestep; however, to speed up convergence and improve performance, our starting
guess can also be extrapolated from the charges and dipoles of the previous timestep.
6.5.1 Finding the constrained solution
We know our energy is minimised when
∂Ψ
∂wk
= λk − λ = 0 (6.45)
where λk = φk + Ak + 2Dwk. The exact form of the Lagrange multiplier λ will be
further discussed at a later point in this section.
In order to solve this directly, we need to consider the w dependence of φ. We
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can write
φqk =
∑
i 6=k
q0i + wi
Rik
= φ0k +
∑
i 6=k
wi
Rik
To solve exactly for the wi, it is necessary to decompose the sum into individual
terms, each consisting of a single wi with a 1/R coefficient. These terms would have
to be calculated by Ewald sum over periodic images. For reasons of computational
efficiency and convenience, it is decided to instead focus on iterative methods, in
which we calculate our potential and electric field using the current value of the wi
and pi, and then treat φ and E as constants when we update the charges.
Initial guess at charges and 
dipoles
Calculate field and potential
Update charges, recalculate 
field and potential
Converged?
Calculate energies, forces and 
stresses
Yes
No
Update dipoles, recalculate
field and potential
Figure 6.1: Outline of charge transfer scheme.
Figure 6.1 depicts a schematic of the self-consistent process used to calculate
both the final charges and dipoles. Within the main loop, we have the option of
recalculating the dipoles each time we recalculate the charges, converging charges
completely before updating dipoles (or vice versa), or performing some sort of ‘inter-
mediate scheme’ of taking n charge steps per dipole step (or vice versa). The relative
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performance of these options will vary from system to system, and the optimal choice
may only be found through trial-and-error.
We have already discussed how to solve self-consistently for dipoles in Chapters
3 and 5. By treating φ and λ as constants, at each step we have a set of linear
equations to solve for the charges. In the following sections, we discuss the methods
which we have implemented, and compare their performances for a trial system.
6.5.2 Descent methods
Descent methods all involve calculating the gradient of a function at a given point
and using it to take steps towards the global minimum. The most straightforward
method is that of steepest descents; at each step, we move wk in the direction − ∂Ψ∂wk
as below.
wn+1k = w
n
k − β
∂Ψ
∂wk
(6.46)
= wnk − β(λi − λ) (6.47)
where β is a step length.
To enforce charge conservation,
∑
iw
n+1
k =
∑
iw
n
k . Thus
∑
i
(λi − λ) = 0
λ =
∑
i
λi/N (6.48)
where N is the total number of ions in the system. Hence our Lagrange multiplier
is simply the average of all the unconstrained gradients λi.
Since the value of the step size β is dependent on both the system parameters
and the proximity to convergence, assigning it a manual, fixed value is inefficient and
may result in the system overshooting the minimum. Instead, a linesearch method is
used to determine β; the distance to the minimum is estimated using a combination
of bracketing and Brent’s method [90], and the step length is set accordingly.
In addition to steepest descents, a conjugate gradients method using the Polak-
Ribie´re formula [90] is also implemented. Compared to steepest descents, conjugate
gradient methods use knowledge of previous search directions to converge to the
minimum in fewer steps.
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6.5.3 Self consistency
Instead of combining self-consistency with a descent method, we can follow a scheme
similar to the one used to calculate the induced dipoles of the system. Starting from
Equation 6.44, we can write
wk =
λ− φk − Ak
2Dk
(6.49)
Here we again work out what λ should be by using the fact that
∑
k wk = qnet at
each step. Hence:
∑
k
λ− φk − Ak
2Dk
= qnet (6.50)
λ =
(
qnet +
∑
k
φk + Ak
2Dk
)/∑
k
1
2Dk
(6.51)
Now we can iterate Equation 6.49 to self-consistency.
6.5.4 Matrix inversion
A Lagrange multiplier free matrix inversion method can be used to solve for the w
exactly at each self-consistent step. In this case, we enforce charge neutrality by
restricting ourselves to N − 1 charge degrees of freedom, such that the Nth charge
is given by
wj = qnet −
N−1∑
k=1
wk (6.52)
∂wj
∂wk
= −1 (6.53)
In this scheme, we rewrite our energy to separate the N − 1 ‘independent’ charges
i and the constrained charge j.
U =
∑
i 6=j
{Aiwi +Diw2i +
1
2
qiφi}+ Ajwj +Djw2j +
1
2
qjφj −
∑
i
pi.ǫi (6.54)
114
Chapter 6. Charge transfer in molecular dynamics
Now our gradient terms become
∂US
∂wk
= Ak + 2Dkwk − Aj − 2Djwj (6.55)
∂UC
∂wk
=
1
2
φk − 1
2
φj +
1
2
∑
i 6=j
qi
∂φqi
∂wk
+
1
2
qj
∂φqj
∂wj
− 1
2
pαi
∂Eqαi
∂wk
(6.56)
Since φi and Ei depend on the reference charge, we proceed to work out new ex-
pressions for them by substituting for wj using Equation 6.52.
∑
i 6=j
1
2
qi
∂φqi
∂wk
=
∑
l,i 6=j
1
2
qi
∂
∂wk
ql
Ril
=
∑
i 6=j
1
2
qi
Rik
−
∑
i 6=j
1
2
qi
Rij
∑
i 6=j
−1
2
pi.
∂Eqi
∂wk
=
∑
l,i 6=j
−1
2
pi.
qlRil
R3il
=
∑
i 6=j
−1
2
pi
Rik
R3ik
+
∑
i 6=j
1
2
pi
Rij
R3ij
1
2
qj
∂φqj
∂wk
=
1
2
qj
∑
l 6=j
∂
∂wk
(
ql
Rjl
)
=
1
2
qj
Rjk
1
2
pj .
∂Eqj
∂wk
=
1
2
pj
∑
l 6=j
∂
∂wk
(
qlRjl
R3jl
)
=
1
2
pj .Rjk
R3jl
The equation we have to solve in this case becomes
Ak − Aj + 2(Dkwk −Djwj) + φk − φj = 0 (6.57)
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We can rewrite this as
2Dkwk + 2Dj
∑
k 6=j
wk = φj − φk + Aj − Ak (6.58)
Dw = φ (6.59)
and solve via matrix inversion.
6.5.5 Short range dipoles
The expression for the short-ranged contribution to the dipole moment of ion i
(Equation 3.14) is dependent on the charge of all other ions j. In qualitative terms,
the greater the charge on an ion, the more it will be able to distort the charge
cloud of another ion. Hence, unlike the induced dipoles, expressions involving the
short-range dipoles will have nonzero derivatives with respect to w.
For ease of notation in this section, we will write the total dipole moment p as
the sum of the induced dipole d and short-range dipole s. Differentiating Equation
3.14 with respect to wk gives
∂si
∂wk
= αi
(
Rik
R3ik
)
fik (6.60)
Compared to Equation 6.32 for just variable charges and induced dipoles, there
are now extra terms in the electrostatic energy arising from the short-range dipoles.
In the case of the Coulomb energy, we have a short-range contribution of the form
UCsr =
∑
i
{
1
2
qiφ
s
i −
1
2
si.E
q
i −
1
2
si.E
d
i −
1
2
di.E
s
i −
1
2
di.E
s
i
}
= −
∑
i
{
si.(E
q
i + E
d
i +
1
2
Esi )
}
(6.61)
where an s superscript indicates a contribution due to short-range dipoles. Thus,
there are extra terms in the gradient of the form.
∂UCsr
∂wk
= si.
∂Eqi
∂wk
−
∑
i
Ei.
∂si
∂wk
(6.62)
= φsk −
∑
i
Ei.
∂si
∂wk
(6.63)
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We also have extra terms in the self-energy of the form:
USsr =
∑
i
ǫ {2di.si + si.si} (6.64)
∂USsr
∂wk
=
∑
i
ǫi
{
(2di + si).
∂si
∂wk
}
(6.65)
In the approach of Wilson and Madden [55], a further correction is made to the
energy of the form
U ′sr = −
∑
i
2ǫi {di.si + si.si} (6.66)
Wilson and Madden’s inclusion of this term does not appear to be physically mo-
tivated; rather it is included to avoid the computational expense introduced by
having energy terms that couple the induced and short-range dipoles. In fixed
charge schemes, this method gives good results, although further investigation will
be needed to fully justify this simplication for variable charge schemes. We leave
this justification for future work.
The ‘corrected’ self energy is given by
U ′Ssr = −
∑
i
ǫi {si.si} (6.67)
and
∂U ′Ssr
∂wk
= −
∑
i
ǫi
{
2si.
∂si
∂wk
}
(6.68)
Hence, the total correction to ∂U
∂wk
due to short-range dipoles is given by
∂UCsr
∂wk
= φsk −
∑
i
Ei.
∂si
∂wk
−
∑
i
2ǫi
{
si.
∂si
∂wk
}
(6.69)
= φsk −
∑
i
2ǫi(di + si).
∂si
∂wk
(6.70)
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Equation 6.44 now becomes
φk + Ak + 2Dwk −
∑
i
2ǫi(di + si).
∂si
∂wk
= λ (6.71)
We proceed to solve this using the methods already described, with a correction to
the gradient arising from the charge dependence of the short-range dipoles.
If the updated expression for the electrostatic energy is differentiated with respect
to the induced dipoles, we find that
∂U
∂dk
= 2ǫkpk − Ek (6.72)
as before. Hence the self-consistent method for calculating the dipoles still holds.
6.5.6 Performance comparison
Although the charge transfer algorithms have been coded for functionality rather
than efficiency, comparing the performance of the different methods outlined above
gives some indication as to which will be most useful for parametrising new poten-
tials.
The time taken for the combined charge transfer and induced dipole subroutines
to converge is plotted as a function of system size N for alumina supercells of a fixed
aspect ratio in Figure 6.2. Charges are converged to within 10−10e and dipoles to
within 10−7 au. All Ewald sums are converged to a precision of 10−9 au. These are
the default convergence parameters and were chosen for convenience only; it may
be possible to use lower convergence thresholds without significant energy drift. No
form of mixing scheme or ‘intelligent’ starting guess at the wi based on previous
time steps is employed for any of these calculations.
The performance of the steepest descent and conjugate gradient methods is found
to vary considerably with the parameter set used; in the illustrated case, their
performance seems entirely counter-intuitive, with conjugate gradients taking longer
to converge than steepest descent, and both methods proving to be more expensive
than matrix inversion. This is not the case for every parameter set, and is due to the
fact that we are not using ‘true’ minimisation methods, but simultaneously using a
direct minimisation for the charges and a self-consistent method for the dipoles. The
function to be minimised changes each step due to the recalculation of the dipoles,
which means that knowledge of the previous search directions is not necessarily an
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Figure 6.2: Time to convergence for a single molecular dynamics iteration with a charge
transfer potential.
advantage, and in fact slows down conjugate gradients relative to steepest descents
rather than vice versa. Both routines also include the expense of a linesearch routine
used to determine the optimal step length. This line search involves recalculating
the electrostatic energy for different values of w, and hence requires an Ewald sum
to be performed, which is an O(N2) operation. Extensive code optimisation would
be required to speed up these routines, and optimal performance would likely only
be gained by using direct minimisation to solve for both charges and dipoles.
The computational expense of a standard matrix inversion algorithm scales as
the cube of the system size. For some parameter sets, our matrix inversion method
was found to run out of memory for single-processor calculations when the system
size exceeds around 1000 atoms.
The self-consistent method is the fastest of all the methods implemented, but
during several of our test runs on different parameter sets, it was found not to
converge for larger system sizes. An initial approach to remedying this was to
introduce a simple mixing scheme with mixing factor β, such that
wn+1k = β
(
λ− φk
2Dk
)
+ (1− β)wnk (6.73)
In Figure 6.3, the performance of the self-consistent method is compared both
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without mixing and with a mixing factor of β = 0.7 to a polarisable potential. Both
potentials have been fit to liquid alumina and give an error in the forces of ∼ 10%.
The charge transfer scheme is of course more expensive than using dipole polar-
isation alone (Figure 6.3(a)), but not prohibitively so. In the short term, it should
be possible to gain speed by more carefully considering the convergence parameters
for a given system. A longer term goal should be to optimise the charge transfer
algorithms themselves.
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Figure 6.3: Time to convergence for a single molecular dynamics iteration with a charge
transfer potential, as compared to a polarisable potential.
Although the mixing scheme slows down convergence for all but the 7290 atom
cell, we can see from Figure 6.3(b) that the number of iterations required for con-
vergence is largely insensitive to system size when mixing is switched on. The
increased stability of the mixing scheme enables us to converge the charge transfer
scheme for systems that would otherwise undergo ‘charge sloshing’, as described in
Section 2.5.1. Figure 6.4 shows the convergence of charges in both the mixing and
non-mixing case; it is only with the mixing scheme that we see a smooth, monotonic
convergence.
Although the mixing scheme enables us to converge the self-consistent method
for a greater variety of cells than previously possible, there are still test systems that
can only be converged by using a slower, more expensive, direct minimisation. It
should be possible to converge these trickier systems using more advanced mixing
schemes that use the output charges from multiple previous iterations, similar to
those already used in DFT calculations [182].
Thus far, all of our convergence tests have been based on a scheme where the
dipoles are updated each time the charges are updated. We now consider a more
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Figure 6.4: Convergence of charges using the self-consistent scheme, both with and without
mixing.
generalised scheme in which we can choose to update the dipoles every n charge
updates, or vice versa. Figure 6.5 shows the convergence of charges and dipoles for
a 1250 atom cell of alumina in three cases: charges and dipoles updated simultane-
ously, charges updated every three dipole updates, and dipoles updated once every
three charge updates.
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Figure 6.5: Convergence of charges and dipoles for three cases; dipoles and charges both
update each iteration (black), dipoles updated every three charge calculations (red) and
charges updated every three dipole calculations (blue) .
As one might expect, convergence takes fewest iterations when charges and
dipoles are updated simultaneously. We investigate further by timing the conver-
gence of a single molecular dynamics step with different relative updates of charges
and dipoles. We refer to this variable as “update step” for convenience; when “up-
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date step” is +n, we are updating the dipoles every n charge updates, and when
“update step” is −n, we are updating the charges every n dipoles updates. The
time to convergence for different values of update step is shown in Figure 6.6.
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Figure 6.6: Time to convergence for a single molecular dynamics iteration for different
values of “update step”.
Convergence is actually fastest when we update the dipoles every second charge
update. The optimal “update step” will clearly depend on the system parameters;
for example, if polarisabilities are small but charge transfer is significant, we should
update the charges more often than the dipoles.
6.5.7 Proof of principle: TiO2
As proof of principle, a second order charge transfer potential is parametrised for
liquid titania. For this potential, we achieve a fit of ∆F = 0.201, ∆S = 0.010,
∆E = 0.104, compared to ∆F = 0.204, ∆S = 0.009, ∆E = 0.260 for a polarisable
potential. Although the variable charge parameters give only a negligible improve-
ment over those of the polarisable potential, they will provide a first test of whether
the method works during molecular dynamics.
As discussed in Section 4.3.1, a comparison of the numerical and analytical forces
for the test system is a good test of whether the charge transfer methods have been
correctly implemented. It is found that the numerical and analytical forces are in
excellent agreement, on the order of 10−9 au.
Figure 6.7 shows the output of a molecular dynamics run using the new param-
eters. As can be seen from Figure 6.8, charge transfer is non-negligible, but energy
is still conserved to within the precision allowed for by the finite time step.
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Figure 6.7: Energetics of the test TiO2 system during a molecular dynamics run.
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Figure 6.8: Instaneous charges of Ti (black) and O (blue) ions during a molecular dynamics
run.
6.6 Test system: magnesium oxide
6.6.1 Parametrising potentials
The next step is to find a system for which the inclusion of charge transfer gives
a noticeably improved fit to DFT data when compared to a polarisable potential.
Since our motivation for implementing variable charge potentials is to be able to
describe non stoichiometric systems, we turn our attention to the calculation of
defect energies in magnesium oxide, MgO. Arguably the simplest oxide, MgO has
been well studied; results have been published for both polarisable and simple pair
potentials, which we will use to compare to our own findings.
Currently, our potentials are only fit to a single type of configuration, usually
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the perfect crystal at some finite temperature T . Tables 6.1 and 6.2 show the
results of parametrising four different types of potential to snapshots of the perfect
crystal: a simple pair potential with fixed integer charges (q0 = ±2), a pair potential
with parametrised partial charges, a polarisable potential with integer charges and a
polarisable potential with parametrised partial charges. The errors in forces, stresses
and energies are given not only for the perfect crystal, but also for snapshots of the
four different defect types produced by either inserting or removing a single oxygen
or magnesium ion. All defects under consideration have a charge of ±q0. All force,
energy and stress errors quoted in this section are obtained from a using a test
set of 50 snapshots that is completely disjoint with all training data. The test set
comprises ten snapshots each of the following MgO configurations:
• The perfect crystal (64 atoms)
• The perfect crystal with a single magnesium ion removed (VMg, 63 atoms).
• The perfect crystal with a single oxygen ion removed (VO, 63 atoms).
• The perfect crystal with a single magnesium ion inserted into the interstitial
space (MgI, 65 atoms).
• The perfect crystal with a single oxygen ion inserted into the interstitial space
(OI, 65 atoms).
All charged cells are given a uniform compensating background.
% errors
q0 = ±2 q0 = ±1.42
∆F ∆S ∆E ∆F ∆S ∆E
perfect 37.90 0.18 52.30 19.76 0.15 30.37
VMg 55.68 2.19 83.87 24.23 1.31 35.89
VO 82.26 2.50 72.02 42.24 1.56 35.67
MgI 296.43 5.24 439.24 26.78 0.74 35.45
OI 79.03 1.92 75.34 28.16 2.15 26.22
Table 6.1: Test set errors for rigid ion pair potentials, parametrised only to the perfect
crystal.
As one would expect, increasing the number of degrees of freedom in our model by
introducing polarisation and partial charges greatly improves the fit to the perfect
crystal configurations. Our results for the polarisable potentials are comparable
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% errors
q0 = ±2 q0 = ±1.53
∆F ∆S ∆E ∆F ∆S ∆E
perfect 8.64 0.13 7.65 4.40 0.06 5.53
VMg 11.55 1.21 31.12 4.95 1.14 11.42
VO 46.31 1.16 102.22 16.65 1.01 34.70
MgI 373.90 5.44 965.83 13.62 1.37 42.33
OI 20.34 1.42 40.46 17.95 1.05 14.53
Table 6.2: Test set errors for polarisable potentials, parametrised only to the perfect
crystal.
to those quoted for MgO in [48]. When we apply these potentials to the defect
structures, however, they do a lot worse, with force and energy errors sometimes
larger by an order of magnitude. In general, however, we see that polarisation and
partial charges each increase overall transferability of a potential.
The next step is to see if we can improve our description of the defect cells by
fitting potentials not just to the perfect crystal, but to defect configurations as well.
Ab initio MD runs of ∼1 ps are performed on the five different systems described
previously: the 64 atom perfect crystal, two 63 atom cells with a single oxygen and
magnesium vacancy respectively and two 65 atom cells with a single oxygen and
magnesium interstitial inserted respectively. All defects are given a net charge of
±2, and a uniform compensating background is included. Our ab initio calculations
use the LDA form of the exchange-correlation functional, with a 2×2×2 k-point grid.
The parametrisation training set consists of 50 configurations, i.e. 10 snapshots each
of the five different systems from the ab initio data described above. This gives the
parametriser a total of 9,600 force components, 49 independent energy differences,
and 450 stress tensor components for training.
For pair and polarisable potentials, the only way to control the net charge on
a cell is to change the reference charges q0. For example, to create a neutral Mg
vacancy in a 63 atom cell, we could in principle just set qMg =
32
31
qO. This imme-
diately creates problems when applying this potential to any other size of cell, as
would be necessary for defect energy calculation. Either the charge on one or other
of the species would have to vary with cell size to maintain neutrality, or cells of
different sizes have different net charges for the same defect type; in both cases,
the results of any calculations would be inconsistent and not physically meaningful.
Hence, for both parametrisation and molecular dynamics of polarisable potentials,
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the only way to obtain meaningful results is to use fixed reference charges, and only
consider defects of charge ±q0.
A training set containing all five types of configuration discussed in the preced-
ing paragraphs is used to parametrise four different potentials: two rigid ion pair
potentials and two polarisable potentials with q0 = ±2 and q0 = ±1.5 (close to the
optimum charge found when fitting partial charges) respectively. Tables 6.3 and 6.4
give the force, energy and stress errors when these potentials are applied to our 50
test configurations.
% errors
q0 = ±2 q0 = ±1.5
∆F ∆S ∆E ∆F ∆S ∆E
perfect 38.77 1.07 59.50 19.98 1.22 20.05
VMg 47.75 2.63 70.36 28.35 0.21 50.97
VO 87.48 1.40 84.10 56.08 2.40 79.67
MgI 52.23 0.26 44.30 28.27 2.20 24.58
OI 49.86 3.91 51.45 25.12 0.29 28.44
average 55.22 1.85 62.15 31.55 1.34 44.43
Table 6.3: Test set errors for two rigid ion pair potentials, each parametrised to five
different types of configuration.
% errors
q0 = ±2 q0 = ±1.5
∆F ∆S ∆E ∆F ∆S ∆E
perfect 14.36 0.82 17.87 4.75 0.09 7.95
VMg 19.99 0.48 21.16 4.88 1.04 7.43
VO 42.50 2.03 77.25 11.29 1.13 17.65
MgI 16.46 2.22 27.00 7.09 1.30 9.29
OI 21.83 0.39 16.45 7.18 0.99 13.28
average 23.03 1.19 42.53 7.04 0.91 12.30
Table 6.4: Test set errors for two polarisable potentials, each parametrised to five different
types of configuration.
In all cases, parametrising to a range of different configuration types improves the
overall fit to these configurations, although this comes at the cost of a much worse
fit to the perfect crystal. This effect is particularly noticeable for the polarisable
q0 = ±2 potential,. The variation in fitting errors between different defect types is
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also still high, between 30-60 % . It should be noted that we can always improve the
fit to any one type of defect configuration by fitting only to snapshots of that defect,
but this will reduce overall transferability between different defect configurations.
Our hope, therefore, is that by adding variable charge functionality, we can
increase the transferability of our potentials, and thus their ability to describe the
physical properties of non-stoichiometric systems. One immediate advantage of
variable charge potentials is that we can change the net charge on a cell whilst
leaving q0 fixed by simply setting
∑
iwi = qnet. The system is free to distribute this
net charge around the system as it wishes, either spreading it around homogeneously
or assigning it to ions in the region of the defect. With this model, a defect is no
longer constrained to having a charge of ±q0; for example, we are now free to insert
an oxygen interstitial of charge -2,-1 or 0.
Three variable charge potentials (q0 = ±2, q0 = ±1 and q0 = 0 respectively)
are parametrised to the perfect crystal and all defect configurations as above. The
test set errors for these potentials are given in Table 6.5, considering only integer
charged defects of q = ±2. Although the variation in errors across the different
configuration types is slightly reduced with the introduction of variable charge, there
is no significant improvement in the fit to the DFT data as compared to the partial
charge polarisable potential (our previous ’state of the art’ potential). There is,
however, a large improvement on the integer charge polarisable potential.
% errors
q0 = ±2 q0 = ±1 q0 = 0
∆F ∆S ∆E ∆F ∆S ∆E ∆F ∆S ∆E
perfect 4.82 0.06 8.11 4.70 0.12 5.14 5.30 0.02 5.48
VMg 5.05 0.88 7.49 5.32 0.93 11.91 6.30 1.24 14.27
VO 11.02 0.95 15.33 13.32 0.61 24.69 8.97 1.19 14.40
MgI 7.19 1.12 9.75 6.69 0.76 13.00 8.51 1.40 12.86
OI 7.89 0.83 14.29 8.57 0.87 14.78 8.70 1.19 16.01
all 7.17 0.77 4.03 7.72 0.66 296.47 7.56 1.01 131.50
Table 6.5: Test set errors for three variable charge potentials, each parametrised to five
different types of configuration.
The next step is to investigate how the variable charge potentials perform during
molecular dynamics. Given that they have not significantly improved the fit to the
DFT data, if it also turns out that charge is homogenously distributed around the
system such that all ions have a charge of q = ±1.5, then we will have demonstrated
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that including variable charge adds no further physics to the system that has not
already been captured by a partial charge polarisable potential. If, however, the
charges on ions change with time, for different configuration types, or for ions in
different environments, then the new functionality can be said to have improved our
ability to model the system.
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Figure 6.9: Molecular dynamics runs for different types of MgO cell, using the q0 = ±2
variable charge potential.
Molecular dynamics runs at 1500K are performed for the 64-atom perfect crys-
tal and its corresponding four different single defect configurations using the three
variable charge potentials. Charges on the ions versus time for these runs are given
in Figures 6.9, 6.10 and 6.11. Our scheme for implementing charge transfer does
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not restrict charge transfer to within the vicinity of the defect, but instead allows
charge to vary anywhere within the crystal. This scheme therefore makes an im-
plicit assumption about the timescales on which charge is redistributed, but this
same assumption also appears in DFT.
As one might expect from the results of parametrising the polarisable potential,
in all cases the ions in our systems prefer to adopt a charge of ≃ ±1.5. To get a
better understanding of how the charge is distributed throughout the cell, Figures
6.12 and 6.13 show the different defect cells, this time corresponding to the 216
atom perfect crystal to reduce defect-defect interactions. The atoms are coloured
according to the normalised wi for the q0 = ±2 variable charge potential:
wnormi =
wi − µw
σw
(6.74)
where µw and σw are respectively the mean and standard deviation of all the wj
of the same species as atom i. The larger the normalised wi, the more intensely
coloured the atom is in the figure - red for wi > µw and blue for wi < µw.
In all cases, the variation of charge across ions of the same species within a
single configuration is < 1% of the total charge on an ion. Taking a more detailed
look at the q0 = ±2 potential, Figure 6.12 shows that, for all four defect types,
the ionic charges in the vicinity of a defect (or its periodic image) are different to
those in the bulk. Figure 6.9, however, shows that this effect, although visible, is
nonetheless very small; variation in charge across the oxygen ions in particular is
essentially negligible, and the variations in Figure 6.12 are only noticeable because
of the renormalisation.
For any single configuration type, a variable charge potential makes essentially
no improvement on a polarisable potential. The fact that differently coordinated
structures take slightly different charges during MD, however, suggests that, with
variable charge, we may be able to model a greater range of configuration types with
the same potential. This is most noticeable for the q0 = 0 variable charge potential,
which is also the only potential for which an improvement in transferability is evident
in the test set errors as compared to those of the fixed charge polarisable potential.
The hope is that, since defect formation energy calculations require simulations to be
performed across several different types of configuration, variable charge potentials
may give more accurate formation energies than polarisable potentials.
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Figure 6.10: Molecular dynamics runs for different types of MgO cell, using the q0 = ±1
variable charge potential.
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Figure 6.11: Molecular dynamics runs for different types of MgO cell, using the q0 = 0
variable charge potential.
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(a) Mg vacancy
(b) O vacancy
Figure 6.12: Atoms coloured by normalised w after an MD run at 1500K with the q0 = ±2
variable charge potential.
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(a) Mg interstitial
(b) O interstitial
Figure 6.13: Atoms coloured by normalised w after an MD run at 1500K with the q0 = ±2
variable charge potential.
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6.6.2 Defects in MgO
For the rigid ion, polarisable and variable charge potentials described in the previous
section, the formation energies of the Schottky, Frenkel Mg and Frenkel O neutral
defects are calculated and compared to results from both experiment and other
theoretical studies.
As mentioned in the previous section, when using a rigid ion or polarisable
potential, we have no choice but to assign each single defect a charge of ±q0 (plus
uniform screening background). Variable charge allows us to add or remove a defect
of arbitrary charge, but we must also consider the physical meaning of what we are
doing. By way of illustration, consider the magnesium interstitial and the variable
charge q0 = ±1 potential. Since we are adding an Mg2+ ion, we should arguably
give the defect a charge of +2; however, one could also argue that it is equally valid,
to assign the defect a charge of +1.5. As seen in the earlier test MD runs, this is
approximately the charge the Mg ion prefers to take when within the crystal, where
the partial charge may represent a screened q/
√
ǫ∞ rather than a bare integer charge
q. If we introduce an additional Mg ion, it will be subject to the same potential
energy landscape and the same screening as the rest of the ions in the crystal, hence
it should adopt a similar charge.
In this work, we consider the following combinations for the calculation of vari-
able charge potential defect formation energies:
• q0 = ±1, defect charges ±2.
• q0 = ±2, defect charges ±2.
• q0 = ±2, defect charges ±1.5.
In addition, we also calculate defect formation energies for our two polarisable po-
tentials, q0 = ±1.5 and q0 = ±2 respectively.
Figure 6.14 shows the defect formation energies as a function of Madelung po-
tential (methodology as described in Chapter 5). The y-intercept of the graphs give
an estimate of the defect formation energies, which are compared to experiment and
previous work in Tables 6.6-6.7. The oxygen Frenkel defect is absent for the polar-
isable q0 = ±2 potential as in this case the oxygen interstitial calculations failed to
converge. This is most likely because inserting a large oxygen ion into the interstitial
space without the additional screening effects accounted for by using partial charges
causes the system to over-polarise.
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Figure 6.14: Formation energies of neutral defects in MgO.
As can be seen from the plots, the only variable charge potential which obeys
Equation 5.15 (ignoring cubic and higher order terms as before) is the case in which
we removed and inserted partially charged defects. This may be supporting evidence
for this being a more physically appropriate thing to do, as discussed earlier, or it
may simply be that, in this case, the system is barely transferring any charge amd
so we are effectively just using a polarisable potential. It is also unclear whether
the non-linearity of the other variable charge potential graphs is because the higher
order terms in the Makov-Payne formalism must now be included, or because our
description of charge transfer is not quite physical. This point will be further con-
sidered in Section 6.8.
With regards to the actual formation energies we have calculated, our values
and their relative ordering are consistent with DFT, although as with the alumina
defect formation energies, the partial charged potentials in particular slightly under-
estimate the DFT values. Given the large range of values quoted in the literature,
however, our numbers are perfectly plausible.
From Figure 6.14, it seems that, for the system under study, variable charge
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Schottky energy (eV)
This work
polarisable (q0 = ±2) 6.78
polarisable (q0 = ±1.5) 6.56
variable charge (q0 = ±2)
variable charge (q0 = ±1)
var. chg (q0 = ±2, qdef = ±1.5) 6.48
Prev. work
DFT-LDA 5.97,a6.99,b6.88c
DFT-GGA 5.05 d
Potentials 8.8,a7.5,e7.5-7.9,f7.53,g8.44,h6.12,h7.72i
Diffusion Monte Carlo 7.5b
Hartree-Fock 8.2i
Experiment 4-7 j
a Gilbert et al. [183]
b Alfe` and Gillan [184]
c De Vita et al. [185]
d Mulroue and Duffy [186]
e Mackrodt and Stewart [187]
f Catlow, Faux and Norgett [188]
g Voc˘adlo et al. [189]
h Busker et al. [190]
i Sanger and Rowell [191]
j Grimes and Catlow [192]
k Mackrodt [193]
Table 6.6: Schottky defect formation energies for our potentials, as compared to theoretical
results from the literature.
potentials are slightly more transferable between different configurations, but overall
have given us a negligible improvement in the calculation of defect energies. They
are also significantly more computationally expensive, and would only be suitable
for more extensive use once an up-to-date parallel version of our code is written.
They also require more careful thought as to the values of q0 and qdefect; although we
now have the freedom to set the charge of the defect to any value we desire, we must
be clear on what the formation energies we obtain from doing so actually mean,
and how comparable they are to DFT and other potentials. At present it appears
that our potentials tend to give ions a charge of ∼ ±1.5 with very small fluctuations
about their mean. Therefore, they should be treated like fixed-charge potentials,
with defect charges of qdefect ∼ ±1.5 until an improved form or parameterisation
gives us more confidence in the physical significance of the reference charges and the
charge variations.
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Frenkel energy (eV)
Mg O
This work
polarisable (q0 = ±2) 10.70 -
polarisable (q0 = ±1.5) 9.93 11.62
variable charge (q0 = ±2)
variable charge (q0 = ±1)
var. chg (q0 = ±2, qdef = ±1.5) 9.79 11.51
Prev. work
DFT-LDA 10.3a 12.2a
DFT-GGA 10.41b 13.32b
Potentials 11.9,c9.58,d13.35d 15.2,c9.95,d13.81d
a Gilbert et al. [183]
b Mulroue and Duffy [186]
c Mackrodt and Stewart [187]
d Busker et al. [190]
Table 6.7: Frenkel defect formation energies for our potentials, as compared to theoretical
results from the literature.
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6.6.3 MgO slab
The potential described in this section was parametrised by Dr Paul Tangney of
Imperial College London.
Although variable charge potentials have proven to be of negligible benefit in
calculations involving bulk crystalline solids, charge transfer may still have a role
to play in finite systems. In this section, we consider the (110) surface of magnesia.
A 216 atom slab with an oxygen-terminated surface at one end and a magnesium-
terminated surface at the other end is prepared, and ab initio molecular dynamics is
run to equilibrate the system and generate snapshot configurations. A second-order
variable charge potential is trained on the ab initio data with fixed integer charges
q0 = ±2.
Figure 6.15: MgO slab with ions coloured according to the magnitude of charge transferred
(1.40-1.42 au from blue to red).
Both potentials are used to relax a 1296 atom slab. It is found that, during
molecular dynamics, the ions take on charges of q0 ≃ ±0.6. Charges of this magni-
tude indicate that the slab has probably gone metallic, and that it may be optimistic
to try to model it with an ionic model in the first place.
Once equilibrated, the atoms are coloured according to their normalised wi in
Figure 6.15. We can see a clear variation in charge across the slab, with |wi| ranging
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from 1.40-1.42. This gives a variation in charges of −0.597 ≤ qi ≤ −0.579 for the
oxygen ions and 0.583 ≤ qi ≤ 0.594 for the magnesium ions. This variation is
not only more significant than that seen in the case of single defects, but from the
figure, we can see that it is a genuine effect of the differing environment of the ions
as opposed to merely being random fluctuations. This indicates that, as predicted,
charge transfer may be useful in modelling finite and non-stoichiometric systems.
6.7 Extension to higher order
Although second-order charge transfer is computationally straightforward, the self
energy function may be too simplistic to capture enough of the physics of a surface
or interface. The obvious next step is to include a polynomial in w of arbitrary
degree in the expression for the self-energy.
USw =
∑
i
N∑
l=1
aliw
l
i (6.75)
In this case, Equation 6.44 becomes
N∑
l=1
lalkw
l−1
k + φk − λ = 0 (6.76)
At iteration n of the self-consistent cycle:
N∑
l=1
lalk(w
l−1
k )
n = λn−1 − φn−1k = 0 (6.77)
Both mathematically and computationally, finding the roots of a set of n-dimensional
polynomials is a more complex problem than that of solving a set of linear equations.
These equations can be solved by using steepest descents and conjugate gradients,
or alternatively by using Newton’s method as described below.
wn+1k = w
n
k −
f(w)
f ′w
(6.78)
=
φk +
∑N
l=1 lalkw
l−1
k − λ∑N
l=2 l(l − 1)alkwl−2k
(6.79)
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We use the condition that
∑
k w
n
k = 0 to find the correct Lagrange multiplier for
this method.
∑
k
φk
∑N
l=1 lalkw
l−1
k − λ∑N
l=2 l(l − 1)alkwl−2k
= 0 (6.80)
λ
∑
k
1∑N
l=2 l(l − 1)alkwl−2k
=
∑
k
φk
∑N
l=1 lalkw
l−1
k∑N
l=2 l(l − 1)alkwl−2k
(6.81)
λ =
(∑
k
φk
∑N
l=1 lalkw
l−1
k∑N
l=2 l(l − 1)alkwl−2k
)(∑
k
1∑N
l=2 l(l − 1)alkwl−2k
)−1
(6.82)
6.7.1 Performance comparison at higher order
Again, we compare the time to convergence for the different algorithms, using a test
set of parameters and cells of approximately the same length in each dimension.
The results are presented in Figure 6.16.
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Figure 6.16: Time to convergence for a single molecular dynamics iteration with a higher
order charge transfer potential.
Again, we can clearly see how expensive our linesearch routine is, as both steepest
descents and conjugate gradients are considerably slower than Newton’s method. We
also see that, as before, conjugate gradients does not outperform steepest descent,
and in some cases actually takes around four times as many iterations to converge.
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This is consistent with our earlier hypothesis that, by recalculating the dipoles
(and thus changing the energy function) in between each conjugate gradient step,
knowledge of the previous gradient is no longer advantageous when picking a new
search direction.
6.7.2 Stability
Now that we are solving for a series of non-linear equations, it is possible for our
system to have more than one root. During the course of a molecular dynamics run,
our algorithm may switch from one root to another, causing discontinuities in the
energy of the system.
We investigate this effect by performing a molecular dynamics run on titania,
using a sixth-order charge transfer potential. The system is prepared by giving the
ionic velocities a Boltzmann distribution at 1000K, and then left to run without any
further thermostatting. Figure 6.17 shows the energy of the system as a function of
time. In the flat regions from ∼ 0− 15fs and ∼ 210− 300fs, energy is conserved as
one would expect. However, at all other points in the run, we see discontinuities in
the energy. From the inset of Figure 6.17, we can see that the system is jumping
between two states, possibly corresponding to two or more different solutions to the
non-linear charge transfer equations.
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Figure 6.17: Energy during an MD run for a higher-order charge transfer potential.
The charge as a function of time for this run for a representative ion is plotted
in Figure 6.18. As expected, in regions where energy is conserved, the charges vary
smoothly with time, but elsewhere, we can see the same discontinuities as the system
apparently switches between two states. We eliminate the possibility of this being a
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numerical error by also plotting the gradient ∂U
∂wi
on this ion for the duration of the
run. ∂U
∂wi
is on the order of 10−9 throughout the run; we are clearly always finding
roots to the charge transfer equations - just not necessarily the same roots each time
step.
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Figure 6.18: qi and
∂U
∂wi
for a selected ion during an MD run for a higher-order charge
transfer potential. The behaviour of this ion is representative of the behaviour of all the
ions in the system.
6.8 Discussion
In Sections 6.4.1 and 6.4.2, we presented and discussed the following assumptions
for a system of ions:
• The total charge density of the system can be approximated as a superposition
of non-overlapping ion-centred charge densities.
• Quadrupoles and higher order distortions of the ions can be neglected.
• Ions are small in radius compared to the interionic separations.
This enabled us to consider the electrostatic energy of a system of ions as a sum
of the interactions of induced dipoles and equilbrated charges and thus develop
an MD scheme for simultaneously varying atomic charges and dipoles during an
atomistic simulation. The method does not rely on potentially-arbitrary definitions
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of localised neutral subsystems, such as molecules. Charge can move throughout
the entire simulation box, as it can in a DFT simulation.
We have implemented and tested this scheme, as described in this chapter. We
have demonstrated the stability (or in some cases instability) of our method and
shown that energy is conserved during molecular dynamics. We have also compared
different variants of the method and have explored some of its pathologies.
Our initial implementation and testing of the combined second order charge
transfer and dipole polarisation scheme has proven that, even though no one has
implemented a scheme of this exact type before, it is numerically feasible. Whether
or not we have genuinely improved the ability of our potentials to describe ionic
systems remains an important question, however; as it stands, our results do not
provide strong evidence that variable charges offer a significant improvement over
fixed partial charges.
From our study of MgO, it is found that, for a neutral, stoichiometric system, the
effects of charge transfer are essentially negligible. When we consider systems con-
taining defects, however, it is found that, although a variable charge potential does
not fit any one configuration type better than a polarisable potential, it may be more
transferable across different configuration types. We observe the qualitative feature
that ions in the vicinity of a polar surface or a charged defect like to vary their charge
to screen the potential gradients. This indicates that variable charge potentials will
be useful for modelling non-stoichiometric configurations such as slabs, clusters, in-
terfaces and grain boundaries. When we consider more quantitative calculations,
however, such as the defect formation energies of MgO, the increased transferability
of the variable charge potentials has not improved the accuracy of our results.
Within our current implementation, there are parameters which need to be care-
fully considered, such as the value of the reference charges q0. In principle, if our
self-energy function is good enough, the value of the reference charges should not
matter, as even if they are not physically meaningful, the parametrisation algorithm
would still be able to choose a set of parameters for the variable charge energy
function that will accurately fit the potential energy surface given by DFT. For the
systems examined in this chapter, it proved to be physically and computationally
sensible to choose a reference charge which is close to the charges the ions will take
during molecular dynamics, especially for our relatively simple second order Taylor
expansion. This is not likely to hold in general, however; for example, if we wanted
to parametrise a potential for use in many different chemical environments, it would
make more sense to set q0 to an integer value corresponding to an observed ionisation
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state.
Higher order schemes have been considered, but are currently not robust enough
for general use as they can find multiple roots of the charge transfer equations.
Numerically, any root is a valid solution of the equations, but we are only interested
in finding the global minimum for the system, not just a local minimum or other
stationary point.
Similarly, when considering charged systems, we are now free to set any over-
all charge on the system that we wish, independent of the sum of the reference
charges. As discussed in the previous sections, while this should in principle enable
us to study defects with different charge states, we should carefully consider the
physical meaning of the charge assigned to the defect. In the case of neutral MgO
defects, only defects with the same partial charges as those adopted by the ions
during molecular dynamics were found to obey the linear form of the Makov-Payne
formalism. This either indicates that adding/removing a formally charged defect
is not the correct thing to do, that we should consider higher-order terms in the
Makov-Payne formalism, or that we have not yet correctly captured all the physics
of variably charged systems.
How can we improve our description of the physics of systems where both vari-
able charge and dipole polarisation are possible? Several possibilities for future
investigation are described below.
It may be that our parametrisation method is not exploring enough of parameter
space and is instead getting stuck in local minima where charge transfer is negligible.
One possible avenue for future work is to write down a cost function that forces the
parametriser to explore areas of parameter space where charge transfer is significant.
Another possible step is to reconsider the simplification used in the calculation
of short-range dipoles, as discussed in Section 6.5.5. Although there is no formal
justification for doing so, currently a ‘correction’ is included in the self-energy that
decouples induced and short-range dipoles. When charges are fixed, this allows
for faster potentials which are still accurate enough for their intended applications;
however, for variable charge, this may no longer be the case. We are now considering
a more complex situation where the charge on an ion, its induced dipole and short-
range dipole are all interdependent; to the best of our knowledge, this problem has
not been fully investigated, and is proposed as future work.
In this initial implementation, we have considered only the Coulomb interaction
of point charges. This is the simplest thing to do, but in contrast to the work
of others, where distributed charges are used. It may be that the use of point
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charges is why our variable charge scheme only negligibly improves on our fixed
partial charge potentials. A priority for any future work on this scheme should be
to extend our methods to use charge distributions. If we implement both distributed
charges and ensure that our parametrisation methods are fully exploring parameter
space, but still do not see any significant improvements in accuracy for variable
charge potentials, then we may have uncovered a problem common to all variable
charge methods. Our parametrisation scheme is more rigorous and demanding of
the potential than most other methods; if a potential form is unphysical, we do
not achieve a close fit to the DFT forces and the parametrisation fails. As variable
charge methods are widely used in the field of molecular dynamics, it is important
that future work is performed to determine whether our findings are specific to our
methodology or are indicative of a problem with variable charge in general.
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Chapter 7
Conclusions
7.1 Conclusions
The goals of this thesis have been twofold. Our initial aim was to create a new
molecular dynamics potential for alumina that would be faster and simpler than
existing models, but still able to capture the essential physics of the material. This
potential was parametrised from DFT data and tested by calculating many physical
properties. As well as getting the correct ground state structure without including
quadrupolar polarisation, our potential shows good agreement with DFT and experi-
ment for lattice parameters, equation of state, thermal expansion, phonon dispersion
and elastic constants, as well as transferability across three different phases.
When we apply our alumina potential to the study of neutral defects, we find that
although we underestimate defect formation energies by about the same amount as
earlier empirical potentials overestimated them, we agree with DFT and experiment
on the ordering of the defect energies and the structure of the Al interstitial and O
and Al vacancy structures. We also find a new structure for the oxygen interstitial,
which has a lower energy than the previously published lowest energy structure with
both our potential and with DFT. These results indicate that our potential will be
useful for further studies of defects in alumina.
Having performed calculations on neutral defects, we turn our attention to the
study of charged defects. This motivated the extension of our available potential
forms to include variable charges. In Chapter 6, we present a methodology for the
simultaneous inclusion of variable charges and induced dipoles during a molecular
dynamics simulation, as well as discussing and justifying all the assumptions made.
This variable charge scheme is then implemented in both our potential parametri-
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sation and molecular dynamics code. Several different variants of the method are
tested for both correctness and computational expense. We demonstrate that our
scheme is correctly implemented by parametrising potentials for the simple oxide
systems MgO and TiO2 and showing that energy is conserved during molecular dy-
namics. Performance tests show that iterating the charges and induced dipoles to
self-consistency is the cheapest and most stable method to use, although instabilities
are observed in all methods when we include terms higher than second-order in our
Taylor expansion of the charges.
It is found that, when fitting to single configuration type (e.g. neutral system,
system containing a single oxygen interstitial, etc), a variable charge potential gives
a negligibly better fit than a polarisable potential with partial charges, indicating
that either variable charge does not improve the description of ionic systems, or
that our implementation of it is not a complete description of the physics of variable
charge plus dipole polarisation. We do see a slightly improved transferability across
different configuration types for variable charge potentials, and qualitatively we
observe that ions near a polar surface or charged defect do vary their charge to
screen out potential gradients. When we perform quantitative calculations of defect
formation energies in MgO, however, we do not find any significant improvement
over using a fixed partial charge potential.
Earlier work in this field was largely focussed on demonstrating that variable
charge potentials could improve on pair potentials; to the best of our knowledge,
no one else has undertaken a rigorous comparison of polarisable and variable charge
potentials. In this work, we demonstrate that, while variable charge potentials
are slightly more transferable than polarisable potentials across bulk materials, the
end result is a far more computationally expensive model that, for the simple ox-
ide systems studied here, provides a negligibly different description of the physical
properties of the material. In the future work section, we discuss the next steps that
need to be taken to determine whether our findings are due to our methodology in
particular, or whether our rigorous parametrisation scheme has uncovered a problem
with variable charge methods in general.
A final major output of this work has been a rewritten user-friendly molecular
dynamics and potential parametrisation code, with the added functionality of all
the methodological developments described in the previous chapter. Compared to
the original incarnation of this code, the new version is more robust and completely
Fortran 90 standard, with a much more user-friendly interface. This code will soon
be made publicly available under a GNU general public license, thus enabling further
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molecular dynamics studies of a variety of different materials to be undertaken.
7.2 Future Work
Based on the results of this work, there are some obvious directions to take with
regards to both development and application of our potential models and molecular
dynamics code. Our primary goal will be to verify whether variable charge methods
in general can provide little improvement in accuracy over fixed partial charge po-
tentials, or whether this is due to our methodology in particular. The first priority
will be to add distributed charges to our potential forms; although point charges
are commonly used in MD, variable charge potentials usually use Slater orbitals or
Gaussian distributions of charge. It may that the lack of improvement we observe
for variable charge potentials is due to our use of point charge potentials; by working
with charge distributions we can investigate this possibility, and also more directly
compare to the results of previous work.
It may also be that we can better capture the physics of variable charges and
dipole polarisation by abandoning the simplifying decoupling of short-range and
induced dipoles, and instead considering a full self-consistent treatment of all ef-
fects. Additionally, we should consider whether our parametrisation process itself
is exploring enough of parametrisation space. It should be possible to find a cost
function which forces our algorithm to explore areas of parameter space for which
charge transfer is significant; we can thus determine whether we are currently get-
ting stuck in local minima and failing to find parameters that better fit the DFT
data. By carrying out the investigations described above, we can establish whether
one or more of these effects is causing our variable charge scheme to provide negli-
gible improvement over fixed partial charges, or if our relatively strict and rigorous
parametrisation process has uncovered a problem with variable charge methods in
general that was not revealed by previous work.
In this work, we systematically considered the effects of variable charge potentials
on simple and well understood oxide systems, as a testing ground for whether the
scheme worked at all. Although we have established that charge transfer is not
significant for these systems, it may still have a role to play for systems that are not
well described by existing potentials. Future work should focus on applying variable
charge to these types of system.
With regards to more general developments, there are many additions which can
be made to our code. For example, we should consider the addition of quadrupolar
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polarisation to our potentials. Our work on alumina indicates that dipolar terms
alone provide sufficient accuracy for many physical properties, but quadrupoles are
likely to be important for other materials.
Finally, if variable charge potentials are to be used more regularly with large
systems (tens of thousands of atoms), the efficiency of the algorithms used will need
to be increased. Some suggestions for speeding up the code in general have already
been presented in Section 4.5.1; however, the variable charge algorithms themselves
are much slower to converge than those used for polarisable potentials. It should be
possible to speed up the convergence of variable charge calculations by providing a
better initial guess at the charges, using mixing schemes analogous to those used in
DFT to optimise the calculation of the self-consistent electronic density. These kinds
of improvements will enable us to easily study systems of tens or even hundreds of
thousands of atoms, which are beyond the range of conventional DFT.
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