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En este trabajo se formalizan algunos resultados relativos al comportamiento asintótico del 
correlograma residual que, en la literatura de series temporales, aparecen recurrentemente y 
son de gran utilidad para la obtención y demostración de algunas propuestas de interés. Como 
ejemplo, se incluye una derivación del estadístico de Box-Pierce (1970). 
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1. INTRODUCCIÓN
En lo que sigue, se supone que
Á(B)(Xt ¡ ¹) = µ(B)"t , t = 0, § 1, ..., (1)
es un proceso ARMA(p , q) causal e invertible de media ¹, donde B es el operador
de retardos BXt = Xt¡1 y f"t : t = 0, §1, ..g es una secuencia de errores i.i.d. con
media cero, varianza ¾2 y momento de cuarto orden E["4t ] finito. Además, Á(z) =
1 ¡ Á1z ¡ Á2z2¡ ... ¡Ápzp y µ(z) = 1 + µ1z + µ2z2+ ... +µqzq son polinomios de
grados p y q respectivamente, en los que Áp 6= 0 y µq 6= 0. Se supone también que
los polinomios Á(z) y µ(z) no tienen raíces comunes y que éstas se sitúan fuera del
círculo unidad. En concreto, se supone que si r1, ..., rp son las raíces de Á(z) y s1, ...,
sq son las de µ(z), se cumple ri 6= sj, jrij, jsjj > 1 y también, para i 6= j, ri 6= rj y
si 6= sj. Se define además el parámetro P = max(p; q).
Es convientente, por motivos de claridad en la derivación de estos resultados,
comenzar por el caso AR(p) generalizando más adelante al caso ARMA(p; q):
2. CASO AR(P )
En el caso en que µ(z) = 1 y, por tanto, P = p, (1) se convierte en
Á(B)(Xt ¡ ¹) = "t; t = 0;§1; :::; : (2)
Para este modelo podemos de…nir las funciones "t(Á; ¹) de acuerdo a la siguiente
expresión,
"t(Á; ¹) = (Xt ¡ ¹)¡
pX
j=1
Áj(Xt¡j ¡ ¹) .
Estas coinciden con los ruidos "t para t > p. En la práctica se consideran únicamente
las funciones "t(Á; ¹) para t > p con el …n de evitar la dependencia de las condiciones
iniciales, Xt ¡ ¹ = 0 t · 0. Claramente, a partir de la expresión para "t(Á; ¹), una
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vez hayamos estimado Á y ¹ tendremos de un modo natural expresiones para los
residuales del modelo estimado
Dada una muestra Xn = (X1, ..., Xn)0, la media ¹ se estima mediante la media
muestral ¹^ = Xn = (X1+ ... +Xn)=n. Es conocido que
p
n(Xn ¡ ¹) es asintótica-
mente N(0; a), donde a > 0 (ver, por ejemplo, Brockwell y Davis, 1991, Cap. 7). Por
otro lado, los estimadores de Á que se consideran son los estimadores de tipo Yule -
Walker (Brockwell y Davis, 1991, Cap. 8),
bÁ = argmin
Á
nX
t>p
["t(Á; Xn)]
2 = argmin
Á
nX
t>p
[(Xt ¡Xn)¡
pX
j=1
Áj(Xt¡j ¡Xn)]2:
Estos estimadores satisfacen un sistema de ecuaciones lineales de la formaPn
t>p "t(Á; Xn)(Xt¡j ¡ Xn) = 0, j = 1, ..., p , y tienen, por tanto, una expresión
explícita fácil de determinar. Además,
p
n(bÁ ¡ Á) D! Np[0; I¡1(Á)] ,donde I(Á) es
una matriz definida positiva de p£ p (Brockwell y Davis, 1991, Cap. 8).
Los residuales b"t se obtienen con la expresión b"t = "t(bÁ,Xn), y, para t > p, se
calculan numéricamente, de manera natural, mediante la expresión b"t = (Xt¡Xn)¡Pp
j=1
bÁj(Xt¡j ¡Xn).
2.1 Momentos muestrales de los errores y de los residuales
Es interesante estudiar las propiedades asintóticas de los dos primeros momentos
de los b"t, t > p. Para ello resulta útil relacionar los errores con los residuales a traves
de la identidad,
b"t = "t ¡ pX
j=1
(bÁj ¡ Áj)(Xt¡j ¡ ¹) +Qn , t > p , (3)
donde Qn = ¡bÁ(1)(Xn ¡ ¹) y bÁ(1) = 1¡Ppj=1 bÁj. El miembro derecho de (3), que
no es factible porque depende de cantidades desconocidas, nos ayudará a estudiar
propiedades asintóticas de los dos primeros momentos muestrales de los b"t, t > p.
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Introducimos ahora los dos primeros momentos muestrales de los residuales y de
los errores para estudiar posteriormente la conexión que existe entre ellos.
Residuales Errores
Media muestral bpn =Pnt>pb"t=n pn =Pnt=1 "t=n
Función de autocovarianza bgk =Pn¡kt>p b"tb"t+k=n gk =Pn¡kt=1 "t"t+k=n
(4)
donde 0 · k · n¡ 1:
Dado que el proceso AR(p) se ha supuesto estacionario, podemos, a partir de la
serie Á¡1(z) =
P1
r=0 hrz
r, presentar los coeficientes hr, que cumplen la acotación
jhrj · ABr · A ,donde A > 0 y 0 < B < 1. Con el convenio de notación hr = 0
para r < 0 podemos obtener, a partir de los coe…cientes hr, la representación causal
de nuestro proceso AR(p) (ver, por ejemplo, Brockwell y Davis, 1991, Cap. 3):
Xt ¡ ¹ =
1X
r=0
hr"t¡r: (5)
Teorema 1 En el caso AR(p), si los errores f"t : t 2 Zg del modelo (2) son iid con
media cero, varianza ¾2 y, además, veri…can E("4t ) < +1, se tiene:
(a) bpn = pn +Op(n¡1=2) ; (6)
(b)
bgk = gk ¡ ¾2 pX
j=1
(bÁj ¡ Áj)hk¡j +Op(n¡1) . (7)
Demostración del Teorema 1. (a) Usando (3), se obtiene
bpn = 1
n
nX
t>p
b"t = pn +Hn ,
donde Hn = ¡
Pp
t=1 "t=n+(n¡p)Qn=n¡
Pp
j=1(
bÁj¡Áj)Qj y Qj = n¡1Pnt=p+1(Xt¡j¡
¹), j = 1, ..., p. Por tanto, basta demostrar que todos los sumandos que componen
el término Hn son Op(n¡1=2).
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Por una parte,
p
n jPpt=1 "t=nj · p=pnmax1·t·p j"tj = Op(1), ypn j(n¡ p)Qn=nj =
(n¡ p) =n
¯¯¯bÁ(1)¯¯¯pn ¯¯Xn ¡ ¹¯¯ = Op(1). Por otro lado, para acotar la sumaPpj=1(bÁj¡
Áj)Qj, se aplica, para cada j = 1, ..., p, el teorema 7.1.2 en Brockwell y Davies
(1991, p. 219) al proceso lineal Yt;j = Xp+t¡j para obtener Qj = (n ¡ p)=n(1=(n ¡
p)
Pn
t=p+1Xt¡j ¡ ¹) = (n¡ p)=n(1=(n¡ p)
Pn¡p
t=1 Yt;j ¡ ¹) = Op(n¡1=2) .Por tanto,
p
n j
pX
j=1
(bÁj ¡ Áj)Qj j· pn max
1·j·p
j Qj j
pX
j=1
j bÁj ¡ Áj j= Op(1) .
Observar que todos los términos de Hn son Op(n¡1) salvo el segundo, que se debe a
la consideración de una media ¹ posiblemente diferente de cero.
(b) Usando de nuevo la expresión (3) tenemos que b"t = "t ¡Ppj=1(bÁj ¡ Áj)(Xt¡j ¡
¹) +Qn y b"t+k = "t+k ¡Ppj=1(bÁj ¡ Áj)(Xt+k¡j ¡ ¹) +Qn. Realizando los productos
cruzados de estas expresiones junto con la expresión causal del modelo AR(p) (5),
podemos llegar a la siguiente identidad,
bgk = gk ¡ ¾2 pX
j=1
(bÁj ¡ Áj)hk¡j + Uk;n; (8)
donde el resto Uk;n puede expresarse como la siguiente combinación lineal …nita
Uk;n =
1
n
p2+4p+3X
j=1
®jXk;j ; (9)
donde los pares (®j,Xk;j) son de la forma
®j Xk;j
1 ak
p
n(bÁj ¡ Áj) bk;j=ck;jp
nbÁ(1)(Xn ¡ ¹) dk
n(bÁj ¡ Áj)(n¡1Pnt>p "2t ¡ ¾2) hk¡j
n(bÁi ¡ Ái)(bÁj ¡ Áj) ek;i;j
n[bÁ(1)]2(Xn ¡ ¹)2 fk
(bÁj ¡ Áj) hk¡j(Pnt=n¡k+1 "2t )
. (10)
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Enunciamos ahora el siguiente lema que se demuestra en el apéndice y facilita el …nal
de la demostración.
Lema 1 En las condiciones del teorema 1, si de…nimos ak = ¡
Pp
t=1 "t"t+k, bk;j =
¡P1r=0 hr ³Pn¡kt>p "t¡j¡r"t+k´ =pn, cj;k = ¡P1r 6=k¡j hr ³Pn¡kt>p "t"t+k¡j¡r´ =pn, dk =
¡Pn¡kt>p ("t"t+k)=pn, ek;i;j = Pn¡kt>p (Xt¡i ¡ ¹)(Xt+k¡j ¡ ¹)=n, fk = (n ¡ k ¡ p)=n y
lk;j = hk¡j
Pn
t=n¡k+1 "
2
t ; se puede a…rmar que existe una constante universal c > 0,
independiente de los subíndices i; j; k y n, tal que
sup
i;j;k;n
©
E(a2k); E(b
2
k;j); E(c
2
k;j); E(d
2
k); h
2
k¡j ; E(e
2
k;i;j); f
2
k ; E(l
2
k;j)
ª · c . (11)
Por tanto, el término Uk;n de (9) es una suma …nita de términos ®j con coe…-
cientes Xk;j como los de…nidos en el lema 1, de acuerdo con el cual, E
£
X2k;j
¤ · c
y la demostración de este apartado se limitaría, de este modo, a estudiar el or-
den probabilístico de los términos ®j. En concreto, conocemos que
p
n(bÁj ¡ Áj)
y
p
n(Xn¡¹) son asintóticamente normales, al igual que lo es, por el teorema central
del límite, n1=2(
Pn
t>p "
2
t=n ¡ ¾2). Con lo que es evidente que todos los ®j son Op(1)
u op(1). Así, podemos concluir que nUk;n = Op(1), o, lo que es o mismo, que Uk;n es
Op(n
¡1).
2.2 Comportamiento asintótico del correlograma residual
Como aplicación, sea m = mn de modo que se cumpla m=n! 0. La expresión (8)
se puede escribir de forma matricial en la forma
bGm = Gm ¡ ¾2Xm(bÁ¡ Á) +Um;n , (12)
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donde bGm = (bg1; :::; bgm)0, Gm = (g1; :::; gm)0, Um;n = (U1;n, U2;n, ..., Um;n)0 y Xm es
una matriz de orden m£ p con estructura
Xm =
0BBBBBBBBBBBBBBBBBBBBBBBB@
1 0 ¢ ¢ ¢ 0
h1 1 ¢ ¢ ¢ ...
...
...
...
hp¡1 hp¡2 ¢ ¢ ¢ 1
hp hp¡1 ¢ ¢ ¢ h1
...
...
...
...
...
...
...
...
...
...
...
...
hm¡1 hm¡2 ¢ ¢ ¢ hm¡p
1CCCCCCCCCCCCCCCCCCCCCCCCA
.
En los pasos siguientes vamos a necesitar del siguiente resultado, que se demuestra
en el apéndice.
Proposición 1 (Condiciones de Ortogonalidad) La matriz Xm y el vector de
covarianzas residuales bGm siempre que m = mn !
n!1
1, cumplen
X0m bGm = Op( 1n) . (13)
Como aplicación, sea m = mn =
p
n y Hm = Xm(X
0
mXm)
¡1X
0
m la matriz de
proyección ortogonal sobre el espacio de columnas C(Xm). Se tiene
p
n
¾2
bGm = pn
¾2
[Hm bGm + (Im ¡Hm)bGm] = (Im ¡Hm)(pn
¾2
Gm) + Zm;n , (14)
donde Zm;n =
p
nHm bGm=¾2 + (Im ¡ Hm)pnUm;n=¾2. Teniendo en cuenta las
condiciónes de ortogonalidad, se tiene la desigualdad kZm;nk ·
p
n
°°°Hm bGm°°° =¾2 +
6
p
n kUm;nk =¾2 =
p
n
°°°(X0mXm)¡1=2X0m bGm°°° =¾2 + pn kUm;nk =¾2 ·
· °°(X0mXm)¡1=2°°pn°°°X0m bGm°°° =¾2+pn kUm;nk =¾2 = Op(n¡1=2)+Op(m1=2n¡1=2) =
Op(n
¡1=4) , y, en particular kZm;nk P! 0. En definitiva, la expresión (14) se puede
aproximar
p
n
¾2
bGm D»= (Im ¡Hm)(pn
¾2
Gm)
D»= (Im ¡Hm)Nm(0; Im) .
Teniendo en cuenta que bg0 P! ¾2, se concluye que
p
n bRm D»= (Im ¡Hm)Nm(0; Im) , (15)
siendo bRm = (br1, ..., brm)0 un vector dem£1 formado por lasm primeras correlaciones
residuales brj = bgj=bg0. De esta expresión (15) puede obtenerse la aproximación en
distribución para el estadístico de bondad de ajuste de Box y Pierce (1970)
bQn = n mX
k=1
br2k = nbR0m bRm D»= U0m(Im ¡Hm)Um » Â2m¡p . (16)
3. CASO ARMA(P;Q)
En el caso ARMA(p; q), el modelo al que nos referimos es el introducido en (1). En
este caso, las funciones "t(Á,µ,¹), t = 0, §1, ..., se calcularán a partir de la siguiente
recursión
"1(Á;µ; ¹) = (X1 ¡ ¹)
"2(Á;µ; ¹) = (X2 ¡ ¹)¡ Á1 (X1 ¡ ¹)¡ µ1"1(Á;µ; ¹)
...
"n(Á;µ; ¹) = Á (B) (Xn ¡ ¹)¡ µ1"n¡1(Á;µ; ¹)¡ :::¡ µq"n¡q(Á;µ; ¹)
Esta recursión puede resumirse en la expresión Á(B)(Xt¡¹) = µ(B)"t(Á;µ; ¹), junto
con las condiciones iniciales Xt ¡ ¹ ´ 0 ´ "t(Á;µ; ¹) para t · 0. Por tanto,
"t(Á;µ; ¹) =
t¡1X
j=0
¼j(Xt¡j ¡ ¹); (17)
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donde los f¼j : j ¸ 0g son los coe…cientes de la serie ¼(z) = Á(z)=µ(z). La suma
(17) depende únicamente de fX1 ¡ ¹, ..., Xt ¡ ¹g. La relación de las funciones
"t(Á;µ; ¹) con los errores "t se deduce de la condición de invertibilidad del proceso,
que permite escribir "t(Á;µ; ¹) = "t ¡ qt, donde qt =
P1
j=t ¼j(Xt¡j ¡ ¹). En la
práctica, se consideran únicamente las funciones "t(Á;µ; ¹) asociadas a valores de
t > P para, en cierto sentido, evitar la dependencia de las condiciones iniciales
Xt ¡ ¹ ´ 0 ´ "t(Á;µ; ¹), t · 0.
Dada la muestra Xn = (X1, ..., Xn)0, ¹ se estima, como en el caso autoregresivo,
mediante la media muestral Xn = (X1+ ... +Xn)=n. Los estimadores de (Á;µ) que
se consideran son los de mínimos cuadrados, que se obtienen minimizando la función
objetivo
(bÁ; bµ) = argmin
(Á;µ)
un(Á;µ) = arg min
(Á;µ)
nX
t>P
["t(Á;µ; Xn)]
2 . (18)
El problema numérico asociado es no lineal y, por tanto, la determinación de los
estimadores (bÁ; bµ) requiere la utilización de un algortimo iterativo. Finalmente, se
sabe que,
p
n
0@ bÁ¡Ábµ ¡ µ
1A D! Np+q[0; I¡1(Á;µ)] , (19)
donde I(Á ; µ), la matriz de información, es una matriz simétrica de (p+ q)£ (p+ q)
de…nida positiva (Brockwell y Davis, 1991, Cap. 8).
Los residuales se de…nen a partir de las funciones "t(Á,µ,¹) introducidas en (17),
en notación obvia como b"t = "t(bÁ; bµ; Xn) = (20)
= bµ¡1(B)bÁ(B)(Xt ¡Xn) = b¼(B)(Xt ¡Xn) = t¡1X
j=0
b¼j(Xt¡j ¡Xn) ,
donde bÁ y bµ son los estimadores de mínimos cuadrados condicionales. Los residuales,
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b"t, se calculan numéricamente usando la recursión,
b"t = (Xt ¡Xn)¡ pX
i=1
bÁi(Xt¡i ¡Xn)¡ qX
j=1
bµjb"t¡j; t = 1; :::; n; (21)
en combinación con las condiciones iniciales Xt ¡ Xn ´ 0 ´ b"t para t · 0. En la
práctica, sólo se consideran residuales b"t para t > P .
3.1 Momentos muestrales de los errores y de los residuales
Al igual que en el caso AR(p), ahora estamos interesados en obtener propiedades
asintóticas para los dos primeros momentos muestrales de los residuales. Para ello,
consideramos un desarrollo de Taylor para b"t = "t(bÁ; bµ; Xn) que nos permite expresar
los residuales para t > P como
b"t = "t ¡ pX
i=1
(bÁi ¡ Ái)µ¡1(B)(Xt¡i ¡ ¹)¡ qX
j=1
(bµj ¡ µj)µ¡1(B)"t¡j + bHt , (22)
donde bHt = ¡qt +Ppi=1(bÁi ¡ Ái)Rt¡i +Pqj=1(bµj ¡ µj)St¡j + Ft(Xn ¡ ¹) + bZt. Los
detalles del desarrollo de Taylor así como expresiones explícitas para qt; Rt, St, Ft ybZt pueden encontrarse en el apéndice. El miembro derecho de (22), que no es factible
porque depende de cantidades desconocidas, sirve para estudiar propiedades de los
dos primeros momentos muestrales de los b"t, t > P .
De…nimos como en (4) los dos primeros momentos muestrales de residuales y
errores. La formulación es coincidente debido a la inclusión del parámetro P =
max(p; q) que en ella aparece. Introducimos una nueva serie, ´(z) = µ(z)=Á(z) =P1
r=0 ´rz
r, que permite obtener a partir de sus coe…cientes la representación causal
del modelo ARMA(p; q), que tendrá ahora la expresión
Xt ¡ ¹ =
1X
r=0
´r"t¡r: (23)
Recordemos que fhr : r ¸ 0g son los coe…cientes de la serie h(z) = Á¡1(z) =P1
j=0 hrz
r y flr : r ¸ 0g son los coe…cientes de la serie l(z) = µ¡1(z) =
P1
r=0 lrz
r, lo
9
que unido al convenio de notación hr = lr = 0 para r < 0 nos permite enunciar el
siguiente teorema:
Teorema 2 En el caso ARMA(p; q), si los errores f"t : t 2 Zg del modelo son i.i.d.
con media cero, varianza ¾2 y, además, veri…can, E["4t ] < +1, se tiene:
(a) bpn = pn +Op(n¡1=2) ;
(b)
bgk = gk ¡ ¾2 pX
i=1
(bÁi ¡ Ái)hk¡i ¡ ¾2 qX
j=1
(bµj ¡ µj)lk¡j +Op(n¡1) :
Demostración.(a)
bpn = 1
n
nX
t=max(p;q)+1
b"t = pn +Hn;
dondeHn = ¡
Pmax(p;q)
t=1 "t=n¡
Pn
t=max(p;q)
P1
j=t ¼j(Xt¡j¡¹)=n+
Pn
t=max(p;q)
Pp
i=1(
bÁi¡
Ái)Dt;i=n+
Pn
t=max(p;q)
Pp
i=1(
bµi¡µi)Et;j=n+Pnt=max(p;q) Ft(Xn¡¹)=n+Pnt=max(p;q) bZt=n.
Se trata entonces de demostrar que cada uno de los sumandos que componen Hn son
Op(n
¡1=2).
En concreto,
Dt;i = @"t(Á;µ; ¹)=@Ái = ¡
t¡i¡1X
r=0
lr(Xt¡i¡r ¡ ¹) i = 1; :::; p; (24)
Et;j = @"t(Á;µ; ¹)=@µj = ¡
t¡j¡1X
r=0
lr"t¡j¡r(¯; ¹) j = 1; :::; q; (25)
mientras que las expresiones explícitas para Ft y bZt pueden verse en el apéndice. El
primer sumando de Hn es, de hecho, Op(n¡1) porque depende de un número …nito
de variables. En lo que respecta a los otros sumandos, tenemos por ejemplo para
el término en Dt;j: n¡1
Pn
t=max(p;q)
Pp
i=1(
bÁi ¡ Ái)Dt;i = n¡1Pnt=max(p;q)Ppi=1(bÁi ¡
Ái)[
Pt¡i¡1
r=0 lr(Xt¡i¡r ¡ ¹)]. Si se de…nen qi;t =
Pt¡i¡1
r=0 lr(Xt¡i¡r ¡ ¹), este término se
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puede escribir, después de multiplicar por
p
n
pX
i=1
p
n(bÁi ¡ Ái)[ 1n
nX
t=max(p;q)
qi;t] . (26)
Por consiguiente, basta demostrar que, para i = 1, .., p, se cumple n¡1
Pn
t=max(p;q) qi;t =
Op(1). Teniendo en cuenta que
P1
r=1 jlrj < +1 se tiene
E[jqi;tj] · c = [°(0)]1=2
1X
r=1
jlrj < +1 , (27)
de modo que E[
¯¯¯
n¡1
Pn
t=max(p;q) qi;t
¯¯¯
] · c, lo que es su…ciente para garantizar
n¡1
Pn
t=max(p;q) qi;t = Op(1). Actuando de un modo similar con el resto de suman-
dos, terminaríamos con esta parte de la demostración.
(b) Utilizando la expresión (22) y la representación causal del modelo, podemos llegar
a la ecuación siguiente,
bgk = gk(¯; ¹)¡ ¾2 pX
i=1
(bÁi ¡ Ái)hk¡i ¡ ¾2 qX
i=1
(bµi ¡ µi)lk¡i + Uk;n , (28)
donde ahora el resto Uk;n es más complejo que antes ya que resulta de multiplicar de
modo cruzado y promediar los sumandos de las expansiones para b"t y b"t+k. De hecho,
según (22) tendremos
b"t = "t ¡ pX
i=1
(bÁi ¡ Ái)µ¡1(B)(Xt¡i ¡ ¹)¡ qX
j=1
(bµj ¡ µj)µ¡1(B)"t¡j + bHt ,
b"t+k = "t+k ¡ pX
i=1
(bÁi ¡ Ái)µ¡1(B)(Xt+k¡i ¡ ¹)¡ qX
j=1
(bµj ¡ µj)µ¡1(B)"t+k¡j + bHt+k .
Por ejemplo, desarrollando uno de estos sumandos, tendremos lo siguiente,Pp
i=1(
bÁi ¡ Ái)[ 1nPn¡kt>P "tµ¡1(B)(Xt+k¡i ¡ ¹)] = Ppi=1(bÁi ¡ Ái)[P1r=0P1s=0 lr´s
( 1
n
Pn¡k
t>P "t"t+(k¡i)¡(r+s))], que puede descomponerse en los siguientes dos sumandos,
pX
i=1
(bÁi ¡ Ái)[ X
(r+s) 6=(k¡i)
lr´s(
1
n
n¡kX
t>P
"t"t+(k¡i)¡(r+s))],
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y
pX
i=1
(bÁi ¡ Ái)[ X
(r+s)=(k¡i)
lr´s(
1
n
n¡kX
t>P
"2t )]:
El primero de ellos puede escribirse como sigue
1
n
pX
i=1
p
n(bÁi ¡ Ái)cA;k;i + pX
i=1
(bÁi ¡ Ái)hk¡i( 1n
n¡kX
t>P
"2t )]; (29)
donde cA;k;i =
P
(r+s) 6=(k¡i) lr´s(
1p
n
Pn¡k
t>P "t"t+(k¡i)¡(r+s)). Por su parte, el segundo
sumando se puede escribir
pX
i=1
(bÁi ¡ Ái)hk¡i( 1n
n¡kX
t>P
"2t ) =
=
pX
i=1
(bÁi ¡ Ái)hk¡i( 1n
nX
t>P
"2t )¡
1
n
pX
i=1
(bÁi ¡ Ái)hk¡i( nX
t=n¡k+1
"2t ) = (30)
= ¾2
pX
i=1
(bÁi¡Ái)hk¡i+ pX
i=1
(bÁi¡Ái)( 1n
nX
t>P
"2t¡¾2)hk¡i¡
1
n
pX
i=1
(bÁi¡Ái)hk¡i( nX
t=n¡k+1
"2t ):
De este término, por tanto, obtenemos el segundo término de (28). El resto de
términos de (30) así como el término (29) pasan a formar parte del resto.
Actuando de modo análogo con todos los productos cruzados resultantes de mul-
tiplicar b"t y b"t+k, llegamos a expresar el resto como una combinación lineal …nita del
tipo
nUk;n =
QX
m=1
¯mYk;m;
donde, Q = [3+3(p+q)+(p+q)2]2+3(p+q), ¯m = Op(1) u op(1) y E[Y
2
k;m] · c, donde
c es una constante positiva universal. La demostración de esta última propiedad es
más compleja que la del lema 2 del caso autoregresivo, aunque utiliza argumentos
similares.
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3.2 Comportamiento asintótico del correlograma residual
Como aplicación de este resultado, del mismo modo que en el caso AR(p), sea
m = mn, con mn=n ! 0 la expresión (28) puede formularse de un modo matricial
como sigue bGm = Gm ¡ ¾2Xm(b¯ ¡ ¯) +Um;n , (31)
donde b¯ = (bÁ1, ..., bÁp, bµ1, ..., bµq)0, ¯ = (Á1, ..., Áp, µ1, ..., µq)0 y Um;n = (U1;n, U2;n, ...,
Um;n)
0. Además, la matriz Xm, en el caso en que p < q, tiene la siguiente estructura
Xm =
0BBBBBBBBBBBBBBBBBBBBB@
1 0 ¢ ¢ ¢ 0 1 0 ¢ ¢ ¢ 0
h1 1 ¢ ¢ ¢ ... l1 1 ¢ ¢ ¢ ...
...
...
...
...
...
...
hp¡1 hp¡2 ¢ ¢ ¢ 1 ... ... ...
hp hp¡1 ¢ ¢ ¢ h1 ... ... ...
...
...
... lq¡1 lq¡2 ¢ ¢ ¢ 1
...
...
... lq lq¡1 ¢ ¢ ¢ l1
...
...
...
...
...
...
hm¡1 hm¡2 ¢ ¢ ¢ hm¡p lm¡1 lm¡2 ¢ ¢ ¢ lm¡q
1CCCCCCCCCCCCCCCCCCCCCA
. (32)
Las estructura de (31), caso ARMA(p; q), y (12), caso AR(p), son similares. Necesi-
tamos, al igual que en el caso AR(p) la siguiente proposición, que se demuestra en el
apéndice.
Proposición 2 (Condiciones de Ortogonalidad) La matriz Xm y el vector de
covarianzas residuales bGm, siempre que m = mn !
n!1
1, cumplen
X0m bGm = Op( 1n) . (33)
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Este resultado, permite obtener para el caso ARMA(p; q) una aproximación en
distribución análoga a (15), donde la construcción de Hm sigue siendo como antes,
Hm = Xm(X
0
mXm)
¡1X
0
m, con la particularidad de que para el caso general, la matriz
Xm es como en (32). Al igual que en caso AR(p), podríamos derivar análogamente
el estadístico de Box-Pierce (1970):
bQn = n mX
k=1
br2k D»= U0m(Im ¡Hm)Um » Â2m¡(p+q) . (34)
3.3 El enfoque de Box y Pierce
Otra expresión alternativa para (22), propuesta por Box y Pierce (1970), consiste
en considerar el proceso autoregresivo fYtg de orden p+ q
Á(B)µ(B)(Yt ¡ ¹) = µ(B)Á(B)(Yt ¡ ¹) = "t , (35)
que, se relaciona con el proceso original fXtg mediante la identidad µ2(B)(Yt¡ ¹) =
Xt ¡ ¹. Introduciendo esta información en (22), se tiene b"t = "t ¡ Ppi=1(bÁi ¡
Ái)µ(B)(Yt¡i ¡ ¹) ¡
Pq
j=1(
bµj ¡ µj)Á(B)(Yt¡j ¡ ¹) + bHt, lo que permite expresar
los residuales como
b"t = "t ¡ p+qX
i=1
b¸
i(Yt¡i ¡ ¹) + bHt , t > P , (36)
donde, en (36), b¸i = Pmin(q;i¡1)r=max(0;i¡p) µr(bÁi¡r ¡ Ái¡r) +Pmin(p;i¡1)s=max(0;i¡q) Ás(bµi¡s ¡ µi¡s) =
Op(n
¡1=2) ,siendo Á0 = µ0 = 1. Las expresiones [(22)/(36)] generalizan adecuada-
mente la relación (3), es decir, si µ(z) = 1, [(22)/(36)] se reducen a (3). Observar
también la semejanza estructural entre las expresiones (36) del caso general y (3) del
caso autoregresivo.
Si ahora introducimos, a partir de los polinomios autorregresivo (Á(B)) y de medias
móviles (µ(B)) la siguiente serie, con sus correspondientes coe…cientes,
a(z) = [Á(z)µ(z)]¡1 = [µ(z)Á(z)]¡1 =
1X
r=0
arz
r ,
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tendremos la representación causal para el proceso fYtg; Yt ¡ ¹ =
P1
r=0 ar"t¡r, que
permite expresar la relación (28) del siguiente modo alternativo
bgk = gk ¡ ¾2 p+qX
i=1
b¸
iak¡i + Uk;n :
Esta expresión puede presentarse de modo matricial con ayuda de la matriz Am, que
tiene la forma
Am =
0BBBBBBBBBBBBBBB@
1 0 ¢ ¢ ¢ 0
a1 1 ¢ ¢ ¢ 0
a2 a1 0
...
...
...
a(p+q)¡1 a(p+q)¡2 ¢ ¢ ¢ 1
...
...
...
am¡1 am¡2 ¢ ¢ ¢ am¡(p+q)
1CCCCCCCCCCCCCCCA
, (37)
quedando por tanto bGm = Gm ¡ ¾2Am b¸ +Um;n , (38)
donde b¸ = (b¸1, b¸2, ..., b¸p+q)0 y Um;n = (U1;n, U2;n, ..., Um;n)0: De un modo análogo
a como se derivan en el enfoque presentado anteriormente, aquí también se pueden
obtener las condiciones de ortogonalidad,
A
0
m
bGm = Op(1=n) : (39)
Como aplicación, sea m = mn =
p
n y de…namos la matriz de proyección sobre
las columnas de Am, ¦m = Am(A
0
mAm)
¡1A
0
m. Así podríamos de nuevo obtener el
estadístico de Box-Pierce (1970):
bQn = n mX
k=1
br2k D»= U0m(Im ¡¦m)Um » Â2m¡(p+q) . (40)
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APÉNDICE
A.1 Demostración del lema 1
Basta hacer la demostración para cada uno de los términos definidos en el enunciado
del propio lema.
² a2k. Se tiene E[a2k] =
Pp
t=1
Pp
s=1E("t"t+k"s"s+k) =
Pp
t=1E("
2
t"
2
t+k) · pE("4t ).
² b2k;j. Por los razonamientos usuales, se tiene E[b2k;j ] =
=
P1
r=0
P1
s=0 hrhs[
1
n
Pn¡k
t>p
Pn¡k
u>p E("t+k"t¡j¡r"u+k"u¡j¡s)] · ¾4 n¡kn
P1
r=0 h
2
r ·
· ¾4P1r=0 h2r.
² c2k;j. Al igual que antes, se tiene E[c2k;j ] · ¾4
P1
r=0 h
2
r.
² d2k. Al elevar al cuadrado, se tiene E[d2k] = 1n
Pn¡k
t>p
Pn¡k
u>p E("t"u + "t"u+k +
"u"t+k + "t+k"u+k) · 4¾2.
² h2k¡j. Los fhr : r ¸ 0g están acotados exponencialmente, por tanto h2r ·
A2B2r · A2;donde A > 0 y 0 < B < 1.
² e2k;i;j. Se tiene E[e2k;i;j ] · E("4t )(
P1
r=0 jhrj)4 actuando como en b2k;j.
² f 2k . Es claro que f2k · 1.
² l2k;j. Se tiene, usando la acotación exponencial para los fhr : r ¸ 0g,
E[l2k;j ] · h2k¡j
nX
t=n¡k+1
nX
s=n¡k+1
E("2t"
2
s) · E("4t )k2h2k¡j , (41)
donde, usando la acotación exponencial y teniendo en cuenta que 0 < B < 1, la
sucesión de término general k2h2k¡j es una sucesión acotada por alguna constante
positiva M > 0.
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Finalmente, como valor de c puede tomarse
c = maxfpE("4t ), ¾4
1X
r=0
h2r, 4¾
2, A2, E("4t )(
1X
r=0
jhrj)4, 1, E("4t )Mg ,
constante positiva universal que no depende de ninguno de los subíndices sobre los
que se calcula el supremo.
A.2 Caso ARMA(p; q) : Desarrollo de Taylor para los residuales
Sea ± > 0 tal que la bola cerrada B(¯,±) está contenida en el espacio paramétrico
causal e invertible asociado al proceso ARMA(p; q) considerado, donde ¯ = (Á,µ).
Si t > P , se tiene el siguiente desarrollo de Taylor, válido si kb¯ ¡ ¯k < ±:
b"t = "t(bÁ , bµ, Xn) = "t(Á,µ,¹) + It ; (42)
siendo
It =
pX
i=1
Dt;i(bÁi ¡ Ái) + qX
j=1
Et;j(bµj ¡ µj) + Ft(Xn ¡ ¹) + bZt ,
donde, Ft = @"t(Á;µ; ¹)=@¹ = ¡
Pt¡1
j=0 ¼j(¯) y bZt =Pp+qi=1Pp+qj=1 @"2t (¯t;n; ¹t;n)=@¯i@¯j
(b¯i ¡ ¯i)(b¯j ¡ ¯j)=2 +Pp+qi=1 @"2t (¯t;n; ¹t;n)=@¯i@¹(b¯i ¡ ¯i)(Xn ¡ ¹). Además,
Dt;i = @"t(Á,µ,¹)=@Ái = ¡
t¡i¡1X
r=0
lr(Xt¡i¡r ¡ ¹) = ¡µ¡1(B)(Xt¡i ¡ ¹) +Rt¡i
Et;j = @"t(Á,µ,¹)=@µj = ¡
t¡j¡1X
r=0
lr"t¡j¡r(¯; ¹) = ¡µ¡1(B)"t¡j + St¡j
para i = 1, ..., p y j = 1, ..., q. Quedando, por tanto, Rt =
P1
r=t lr(Xt¡r ¡ ¹) y St =P1
r=t lr"t¡r+
Pt¡1
r=0 lrqt¡r, siendo, al igual que anteriormente, qt =
P1
j=t ¼j(Xt¡j¡¹).
Volviendo a (42), para t > P
b"t = "t ¡ pX
i=1
(bÁi ¡ Ái)µ¡1(B)(Xt¡i ¡ ¹)¡ qX
j=1
(bµj ¡ µj)µ¡1(B)"t¡j + bHt , (43)
donde bHt = ¡qt +Ppi=1(bÁi ¡ Ái)Rt¡i +Pqj=1(bµj ¡ µj)St¡j + Ft(Xn ¡ ¹) + bZt.
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A.3 Demostración de las condiciones de ortogonalidad (Proposiciones 1 y
2)
Proposición 1: Caso AR(p)
Ya que los estimadores se han obtenido minimizando un(Á), los residuales del mod-
elo, por construcción, deben cumplir
@un(Á)
@Ái
¯¯¯¯
Á=bÁ =
nX
t>p
b"t(Xt¡j ¡Xn) = 0; j = 1; :::; p: (44)
Lo que se pretende ver en esta demostración es que, efectivamente, esta condición
implica que
m¡jX
r=0
hrbgr+j = Op( 1
n
); j = 1; :::; p;
o lo que es lo mismo, las condiciones de ortogonalidad.
Las ecuaciones de (44) las podemos reescribir como sigue,
1
n
nX
t>p
b"t(Xt¡j ¡Xn) = 1
n
nX
t>p
b"t(Xt¡j ¡ ¹)¡ (Xn ¡ ¹)( 1
n
nX
t>p
b"t) = 0 .
El término que resta multiplicado por n, (Xn ¡ ¹)(
Pn
t>pb"t) = pn(Xn ¡ ¹)pn
(n¡1
Pn
t>pb"t), será Op(1) en virtud del resultado (6) del teorema 1 y el teorema
central del límite. Por tanto, el primer término es también Op(n¡1):
Considerando ahora la representación causal del proceso, podemos escribirPn
t>pb"t(Pm¡jr=0 hr"t¡j¡r)=n = n¡1Pnt>pb"t(Xt¡j ¡ ¹)¡Pnt>pb"t(n¡1P1r>m¡j hr"t¡j¡r).
El primer sumando es, como acabamos de ver, Op(n¡1). Por otro lado, para tratar
de acotar el segundo, podemos usar la expresión (3) y con ella, reescribir el segundo
sumando como sigue,
Pn
t>pb"t(P1r>m¡j hr"t¡j¡r) = Pnt>p "tqt;j¡Pp
i=1(
bÁi ¡ Ái)[Pnt>p(Xt¡i ¡ ¹)qt;j ] + QnPnt>p qt;j donde qt;j = (P1r>m¡j hr"t¡j¡r) y
Qn = ¡bÁ(1)(Xn ¡ ¹). Si acotamos cada uno de estos sumandos veremos que los dos
primeros son op(1) mientras que el tercero es Op(n¡1). Por tanto, se concluye quePn
t>pb"t(P1r>m¡j hr"t¡j¡r) = Op(n¡1).
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Si ahora dividimos este sumatorio en dos partes y, de nuevo, usamos la relación
entre b"t y "t que se describe en (3) podemos llegar a escribir,
Op(
1
n
) =
m¡jX
r=0
hr(
1
n
p+(j+r)X
t>p
b"t"t¡j¡r) + m¡jX
r=0
hr(
1
n
n¡(j+r)X
t>p
"tb"t+(j+r)) = m¡jX
r=0
hrbgr+j+
+
m¡jX
r=0
hr(
1
n
p+(j+r)X
t>p
b"t"t¡j¡r) + m¡jX
r=0
hr(
1
n
n¡(j+r)X
t>p
[
pX
i=1
(bÁi ¡ Ái)(Xt¡i ¡ ¹)¡Qn]b"t+(j+r)) ,
y llegados a este punto sólo quedaría por mostrar que el segundo y tercer sumando
son Op(n¡1). Para comprobar ambas acotaciones es aconsejable usar de nuevo la
expresión (3).
Proposición 2: Caso ARMA(p; q)
Se procede de un modo similar a la demostración del caso AR(p) (Proposición
1) pero teniendo en cuenta que las condiciones de ortogonalidad exacta de las que
se parte son dos en este caso y se de…nen, análogamente al caso AR(p), con las
expresiones,
@un(Á;µ)
@Áj
¯¯¯¯
(Á;µ)=(bÁ;bµ) =
nX
t>P
b"t@b"t(Á,µ,¹)=@Áj = nX
t>P
b"t bDt;j = 0; j = 1; :::; p ;
y
@un(Á;µ)
@µh
¯¯¯¯
(Á;µ)=(bÁ;bµ) =
nX
t>P
b"t@b"t(Á,µ,¹)=@µh = nX
t>P
b"t bEt;h = 0; h = 1; :::; q :
La primera de las cuales se utiliza para mostrar una parte del producto matricial,
en concreto
Pm¡j
r=0 hrbgr+j = Op( 1n), j = 1, ..., p , mientras que, a su vez, la segunda
implica
Pm¡h
s=0 lsbgs+h = Op( 1n), h = 1, ..., q.
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