Photonic band-gaps (PBG), photonic analogue of electronic semi-conductor band-gaps, have attracted much recent attention, because of numerous potential applications in communications and computing. Aközbek and John, developed a variational model of such bandgaps, using action functionals, where solitary waves are expanded in terms of a finite orthonormal basis. These expansions to finite order N converged to solitary waves. The nonlinear polynomial equations for the coefficients in the expansions, have non-unique solutions. Our paper, makes a study of the multiplicity of the solutions for 1 dimensional photonic band-gap structures. It is found that the non-uniqueness grows dramatically with the order of the expansion N . We use homotopy, which continuously deforms the solutions of exactly solvable systems, into the solutions of the systems to be solved with new results in numeric algebraic geometry, such that all solutions are determined.
Introduction
Recently, there has been growing interest in the studies of the propagation of electromagnetic (EM) waves in disordered and periodic dielectric structures [1, 2] , that have stimulated [3] theoretical and experimental work on the possible existence of photonic band gaps in 3D periodic dielectric structures [4, 5, 6] . Sajeev John [4] has proposed that optical localization for EM waves near a photonic band gap might be achieved by weak disordering of a periodic arrangement of spheres. Recent developments suggest that a clear experimental demonstration of optical localization is possible [4, 6, 8, 9 ].
Aközbek and John [10] obtained solitary wave solutions for 2D square and triangular lattices, and 3D face centered cubic (fcc) lattices. As in the 1D case, near the photonic band edges it is possible to establish a correspondence between the effective nonlinear electromagnetic wave equation and the equation for a particle moving in a classical potential well. This correspondence indicates the existence of higher-dimensional solitary waves. Unlike the one-dimensional case, where an exact analytical solution exists throughout the PBG, in higher dimensions, simple solutions are only known near the photonic band edges where the "effective mass approximation" for the photon dispersion is valid. Aközbek and John have introduced a variational method which yields much of the important physical behavior of the 2D and 3D solitary waves. For d = 1, if sufficient terms of N in their expansion are retained, the approximation converges to the exact solution for the entire band-gap region. For d > 1, more terms in N are needed for sufficient accuracy. We have used their approach and start from a Lagrangian used in field theory.
The naval architect Scott Russell first observed solitons in hydrodynamics, that is waves which describe localized solitary and stable disturbances. Several classical wave equations in addition to the Korteweg de Vries equation of hydrodynamics admit soliton solutions [11, 12] . Solitons have been studied in several areas of physics including particle physics [13, 14, 15, 16] . The connection of solitons to the mathematical theory of continuous deformation (Homotopies) has been pointed out [13] .
In the present work, we make a first study of this problem, using newly developed theoretically rigorous techniques from computer algebra and algebraic geometry and apply it to photonic band gaps. The class of all solitary wave solutions are projected onto a finite N dimensional subspace of the full function space for low values of the basis expansion N . The expansion for the solution is substituted into the action functional S, and the expansion coefficients are found by solving the nonlinear equations ∂S/∂τ k = 0, where τ k represents the variational parameters a, b and C i,j in the problem. These are described to provide computational evidence of the rapid growth of the non-uniqueness. This linearization-extrapolation method interestingly converges on the same sequence as that found by Aközbek and John. Our method is better able to separate the solutions. Its computational efficiency and ease can be compared with other methods.
Methods that have recently been developed and implemented in Computer Algebra systems, offer systematic approaches to determine properties of all the solutions of polynomial systems of equations. Such methods include Gröbner Bases [23, 24] , and have been applied, for example, in chemistry [27] . Other methods include Triangular Sets [29] and hybrid methods such as Homotopy methods [7] . However, these methods are computationally expensive and interesting physical solutions might be hidden in the set of all possible solutions.
In the current study we combine such rigorous methods with variational and homotopic methods to find possible physical solutions. In particular, we used the symbolic capabilities of Maple 7 (Symbolic and Computer Algebra System), that facilitates analytic implementation, to derive these partial differential equations from the 1D action functional. With the symbolic capabilities of Maple 7, we can perform a number of steps analytically. Then we used the computer package PHCpack written in ADA (a computer programming language), which is based on homotopy continuation methods, to solve the system for different values of N. Because Maple's extensive mathematical functionality is most easily accessed through its advanced worksheet-based graphical interface, one can easily study the convergence of the solutions by plotting the energy density of the solutions and comparing them with the exact solution.
Algorithms for isolating all solutions to nonlinear systems of equations F (x) = 0 within a given compact domain D of n dimensional Euclidean space include: (i) random search; (ii) placing a grid on D consisting of points X i , 1 ≤ i ≤ k and evaluating F (X i ), for a small enough mesh; (iii) a global homotopy continuation method to identify all solutions for low N ; (iv) Newton's method with repeated random starts; (v) Gröbner Bases; (vi) more specialized methods (such as the method of bisection with sign changes, methods for roots of polynomials etc.) which take advantage of specific properties. The Homotopy continuation methods in class (iii) are relatively successful in contrast to the other methods indicated above. They are reliable and powerful methods to compute numerical approximations to all isolated complex solutions.
PHCpack is a general-purpose solver for polynomial systems developed by Jan Verschelde [7] that we have used to compute numerical approximations to all isolated complex solutions of a system of n polynomial equations in n unknowns. By homotopy continuation methods, the known solutions of the start system are continuously deformed into the desired solutions of the target system. This deformation is defined by the homotopy, that is a family of systems all admitting the same topology connecting start and target system (for example having the same number of solutions).
In Section 2, a brief discussion is given on the variational method used by Neset Aközbek and Sajeev John [10] with the slowly varying envelope approximation. Section 3 considers the numerical method. Section 4 addresses the problems with higher N (N ≥ 5) and some solutions for N ≥ 5. The conclusions are presented in Section 5.
2 Slowly varying envelope approximation (SVEA) and the variational method
In this section, we discuss the details of the (SVEA)and briefly describe the mathematical analysis used by Aközbek and John. Consider a two-dimensional periodic nonlinear dielectric where the electric field E and medium polarization P are linearly polarized in theẑ direction perpendicular to the plane of the 2D lattice. Denoting the z component of the electric field by E, Maxwell's equations take the form of a scalar equation
The nonlinear polarization is given by P N L = X (3) |E| 2 EIt is assumed that the nonlinear susceptibility X (3) to be independent of r and the medium responds instantaneously to the applied field. For the square lattice the linear part of the dielectric constant has the simple form
where G 1 = (2π/a 0 )x and G 2 = (2π/a 0 )ŷ are the reciprocal lattice vectors,˜ is the average dielectric constant of the medium, and a 0 is the lattice constant. This model exhibits an indirect photonic band gap with the upper band edge occuring at the face center of the 2D Brillouin Zone (BZ) and the lower band edge occuring at the corner of the BZ. The slowly varying envelope approximation (SVEA) to (1) is obtained by expanding the electric field amplitude about the band edges. The field amplitude at the face center point [ k 0 = (G/2)x] is connected to − k 0 by the reciprocal lattice vector G 1 , leading to the expansion
It is assumed that E 1 and E 2 vary slowly in time and space on the scales ω −1 and k
0 , respectively. Substituting (3) into (1) with (2), gives two coupled equations for E 1 and E 2 in the SVEA:
Scaling the variables Gx → x, Gy → y, ω/ω 0 → ω and √ λE 1,2 → E 1,2 , 2ω 0 t → t, renders (5) dimensionless. The other parameters are defined as ω 0 ≡ cG/2 √˜ , β ≡ Λ /8˜ , and λ ≡ 9π|X (3) |/2˜ . δ ≡ (ω 2 − 1)/4 describes the detuning of the average soliton frequency from the photonic midgap, and α = ±1 for positive-negative nonlinearity. Expansion (3) corresponds to a "nearly free photon approximation" which is valid when the periodic dielectric modulation is a weak perturbation to the vacuum wave equation (∆ ˜ ). In a real PBG material, ∆ is comparable to˜ , and the carrier waves, e −iωt±i k· r must be replaced by Bloch functions [19] H k (r) defined by the relation:
These Bloch functions, also known as Floquet modes, consist of a plane wave modulated by a periodic function on the lattice for all lattice vectors R. They are obtained from a realistic band structure of the solitary wave equation.
The overall structure of the solitary wave equation for the envelope functions E 1 and E 2 is quite similar to that obtained from (3) and yields the important underlying physics and qualitative properties of the solitary wave solutions. In the standard SVEA, only first order derivatives in space and time for E 1 and E 2 are retained. Higher derivative terms tend to become significant only for frequencies deep within the PBG when the envelope function is localized on the scale of the lattice constant a 0 . However, when ∆ ˜ , (5)is valid throughout the gap region.
Equations (4,5) can be concisely rewritten in terms of a two-component spinor field
Here, σ x, σ y, σ z are the well known 2×2 Pauli matrices. Further simplification gives the continuity equation :
. Integrating (8) over x shows that the conserved quantity Q ≡ dxdy(Ψ † Ψ) describes the total energy of the solitary wave within the PBG.
Consider static solutions of (8) for which ∂ t Ψ = 0 and E 1 = E * 2 . In this case j = 0. Writing
The SVEA simplifies the true single photon band structure of (1) to an approximate one. This approximate band structure follows from (9) by setting α = 0 and considering solutions of the form Ψ = Φe i q· r , with Φ independent of r. The approximate one-photon dispersion relation is obtained by setting the resulting 2 × 2 determinant equal to zero:
For the detuning frequency δ, keeping only terms of order q 2 ; the dispersion relations for the upper and lower photonic band gaps become ω 2
The Bragg condition is satisfied at the band edge defined by | q| = 0The frequency gap at the X point is of the form:
Here ω
± are the upper and lower band edge frequencies at X in the BZ. For a frequency within the gap region, q becomes imaginary, and linear wave propagation is exponentially damped. The case for wave vectors close to the M symmetry point at k 0 = (G/2)(x +ŷ), has been discussed in detail [10] .
Solitons in a continuum state can exist only if both dispersion and nonlinearity are properly balanced. They behave like particles in dynamics. The X solitary wave is a generalization of the one-dimensional soliton state, and the M soliton is a new type of state corresponding to a higher symmetry group of the Brillouin zone.
The general time-dependent solitary wave solution of (7) has been studied by Aceves and Wabnitz [17, 18] . Moving solitary waves can be obtained from stationary ones by applying the appropriate Lorentz transformation to (7) seeking for a solution of the form (12) where ζ = x − vt and τ = t Realistic PBG materials will invariably have small absorption losses. The PBG material can be doped with resonant impurities which can either absorb light or provide gain. A realistic treatment of nonlinear wave propagation in a PBG material must account for these effects.
A variational approach for nonlinear pulse propagation in optical fibers was used by Anderson [20] for the nonlinear Schrödinger equation. Using a simple Gaussian trial function, the pulse width, amplitude, and frequency chirp were recaptured, in good agreement with other methods. It was that only a few variational parameters were sufficient found. The effectiveness of the method is confirmed by comparing the variational solution to the exact solution in one dimension.
First, consider the one-dimensional case. The Lagrangian density for the 1D spinor field in the SVEA is given by:
The least action principle
yields the nonlinear Euler-Lagrange equation,
where the actionS = dx dt L. A special class of solutions, reminiscent of the method of characteristics, moving with velocity v is of the form
where ζ = x − vt and τ = t, leads to the Lagrangian density (13) of the form
The Euler-Lagrange equation is now equivalent to the one-dimensional version, where the action is given asS = dτ dζL. Consider extrema of the action that are parameterized by the variational trial function
Here ε 1,2 (ζ) is the amplitude of the solitary wave, and φ 1,2 (ζ) is the corresponding phase angle function.
where φ i (x) is a set of orthonormal basis functions and τ k = C i,j ,a,b are obtained by solving the nonlinear equations ∂S/∂τ k = 0. In the 1D case, the real and imaginary parts of E = u + iv, can be separated and the 1D action functional reduces to:
u and v are expanded using the complete, orthonormal basis functions for the soliton basis [10] ,
where P i are the Legendre polynomials and
Let
The nonlinear terms have the
This integral can be evaluated analytically by using the following forms of the Legendre polynomials P n (x):
Then the one dimensional action functional reduces to:
The nonlinear term I N L is given by :
Now applying the extremum condition to (28) results in (2N + 1) coupled nonlinear equations:
We were unable to successfully use Maple 7 to solve the system of nonlinear equations. Instead we used PHCpack as described in the following section together with the numerical scheme.
Numerical method and Results for (N ≤ 4)
In this section we introduce the Homotopy method used to solve the system of nonlinear equations obtained in the previous section. In particular, homotopy methods are suitable to locate all geometrically isolated solutions of a polynomial system in which the number of equations is equal to the number of unknowns.
We use Maple 7 to obtain the system of nonlinear equations for a finite number of expansion coefficients C i,j , a, and then the polynomial solver PHCpack is used to solve it. In Aközbek and John's work [10] , it was mentioned that the convergence of the numerical finite element method to the exact analytical solitary wave solution is demonstrated near the lower band edge for δ = −0.0875(δ − = −0.1) and N = 5. When N = 7, very good convergence is seen in our approach.
In our approach, the PHCpack works well for N ≤ 4. For N ≥ 5, PHCpack produces a segmentation fault due to the large number of homotopy paths it must follow from the start solutions to the desired solutions. This problem is addressed by solving a linearized system using least squares to handle the higher N cases, which is discussed in Section 4.
Homotopy continuation methods construct an exactly solvable start system for the homotopy map that models the structure of the given polynomial system. Efficient and robust homotopy algorithms have been developed which often require tracking far fewer paths, than the original versions. Approaches have been given based on Newton's method, and on complex analysis as in the work of Morgan, Sommese, and Wampler [21, 22, 23] . Publicly available codes for solving polynomial systems of equations using globally convergent, probability-one homotopy methods include PHCpack by Verschelde [7] and allow flexibility in the choice of start system [23] . A total of 41 real, and 11610 complex solutions were found for N = 4.
In It should be noted that the graphs display the energy density |E 1 | 2 +|E 2 | 2 vs the spatial variable x instead of the time variable t. From the one dimensional functional equation, [10] one can notice that the time dependence was ignored and the variable was changed from (ax − vt) to (ax) in a static approximation Practically, the domain of x can be changed for the general physical case.
For N = 2 were found 9 real solutions . One solution is the zero solution which is easily seen to satisfy the system for any N . The eight non-zero real solutions gave 4 different energy density plots each corresponding to two symmetrical real solutions. Two of the 8 real solutions yield the most soliton-like energy density [25] . The two, three or higher soliton solutions cannot be realized in the static approximation considered. The time dependence of the nonlinear Schroedinger equation leads to an multi-soliton formula as has been shown by Zakharov and Shabat and also by the method of Hirota [11] . There are two real symmetric solutions, which are also given in the second column of the Table in the Appendix.
Solutions for N = 3
For N = 3 were found 11 real solutions, which include 10 "non-zero" solutions and 1 "zero" solution. The ten real solutions yield five different energy density plots [25] . Two of them yielded the most soliton-like energy density plot. The coefficients of the best soliton-like solutions, rounded to 4 digits, are given in the appendix. The second solution is obtained from this solution by symmetry. From the figures shown, the most soliton-like solutions of N = 2, 3 are not close to the exact soliton solution.
Four of the ten real solutions yielded two different 2-bump energy density plots [25] . Two of the ten yielded solutions gave a 3-bump energy density plot, two of the others show a 5-bump energy density plot [25] . However, our experiments show that the real solutions cannot be obtained with the same method. In the next section, a method for N ≥ 5 is presented and applied. Interesting questions arise from our detail numerical analysis. Are some of the many solutions we have from the PHCpack unstable soliton solutions? If so, how does one identify them? Is it from the energy densities obtained from the Variational Method and any other properties that one can tag to these solutions?). Also are multisoliton solutions latent in these solutions and how does one identify them? The standard way to see whether a particular field configuration (a soliton in our case..) is stable or not is to look at the small fluctuation around the classical solution. If the spectrum of small fluctuations contains a mode with negative massˆ2 such a configuration is unstable (perturbatively). sometimes the solitons can be stable perturbatively, but might have a nonperturbative instability say due to a tunneling.
Numerical Method and results for higher degree (N ≥ 5)
In the previous section, the present numerical method was illustrated with the example for N = 4. For N ≥ 5, the resulting polynomial systems are too large to be solved by PHCpack, since the large number of paths that need to be followed causes it to segment fault, and not find the desired solutions. This problem was solved as follows.
Since the convergence to soliton like solution states at N = 4, it is reasonable that the real solutions for N ≥ 5 should be close to the most soliton-like solution of N = 4 case. The example of N = 5 will be used to help describe the method based on this observation, which circumvents the difficulties just described.
We use the most soliton-like solution of the N = 4 case to derive the solutions for the higher N cases when such polynomial systems cannot be solved directly by PHCpack.
First of all, the most soliton-like solution was substituted into the polynomial system for N = 5. What is obtained is a nonlinear polynomial system with 11 equations and two unknowns Cu5, Cv5. To approximately solve this system, it is first linearized by dropping terms of order 2 or greater in Cu5, Cv5 from the system. Then the resulting linearized system is solved using a least squares method. The least squares method is a standard method from linear algebra which can be computed quickly and cheaply. It yields a solution of the linearized system, which leads to minimum error in the least squares sense. It is reasonable to assume that the values of Cu5, Cv5 obtained by solving the linearized system using the least squares method are close to the solution of the original system for N = 5. Next we deform these solutions into the coefficients of the soliton-like solution for N = 5.
The polynomial system for N = 5 was obtained using Maple, as for N = 4 [25] . Since the convergence to soliton-like solution starts at w = 4, the most soliton-like solution for N = 4 was substituted yielding a nonlinear system for C u 5 , C v 5 , which was then linearized by discarding terms of order two or higher. The linearized system was solved using least squares, yielding approximate real values for Good agreement is observed here between the exact solution and the present approximate solution. The fact that the values for
are close to the best soliton-like solutions of N = 4, suggests that the solutions for higher N might start to converge based on these initial values. It should also be mentioned that if the solutions for N = 4 which are not soliton-like are used, then the solutions derived from them for N = 5 do not have a good match with the exact soliton solution. The solutions for N = 5 derived from those not soliton-like solutions of N = 4 yield non-soliton-like graphs with rapid oscillations. This also suggests that the solutions for higher N are likely to be more stable. A interesting point to note is the case of multi-soliton solutions. In most of the cases here, the real solutions are compared with the single hump soliton solutions, however, multi-solitons could possibly exist. Some of the other non-soliton-like solutions of N = 5 are discussed [25] . They gave similar graphs to those shown above.
The coefficients for real solutions for N = 5, N = 6 and N = 7 obtained with the present methods are given [25] . The graph of those real solutions for N = 7 are shown in Fig. 4.2 below. From some of the real solutions, it can be noticed that good convergence to the exact soliton solution can be obtained. Additionally, it can be noticed that the bigger N is, the better the convergence. However, we could not get all the real solutions with this method. The previous examples indicate that from a "good" solution for previous values of N , it may be possible to derive soliton-like solutions for N + 1. It furnishes one possible way for us to get solutions for higher N and higher dimensional problems. However, not all the real solutions can be derived in this way. For example, it is obvious that for N = 5 we expect more than the 41 real solutions obtained for N = 4 since the homotopy method will track many more paths for N = 5 than N = 4. Investigation of this matter is beyond the scope of the present article.Compared with the exact soliton solution, the derived solution for higher N shows good convergence. In our approach one or some of the real solutions which are derived from the best soliton-like solutions of the previous N give a very good match to the exact solution. On the other hand, those real solutions which are derived from "bad" solutions with a big difference from the exact soliton solution always yielded estimates which greatly differ from the exact soliton solution.
The figures of the different coefficients C u i , i = 1 to 6 with respect to N show their variation with N and also show the onset of convergence [25] . From the figures for the values of the coefficients with respect to N , the convergence of the coefficients to specific values can be seen [25] . The values of the relevant coefficients C u i and C v i are summarized for the different values of N in Table. 1. The variation of the parameter a vs N was also studied. The plot Fig. 4.3 is shown below. It is observed that the value of a changes very little for N > 4. This is an important observation that links the lattice spacing to the variational calculations. The variational method is also useful for the estimation of important physical parameters of the soliton for various frequency detunings [10] . The method used to get the polynomial system for N ≤ 7 encountered difficulties at N = 8, for an excessive amount of computer time and memory was needed to obtain the indefinite integral of (u 2 (8) + v 2 (8)) 2 was involved. The computer system ran out of memory when attempting to evaluate the limits giving the definite integral:
It was observed that u (8) and v (8) , with the use of the Maple function factor, can be written in the convenient form:
where P (tanh(x)) and Q(tanh(x)) are polynomials in w = tanh(x). Therefore, the expression:
can be written as:
and so as
This indefinite integral of a polynomial is much faster to evaluate than the original integral. This yields a more efficient way to obtain the resulting polynomial system for higher N . Then the extrapolation method can be used to derive one of the best soliton-like solutions from the previous N case. More importantly, this method can be easily extended for higher degree and higher dimensional problems. Also, an expression for the product of two Legendre polynomials as a simple series in just one Legendre polynomial [26] can simplify the evaluation of the expression I N L (the nonlinear term) as an integral over just two Legendre polynomials rather than four.
Conclusions
Liquid crystals are being studied currently with great interest for their likely applications in optical switches and tunable photonic crystals. Their usefulness arises from the fact that the value of the dielectric constant of a given crystal depends on the strength of the electromagnetic field it is placed in. Thus, the location of the band gap can be adjusted by adjusting the field. Since the field can be easily tuned, one has an easily tunable photonic crystal. The non-linear equations used in our work, describe to a reasonable degree of accuracy, a liquid crystal, coupled to an electromagnetic field.
The challenge in the field is to understand and create photonic band gaps (PBG). This work shows that mathematically rigorous methods can explore the full structure of low N energy expansions. The resulting solutions are then used as starting points for more traditional numerical methods for higher N . The qualitative dependence of PBG models on their parameters needs to be understood. Variational techniques, coupled with numerical, computer algebra and homotopy methods, show promise for building such a qualitative picture. This approach addresses a number of practical difficulties. Our experiments show that this method can fail for N ≥ 8. However, we were able to extend our method and resolve this problem by change of variable which converted the integral into an integral of some polynomials, which could be integrated efficiently. We also resolved numerical problems by developing an extrapolation method in which the best order N soliton-like solution is substituted into the order N + 1 system, then linearized and solved for new coefficients appearing at order N + 1 using Least Squares. This provided an initial guess for the order N + 1 coefficients which was good enough for Maple's Newton solver to converge to the desired soliton-like solution.
This paper is also an exploration of soliton and solitary wave solutions. Zabusky and Kruskal [12] have shown that different solitary waves interact like particles preserving their amplitude and hence are termed solitons. Solutions of this type are important physically and develop even if the initial conditions are not in this shape. This physical property also holds for other physically interesting nonlinear dispersive waves obeying nonlinear partial differential equations. Many assumptions are made in modelling photonic band gaps (PBG), including the slowly varying envelope approximation (SVEA) and other assumptions. A weakly nonlinear formulation based on Mathieu-Hill vector wave solutions [28] , with appropriate scaling, would lead to a system of differential equations for the envelopes of solitary waves. Systematic modern methods from Computer Algebra and Algebraic Geometry can be used to examine assumptions such as the nonuniqueness mentioned above and provide information on the structure of the obtained solutions.
From an experimental perspective, Wadsworth etal [30] have observed soliton effects in a pure silica photonic crystal fibre with group velocity dispersion (GVD) characteristics that are not attainable in conventional fibre. The fundamental soliton was observed and the second soliton were observed despite other accompanying nonlinear effects.
The question also arises on how to define and compute homotopic charges of the solitons in this approximate numerical scheme. This is precisely what will be needed to distinguish various multisoliton configurations. Firstly the topological properties of particular solitonic configurations of interest have to be identified and the most general ansatz consistent with these topological charges for the exact analytical solution has to be constructed before developing numerical techniques to tackle this particular class of solutions.
In a broader context, function space methods for nonlinear PDE, are intrinsically topological, since at each order of expansion, the corresponding sequence of approximations must, for eventual convergence to a solution, lie in a ball of arbitrary radius, separated from sequences that do not converge to physical solutions. Defining a suitable equivalence relation, partitions the function space into disjoint simply connected regions. From this perspective the use of homotopic methods involving continous deformations, which preserve topology, is natural. The homotopy method PHCpack found all real solutions with its robust and efficient performance for lower values of N . The recent experimental work [31] on ion implantation lithography for surface patterning through a mask of silica microspheres followed by selective chemical etching has shown that periodic variations in the implantation depth are generated due to the periodic thickness variation provided by the geometry of the spheres. This work as well as the homotopy method suggest the idea that PBG are topological structures defining disjoint simply connected regions. This work [25] might assist in identifying the onset of convergence in further investigations on higher dimensional band gap soliton structures.
