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a b s t r a c t
Let Ω be a smooth bounded domain in RN , (N ≥ 3).We consider the long time behavior
of solutions to the p-Laplacian equation
ut −∆pu+ f (u) = g
where 2 ≤ p < N,−∆p = −div(|∇u|p−2∇u) is the p-Laplace operator. Assume that g
and the initial condition u0 lie in L1(Ω), f : R → R is of class C1 and satisfies proper
growth conditions. Firstly, we prove the uniqueness of the entropy solution and establish
some regularity results. Then we show the existence of a global attractor A in Lr−1(Ω) ∩
W 1,s0 (Ω)with s < max{ N(p−1)N−1 , p(r−1)r }. To obtain the results, a decomposition method and
a bootstrap technique are used.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in the long time behavior of solutions to the following equationsut −∆pu+ f (u) = g inΩ × R
+,
u = 0 on ∂Ω × R+,
u(x, 0) = u0 inΩ,
(1.1)
where 2 ≤ p < N, −∆p = −div(|∇u|p−2∇u) is the p-Laplace operator.We assume that u0 ∈ L1(Ω), g ∈ L1(Ω), f : R→ R
is a C1 function and there exist positive constants l, c1, c2, k, C such that ∀s ∈ R,
f ′(s) ≥ −l, (1.2)
c1|s|r − k ≤ f (s)s ≤ c2|s|r + k, r ≥ 2, (1.3)
|f ′(s)| ≤ C(1+ |s|r−2), r ≥ 2. (1.4)
The long time behavior of solutions to problem (1.1), 2 ≤ p < ∞, with regular data, such as g, u0 ∈ L2(Ω), has been
studied extensively by many authors, see [1–4]. However, few results have been obtained when g and u0 are nonregular.
In [5], the authors considered the problem with u0 ∈ Lq(Ω) (q ≥ 1), however they assume that g ∈ L∞(Ω). Since many
physical models lead to problems with L1 or measure data [6–9], it is interesting and meaningful to study such a kind of
problems. Thus, we consider the above problem in this paper. We are mainly concerned with the case 2 ≤ p < N , as when
p ≥ N , one can get better regularities for the solutions, and it would be easier to obtain the main results here.
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Existence and regularity results for parabolic equations involving L1 or measure data have been widely studied in the
past decades, see [10–19] and references therein. In the well-known paper [12], the authors studied the Cauchy problem
with Dirichlet boundary condition
ut − div(a(x, t,∇u)) = µ,
u(x, 0) = u0(x), (1.5)
where µ ∈ M((0, T ) × Ω), u0 ∈ M(Ω),−div(a(x, t,∇u)) is an operator of Leray–Lions type. Using approximation and
compactness arguments, they obtained the existence of a distributional solution, that is, a function u ∈ L1(0, T ;W 1,10 (Ω))
for any T > 0 such that a(x, t,∇u) ∈ (L1((0, T )×Ω))N , and for any ϕ ∈ C∞c ([0, T )×Ω),
−
 T
0

Ω
uϕtdxdt +
 T
0

Ω
a(x, t,∇u)∇ϕdxdt =
 T
0

Ω
gϕdxdt +

Ω
u0ϕ(0)dx.
According to [13], the solution obtained there lies in Lr(0, T ;W 1,q0 (Ω)), with
1 ≤ q < min

N(p− 1)
N − 1 , p

, 1 ≤ r ≤ p,
N(p− 2)+ p
r
+ N
q
> N + 1.
Since the regularity of the distributional solution is not regular enough to provide uniqueness [18,16], the concept of
entropy solutions was proposed for nonlinear parabolic equations in [18] (see also [11]). Supposing u0 ∈ L1(Ω), f ∈
L1((0, T )×Ω), the author proved that (1.5) possesses a unique entropy solution u in Lr(0, T ;W 1,r0 (Ω))with r < p(N+1)−NN+1 .
After that, more results on the existence and regularity of entropy solutions to nonlinear parabolic equations were obtained
in [20–23].
Recently, the long time behavior of entropy solutions for problem (1.1) with f (s) ≡ 0 was studied in [24]. Actually, the
author considered more general operators. It was obtained that the entropy solution of the parabolic equations converges
in L1(Ω) to the unique entropy solution of the corresponding stationary equations. Similar results were also obtained for
linear parabolic equations [15] and parabolic equations with natural growth terms [25].
In this paper, we shall consider the asymptotic behavior of entropy solutions to problem (1.1), with general nonlinear
term f (u). Firstly, we provide the existence and uniqueness results for the entropy solution. Then we establish some new
regularity results on the entropy solution. At last, we prove the existence of a global attractor A in Lr−1(Ω) ∩ W 1,s0 (Ω)
with s < max{N(p−1)N−1 , p(r−1)r }. Such a result is optimal, since a stationary solution v to problem (1.1), which is only in
Lr−1(Ω)∩W 1,s0 (Ω)with s < max{N(p−1)N−1 , p(r−1)r }, lies in the global attractor. So we can only expect that the global attractor
is compact and invariant in such a space. However, we may go further concerning the attraction of the global attractor. We
show that the global attractor A attracts every bounded subset of L1(Ω) in the norm topology of Lq(Ω)∩W 1,p0 (Ω), for any
q ∈ [1,∞).
If g is a bounded Radon measure which does not charge the sets of zero parabolic p-capacity (see [14] for details) and
is independent of time, then with minor modifications, one can prove that the results above still hold true. Moreover, if
f (s) ≡ 0, using our arguments one can prove that the unique entropy solution to parabolic problem (1.1) converges to the
unique stationary entropy solution in the norm topology of Lq(Ω) ∩W 1,p0 (Ω), for any q ∈ [1,∞).
It is well known that to obtain the global attractor one needs the dissipation and compactness of the solution semigroup,
see [26,27,3,28,29]. Hence, we need some estimates on the solution such as
Ω
|u(t)|sdx < C, for some s ≥ 1 and any t > t0,
Ω
|∇u(t)|mdx < C for somem ≥ 1 and any t > t1.
Since g, u0 lie only in L1(Ω), it is not easy to find proper test functions to get the estimates directly. This is the first difficulty
we encounter in this paper. We shall use some decomposition and bootstrap techniques to overcome this difficulty.
The second difficulty we encounter here lies in the fact that the solution semigroup is only continuous in L1(Ω). To
obtain the existence of a global attractor, one usually needs the semigroup to be continuous [27,3] or norm-to-weak
continuous [29]. Unfortunately, we do not have these continuity results for the semigroup generated by problem (1.1) in
the space Lr−1(Ω) ∩ W 1,s0 (Ω), s < max{N(p−1)N−1 , p(r−1)r }. To overcome this difficulty, we use a new sufficient condition for
the existence of global attractors, by which we do not need the continuity of the semigroup, not even the norm-to-weak
continuity.
Our main results can be stated as follows.
Theorem 1.1. Assume that u0, g ∈ L1(Ω) and f satisfies assumptions (1.2)–(1.4). Then problem (1.1) admits a unique entropy
solution u, which can be decomposed as u(t) = w(t)+ v with
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(a) v ∈ W 1,s0 (Ω) with s < max{ p(r−1)r , N(p−1)N−1 }.
(b) w ∈ L∞(δ,∞; Lq(Ω)) for any δ > 0, 1 ≤ q < ∞. Moreover, there exist a constant Mq and a time tq(u0, g) such that
∥w(t)∥Lq(Ω) ≤ Mq for all t ≥ tq(u0, g).
(c) w ∈ L∞(δ,∞;W 1,p0 (Ω)) for any δ > 0. Moreover, there exist a constant ρ and a time T0(u0, g) such that ∥w(t)∥W1,p0 (Ω) ≤
ρ for all t ≥ T0(u0, g).
Here v is an entropy solution of the stationary problem corresponding to problem (1.1), andw is an distributional solution of the
following problemwt −∆pu−∆pv + f (v + w)− f (v) = 0 inΩ × R
+,
w = 0 on ∂Ω × R+,
w(x, 0) = u0 − v inΩ.
(1.6)
Remark 1.1. In [30], the authors considered the regularity of distributional solutions to the equation
ut −∆pu+ |u|r−2u = g with g ∈ L1((0, T )×Ω).
They obtained that u ∈ Lq(0, T ;W 1,q0 (Ω))with q < p(r−1)r , when r > p(N+1)−NN . Here, g does not depend on time. So we can
get better regularity results, i.e.
(i) u ∈ L∞(δ,∞; Lr−1(Ω)) for any δ > 0. Moreover, there exist a constant ρ1 and a time t0(u0, g) such that ∥u(t)∥Lr−1(Ω) ≤
ρ1 for all t ≥ t0(u0, g).
(ii) u ∈ L∞(δ,∞;W 1,s0 (Ω)) for any δ > 0, s < max{ p(r−1)r , N(p−1)N−1 }. Moreover, there exist a constant ρ2 and a time T0(u0, g)
such that ∥u(t)∥W1,s0 (Ω) ≤ ρ2 for all t ≥ T0(u0, g).
With the regularity results above, we can easily obtain the existence of a global attractor in L1(Ω).
Theorem 1.2. Assume that u0, g ∈ L1(Ω) and f satisfies assumptions (1.2)–(1.4). Then the semigroup generated by prob-
lem (1.1) admits a global attractor A in L1(Ω), i.e.A is compact, invariant in L1(Ω) and attracts every bounded subset of L1(Ω)
in the norm topology of L1(Ω).
From the regularity results, we may assert that A lies inW 1,s0 (Ω), s < max{ p(r−1)r , N(p−1)N−1 }. As we said before, this is the
best one can do, since the stationary entropy solution v ∈ W 1,s0 (Ω) with s < max{ p(r−1)r , N(p−1)N−1 } belongs to the attractor.
Yet, we have the following refined results on the attraction of the global attractor.
Theorem 1.3. Assume that u0, g ∈ L1(Ω) and f satisfies assumptions (1.2)–(1.4). Then the global attractor A is actually
compact, invariant in Lr−1(Ω) ∩ W 1,s0 (Ω), s < max{N(p−1)N−1 , p(r−1)r }, and attracts every bounded subset of L1(Ω) in the norm
topology of Lq(Ω) ∩W 1,p0 (Ω) for any 1 ≤ q <∞.
In the remainder of the paper, we first provide some preliminaries in Section 2. Then we give the proofs of the main
theorems in Section 3. For convenience, for any T > 0 we use QT to denote (0, T )×Ω hereafter. Also, we denote by |E| the
Lebesgue measure of the set E, and denote by C any positive constant, which may be different from each other even in the
same line.
2. Some preliminaries
Consider the following elliptic problem
∆pv + f (v) = g inΩ,
v = 0 on ∂Ω. (2.1)
For any k > 0, define
ψk(s) =
k, s > k
s, |s| ≤ k
−k, s < −k,
(2.2)
and denote the primitive function of ψk(s) by
Ψk(s) =
 s
0
ψk(τ )dτ .
An entropy solution to problem (2.1) is a function v such that f (v) ∈ L1(Ω), ψk(v) ∈ W 1,p0 (Ω) and moreover
Ω
|∇v|p−2∇v∇ψk(v − φ)dx+

Ω
f (v)ψk(v − φ)dx ≤

Ω
ψk(v − φ)gdx
for everyφ ∈ W 1,p0 (Ω)∩L∞(Ω) and all k > 0. Such a conceptwas first introduced in [31] for the nonlinear elliptic problems.
Then it was adapted by many authors in other problems [32].
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In [18], the entropy formulation for parabolic equations was proposed. Following its scheme, the definition of entropy
solutions to problem (1.1) reads as follows
Definition 2.1. A function u is called an entropy solution of problem (1.1), if for any T > 0 and k > 0, u ∈ C([0, T ]; L1(Ω))∩
Lr−1(QT ), ψk(u) ∈ Lp(0, T ;W 1,p0 (Ω)) and moreover,
Ω
Ψk(u− ϕ)(T )dx−

Ω
Ψk(u(0)− ϕ(0))dx+
 T
0
⟨ϕt , ψk(u− ϕ)⟩W−1,p′ (Ω),W1,p0 (Ω)dt
+

QT
f (u)ψk(u− ϕ)dxdt +

QT
|∇u|p−2∇u · ∇ψk(u− ϕ)dxdt ≤

QT
ψk(u− ϕ)gdxdt
for all ϕ ∈ C([0, T ]; L1(Ω)) ∩ L∞(QT ) ∩ Lp(0, T ;W 1,p0 (Ω))with ϕt ∈ Lp′(0, T ;W−1,p′(Ω)).
Remark 2.1. Since
Ω
Ψk(v − ϕ)(T )dx−

Ω
Ψk(v − ϕ(0))dx = −
 T
0
⟨(v − ϕ)t , ψk(v − ϕ)⟩dt
= −
 T
0
⟨ϕt , ψk(v − ϕ)⟩dt.
It is not difficult to find that an entropy solution v(x) to problem (2.1) is actually an entropy solution to problem (1.1) with
initial data u0 = v(x), see also [24].
Since the proof of themain theoremsmainly rely on an approximation scheme, we first provide a useful lemma to insure
the validity of passing to the limits in the estimates of approximation solutions.
Lemma 2.1. Let X, Y be two Banach spaces, X be separable, reflexive, and X ⊂ Y with dual X∗. Suppose that {un} is uniformly
bounded in L∞((0, T ); X) with
ess sup
t∈[0,T ]
∥un(t)∥X ≤ C,
and that un → u weakly in Lr((0, T ); X) for some r ∈ (1,∞). Then
ess sup
t∈[0,T ]
∥u(t)∥X ≤ C .
Moreover, if u ∈ C([0, T ]; Y ), then in fact
sup
t∈[0,T ]
∥u(t)∥X ≤ C .
We will use this lemma in Theorem 1.1, with X = W 1,p0 (Ω) or Lr(Ω)(1 < r <∞), Y = L1(Ω).
Proof. Since un is uniformly bounded in L∞(0, T ; X) and X is separable, reflexive, it has a subsequence {unj} that converges
weakly∗ to some v ∈ L∞(0, T ; X). By the definition of weak∗ convergence, for any ζ ∈ L1(0, T ; X∗) T
0
⟨unj(t), ζ (t)⟩dt →
 T
0
⟨v(t), ζ (t)⟩dt.
Noting that |  T0 ⟨unj(t), ζ (t)⟩dt| ≤ C∥ζ∥L1(0,T ;X∗), we have
∥v∥L∞(0,T ;X) ≤ C .
Since Lr
′
(0, T ; X∗) ⊂ L1(0, T ; X∗), r ′ = rr−1 , T
0
⟨unj(t), ζ (t)⟩dt →
 T
0
⟨v(t), ζ (t)⟩dt, ∀ζ ∈ Lr ′(0, T ; X∗).
By the uniqueness of weak limits, we have u = v and
ess sup
t∈[0,T ]
∥u(t)∥X ≤ C .
Now if u ∈ C([0, T ]; Y ), we suppose that there exists a t0 ∈ [0, T ] such that ∥u(t0)∥X > C . Since ∥u(t)∥X ≤ C almost
everywhere, we can find a sequence tj → t0 such that ∥u(tj)∥X ≤ C, j ≠ 0. Then there exists a subsequence {u(tnj)},
which converges weakly to some w in X with ∥w∥X ≤ C . Since u(t) → u(t0) in Y , it follows that w = u(t0), and we have
∥u(t0)∥X ≤ C . 
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To study the attraction of the global attractor, we need the following lemma.
Lemma 2.2. Let X, Y be two Banach spaces with imbedding X ↩→ Y , {S(t)}t≥0 be a continuous semigroup on Y . Assume that
{S(t)}t≥0 is asymptotically compact in X and has an absorbing set B0 ⊂ X, i.e. for any bounded set B ⊂ Y , there exists a T = T (B)
such that
S(t)B ⊂ B0 for all t ≥ T . (2.3)
Then {S(t)}t≥0 has a global attractor A in X, which is compact, invariant in X and attracts every bounded subset of Y in the norm
topology of X.
Proof. We proved this lemma in [33], but for convenience, we provide the proof here again. Define
A = ∩s≥0 ∪t≥s S(t)B0Y .
Here A
Y
means the closure of the set A in the topology of Y . We prove that A is compact in X . Let
A ′ = ∩s≥0 ∪t≥s S(t)B0X .
Obviously A ′ ⊆ A . On the other hand, for any x ∈ A , there exist xn ∈ B0, tn →∞ such that
S(tn)xn → x, in Y , as n →∞.
From the asymptotic compactness of S(t) in X , there exist xnj , tnj such that
S(tnj)xnj → x, in X as nj →∞.
Thus, we have A = A ′, and A is compact in X .
Now, we prove that A is invariant in X . Since S(t)A ⊂ A in X , we need only to prove that A ⊂ S(t)A . For any x ∈ A ,
there exist xn ∈ B0 and tn →∞ such that
S(tn)xn → x, in Y .
By the compactness of S(t), we know that {S(tn − t)xn} has a subsequence {S(tnk − t)xnk}, which converges to a point y in
X , that is,
S(tnk − t)xnk → y,
and so y ∈ A . By the continuity of the semigroup in Y , we obtain
x ← S(tnk)xnk = S(t)S(tnk − t)xnk → S(t)y.
Hence,
S(t)y = x, in Y .
Since S(t)y ∈ X, x ∈ X , we have
S(t)y = x, in X,
which implies that
A ⊂ S(t)A for any t ≥ 0.
Thus
A = S(t)A .
We argue by contradiction to verify the attraction property of A . If A does not attract every bounded subset of Y , there
is a bounded set B1 ⊂ Y , a δ > 0 and a sequence tn →∞ such that
distX (S(tn)(B1),A ) = sup
x∈S(tn)(B1)
inf
y∈A ∥x− y∥X ≥ δ.
It follows that there are xn ∈ B1 with
distX (S1(tn)xn,A ) ≥ δ/2.
From the compactness of S(t), there are subsequences {xnj} and tnj →∞ such that S(tnj)xnj → z inX , and distX (z,A ) ≥ δ/2.
Since
z = lim
n→∞ S(tnj)(xnj) = limnj→∞ S(tnj − t0)S(t0)(xnj)
= lim
nj→∞
S(tnj − t0)zj,
with zj = S(t0)(xnj) ∈ B0. Therefore, z ∈ A , a contradiction! 
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Remark 2.2. Generally speaking, to obtain global attractors one needs the semigroup to be norm-to-norm continuous
or weak-to-weak continuous [1,29]. However, for some problems one cannot obtain such kinds of continuity in certain
spaces [27,29]. So, the author in [29] proposed the notion of norm-to-weak continuous semigroup. Here, to obtain the global
attractor in the space X , we do not need the semigroup to be continuous or norm-to-weak continuous in X . We only need
the semigroup to be continuous in a less regular space Y .
3. Proof of the main theorems
This section is devoted to proving Theorems 1.1–1.3. Consider the approximation problem of (1.1),
unt −∆pun + f (un) = gn inΩ × R+,
un = 0 on ∂Ω × R+,
un(x, 0) = un0 inΩ,
(3.1)
where gn ∈ L∞(Ω), un0 ∈ L∞(Ω) converges respectively to g, u0 in L1(Ω)with
∥un0∥L1(Ω) ≤ ∥u0∥L1(Ω), ∥gn∥L1(Ω) ≤ ∥g∥L1(Ω).
It is well known that there exists a unique weak solution un to equations above for each n, with
un ∈ C([0, T ]; L2(Ω)) ∩ Lp(0, T ;W 1,p0 (Ω)) ∩ L∞(QT ),
unt ∈ Lp
′
(0, T ;W−1,p′0 (Ω)).
Similar to [12], taking ψ1(un) as a test function, one can prove that the sequence {un} is bounded in Lr−1(QT ), {∇un}
is bounded in Lq(QT ), q <
(N+1)p−N
(N+1) . Thus {f (un)} is bounded in L1(QT ), and {unt } is bounded in L1(0, T ;W−1,s(Ω)) +
L1(0, T ; L1(Ω))with s < (N+1)p−N
(N+1)(p−1) . So u
n converges (up to subsequences) to a function u in L1(QT ) by a compactness lemma
of Aubin’s type, see [34]. From Vitali’s convergence theorem, we obtain that f (un) converges (up to subsequences) to f (u)
in L1(QT ) (see also Section III in [12]). Now we prove the following claim.
Claim 1. ∇un converges (up to subsequences) to ∇u in L1(QT ).
Proof. For ε > 0, takingψε(un− um) (defined as in (2.2)) as a test function in (3.1) with gn, un0 and gm, um0 respectively, one
can deduce that
⟨(un − um)t , ψε(un − um)⟩ + c

Ω
ψ ′ε(u
n − um)|∇un −∇um|pdx
≤

Ω
|(f (un)− f (um))ψε(un − um)|dx+

Ω
|(gn − gm)ψε(un − um)|dx.
Let Ψε(s) be the primitive function of ψε(s). We deduce that
Ω
Ψε(un − um)(T )dx−

Ω
Ψε(un − um)(0)dx+ c
 T
0

Ω
ψ ′ε(u
n − um)|∇un −∇um|pdxdt
≤
 T
0

Ω
|(f (un)− f (um))ψε(un − um)|dxdt +
 T
0

Ω
|(gn − gm)ψε(un − um)|dxdt.
Note that {f (un)}, {gn} are bounded in L1(QT ), and 0 ≤ Ψε(s) ≤ ε for 0 < ε < 1. We obtain that T
0

Ω
ψ ′ε(u
n − um)|∇un −∇um|pdxdt =

Q 1T
|∇un −∇um|pdxdt
≤ 2C1ε + 2C2ε +

Ω
Ψε(un − um)(0)dx < Cε,
where Q 1T = {(x, t) ∈ QT : |un(x, t)− um(x, t)| ≤ ε}. Using Hölder inequality, we get
QT
|∇un −∇um|dxdt =

Q 1T
|∇un −∇um|dxdt +

QT \Q 1T
|∇un −∇um|dxdt
≤ Cε1/p + Cmeas{(x, t) : |un(x, t)− um(x, t)| > ε}1−1/q
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for some q in (1, (N+1)p−N
(N+1) ). Since u
n converges (up to subsequences) to a function u in L1(QT ), {un} (up to subsequences) is
a Cauchy sequence in measure. Then the inequality above implies that
QT
|∇un −∇um|dxdt < Cε1/p + Cε, for n, m > n0(ε)
that is, {∇un} (up to subsequences) is a Cauchy sequence in L1(QT ). This completes the proof of the claim. 
Similar to Claim 2 in [18], we can prove that {un} is a Cauchy sequence in C([0, T ]; L1(Ω)). Thus combining the
convergence results above, un converges (up to subsequences) to an entropy solution u(t) of the parabolic p-Laplacian
equations in C([0, T ]; L1(Ω)). Furthermore, similar to [35] we have
(i) u ∈ Lq(0, T ;W 1,q0 (Ω)), q < p(r−1)r , if r ≥ p(N+1)N ;
(ii) u ∈ Lq(0, T ;W 1,q0 (Ω)), q < (N+1)p−N(N+1) , if 2 ≤ r < p(N+1)N .
Let vn be a solution to the following equations−∆pvn + f (vn) = gn inΩ,
vn = 0 on ∂Ω. (3.2)
From results in [31,36], we know that sequence {vn} converges (up to subsequences) to an entropy solution v of the limit
problem−∆pv + f (v) = g inΩ,
v = 0 on ∂Ω. (3.3)
Moreover,
(I) v ∈ W 1,s0 (Ω), s < p(r−1)r , if r ≥ p(N−1)N−p ;
(II) v ∈ W 1,s0 (Ω), s < N(p−1)N−1 , if 2 ≤ r < p(N−1)N−p .
Denotingwn = un − vn, then it satisfies for each n,
wnt − (∆pun −∆pvn)+ f (vn + wn)− f (vn) = 0 inΩ × R+,
wn = 0 on ∂Ω × R+,
wn(x, 0) = un0 − vn inΩ.
(3.4)
Consequently, wn (up to subsequences) converges to w(=u(x, t) − v(x)) in C([0, T ]; L1(Ω)) with w ∈ C([0, T ]; L1(Ω)).
Next, we need only to prove the uniqueness and the regularity results of the entropy solution.
Proof of Theorem 1.1. Conclusion (a) follows directly from (I), (II) above. We begin to prove conclusion (b). Taking ψ1(un)
as a test function in (3.1), we have
d
dt

Ω
Ψ1(un)dx+

Ω
f (un)ψ1(un)dx ≤ ∥g∥L1(Ω) (3.5)
Since
f (un)ψ1(un) = f (un)sgn(un)|ψ1(un)| ≥ (C |un|r−1 − C)|ψ1(un)|, (3.6)
we deduce that
d
dt

Ω
Ψ1(un)dx+ C

Ω
|Ψ1(un)|dx ≤ ∥g∥L1(Ω) + C |Ω|.
Gronwall’s inequality implies that
Ω
Ψ1(un(t))dx ≤ ∥u0∥L1(Ω)e−Ct + C |Ω| + C∥g∥L1(Ω).
Since 
Ω
|un(t)|dx ≤

Ω
Ψ1(un(t))dx+ |Ω|,
we get
Ω
|un(t)|dx ≤ ∥u0∥L1(Ω)e−Ct + C |Ω| + C∥g∥L1(Ω), t ≥ 0.
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Moreover, integrating (3.5) between t and t + 1, we deduce from (3.6) that t+1
t

Ω
|un|r−1dxdξ ≤ C ∥u0∥L1(Ω)e−Ct + |Ω| + ∥g∥L1(Ω) .
Similar calculations in (3.2) insure that
Ω
|vn|r−1dxdξ ≤ C .
Thus  t+1
t

Ω
|wn|r−1dxdξ ≤ C
 t+1
t

Ω
(|un|r−1 + |vn|r−1)dxdξ ≤ C for t ≥ 0, (3.7)
where C is independent of n. Next, we begin the bootstrap argument. We divide the arguments into two cases:
Case 1. r ≥ 3.
In this case, we multiply (3.4) by |wn|q−2wn, q ≥ r − 1 ≥ 2, and integrate onΩ , to obtain
1
q
d
dt

Ω
|wn|qdx+ (q− 1)

Ω
|∇wn|p|wn|q−2dx ≤ Cl

Ω
|wn|qdx.
Since |∇wn|p|wn|q−2 = ( pq+p−2 )p|∇(|wn |
q−2
p wn)|p, we obtain
d
dt

Ω
|wn|qdx+

Ω
∇ |wn| q−2p wnp dx ≤ Cl 
Ω
|wn|qdx. (3.8)
Setting q0 = r − 1, and integrating (3.8) between s and t + 1(t ≤ s < t + 1) gives
Ω
|wn(t + 1)|q0dx ≤ Cl
 t+1
s

Ω
|wn|q0dxdξ +

Ω
|wn(s)|q0dx.
Integrating the last inequality with respect to s between t and t + 1, we get
Ω
|wn(t + 1)|q0dx ≤ (Cl+ 1)
 t+1
t

Ω
|wn|q0dxdξ . (3.9)
Therefore,
Ω
|wn(t)|q0dx ≤ (q0l+ 1)C, for all t ≥ 1. (3.10)
Integrating (3.8) on [t, t + 1] for t ≥ 1, we deduce that t+1
t

Ω
∇(|wn| q0−2p wn)p dxdξ ≤ Cl  t+1
t

Ω
|wn(ξ)|q0dxdξ + C

Ω
|wn(t)|q0dx ≤ C . (3.11)
Thus for any t ≥ 1, there exists at least a t0 ∈ [t, t + 1] such that
Ω
∇ |wn(t0)| q0−2p wn(t0)p dx ≤ C . (3.12)
Standard Sobolev imbedding implies that
Ω
|wn(t0)|
N(q0+p−2)
N−p dx ≤ C . (3.13)
Now taking q = q1 = N(q0+p−2)N−p in (3.8), we have
d
dt

Ω
|wn|q1dx+

Ω
∇ |wn| q1−2p wnp dx ≤ Cl 
Ω
|wn|q1dx. (3.14)
Using Gagliardo–Nirenberg inequality and Young inequality we deduce that
d
dt

Ω
|wn|q1dx+

Ω
∇ |wn| q1−2p wnp dx ≤ C 
Ω
|wn|q0dx
γ
. (3.15)
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Integrating (3.15) between t0 and t0 + s, 0 < s ≤ 1, we obtain
Ω
|wn(t0 + s)|q1dx ≤

Ω
|wn(t0)|q1dx+ C

Ω
|wn|q0dx
γ
.
Therefore, from (3.10) and (3.13) we get
Ω
|wn(t)|q1dx ≤ C, for all t ≥ 2,
where C is independent of n. Integrating (3.15) between t and t + 1 for t ≥ 2, we deduce that t+1
t

Ω
∇ |wn| q1−2p wnp dxdξ ≤ C .
Similar to (3.12)–(3.13), for any t ≥ 2, there exists at least a t0 ∈ [t, t + 1] such that
Ω
|wn(t0)|q2dx ≤ C, q2 = N(q1 + p− 2)N − p .
Bootstraping the above processes, we can deduce that
Ω
|wn(t)|qkdx ≤ C, for t ≥ Tk, (3.16)
with qk = N(qk−1+p−2)N−p , q0 = r − 1, C being independent of n. From Lemma 2.1, we have
∥w(t)∥qkLqk (Ω) =

Ω
|w(t)|qkdx ≤ C for all t ≥ Tk.
Taking k large enough, we get the second part of (b). If the integrations are taken over [t, t + δ0] instead of [t, t + 1], we get
the first part of (b).
Case 2. 2 ≤ r < 3.
In this case, |wn|q−2wn, 2 > q ≥ p − 1 is not so regular at zero. Therefore, in the first several steps of the bootstrap
processes, we multiply (3.4) by
ψk((|wn| + ε)qi−1 − εqi−1)sgn(wn), i = 0, 1, . . . .
Taking the same calculations and letting ε go to zero and k go to infinity, we have the same results as in Case 1.
Now we prove conclusion (c). Multiplying (3.4) withwn, we deduce that
d
dt

Ω
|wn|2dx+

Ω
|∇wn|pdx ≤ Cl

Ω
|wn|2dx.
Integrating over [t, t + 1], t ≥ T ′, we get t+1
t

Ω
|∇wn|pdxdt ≤ C, (3.17)
with C independent of n. Now, multiplying (3.4) withwnt , we obtain
Ω
|wnt |2dx+
1
p
d
dt

Ω
|∇wn|pdx+ d
dt

Ω
(F(wn + vn)− F(vn)− f (vn)wn)dx = 0, (3.18)
where F(v + σ) =  σ0 f (v + s)ds. Integrating (3.18) between s and t + 1(t ≤ s < t + 1) gives
Ω
|∇wn(t + 1)|pdx+ p

Ω
(F(wn(t + 1)+ vn)− F(vn)− f (vn)wn(t + 1))dx
≤

Ω
|∇wn(s)|pdx+ p

Ω
(F(wn(s)+ vn)− F(vn)− f (vn)wn(s))dx.
Now, integrating the above inequality with respect to s between t and t + 1 we obtain
Ω
|∇wn(t + 1)|pdx+ p

Ω
(F(wn(t + 1)+ vn)− F(vn)− f (vn)wn(t + 1))dx
≤
 t+1
t

Ω
|∇wn|pdxdξ + p
 t+1
t

Ω
(F(wn + vn)− F(vn)− f (vn)wn)dx
 dξ . (3.19)
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Since 
Ω
(F(wn + vn)− F(vn)− f (vn)wn)dx =

Ω
 1
0
(f (vn + swn)− f (vn))wndsdx,
and
f (vn + τwn)− f (vn) =
 1
0
f ′(vn + θτwn)τwndθ, 0 ≤ τ ≤ 1.
We deduce that
Ω
(F(wn + vn)− F(vn)− f (vn)wn)dx
 ≤ 
Ω
|f ′(vn + τ ′wn)| |wn|2dx, 0 ≤ τ ′ ≤ 1.
From the assumptions on f , we have
Ω
(F(wn + vn)− F(vn)− f (vn)wn)dx
 ≤ 
Ω
C(|vn|r−2 + |wn|r−2 + 1)|wn|2dx
≤ C

∥vn∥r−2Lr−1(Ω) + ∥wn∥2L2r−2(Ω) + ∥wn∥rLr (Ω) + 1

≤ C . (3.20)
Setting T0 = max{T ′, T ′′}, combining (3.17)–(3.20) we have
Ω
|∇wn(t)|pdx ≤ C for all t ≥ T0 + 1,
and  t+1
t

Ω
|wnt |2dxdξ ≤ C for all t ≥ T0 + 1. (3.21)
From Lemma 2.1, we obtain
∥w∥W1,p0 (Ω) ≤ C for all t ≥ T0 + 1.
Thus we get the second part of (c). Taking integration over [t, t + δ] instead of [t, t + 1], the first part of (c) follows.
We are now in the position to prove the uniqueness of the entropy solution. Assume that there is another entropy solution
u to the problem. Taking ϕ = un as a test function, we have
Ω
Ψk(u− un)(T )dx−

Ω
Ψk(u0 − un(0))dx+

QT
|∇u|p−2∇u∇ψk(u− un)dxdt
+
 T
0
⟨unt , ψk(u− un)⟩dt +

QT
f (u)ψk(u− un)dxdt ≤

QT
gψk(u− un)dxdt. (3.22)
Since
ψk(u− un) ∈ Lp(0, T ;W 1,p0 (Ω)),
we take ψk(u− un) as a test function in (3.1) to obtain T
0
⟨unt , ψk(u− un)⟩dt +

QT
|∇un|p−2∇un∇ψk(u− un)dxdt
+

QT
f (un)ψk(u− un)dxdt =

QT
gnψk(u− un)dxdt. (3.23)
Subtracting (3.23) from (3.22), it yields
Ω
Ψk(u− un)(T )dx−

Ω
Ψk(u0 − un(0))dx+

QT
|∇u|p−2∇u∇ψk(u− un)dxdt
−

QT
|∇un|p−2∇un∇ψk(u− un)dxdt +

QT
f (u)ψk(u− un)dxdt
−

QT
f (un)ψk(u− un)dxdt ≤

QT
gψk(u− un)dxdt −

QT
gnψk(u− un)dxdt. (3.24)
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From Claim 1 above, we know that {∇un} converges (up to subsequences) to ∇u a.e. in QT . Hence, from Fatou’ lemma we
get 
QT
(|∇u|p−2∇u− |∇u|p−2∇u)∇ψk(u− u)dxdt ≤ lim inf
n→∞

QT
(|∇u|p−2∇u− |∇un|p−2∇un)∇ψk(u− un)dxdt. (3.25)
Note that
Ψk(u− un)(T ) ≤ k(|u(T )| + |un(T )|),
Ψk(u− un)(0) ≤ k(|u(0)| + |un(0)|).
Letting n →∞, we have
Ω
Ψk(u− un)(T )dx −→

Ω
Ψk(u− u)(T )dx,
Ω
Ψk(u0 − un(0))dx −→ 0. (3.26)
On the other hand, since gn −→ g in L1(Ω), we obtain
QT
gψk(u− un)dxdt −

QT
gnψk(u− un)dxdt −→ 0. (3.27)
From the assumptions on f , we have
−

QT
f (u)ψk(u− un)dxdt +

QT
f (un)ψk(u− un)dxdt ≤

QT
l(u− un)ψk(u− un)dxdt
≤ 2l

QT
Ψk(u− un)dxdt. (3.28)
Thus taking n →∞, we obtain
Ω
Ψk(u− u)(t)dx+

QT
(|∇u|p−2∇u− |∇u|p−2∇u)∇ψk(u− u)dxdt
≤

QT
l(u− u)ψk(u− u)dxdt ≤ 2l

QT
Ψk(u− un)dxdt. (3.29)
Then 
Ω
Ψk(u− u)(t)dx ≤ 2l
 T
0

Ω
Ψk(u− u)(t)dxdt.
Thus
sup
[0,T ]

Ω
Ψk(u− u)(t)dx ≤ 2lT sup
[0,T ]

Ω
Ψk(u− u)(t)dx.
Taking T ′ small enough such that 2lT ′ < 1, we deduce that Ψk(u − u) = 0 for all k, and hence u ≡ u in QT ′ . Dividing
[0, T ] into several intervals to carry out the same arguments, we obtain the uniqueness of the entropy solution. The proof
of Theorem 1.1 is completed now. 
Theorem1.2 follows directly from the results of Theorem1.1. Sowe only need to prove Theorem1.3. Before thatwe establish
the following estimate
Ω
|wnt |2dx ≤ C for t large enough.
Actually, differentiating (3.4) and denotingwnt bywn, we getwnt − (p− 2)div(|∇un|p−4(∇un · ∇wn)∇un)− div(|∇un|p−2∇wn)+ f ′(vn + wn)wn = 0.
Multiplyingwn and integrating onΩ , we obtain
d
dt

Ω
|wn|2dx ≤ 2l 
Ω
|wn|2dx.
Integrating the above inequality between s and t + 1(t ≤ s < t + 1), it yields
Ω
|wn(t + 1)|2dx ≤ 2l  t+1
s

Ω
|wn|2dxdξ + 
Ω
|wn(s)|2dx.
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Integrating the above inequality on (t, t + 1)with respect to s, we conclude from (3.21) that
Ω
|wn(t)|2dx ≤ (2l+ 1)  t+1
t

Ω
|wn|2dxdξ ≤ (2l+ 1)C, for t ≥ T0 + 1. (3.30)
Proof of Theorem 1.3. Let {S(t)}t≥0 be the semigroup generated by problem (1.1) and let v(x) be an entropy solution to
problem (2.1) obtained in Theorem 1.1. Since an entropy solution turns out to be a weak solution in the distributional sense,
w is a distributional solution to problem (1.6). Define
S1(t)(u0 − v(x)) = S(t)u0 − v(x).
Then it is easy to verify that {S1(t)}t≥0 is a continuous semigroup in (L1(Ω)− v) and hence in L1(Ω).
In the next, we first prove that {S1(t)}t≥0 possess a global attractorAv in Lq(Ω)∩W 1,p0 (Ω). Then by the relation between
Av and A , we obtain the result of Theorem 1.3.
From Theorem 1.1, we know that {S(t)}t≥0 possesses an absorbing set B0 in L1(Ω). Also {S1(t)}t≥0 possesses absorbing
sets B1(=B0 − v), B2 respectively in L1(Ω) and Lq(Ω) ∩W 1,p0 (Ω) for any 1 ≤ q <∞.
We now prove the asymptotic compactness of the semigroup {S1(t)}t≥0 in W 1,p0 (Ω), i.e. for any sequences {w0,k} ⊂
B1, tk → ∞, sequence {wk(tk)} has convergent subsequences, where wk(t) = S1(t)w0,k. Since {S1(t)}t≥0 is compact in
Lq(Ω), 1 ≤ q <∞, there is a subsequence {wki(tki)}, which is a Cauchy sequence in Lq(Ω), 1 ≤ q <∞. Since an entropy
solution is a distributional solution, denoting uki(tki) = wki(tki)+ v, ukj(tkj) = wkj(tkj)+ v, we deduce that
∥wki(tki)− wkj(tkj)∥pW1,p0 (Ω) ≤ C⟨∆p(wki(tki)+ v)−∆p(wkj(tkj)+ v),wki(tki)− wkj(tkj)⟩
= ⟨∂twki(tki)− ∂twkj(tkj)+ f (uki(tki))− f (ukj(tkj)), wki(tki)− wkj(tkj)⟩
≤ ∥∂twki(tki)− ∂twkj(tkj)∥L2(Ω)∥wki(tki)− wkj(tkj)∥L2(Ω)
+∥f (wki(tki)+ v)− f (wkj(tkj)+ v)∥Lσ (Ω)∥wki(tki)− wkj(tkj)∥Lσ ′ (Ω).
We then conclude form (3.30) that {wki(tki)} is a Cauchy sequence inW 1,p0 (Ω), and thus {S1(t)}t≥0 is asymptotically compact
in Lq(Ω) ∩W 1,p0 (Ω), 1 ≤ q <∞.
Using Lemma 2.2, we conclude that {S1(t)}t≥0 possesses a global attractor Av , which is compact, invariant in Lq(Ω) ∩
W 1,p0 (Ω) and attracts every bounded subset of L
1(Ω) in the norm topology of Lq(Ω) ∩W 1,p0 (Ω). Note that
Av = ∩s≥0 ∪t≥s S1(t)B2L
1(Ω) = ∩s≥0 ∪t≥s S1(t)B1L
1(Ω) = ∩s≥0 ∪t≥s(S(t)B0 − v)L
1(Ω)
,
A = ∩s≥0 ∪t≥s S(t)B0L
1(Ω)
.
Thus we have
A = Av + v,
which insures the validity of Theorem 1.2. 
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