In this paper we study the structure and give bounds for the eigenvalues of the n × n matrix, which ij entry is (i, j)
Introduction
Let S = {x 1 , x 2 , . . . , x n } be a set of distinct positive integers, and let f be an arithmetical function. Let (S) f denote the n × n matrix having f evaluated at the greatest common divisor (x i , x j ) of x i and x j as its ij entry. More formally, let ((S) f ) ij = f ((x i , x j )). Analogously, let [S] f denote the n × n matrix having f evaluated at the least common multiple [x i , x j ] of x i and x j as its ij entry. That is, ([S] f ) ij = f ([x i , x j ]). The matrices (S) f and [S] f are referred to as the GCD and LCM matrices on S associated with f .
The study of GCD and LCM matrices was initiated by H. J. S. Smith [19] in 1875, when he calculated det(S) f in case when S is factor-closed and det [S] f in a more special case. Since Smith, numerous papers have been published about GCD and LCM matrices. For general accounts see e.g. [9, 18] . There are also various generalizations of GCD and LCM matrices to be found in the literature. The most important ones are the lattice-theoretic generalizations into meet and join matrices, see e.g. [16] .
Over the years some authors have studied number-theoretic matrices that are neither GCD nor LCM matrices, but very closely related to them. For example, Wintner [20] published results concerning the largest eigenvalue of the n × n matrix having
as its ij entry and subsequently Lindqvist and Seip [17] investigated the asymptotic behavior of the smallest and largest eigenvalue of the same matrix. More recently Hilberdink [10] as well as Berkes and Weber [5] have studied this same topic from analytical perspective.
Also the norms of GCD, LCM and related matrices have been repeatedly studied in the literature. Altinisik et al. [2] investigated the norms of reciprocal LCM matrices, and later Altinisik [1] published a paper about the norms of GCD related matrix. Haukkanen [6, 7, 8] studied the n × n matrix having
as its ij entry and, among other things, gave O-estimates for the ℓ p and maximum row and column sum norms of this matrix. In this paper we study the same class of matrices, although we use a slightly different notation. Let α, β ∈ R. Our goal here is to find bounds for the eigenvalues of the n × n matrix having
as its ij entry. In order to do this we use similar techniques as Ilmonen et al [15] and Hong and Loewy [13] . One of the methods may be considered to originate from Hong and Loewy [12] . It should be noted that not much is known about the eigenvalues of GCD, LCM and related matrices. In addition to the articles mentioned above there are only a few publication that provides information about the eigenvalues (see e.g. [3, 11] ).
Preliminaries
Let A α,β n denote the n × n matrix, which ij entry is given as
where α, β ∈ R. In addition, for every n ∈ Z + we define the n × n matrix E n by
The matrix E n may be referred to as the incidence matrix of the set {1, 2, . . . , n} with respect to the divisibility relation. Next we define some important arithmetical functions that we need. First of all, let N α−β be the function such that N α−β (k) = k α−β for all k ∈ Z + . In addition, let J α−β denote the arithmetical function with
for all k ∈ Z + . This function may be seen as a generalization of the Jordan totient function, and it is easy to see that the function J α−β can be written as
the Dirichlet convolution of N α−β and the number-theoretic Möbius function.
Before we begin to analyze the eigenvalues of the matrix A α,β n we first need to obtain suitable factorizations for it.
Then the matrix A α,β n can be written as
Proof. Since the ij element of the matrix
the ij element of the matrix 8) which is also the ij element of A α,β n .
Remark 2.3. By applying Proposition 2.2 it is easy to see that
In case when α > β we are able to use a different factorization presented in the following proposition.
Proposition 2.4. Suppose that α > β. Let J α−β , D n and F n be as in Proposition 2.2, and let B n denote the real n × n matrix with
Proof. First we observe that the ij element of B n B T n is equal to
Thus the ij element of (F 13) which is also the ij element of the matrix A α,β n . Thus we have proven the first equality. The second equality follows from the fact that the matrix B n can be written as
In order to obtain bounds for the eigenvalues of the matrix A α,β n we find out the eigenvalues of the matrix E T n E n for different n ∈ Z + . The smallest eigenvalue of this matrix is denoted by t n and the largest by T n . Table 1 shows the values of the constants t n and T n for small values of n. The ij element of the matrix E T n E n is in fact equal to
the greatest integer that is less than or equal to
. This same matrix is also studied by Bege [4] when he considers it as an example. Table 1 : The constants t n and T n for n ≤ 40.
As can be seen from Table 1 , the sequences (t n ) ∞ n=1 and (T n ) ∞ n=1 seem to possess certain monotonic behavior. This encourages us to present the following conjecture.
Conjecture 2.5. For every n ∈ Z + we have
Calculations show that this conjecture holds for n = 2, . . . , 100.
Estimations for the eigenvalues
First we assume that α > β. From Proposition 2.4 it follows that in this case the matrix A α,β n is positive definite, and thus we are able to give a lower bound for the smallest eigenvalue of A α,β n . Theorem 3.1. Let α > β and let λ n,α,β 1 denote the smallest eigenvalue of the matrix A α,β n . Then λ n,α,β 1
Proof. By applying Proposition 2.4 we have
By applying Remark 2.1 and 2.3 we deduce that det A n . In addition, the greatest eigenvalue of (A
, the spectral norm of the matrix (A
By applying the submultiplicativity of the spectral norm we obtain
Since J α−β (i) > 0 for all i = 1, . . . , n we have
, . . . , 5) and similarly
For the spectral norm of the matrix (E
Now by combining equations (3.5), (3.6) and (3.7) with (3.4) we obtain
which completes the proof. In particular, this holds for the so called power GCD matrix A α,β n in which β = 0 and α > 1 and for the matrix A 1,0 n , which is the usual GCD matrix of the set {1, 2, . . . , n}. On the other hand, if β < 0, then min{1, n 2β } = n 2β and
For example, when considering the so called reciprocal matrix A 11) and by Theorem 3.1 and Remark 3.2 we have λ 6,2, In Theorem 3.1 we assume that α > β. Next we are going to prove a more robust theorem which can be used in any circumstances, but as a downside it also gives a bit more broad bounds for the eigenvalues of the matrix A α,β n . Theorem 3.5. Every eigenvalue of the matrix A α,β n lies in the real interval
Proof. Let the matrices E n , D n and F n be as above. In addition, we denote
By applying Proposition 2.2 we obtain
and next we observe that 16) where ≤ is understood componentwise. By Theorem 8.2.12 in [14] we know that now every eigenvalue of A α,β n lies in the region
where
is the spectral radius of the matrix (F
T is clearly positive semidefinite, we have
The matrix A α,β n is real and symmetric which means that all its eigenvalues are real. So we have proven that every eigenvalue of A α,β n lies in the region
By removing the absolute value function we obtain that every eigenvalue of A α,β n lies in the real interval
It is obvious that the minimum of the lower bounds of these intervals is obtained in the case when the term 2k α+β is smallest. Since the sequence (k α+β ) ∞ k=1 is monotone, the smallest value is obtained either when k = 1 or when k = n. Thus either the first or the last interval contains all the other intervals, which means that the union of the n intervals is the interval 2 min{1, n α+β } − T n · max{1, n 2β } · max Thus we have proven the claim.
Remark 3.6. Theorem 3.5 is not very useful in case when β > 0, since in this case the term max{1, n 2β } often becomes large. has 0 as an eigenvalue of multiplicity 3 and the only nonzero eigenvalue is 1.42361.
The following corollary is a direct consequece of Theorem 3.5. 
