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Abstract
Recent events have induced a surge of interest in the methods of response to releases of
hazardous materials or gases into the atmosphere. In the last decade there has been par-
ticular interest in mapping and quantifying emissions for regulatory purposes, emergency
response, and environmental monitoring. Examples include: responding to events such
as gas leaks, nuclear accidents or chemical, biological or radiological (CBR) accidents or
attacks, and even exploring sources of methane emissions on the planet Mars.
This thesis presents a review of the potential responses to hazardous releases, which
includes source localisation, boundary tracking, mapping and source term estimation. Fol-
lowing the review, source term estimation was identified as a promising approach to de-
velop upon during the remainder of the thesis, with mapping to follow. Current literature
on source term estimation is focused on using an array of static sensors to infer the location
of the source and its emission rate. Formulated as an inverse problem, optimisation or
Bayesian inference algorithms are used to fuse point-wise concentration measurements of
the hazard with meteorological information and a dispersion model. The inverse problem
is highly non-linear, ill-posed and subject to input data that is typically sporadic, noisy
and sparse.
With the technological developments in sensing and robotics, sensor equipped un-
manned vehicles are the modern approach to perform sensing tasks. In this thesis, the
use of ground and aerial robots equipped with appropriate hazardous sensors are explored
to estimate the source term of an atmospheric release. Previous work on the subject had
been limited to simulations or tests using experimental datasets.
One of the main aims of this thesis was to extend work on source estimation using mo-
bile sensors from theory and simulations to real world experiments. This aim was achieved
for the first time in the literature by the five main contributions of this thesis. A joint
Bayesian estimation and planning algorithm was developed to plan the robots path, tak-
ing into account the gain in information provided by a new manoeuvre. An experimental
set-up was devised to test source estimation algorithms in a controlled environment using
a ground robot. Successful experiments were achieved by developing a novel likelihood
function to account for the intermittent, noisy readings from short sensor measurement
sampling times. An unmanned aerial system was developed for source estimation exper-
iments in uncontrolled outdoor environments and the Bayesian estimation algorithm was
extended to consider uncertainty in all the dispersion parameters. After successful experi-
ments the methodology was extended to consider a non-continuously releasing source and
mapping algorithms were assessed for particularly unstable atmospheric conditions where
the performance of the source estimation algorithms were degraded.
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Chapter 1
Introduction
In an event involving the release of hazardous airborne material, timely acquisition of
information can save lives. This thesis describes research undertaken to enable an au-
tonomous unmanned vehicle to gather such information, in an efficient, fully automated
fashion, by searching for and estimating the source term of the release or by mapping the
spread of hazardous material. The source term is a set of parameters that characterise the
source of an atmospheric release of dispersive material. This includes several parameters
that can be used for post hazard forensics and to forecast the spread of the material using
an Atmospheric Transport and Dispersion (ATD) model. Key parameters of the source
term are the location of the source of the release and its emission rate. An example use of
the source term of a release, well-known by the general public, is forecasting the disper-
sion of ash after a volcanic eruption. The forecast is used by aviation authorities to avoid
damage to aircraft and by governments to issue health warnings to children, the elderly
and asthmatics.
Contrary to volcanic eruptions, most hazardous atmospheric releases, such as gas leaks
or chemical spills, are not visible by satellite and the locations of the releases are unknown.
In this thesis, an unmanned ground or aerial vehicle, equipped with in-situ hazardous
sensors, is used to achieve a similar level of situational awareness provided by satellite ob-
servations of the ash clouds, for releases of greenhouse gases, hazardous gases or Chemical,
Biological or Radiological (CBR) material.
Autonomous unmanned vehicles, such as unmanned aerial vehicles (UAV) have the
ability to sample from the most desirable locations to gather high quality spatial temporal
data. This can enable mapping of the distribution of hazardous material or estimation of
the location of the hazardous release and the other parameters of the source term. UAVs
are already in use by researchers, police forces, fire brigades and militaries around the
world. The benefit of such platforms and their ability to enhance a human machine unit is
undeniable. The application of UAVs to events as critical as hazardous gas leaks or CBR
incidents is the most prudent course of action. Moreover, for research and government,
they can be used to effectively monitor, explore, map and quantify sources of emissions.
1
1. Introduction
Related work in the area of source term estimation has focused on using networks of static
detectors or has been limited to simulated measurement data. One of the key features of
this thesis is experimental validation of the algorithms, leading to novel results of source
term estimation performed using a ground robot or a UAV.
1.1 Motivation
Finding the source of a gas, knowing an estimate of its emission rate, mapping or fore-
casting the spatial extent of a gas, or even simply confirming the presence or absence of
hazardous airborne material in an area has immense benefit in emergency response and
several other applications. The gaseous release could be man-made or naturally occurring,
hazardous to the environment or to human health, or provide clues as to the location of
resources. Examples of well-known naturally occurring releases include some sources of
methane emissions or volcanic eruptions [1]. In these circumstances it is of great interest
to identify and quantify these sources, and map or forecast the spread of the hazard, in
order to assess the environmental, social and commercial impact.
Man-made releases are predominantly a result of industrial emissions, accidents such
as chemical spills, or acts of terrorism and war. Characteristic examples include the
Sarin gas terrorist attacks in Japan (1995), the famous chemical accidents of Bhopal,
India (1984) and Seveso, Italy (1976), Nuclear disasters such as Fukushima (2012), and
the recent use of chemical weapons and nerve agents in Syria (2013-2018). A prompt
and accurate assessment of the whereabouts of the hazardous material and a prediction
of its future dispersion and deposition is important to enable responders to undertake
appropriate mitigation strategies and/or to extract troops/civilians from affected regions.
Hazard predictions, however, require accurate knowledge of the release parameters (the
so-called source term), as well as the local meteorological information. In many situations
this information may be unknown, or highly variable.
Existing emergency response practices for hazardous material (HAZMAT) events re-
quire either a static network of pre-deployed sensors, which can be costly and necessitate
substantial planning, or the manual collection of sensor measurements, e.g. using hand-
held devices and dedicated manned vehicles, which places people at risk. The optimal
response to releases of material hazardous to the environment or to human health would
be stand-off, rapid, and reliable; keeping people out of danger, whilst maximising the
efficiency of the response and minimising training costs. An autonomous UAV with inte-
grated hazardous sensors has the potential to provide such a response. The goal of this
thesis is to research methods that will enable it to do so.
2
1. Introduction
1.2 Background
Potential responses to a harmful atmospheric release include mapping, boundary tracking,
source localisation or source term estimation/reconstruction (STE) [2]. Mapping and
boundary tracking both aim to provide a spatial approximation of the contaminated area.
A benefit of mapping is the ability to approximate the distribution of the hazardous
material without relying on a model. However, it could be challenging to handle large
amounts of noise, large areas, intermittent sensing, and temporal variations in the hazard
distribution. Boundary tracking shares similar challenges, in addition to the splitting
up of contaminated regions. Source localisation will attempt to find the origin of the
hazardous material. Although valuable, this does not provide information about the spread
of hazardous material nor the quantity of the emission. STE methods will estimate the
location of the release and the strength of the source. With this information, an ATD
model can be used to approximate the spread of contamination and it will be possible to
forecast the future and long term hazard; including estimates of deposition [3]. The main
limitation of STE is the reliance on an ATD model to forecast the dispersion.
Estimation of the source term of an atmospheric release is most popularly achieved us-
ing a large network of static concentration sensors and meteorological stations as reviewed
in [4] and [2]. Formulated as an inverse problem, the source parameters are estimated
using optimisation or Bayesian inference algorithms based on those sensor readings. On
the other hand, the development of smaller sensors and intelligent, autonomous robots,
means that mobile platforms such as unmanned ground or aerial robots equipped with
various sensors are the modern approach to perform sensing tasks. Applied to environ-
mental monitoring tasks [5, 6, 7, 8], mobile platforms overcome issues such as maintenance,
powering, networking, positioning and costs of large static networks of sensors. For source
estimation and mapping, mobile sensors are preferred, as a single sensor has the poten-
tial to solve the entire problem by searching more desirable measurement locations and
collecting more useful/informative, spatial-temporal data.
A reader unfamiliar with gas source localisation, atmospheric dispersion, or STE re-
search could at first glance perceive the problem as rather trivial. For example, to localise
a gas source, one would intuitively propose to trace the concentration gradient of the
gas towards its origin. When in fact, it is an immensely challenging problem due to the
random nature of turbulence and gas dispersion which can cause erratic fluctuations in
concentration resulting in sporadic, highly volatile readings from the gas detectors [9, 10].
Indeed, from a biological point of view, living organisms that adopt a gradient based, or
“chemotaxis”, approach are of a microscopic scale such as Escherichia Coli bacteria [11].
On a larger scale the procedure is abandoned. For the readers comprehension, an example
plume on the scale of the experiments conducted in this thesis is shown in Fig 1.1. The
coloured smoke was used to visualise the effect of the UAV (seen in the centre of the figure)
on the gas dispersion. In this example, despite a strongly emitting source, gaps in the
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Figure 1.1: Visualisation of a UAV flying in the plume of a point source of emissions.
plume can be observed nonetheless.
STE methods incorporating static detectors can overcome this challenge by averaging
the sensor measurements for a time period of a minute or more. Given the short flight
time of a Unmanned Aerial Vehicle (UAV), and the requirement of a rapid response,
this sampling time must be greatly decreased, resulting in significantly different outputs
from the sensor; characterised by greater intermittency, or non-detections, and increased
noise. Overcoming such a challenge is one of the key contributions of this thesis, and it
is expected to be a contributing factor to why this thesis reports the first experimental
results of source term estimation performed using a mobile platform.
1.3 Overview
1.4 Aims and objectives
The aims of this thesis are to:
• Determine the most appropriate autonomous response to releases of hazardous air-
borne material, which can eventually be exploited by end-users, to be further devel-
oped during this thesis.
• Develop an information based search and source estimation algorithm to efficiently
and reliably localise the source of a hazardous release and determine its emission
rate.
• Test an information based search and source term estimation algorithm, using a real
autonomous ground robot equipped with a gas detector, in reproduce-able conditions
outside of simulations and experimental datasets.
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• Estimate the source term of an atmospheric release using point measurements of
concentration from a UAV in outdoor conditions.
• Explore the performance of the system in different scenarios such as a non-continuous
release of hazardous material.
• Explore other promising response methods such as plume mapping.
The objectives which must be met to achieve the aims are as follows:
• Perform a thorough literature review of potential methods of response to releases of
hazardous airborne material.
• Develop an information based sensor planning algorithm to search for and estimate
the source term of an atmospheric release.
• Develop experimental methodologies to test the system outside of simulation but in
a reproducible manner.
• Extend the algorithm to handle the challenging conditions experienced outside of
simulation environments.
• Develop experimental methodologies to test the system in realistic outdoor condi-
tions.
• Develop and test an autonomous UAV for source term estimation in outdoor condi-
tions.
• Extend the information based planning algorithm to three dimensions and perform
experiments using the UAV.
• Extend the methodology to handle a non-continuous source and compare the UAV
based approach against using static detectors in simulations.
• Develop a method to map the concentration distribution of a plume using unmanned
vehicles and test it in multiple experimental environments.
To achieve the aims and objectives a mixture of research methodologies were adopted;
ranging from initial analytic derivations, numerical simulations, to hardware development,
integration and experiments.
1.5 Contributions
The contributions of this thesis are well summarised by a time line of the research and
development conducted to take the work from an initial review of the literature and prelim-
inary simulation results to controlled indoor experiments and subsequently uncontrolled
outdoor experiments.
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To initialise the research conducted as a part of this thesis, a thorough review of related
work in the area was conducted to outline the field and determine the most promising
approach that, through this thesis work, could potentially be employed in the field. Source
term estimation, using Bayesian probabilistic algorithms and an unmanned ground or
aerial vehicle, was identified as such an approach. This discovery led to the research and
development conducted in the majority of the thesis. Moreover, mapping the contaminated
area was also identified as an appropriate response and is also considered in this thesis,
albeit, to a lesser extent.
Initially, the most common and tested Bayesian method used to estimate the source
term of a release, previously using static detectors, was combined with an information
based path planning algorithm which was adapted from the field of optimal experiment
design. In an experiment design context, the method was developed to determine the
most informative experiment to perform next based on the current information available.
Applied to source term estimation using a mobile platform, the algorithm was shown to
outperform conventional path planning methods such as a parallel sweep search pattern.
Given this promising result, the Bayesian estimation algorithm was reformulated and
implemented in a recursive manner, more appropriate for the problem where sensor data
are collected sequentially. The information based path planning algorithm was made
more efficient by using the predictive measurement entropy as the planning reward, which
lead to the new algorithm termed “Entrotaxis”, for autonomous search and source term
estimation in turbulent conditions. The method was compared with the state of the art
approaches in the literature using a simulated scenario and an experimental dataset, where
it was shown to achieve a more efficient autonomous search.
The next stage was to test the algorithm outside of simulations. This involved modify-
ing the algorithm, designing an appropriate experiment, and setting up a robotic platform.
Successful experiments were conducted in an indoor area with fans to simulate wind and a
ground robot equipped with a low cost gas sensor. Several contributions were required to
facilitate the successful experimental result, which was the first of its kind in the literature,
where the source term of a diffusive release was estimated using a ground robot.
With the successful indoor result, the next stage was to assess the system in outdoor
conditions using an aerial vehicle rather than a ground based system. In these challenging
conditions the system was first verified using a parallel sweep flight pattern rather than
the information based online planner. Gas sensing experiments using a UAV are rare.
Using the unique data, two ATD models were compared for source term estimation and
the effect on the results of the UAVs altitude, the step size in the sweep pattern, and
the wind speed were assessed. The information based on-line planner was then tested in
similar experimental conditions and the results were compared.
Following successful outdoor experiments showing the potential of the UAV based
approach, the method was extended to handle a non-continuous release of hazardous
material. The UAV based approach was compared to using static sensors in simulations.
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During the outdoor experiments using the UAV it had been discovered that the system
performed less well in low wind, highly unstable atmospheric conditions. In response to
this a mapping algorithm was developed. Several regression based algorithms for mapping
were compared in controlled indoor experiments using a ground robot and demonstrated
in uncontrolled outdoor tests using a UAV.
Overall, the contributions presented in this thesis can be summarised as follows:
• This thesis has developed an information based search and STE algorithm and com-
pared it with state of the art methods in simulations and on experimental datasets.
• The information based search algorithm has been implemented using a ground robot,
in novel repeatable experiments, to validate the STE method incorporating an au-
tonomous mobile platform for the first time.
- To produce the successful experiments a new sensor model and likelihood
function were developed, and the estimation algorithm was extended to consider
uncertainty in all model parameters.
• This thesis presents novel STE experiments performed in uncontrolled outdoor con-
ditions using an autonomous UAV.
- The setup of a HAZMAT sensing UAV is described.
- The performance of the STE algorithm subject to several parameters is anal-
ysed including the wind speed, flight altitude and the scale of the experiments.
- Two dispersion model are subsequently compared using the unique experimen-
tal data to inform the appropriate use of the models in different scenarios.
• The information based planning algorithm is extended to three dimensions and as-
sessed in outdoor experiments using the UAV.
• The method is extended to the scenario where the HAZMAT is released instanta-
neously rather than from a continuously emitting source.
• Several plume mapping algorithms are compared in simulations and in repeatable ex-
periments using a ground robot. The most effective method is subsequently demon-
strated in uncontrolled outdoor experiments using a UAV.
1.6 Outline
The outline of the thesis is as follows:
Chapter 2 - Literature review
This chapter presents a broad of review of potential responses to incidents involving the
release of hazardous airborne material into the atmosphere, with particular emphasis on
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source term estimation. The other approaches reviewed include mapping and source lo-
calisation.
Chapter 3 - Informative path planning for hazardous source reconstruction
This chapter describes an information based algorithm to search for and estimate the
parameters of a diffusive release. The method is verified with simulations and compared
against conventional approaches such as a uniform sweep flight pattern.
Chapter 4 - Entrotaxis as a strategy for autonomous search and source re-
construction in turbulent conditions
In this chapter, the Entrotaxis algorithm is described as a strategy for autonomous search
and source reconstruction in turbulent conditions. The algorithm performs faster than
that described in the previous chapter as estimation is performed sequentially and it is
extended to handle more sporadic conditions and a particle counter based sensor. The al-
gorithm is compared with other search algorithms using an experimental dataset collected
in a water channel.
Chapter 5 - Information based search for an atmospheric release using a mo-
bile robot
This chapter presents the first results of an intelligent search and source estimation al-
gorithm using a real robot and sensor in experimental conditions. Several moderate ex-
tensions were made to the previous chapters to facilitate the results. Simple, safe, easily
reproduce-able experiments were developed and described as part of the chapter.
Chapter 6 - Source term estimation of a hazardous airborne release using
an unmanned aerial vehicle
The set-up of a UAV for gas sensing experiments is described in this chapter. Followed by
experimental trials of the source term estimation algorithm using a uniform sweep flight
pattern. The performance of the system is assessed with regards to the wind speed, the
flight altitude of the UAV and the incremental step size between measurements during
flight.
Chapter 7 - Information based search for a hazardous airborne release us-
ing an unmanned aerial vehicle
In this chapter the information based search and STE algorithm is extended to three di-
mensions and assessed in experimental trails.
Chapter 8 - Information based search for a non-continuous atmospheric re-
lease using a UAV
In this chapter the information based search and STE algorithm is extended to handle a
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non-continuous release, rather then a plume of constant emission.
Chapter 9 - Plume mapping using point measurements from autonomous un-
manned vehicles
In this Chapter, a Gaussian Process regression machine learning algorithm is applied to
map the concentration of hazardous airborne material. The method described is com-
pared with other approaches in repeatable indoor experiments using a ground robot and
demonstrated in uncontrolled outdoor experiments using a UAV.
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Chapter 2
Literature review
The first objective of this thesis is to review the potential methods of autonomous response
to releases of HAZMAT into the atmosphere. As discussed in the Introduction, this topic
has several important applications and many probable solutions. The potential methods
that are reviewed in this chapter include:
• Localising the source of the release - to find where release is coming from.
• Tracking the boundary of the release - so that the area within which the concentration
crosses a threshold is known.
• Mapping the concentration distribution of the release - to determine the spread and
distribution of the hazardous material.
• Estimating the source term of the release using static sensors - to estimate the
position of the source and its emission rate, the spread of the material can then be
approximated using a model.
• Estimating the source term of the release using sensors placed on unmanned plat-
forms - as above, but using mobile sensors rather then a static sensor network.
This literature review considers each method of response in order to identify the most
appropriate area for further research, with regards to the value provided by the response
and how realistically it can be achieved - with the goal of eventually providing some
functions for a system used by emergency responders to facilitate a more effective response.
Part of the review has been previously published by the author [2].
The review begins with a look at the available sensors and prototype robots proposed in
the literature to sense gases, aquatic plumes, atmospheric emissions or airborne HAZMAT.
The sensors considered are Commercial Off The Shelf (COTS) and the robots include
ground, aerial, surface and underwater based sensing platforms.
Next the review considers each of the identified response methods, looking at the variety
of techniques therein to identify the state of the art and potential for improvements or
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extensions. The current limitations of the state of the art are identified and areas for
future research are suggested. At the end of the chapter the approaches are compared and
used to guide the work conducted during the remainder of the thesis.
2.1 Atmospheric concentration measurement systems
In early work of atmospheric sensing static sensors were most commonly used. This soon
led to sensors placed upon vehicles such as cars or aircraft. The modern approach to many
sensing tasks is to mount sensors on unmanned platforms. The unmanned platforms could
be ground or aerial based, and be controlled remotely or autonomously. In this section the
sensors that may be used on unmanned platforms are reviewed, looking at their advantages
and disadvantages for incorporating into the system to be developed during this thesis.
The set-up of several unmanned sensing platforms seen in the literature are also reviewed,
where they have been proposed for various applications and conditions. The sensing
platforms range from ground, aerial, or aquatic robots, however, emphasis is given to
UAVs as this is the focus of the thesis.
2.1.1 Atmospheric concentration sensors
Atmospheric concentration sensors are devices that respond to changes in the atmospheric
composition. The sensors can vary greatly in sensitivity, selectivity, cost, size, weight,
response time, and power consumption. The sensors are classified by their principles
of operation such as thermal, electrochemical, conductometric, mass or optical. They
can also be classified among in-situ and remote sensors. In-situ sensors require direct
interaction between the sensitive layer of the sensor and the target compound, meaning
the measurement from the sensor corresponds only to a small area around the sensitive
part of the sensor. Remote sensors take a distance measurement of a phenomenon so that
direct interaction with the target compound is not necessary. The general principle of
all the sensors is that a change in the atmospheric concentration generates a measurable,
somewhat repeatable response. The different sensors and their applicability to robotic
sensing missions are briefly assessed in the next few sections, a more thorough review is
given in [12].
2.1.1.1 Spectrometers
Spectrometers have the ability to measure spectral components of a physical phenomenon.
One such device used for analysing gases is known as an ion mobility spectrometer (IMS).
IMSs are based on the time of flight of ionised samples. The measured time of flight of the
samples through a short distance within the device is compared with a library of known
compounds to identify the material. There are several sensors based on IMS technology,
a popular and lightweight sensor is the LCD 3.3 IMS from Smiths detection, shown in Fig
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Figure 2.1: The LCD 3.3 IMS sensor from Smiths Detection1.
2.1. It is a small hand-held device used for the detection of chemical warfare agents (CWA)
and toxic industrial compounds (TICs). The sensor is one of few spectrometers small and
lightweight enough for UAV deployment, weighting in at 650g (including batteries, screen
and casing), with a fast response time (≤10 seconds), which refers to the delay between
contact with a contaminant and its detection. However, the device is expensive and has a
narrow detection range.
There are several other spectrometers based on different technologies, they typically
weigh or cost more than an IMS.
2.1.1.2 Conductometric sensors
Conductometric sensors measure the presence of gaseous compounds by changes in con-
ductance in the sensitive layer of the device, some example sensors are shown in Fig 2.2.
Changes in conductance are caused by different mechanisms depending on the sensor type,
such as though redox reactions or chemosorption. Within the literature involving mobile
platforms, Metal Oxide (MOX) gas sensors have been the most widely used due to their
commercial availability, high sensitivity, long life span and their reasonable response and
recovery times. MOX based sensors consists of a heating element inside a ceramic tube
coated with a semiconductor. The selectivity of these sensors is adjusted either by doping
the surface of the semiconductor with different additives or by changing the operating
temperature. The presence of reductive gases causes a drop in the resistance of the semi-
conductor. The resistance increases as the concentration of the target gas is reduced.
Particular advantages of MOX sensors to deployment on mobile platforms are their very
light weight and low cost. The disadvantages of MOX gas sensors are their cross sensitiv-
ity to humidity and temperature, lack of selectivity to target gases (i.e. they respond to
several interfering materials), difficult calibration and the requirement of some warm up
time for the sensor reading to settle.
Other conductometric sensors include electrochemical cells and pellistor sensors. Pellis-
tors are used to detect flammable gases due to combustion within the sensor which changes
1https://www.smithsdetection.com/products/lcd-3-3/
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Figure 2.2: (a) MICS 5524 MOX sensor from SGX sensortech2, (b) An Alphasense pellis-
tor3and (c) An electrochemical sensor from Alphasense4.
the resistance proportionally to the concentration of explosive gases. Electrochemical sen-
sors use oxidation or reduction to detect chemicals. They are low cost, lightweight and
selective to the target gas making them useful for several applications. However, the sen-
sors have a long response time, ranging from 30 to 60s, and quite low sensitivity (depending
on the target gas), making them less suitable for mobile robot applications.
2.1.1.3 Photo ionisation detectors
Photo ionisation detectors (PID) use high energy photons, typically ultraviolet, to break
gas molecules into positively charged ions. Most PID sensors available commercially use
a 10.6eV ultraviolet lamp. Compounds that enter the sensor are ionised by the lamp
which causes them to become positively charged. The positively charged ions produce a
current which is the output of the detector. The current output is proportional to the
concentration of measured gas. PID sensors are not selective, as the UV light from the
detector ionises all molecules that have an ionisation energy below the value of the lamp
(commonly 10.6eV). However, if the target gas is known, and there are not any other
interferences, they can provide an accurate concentration measurement. PIDs are more
expensive than MOX sensors but significantly cheaper than IMS sensors. They can be very
lightweight, small sensors (similar to MOX), or come as part of a commercially available
device as shown in Fig 2.3. An advantage of PID sensors is their very fast response and
recovery times.
2.1.1.4 Remote sensors
Remote sensors are able to take a distant measurement of a phenomenon of interest.
Applied to sensing of airborne material or gases, concentration measurements are made
quantifying the interaction between the target compound and electromagnetic energy. De-
pending on the method of remote sensing, the electromagnetic energy can come from an
2https://sgx.cdistore.com/Products/Detail/MICS5524-SGX-Sensortech/333420/
3http://www.alphasense.com/index.php/products/pellistors/
4http://www.alphasense.com/index.php/safety/products/
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Figure 2.3: (a) PID sensors from Alphasense 5and (b) The MiniRAE 3000 PID sensor
from RAE Systems6.
artificial or natural source. Active sensing methods emit an artificial source of electro-
magnetic radiation whereas passive sensors rely on natural sources such as sunlight.
Active sensors typically use absorption spectroscopy to measure the concentration of
a gas. Different gas molecules absorb various amounts of energy depending on the wave-
length of the electromagnet radiation. The active sensor emits radiation at a particular
band depending on the target gas, achieving a high degree of selectivity. Concentration
measurements of the gas are made using the Beer Lambert law [13].
The remote sensors vary depending on the target gas. For example differential optical
absorption spectroscopy (DOAS) use absorption of UV light to detect nitrogen and oxygen.
Tunable diode laser absorption spectroscopy (TDLAS) sensors emit a laser beam with a
wavelength set depending on the target gas. The diode is driven on and off the absorption
band, and the difference in the two beams is used to determine whether the target gas
is present or not. TDLAS sensor can achieve a high degree of selectivity but are quite
expensive. It will also be effected by blocking of the beams, for example, by dust in the
air. Fourier transform infra red (FTIR) devices are able to detect multiple target gases.
They require an emitter and a receiver with line of sight. The frequency of the infra-red
waves between the emitter and receiver is compared with a database to determine the
compound. While FTIR devices are highly selective and can detect multiple compounds,
they are very expensive.
Passive remote sensors include multi spectral and Thermal infra red (IR) cameras.
These benefit from the ability to capture an image of the target gas plume. Multi spectral
cameras are able to identify multiple gases and their spatial distribution. However they
have low accuracy, are affected by weather conditions, and are expensive. IR cameras can
similarly visualise a plume, however, they are unable to detect gas concentrations.
5http://www.alphasense.com/index.php/products/pid-air/
6https://www.raesystems.com/products/minirae-3000-wireless-handheld-voc-monitor
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Figure 2.4: (a) TDLAS methane detector7and (b) FTIR chemical warfare agent and toxic
chemical detector8.
2.1.2 Unmanned sensing platforms
Unmanned sensing platforms proposed in the literature are essentially an integration of
existing autonomous robots with atmospheric sensors with some on-board processing or
wireless communication system in place. In this Section, existing prototype robots pro-
posed in the literature are summarised and used to guide the design of the experimental
platform used in this thesis.
2.1.2.1 Ground robots
Ground based robots are popular platforms for atmospheric concentration sensing with
several proposed applications including: environmental monitoring, localising odour sources
in indoor or outdoor environments, monitoring methane emissions or in response to chem-
ical spills. Some of the prototype ground based platforms are shown in Fig 2.5. Besides
the integration of an atmospheric concentration sensor with the platform, the systems
are also commonly equipped with a camera for tele-operation, a LIDAR for simultaneous
localisation and mapping (SLAM) and obstacle avoidance, and an anemometer. Some of
the systems are equipped with a range of low cost sensors to improve the detection prob-
abilities of the system or to attempt to determine the gas that is present by comparing
the response of multiple sensors [14], otherwise known as gas discrimination.
The main advantages of ground robots as oppose to aerial robots are common among
most applications, such as battery life and the ability to carry larger, heavier sensors.
Other advantages are specific to the problem, for example, ground robots will effect the
meteorology and sensing ability of detectors significantly less than a aerial vehicle with
spinning rotors which will have a large affect on wind and pressure. The disadvantages
7http://www.pergam-suisse.ch/en/products/lmm/
8https://www.bruker.com/products/cbrne-detection/ft-ir/rapidplus-rapidplus-control-20-
vom/overview.html
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come from the limit in 3D sensing abilities, speed, manoeuvrability, and the ability to
traverse obstacles or harsh terrain.
2.1.2.2 Aerial robots
The ability to sense a gas from a UAV has numerous proposed applications including:
detecting gas leaks [22, 23, 24]; monitoring various sources of air pollution [25, 26, 27,
28]; measuring important variables in greenhouses [6]; and exploring sources of methane
emissions [29, 30]. The UAVs used in aerial gas sensing research include both fixed wing
and rotary wing platforms [31]. Some examples in the literature are shown in Fig 2.6.
The main advantage of using UAVs comes from their ability to cover large areas quickly,
to easily handle cluttered ground environments, and 3D movement for data collection at
various altitudes; which will be useful for a system designed to sample from both buoyant
or dense gas plumes. The disadvantages come from the limit in payload which will affect
the sensor that can be carried and the limited flight time of the vehicles.
One of the dominant factors to consider when measuring a gas using a UAV is the
influence of the rotors on the dispersion of the gas and the output from the sensor. This
effect has been taken into consideration in the past and research has been conducted to
determine the optimal position of the gas detector and the effect on the sensor measure-
ment [6, 25, 22]. Some of the potential sensor positions proposed include: under the rotors
of the UAV, in the centre of the platform raised above or below it, in the space between
the UAV rotors, and extended on an arm away from the platform and its effect on the gas.
Through computational fluid dynamics (CFD) studies, smoke visualisation experiments,
and pressure and airflow measurements around the UAV, some conclusions can be drawn,
despite conflicting results. The general consensus is that the effect of the rotors is to
decrease the measurement from the gas detector and increase its uncertainty [26]. The
most accurate measurements would come from a sensor outside of the disturbed region
of airflow, however, this would be more likely to cause stability issues whilst in flight. A
pumped system could be implemented on the vehicle, where the inlet would be away from
the platform, still, this would add undesirable weight to the system. For these reasons,
the most common placement seen in the literature is in a raised position, in the centre of
the platform [6, 28]. The focus of this thesis is on developing algorithms for monitoring
hazardous releases using a UAV, consequently, the effect of the rotors has not been priori-
tised. Nevertheless, the effect on the results is discussed in the experimental Chapters of
the thesis. Given the huge increase in applications and experiments involving gas sensing
on UAVs, it is envisaged that bespoke new sensors, designed for UAVs will have a great
benefit and will be an important area for future research.
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(a) Gasbot1 [15, 16] (b) Gasbot2 [17]
(c) Rasmus pollution survey robot [18] (d) Al-Fath odour sensing robot [19]
(e) Odour localisation robot [20] (f) MrCollie odour sensing robot [21]
Figure 2.5: Existing ground robot prototypes for atmospheric concentration sensing
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(a) [32] (b) [24]
(c) [29] (d) [23]
(e) [25] (f) [26]
Figure 2.6: Existing aerial robot prototypes for atmospheric concentration sensing.
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Figure 2.7: An underwater [33] and a surface robot [34] for aquatic concentration sensing.
2.1.2.3 Aquatic robots
Although not directly related to the problem of atmospheric concentration sensing, aquatic
robots have also been used to detect concentrations of contaminants and plumes in oceans
or lakes. Unmanned surface and underwater robots have both been developed as shown in
Fig 2.7. Applications of these robots include monitoring underwater plumes and oil spills.
Several algorithms have been developed for use by aquatic robots to locate plume sources
or to track plume boundaries. Due to the higher density of the fluid medium and less
turbulence, the oceanic plume propagate more slowly and with less areas of intermittent
patches of contaminant; making difficult tasks such as boundary tracking, mapping or
source localisation slightly easier.
2.1.3 Summary
In this subsection atmospheric concentration measurement sensors and some robotic plat-
forms proposed in the literature for atmospheric sensing were reviewed, considering their
unique advantages and disadvantages. The insights gained will be used to guide the de-
velopment of the experimental platform used for the validation of the algorithms created
in this thesis. The concentration measurement sensor vary greatly based on the sensing
technology used, the target compound, cost and weight. Most of the proposed robots were
equipped with the low cast MOX sensors which were highly sensitive for their low cost.
Their main limitations are cross sensitivity to humidity and temperature, difficult cali-
bration, and a lack of selectivity to a target gas, however attempts were made to address
this by fusion of a range of different low cost conductometric sensors. Spectrometers are
a high cost, slightly heavier sensor with a lot of selectivity to the target gas. A TDLAS
sensor has been mounted on ground robots and recently on an aerial platform [30]. A
good trade off between the low cost MOX and the expensive spectrometers is PID sensors.
While these devices are more expensive than MOX sensors and do not have the selectivity
of spectrometers such as the TDLAS or IMS sensors; they are lightweight, small, highly
sensitive to a range of compounds, have very fast response and recovery times and are
easily calibrated. These reasons among many were deciding factors on the experimental
20
2. Literature Review
set-up used in this thesis - a UAV mounted with PID detectors. However, a commercial
system is expected to hold a range of sensors depending on its application, the budget,
and the target compounds. It should be noted that the algorithms developed in this thesis
are generic, and can be used with different sensing systems.
2.2 Source localisation
The goal of source localisation, with regards to atmospheric releases, is to identify the
location of the source of the emitting material. Knowing the location of a releasing source
can support operations in several ways, for example: inspecting pipelines for cracks, iden-
tifying the source of an accidental or intentional HAZMAT release, locating sources of
greenhouse emissions, or inspecting industrial facilities for chemical leaks or pollution.
Source localisation has received substantial interest lately, with methods incorporating
mobile robots proposed ranging from simple gradient climbing algorithms to more com-
plex techniques to account for sporadic measurements of concentration. As this is not
the primary topic of this thesis, only a brief overview of source localisation is presented
in this section. For further reading, detailed reviews on the topic are presented in [35]
and [36]. The majority of experiments used to assess source localisation algorithm are
performed in indoor environments with artificial wind produced by fans. However, some
notable examples of outdoor experiments include [20] and [32], where particle filter based
algorithms are used to estimate the source location using an unmanned ground or aerial
vehicle. They are among other proposed methods reviewed in this section.
2.2.1 Bio-inspired algorithms
Chemotaxis are used throughout the literature for source seeking [37, 38]. The method
was biologically inspired from the behaviour of a number of organisms (Moths, Lobsters,
E-coli bacteria, Dung beetles, and Blue crabs). Most chemotaxic methods focused on
climbing a gradient of the concentration value. The gradient was determined by taking
measurements of the concentration at spatially separated positions. These methods relied
on the assumption that the concentration gradient would consistently be positive in the
direction of the source; this is often not a valid assumption for atmospheric dispersion due
to turbulence.
Anemotaxis are another method that has been used in the literature [39, 40]. This
technique used knowledge of the motion of fluid to help find the source. Several re-
searchers have combined chemical concentration and fluid flow measurements to find an
odour source. Some techniques include:
• The Zigzag/Dung Beetle method, which involved moving upwind within the odour
plume in a zigzagging motion [39]
• Plume-centred upwind search [40]
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• Silkworm moth inspired algorithm [37, 41]
The male silkworm moth, for example, displays a mixture of crosswind casting followed
by an upwind surge upon detection of female pheromone [42]. The moth has been a pop-
ular subject of biological and robotics research on account of the extraordinary efficiency
observed, despite the challenging conditions, whilst searching for a female mate releasing
sexual pheromone [43, 10].
Fluxotaxis is a source seeking technique that incorporates fluid and chemical concen-
tration measurements and estimation of the mass flux. Zarzhitsky et al. [44] developed a
Fluxotaxic algorithm for a swarm, which found the source by climbing up the mass flux
gradient [44, 45, 46, 47]. Computational fluid dynamics had been used to estimate the av-
erage bearing of the flow. The technique outperformed several chemotaxis and anemotaxis
methods during simulations though there was no experimental comparison.
Bio inspired source localisation algorithms benefit from their low computational cost
and the fact that they do not rely upon a model. A limitation of the methods is a lack of
extendibility such as the ability to extend them to consider obstacles in the environment.
2.2.2 Gas patch path reconstruction
Gas patch path reconstruction methods of source localisation estimate the position of a
source iteratively by linking positive sensor detections of hazardous material, or odour,
and wind measurements. The wind and gas/odour data are used to define an observation
window, where the detected material could have came from. This is first proposed and
implemented on a ground robot, and tested in outdoor open conditions in [20]. In the
experiments, the method was compared with a Bayesian based method from [48] which is
described in the next subsection. Both source localisation algorithms are compared using
a robot path generated from a surge and cast algorithm [49]. The method used binary
measurements from a MOX gas sensor to take into account its slow response, where the
measurements represent detections or non detections of concentration. The gas patch path
reconstruction is implemented probabilistically using a particle filter. The method takes
into account time varying wind, however, it assumes that the mean airflow is approximately
uniform.
The gas patch path reconstruction method was extended in [32] to account for non
uniform airflow and using a UAV rather than a ground vehicle. Multiple path plan-
ning methods during the localisation simulations and experiments including a surge-cast,
zigzag and pseudo gradient based algorithms. The pseudo gradient based algorithm used
measurements taken at different positions and knowledge of the wind direction. It outper-
formed the other path planning methods with regards to success rate of localisations and
localisation accuracy in both simulations and experiments. The method extended that of
[20] by using the uncertainty in the wind direction to create a patch path envelope (PPE),
which describes the envelope of an area the gas patch has passed with high probability.
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The paper [32] presents the first results of gas source localisation performed using a UAV
and remains to be the state of the art, with regards to experimentally verified methods, in
the literature on source localisation. The experimental results were impressive, however,
there were still some limitations at this stage: the search area was quite narrow and two
dimensional, a fan at the source was used to create a nice flow to help spread the gas,
the UAVs altitude was held manually, it was initiated from within the gas plume, and
finally, the emission rate of the source was not estimated. The work has provided valuable
insights onto which this thesis will aim to build upon.
2.2.3 Bayesian inference based methods
Bayesian methods introduced probabilistic robotics to the source localisation problem
[33, 48]. In [48], Pang and Farrell modelled the plume using stochastic methods based
on Bayesian reasoning. A hidden Markov model (HMM) was used to implement the
stochastic approach for plume modelling and predicting the most likely location of a source.
The approach was tested in simulations and with experimental data. The global wind
field was used to integrate upwind and predict the path of the contaminant. In [10],
Vergasolla et al. proposed a search strategy based on information theoretic principles,
referred to as Infotaxis. A measurement strategy was adopted, which measured the rate
of particle encounters rather than a concentration reading. In a lattice environment,
the searcher would determine the move that maximised the expected information gain in
the form of entropy reduction or increase in particle encounters. The expectations were
based on the information currently available, which was the posterior field. The method
capitalised on the fact that the closer to the source, the higher the rate of information
acquisition (particle encounters), hence tracking the rate of information acquisition would
guide the searcher to the source similarly to the concentration gradients in chemotaxis. The
method could handle situations of sporadic and intermittent concentration information
where the chemotaxis algorithms would struggle. The infotaxis search attempts to find
a balance between exploring to gain more information and exploiting the information
currently available. This method was shown to successfully find the source where the data
was intermittent and sporadic. Following [10], several researchers have studied the efficacy
of infotaxis and proposed modifications and extensions [50, 51, 52, 53, 54]. Experimental
studies of such an approach have so far been limited to indoor areas with artificially
generated wind [53].
A critical extension of the Bayesian inference based approach was its implementation
in the sequential Monte Carlo framework, using a particle filter, alleviating its grid based
implementation and allowing the source strength to be included as a parameter to be esti-
mated [55]. This was essentially now estimating the source term of the release, therefore,
further description of this work is left for Section 2.6: source term estimation using mobile
sensors.
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The Bayesian based inference methods benefit from their ability to handle uncertainties
using probabilistic methods. They also allow themselves for natural extensions to consider
obstacles in the environment, to search cooperatively with a team of robots, and to incor-
porate other source parameters into the Bayesian estimation algorithms. The limitations
of the methods so far are a lack of experimental validation outdoors, and the assumption
of constant uniform wind.
2.2.4 Statistical methods
An alternative approach to source localisation does not attempt to direct a robot, or
searcher, to the source of the emission. Rather, this technique capitalises on an interesting
observation on sensing characteristics in plumes; where variance and fluctuations in gas
concentration tend to be greater nearer the source [56]. This feature has been used to
simultaneously estimate the source position whilst mapping the gas distribution. Methods
proposed include the kernel DM+V algorithm, which uses in-situ point measurements to
map the concentration mean and variance [18, 56], and a gas tomography algorithm which
uses integral measurements from a tunable diode laser absorption spectroscopy (TDLAS)
sensor to map the mean and fluctuations in concentration [17]. The results of experimental
trials conducted in different indoor and outdoor environments verified the approach using
data collected during sweep patterns performed using aerial and ground based robots
and various sources [56]. The main limitation of these methods is the requirement to
collect measurements at a large number of locations in order to produce a map of the
hazardous area. The approach shall be described in more detail in the mapping section of
the literature review (Section 2.4).
2.2.5 Summary
Source localisation algorithms have featured many techniques that have been dependant
on the quality of information available to the robot. Gradient climbing methods such as
chemotaxis perform well in concentration fields with well defined gradients; however, in
turbulent flows or with a noisy sensor, the gradient does not always lead directly to the
source. Several biologically inspired algorithms have been proposed using a combination
of chemotaxis and anemotaxis to capitalise on available wind information. The methods
based upon probability and statistics (i.e. the Bayesian based methods using the gas patch
path prediction or model based inference, and the statistical mapping methods) yield a
benefit due to their probabilistic aspect, where models can be used and uncertainties in
measurements and environments can be accounted for. Thus, the methods have been
demonstrated in realistic indoor and outdoor stochastic environments. Another benefit
is the ability to extend the methods to handle obstacles in the environment, indoor and
outdoor scenarios, and to cooperate a team or swarm of robots.
The main concern of source localisation methods in the literature is in the experimental
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evaluation of the proposed approaches. Atmospheric dispersion, and measurement/sam-
pling of dispersing material, is a complex phenomena which is challenging to reproduce
with models and in simulations. Therefore, experimental evaluation of the methods is
important. However, this brings in other challenges with regards to the reproduce-ability
of the experiments, fair comparisons of methods that require different inputs, the amount
of different scenarios to consider, the time consuming set-up of the experiments and gas
sensitive robots, and finally, the criteria that is used for comparing methods. Besides
experimental evaluation, the methods so far still face challenges with regards to changing
wind conditions, searching in 3 dimensions, and searching in environments with obstacles.
2.3 Boundary tracking
Boundary tracking algorithms aim to determine the edge of a region, or where the value of
a scalar crosses a threshold. Researchers have explored boundary tracking algorithms to
monitor oil spills, algae growth, volcanic ash clouds, contaminant gases, nuclear radiation
levels, and generalised scaler fields. In the literature, boundary tracking methods have
been proposed using purely control algorithms, and algorithms incorporating estimation
and control. Most methods use point measurements of the concentration value or scalar
field intensity provided by sensors on-board mobile robots. The point measurements can
be used directly or as a binary signal to determine whether or not the sensor is inside or out
of the affected/contaminated region. Alternatively, researchers have proposed to estimate
of the gradient or Hessian of the contaminant obtained either through spatially separated
simultaneous measurements by multiple sensors or via consecutive measurements from a
single sensor. The majority of researchers have assumed slow moving, clearly defined, 2-D
boundaries and accurate sensors. Some have attempted to extend the state of the art,
researching the effect of sensor noise and studying 3-D boundaries [57]. The remainder of
this section provides a brief description of the boundary tracking algorithms found in the
literature.
2.3.1 Control law based methods
2.3.1.1 Bang-bang control
Bang-bang control is a simple algorithm which involves switching abruptly between two
states. In the case of tracking a boundary, the turning direction of the vehicle is changed
upon crossing the contour boundary. Several papers in the literature have researched
the use of bang-bang control for tracking an environmental boundary. Kemp et al. [58]
implemented a bang-bang control algorithm that required only a concentration sensor to
monitor an underwater perimeter using unmanned underwater vehicles (UUVs). Some
drawbacks of the method include: i) with a large crossing angle, the tracking can become
very inefficient; ii) noise can cause the UUV to turn the wrong way and fail to track the
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boundary; and iii) narrow bottle necks in the boundary may cause sections to be missed.
A turning angle correction was proposed by Bertozzi et al. [59] to improve efficiency and
a cumulative sum algorithm was implemented to provide robustness to noise. In [60], this
method was extended to multiple vehicles. In [61], the authors used random coverage,
collision avoidance and a bang-bang angular velocity controllers to detect and surround
an oil spill. In [62], a bang-bang controller was used to follow contours of a radiation field
with an autonomous helicopter. The applicability of these sensor movement strategies has
only been evaluated for static phenomena, or the authors assumed that the movement
of the sensing vehicles was much faster than that of the observed phenomenon. In [63]
however, Brink adapts the method in [59] to track the boundary of a dynamic plume in
an environment where a low-density static sensor network was installed.
2.3.1.2 Sliding mode control
When applied to boundary tracking, sliding mode control [64] is similar to bang-bang
control as both methods change the turning direction of the vehicle based on its position
relative to the contour. Sliding mode control can produce more efficient tracking as the
vehicle turns before exiting/entering the contour. The sliding variable was defined as
the difference between the desired/threshold density and the measured density of the
contaminant. In [64], a sliding mode control law was used to steer a vehicle to a location
where the distribution assumed a pre-specified value and afterwards ensured circulation of
the vehicle along this set at the prescribed speed. In simulation, the algorithm tracked a
boundary with noise added to the concentration data. In [65], this method was extended
to multiple vehicles where a guidance law that altered the longitudinal speed was used to
ensure effective distribution of the team. In [66], a real world experiment was performed to
justify the navigation and guidance algorithms. The experiments showed some robustness
to common sources of uncertainties in robotic applications. The effect of chattering which
is common in sliding mode based approaches was not observed in the experiments. In [67]
a sliding mode control algorithm was proposed and demonstrated on a realistic example
pertaining to synthetic volcanic eruption dispersion data generated by the NAME ATD
model [68].
2.3.1.3 Formation control
Based on estimated concentration gradient, Hessian matrix, and curvature of the environ-
mental contour line, Zhang and Leonard [69] used a formation of Newtonian particles to
track level sets of a field at unitary speed. The desired formation was maintained by a
formation shape control law based on Jacobi transform. The Jacobi transform decoupled
the dynamics of the formation centre from the dynamics of the formation shape, which al-
lowed separate control laws to be developed. Following a differential geometric approach,
steering control laws were developed separately that controlled the formation centre to
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detect and move to a desired level surface and track a curve on the surface with known
curvatures. In [70, 71], the estimates from the cooperative filter were used in a provably
convergent motion control law that drove the centre of the formation along level curves of
an environmental field. The method was later extended [71] to track a 3-D surface.
2.3.2 Estimation and control
2.3.2.1 Approximation of boundaries
In [72], White et al. presented a method of approximating a cloud boundary using a
2-D splinegon defined by a set of vertices linked by segments of constant curvature. The
method was inspired by the fact that it is beneficial to be able to express the predicted
dispersion of a contaminant cloud in a compact form so that it can be shared among
a UAV group with minimal communication overhead and maximum utility in guidance
algorithms. The research in [72] is one of very few methods that estimate the dispersion
of the cloud in a low computational manner. The splinegon algorithm was tested against
contours produced using the second order closure untegrated puff (SCIPUFF) dispersion
model and showed a good representation; however, there was some error in predicting the
future dispersion of the cloud. The dispersion estimation used a simple linear equation and
could be a potential area for improvement using improved estimation techniques. Subchan
et al. [73] presented a path planning algorithm comprised of Dubins paths and straight
lines to guide UAVs to approximate a boundary. Equipped with a relevant sensor, the
UAVs recorded the entry and exit points of the cloud. These points were used as vertex
data in construction of a splinegon [72] that represented the contaminant cloud. In [74, 75],
Sinha et al. proposed two methods for coordinating a group of UAVs to gather the vertex
data. In [75], the paths of the UAVs were designed progressively, after every transition
through the cloud.
2.3.2.2 Model predictive control
In [76], Zhang and Pei used model predictive control (MPC) to track the boundary of an
oil spill using a single UAV. Universal Kriging was used to predict the future state of the
system for use in the MPC. The advantage of the Kriging method was that it is an optimal
interpolator in the sense that the estimates were unbiased and the minimum variance was
known, so that it could relatively accurately construct the environment map. In addition,
the advantage of the MPC was its constraint handling capacity. Nonlinear MPC was used
to estimate the future states at sampling instants and determine the optimal manoeuvre
based on minimising a cost function with control constraints. The cost function was
derived from the difference between measured concentration and the desired threshold
with a penalty weight added to constrain the angular rate of the vehicle. The method was
tested on simulated data based on the advection-diffusion equation which demonstrated
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the proposed method was feasible and effective; however, this was in the absence of sensor
noise and the contaminant boundary was relatively well defined and bounded.
Euler et al. [77] proposed an adaptive sampling strategy to track multiple concen-
tration levels of an atmospheric plume by a team of UAVs. The approach combined
uncertainty and correlation-based concentration estimates to generate sampling points
based on already gathered data. The adaptive generation of sampling locations was cou-
pled to a distributed MPC for planning optimal vehicle trajectories under collision and
communication constraints. The domain area was represented as a grid of discrete cells.
Each cell stored a Gaussian distribution defined by the expected concentration value and
variance. A correlation among adjacent measurements was assumed and used to infer
information about the concentration at locations surrounding the sampling point. New
sampling points were selected based on the maximum variance of reachable positions. Nu-
merical simulation results demonstrated the ability of the method to track a boundary
with noise added to the data. The major limitation was in the amount of time taken to
generate an estimate of the perimeter, caused by sampling times used to handle noise.
2.3.2.3 Support vector learning
Kim et al. [78] used mobile sensors to estimate the boundary of physical events such as oil
spills. The boundary estimation problem was set in the form of a classification problem of
the region in which the physical events occur. Support vector domain description (SVDD)
was employed, which was able to represent boundaries in a mathematical form regardless
of the shape. Furthermore, by using the hyper-dimensional radius function obtained from
SVDD, a velocity vector field was generated which gave asymptotic convergence to the
boundary with circulation at the desired speed. The desired speed was adjusted to coor-
dinate the mobile sensor so that their intra-vehicular spaces were maximised for efficient
estimation of the boundary and fast reaction when the boundary changes. The method
was tested in both simulations and experiments though the boundary was clearly defined
and bounded with no account for sensor noise. It was noted by the authors [78] that future
work would focus on time-varying boundaries and other methods such as the MPC.
2.3.2.4 Optimisation
In [79], Srinivasan and Ramamritham estimated the contour of a specified concentration in
a bounded region with mobile sensors. The spatial domain was modelled as a grid and the
sensor was assumed to be able to measure the concentration at its current and neighbouring
grid points. The contour was tracked by minimising a cost function based on the difference
between the desired and measured concentration of pollutant. The ability to minimise the
cost function and track the boundary was assessed for three optimisation algorithms: i)
the greedy algorithm; ii) simulated annealing; and iii) a newly proposed collaborative
algorithm based on minimising centroid distance. It was found that the collaborative
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method estimated the contour with less error and latency. The method was capable of
estimating complex shaped contours though it required a number of assumptions such as:
a well-defined closed curve, an interior point known by the sensors, no sensor error, and
that the sensor could determine concentrations at its neighbouring grid locations. In [80],
Srinivasan et al. improved the method and named it ACE (adaptive contour estimation).
The method estimated and exploited information regarding the gradients in the field to
move towards the contour. In numerical simulations, ACE was shown to significantly
reduce latency in contour estimation when compared to directly approaching the contour.
Glow-worm swarm optimisation (GSO) is an algorithm originally proposed in [81]
primarily to detect multiple optima of a function and considered to be ideal for imple-
mentation in multi-robotics platforms. In [82], this method was applied to simultaneously
detect multiple emission sources and map the boundary. Subsequently, the methodology
was also extended to map 3-D boundaries [57]. The algorithm finds the source by following
the gradient until it reaches a maximum; conversely, it finds the boundary by following the
gradient in the negative direction until it reaches a threshold concentration. The method
was successful in simulations [82] using 150 agents to map a boundary and detect three
sources. Although the algorithm performed well, the use of such a large number of agents
is not ideal. Other problems arise in becoming stuck in local minima or maxima if the
assumption of the distribution of the field does not hold.
2.3.2.5 Neural networks
In [83], Sun et al. used a radial basis function Neural Network (NN) control method
to address the problem of environmental contour line tracking using a non-holonomic
mobile robot. A radial basis function NN was used to approximate a non-linear function
containing the uncertain model terms and the elements of the Hessian matrix of the
environmental concentration function. Then, the NN approximation was combined with
robust control to construct a robust adaptive NN controller for the mobile robot to track
the desired environment boundary. The method was tested using Lyapunov functions to
show accurate tracking of a well-defined, bounded contour line in the absence of sensor
noise.
2.3.2.6 Model based prediction and control
Li et al. developed a control strategy to track the front of an evolving dynamic plume
in a marine environment modelled by the advection-diffusion equation [84]. Instead of
using only concentration gradient measurements, the transport and dispersion model was
incorporated into the control design. An observer was designed to estimate the dynamic
movement of the plume front, and a feedback control law was constructed for a robot to
track it. The method was extended to a multi-robot scenario where the control laws were
designed to account for a robot team in a nearest neighbour communication topology. The
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methods were tested in simulations without consideration of noise.
In [85], Fahad et al. tested the method presented above in a more realistic environ-
mental model set-up. A probabilistic Lagrangian environmental model was used, which
can capture both the time-averaged, idealised structure and the instantaneous, realistic
structure of a dynamic plume. The simulation demonstrated how a single robot was ca-
pable of patrolling a plume front using the control law designed in [84] where the plume
front was noisy and fairly realistic. It was found that the sensor measurement of the
concentration and estimation of the gradient and divergence of the concentration were of
vital importance to the success of the plume tracking. It was assumed that the sensors
were area-level measurement sensors (such as ultraviolet, infra-red, visible band, radar or
passive microwave sensors) rather than point detectors (such as chemical sensors). If the
sampling radius was reduced to a very small value, the plume concentration had very high
variance so that the controller struggled to produce accurate tracking results.
To extend the aforementioned approach and subsequently validate it in real exper-
iments, a gradient and divergence estimation method is presented in [86]. The method
enables concentration levels to be tracked using point measurements of concentration only.
Field experiments using an unmanned surface vessel (USV) demonstrated the boundary
tracking system, tracking a plume of dye in the ocean as it disperses. This is a significant
achievement and a rare result in the literature, where a boundary tracking algorithm is
tested in real conditions. However, it is worth noting that oceanic plumes are significantly
more stable than in the atmosphere, making the boundary and measurements from the
concentration sensor much more stable.
2.3.3 Summary
A range of methods have been proposed to track the boundary of environmental fields.
The methods vary in their measurements of the field such as binary, concentration values
(point measurements), gradients or curvature and also in the types of tracking algorithms
used to trace the boundary. The effect of 3-D boundaries, sensor noise, and dynamics has
been briefly explored with a large area available for potential improvements.
The main limitations of the boundary tracking methods, applied to atmospheric plumes,
are the ability to handle noisy and intermittent measurements. This is expected to be
the reason why there are currently no reports in the literature of atmospheric boundary
tracking performed using a real dispersive source and sensor. Current work is limited to
simulations with minimal noise. Additional problems that are yet to be tackled are how
to handle the splitting up of contaminated regions or boundary tracking in environments
with obstacles. The only reports of experimental results of boundary tracking are for
underwater plumes, where there is significantly less noise and turbulence, creating a more
clearly defined boundary.
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2.4 Mapping
Mapping the spatial distribution of the concentration of a gas has important applications
in environmental monitoring, air quality assessments, and in response to accidents or
deliberate spills of hazardous chemicals [87]. A spatial approximation of the spread of
the gas can provide valuable information for urban planning, about emissions, and to
support emergency responders with important knowledge to help them act more effectively.
Mapping of a gas cloud typically involves linking several spatial temporal observations from
point-wise concentration detectors which can be spread on the ground or placed upon
unmanned vehicles. One of the advantages of mapping the ability to provide a detailed
map of the hazard distribution, not only the boundary, and without relying on a model.
The approach can still be affected by noisy observations, turbulence, and intermittent
readings from the sensors, however, these phenomena should be handled by a robust
algorithm. A limitation of mapping is the need for many spatial temporal measurements,
and how by time a map is produced, the spread of the material is likely to have changed.
Intelligent path planning and cooperation among a swarm of sensing platforms could solve
this issue.
Besides approximating the distribution of an atmospheric plume, mapping has several
other unrelated applications, particularly in environmental monitoring, such as: deter-
mining the spread of bacteria/algae in a lake, mapping atmospheric or oceanic properties
such as oxygen content or temperature distributions, mapping soil/plant properties for
agriculture, mapping magnetic fields, approximating a map of wireless signal strength,
or, a critical area of robotic navigation, Simultaneous Localisation and Mapping (SLAM).
Due to the large amount of applications, mapping is a popular subject in the literature.
Several of the proposed methods are problem agnostic, and work by simply introducing a
new sensor for the specific task. In addition to the methods used to fuse measurements
to form a map, another popular area is how to plan the path of an unmanned vehicle,
or swarm, in order to produce an accurate map considering efficiency, accuracy, and the
operational time/range of the systems. This section will consider both areas in turn.
Plume mapping methods in the literature range from simple interpolations methods
to statistical, probabilistic and machine learning based techniques. The methods have
been used in conjunction with multiple or single sensing robots, in indoor or outdoor
environments, and considered the effect of varying plume properties over time on the
mapping result. In this thesis the mapping methods are split among machine learning
based methods, a statistical method called the kernel DM+V algorithm, and a Gaussian
Markov random field based approach.
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2.4.0.1 Machine learning
Machine learning based approaches to mapping are mostly comprised of Gaussian Process
machine learning algorithm and extensions. The method has been used to map several
spatial phenomena such as wireless signal strength, bacteria distributions, temperature
distribution, and magnetic field strengths. In this section, only plume mapping applica-
tions are considered.
In [88], a Gaussian Process regression algorithm (referred to as Kriging in the paper)
was used to map a chemical plume based on point measurements from multiple ground
robots. Several path planning algorithms were compared for the robots to produce an
approximation of the chemical distribution including a uniform sweeping search and opti-
misation based path planning algorithms: decentralized and asynchronous particle swarm
optimisation (DAPSO), bacterial foraging optimisation (BFO), and ant colony optimi-
sation (ACO). Experiments were performed in a small enclosed arena with an ethanol
source and ground robots equipped with MOX senses. The DAPSO algorithm was found
to achieve slightly better performance during the experiments, where performance was
measured by the distance between the greatest concentration peak and the time taken.
Not taking into account task completion time, the uniform sweep search achieved the
smallest difference between peak concentration and the source. The paper did not con-
sider the overall accuracy of the modelled chemical distribution.
Sparse Gaussian Process mixtures (GPM) was used to map a gas distribution in [89].
The use of GPMs enabled the prediction to better capture the concentration peak near
the source and the “flatness” in areas without any contamination. The sparse aspect made
the mapping more efficient by limiting the number of samples required to learn the gas
distribution. The performance of the proposed sparse GPM method was compared to the
original kernel DM+V algorithm (described in the next section) and the standard Gaus-
sian process algorithm using experimental datasets in an indoor environment, an indoor
corridor and an outdoor open area. The datasets consisted of two uniform sweeps of the
test environments, where the first sweep would be used for learning and the second for a
ground truth. This limits the validity of the results, as sensor data taken at different times
in uncontrolled environments does not represent a proper ground truth (In an uncontrolled
environment, such as natural conditions outdoors or indoors, the gas distribution changes
over time predominantly due to small variations in the wind. Therefore, point measure-
ments of the plume taken at different times should not be used to form learning data
and ground truth data.). Regardless, the proposed method was shown to outperform the
other approaches using this validation approach. More realistic and accurate methods of
validating mapping algorithms using real experimental data are challenging and have not
been found in the literature.
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2.4.0.2 The kernel DM+V algorithm
The Kernel extrapolation distribution mapping (Kernel DM+V) algorithm has been un-
der development for some time by several researches at O¨rebro University, Sweden. The
approach maps a gas distributions mean and variance given a set of point measurements
of concentration mean and variance [18]. The distribution modelling task is treated as a
density estimation problem, where gas sensor measurements are interpreted as noisy sam-
ples from the desired distribution. The method was tested on a dataset in an environment
with multiple rooms, a corridor and an open outdoor area.
Subsequently, the kernal DM+V algorithm was tested using measurements from a
UAV in an outdoor environment [90], to the best of the authors knowlege, this is the first
time a UAV has been used to produce a map of an airborne plume. However, there was
not any analysis of the predicted map with regards to comparisons with a ground truth.
The paper also presented a path planning strategy based on artificial potential fields, in
addition to the uniform sweep paths to collect the measurement data.
The method was integrated with SLAM though a map merging technique in [91]. Real
experiments were used to generate a map indoor overlaid on an occupancy map generated
using a Lidar and hector SLAM. The accuracy of the mapping was assessed only by the
distance between the concentration and variance peaks, and the source location. The
method has also been extended to consider the wind information during the mapping [92],
to generate 3D concentration maps [93], and to consider the effect of time on the mapping
[94].
2.4.0.3 Gaussian Markov random field
In [95] the spatial distribution of a gas in an indoor environment was modelled as a
Gaussian Markov random field (GMRF). This enabled the system to take into account
the vanishing information of gas readings over time and the influence of objects in the
environment by considering correlations among different areas, such as separate rooms
with closed or open doors. In time variant simulations where a gas source was turned on
and off the method was shown to outperform the Kernel DM+V algorithm from [18]. The
method was also assessed in an indoor experiment with an ethanol source and a ground
robot equipped with a PID sensor. However, the GMRF and Kernel DM+V methods
were only compared empirically. The paper did not include a comparison with the time
dependent extension of the Kernel DM+V algorithm [94].
2.4.1 Summary
The problem of plume mapping is a particularly challenging spatial mapping task, due to
the intermittent and noisy measurements from the sensors, three dimensions of the prob-
lem, and the temporal changes caused by changing meteorology and turbulence. Addition-
ally, due to the nature of the problem, mapping tasks will often be in cluttered, urban, or
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indoor scenarios, adding an additional challenge - how to navigate autonomously in these
environments and the effect on the mapping performance. Overall, the methods perform
well in simulations and appear to perform well in uncontrolled experiments indoors or out-
doors. In particular, Gaussian Process machine learning techniques, the kernel DM+V,
and the GMRF methods produce a map of the hazard concentration and the uncertainty,
which can provide additional information for an active mapping algorithm, which will plan
the path of the unmanned vehicle on-line. Path planning algorithms have the ability to
improve the efficiency of the mapping result, and to facilitate autonomous mapping in
indoor or cluttered environments. They also could enable a mission to be tailored, for
example, to bias information collection in areas of higher concentration.
Path planning for mapping tasks, not specific to atmospheric plumes, in the literature,
range from simple sweeping paths, to methods based on coverage, artificial potential fields,
multi-vehicle cooperation and informative path planning (IPP) approaches. There are
several path planning methods that have been proposed for many mapping tasks but not
yet applied to the problem of plume mapping - such as the informative path planing
method, otherwise known as robotic information gathering (RIG), which has been applied
to many other problems such as mapping the distribution of toxic bacteria in a lake,
wireless signal strength over an area, or temperature in the ocean. Methods specifically
applied to mapping dispersive plumes include the optimisation based approaches proposed
in [88] where they were shown to have significant performance benefits over conventional
planning approaches, providing motivation for further research in the area.
Finally, to the best of the authors knowledge, proper experimental evaluation of gas
distribution or plume mapping algorithms is not available in the literature. The previous
work was assessed in simulations, empirically, or by using sensor data taken at different
times in uncontrolled environments, which does not represent a proper ground truth (In
an uncontrolled environment, such as natural conditions outdoors or indoors, the gas
distribution changes over time predominantly due to small variations in the wind and
sampling times that are inadequate to capture the mean concentration. Therefore, the
point measurements of the plume taken at different times cannot be used to form learning
data and ground truth data.). Furthermore, the effect of measurement sampling times,
which has a great effect on the noise and sporadicity, has not yet been considered. Sampling
times in the literature were relatively high meaning a long time was taken to produce a
map of the plume, typically at least one hour.
2.5 Source term estimation using static sensors
The goal of STE is to estimate the parameters that describe the source of a release:
namely its location and strength. Such information is useful on its own, however, it can
additionally be used to forecast the spread of the airborne HAZMAT using an ATD model.
The forecast will provide an estimate of the HAZMAT distribution, similarly to boundary
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tracking or plume mapping. However, the accuracy of the prediction is dependant on the
accuracy of the source estimate and the dispersion model used. STE is the focus of this
thesis, and therefore the literature review is more thorough in this area.
Traditionally, with regards to CBRN source term estimation (STE), a network of at-
mospheric concentration and meteorological sensors are used to estimate the source term
as illustrated in Fig. 2.9. A benefit of this approach lies in early detection near places
of strategic importance (e.g nuclear power-plant sites) where sensors can be pre deployed.
However, for accidents or deliberate attacks in random places, it is infeasible to cover all re-
gions of importance with sensors dense enough to determine the source before it has spread
significantly. The determination of the source parameters from static sensor measurements
is a problem in inverse modelling; the inverse problem is highly non-linear, ill-posed [96]
and subject to input data that is typically sporadic, noisy and sparse [97]. The inverse
problem has been tackled using two dominant approaches: i) optimisation methods and ii)
probabilistic approaches based on Bayesian inference. Regardless of the approach, inferred
source parameters are run in a forward ATD model to generate predicted concentrations
that are compared with the observations in a cost or likelihood function. The overall
goal of these methods is to find the best or most likely match between the predicted and
observed data, as illustrated in Fig. 2.8.
The major difference between the optimisation and Bayesian approaches is in the
probabilistic aspect of the Bayesian approach. The Bayesian approach allows inputs and
models used in the algorithm to be specified via a probability density function (pdf), taking
into account uncertainties in the input data and the chosen ATD model. With probabilistic
inputs, the final output of the algorithm will be in the form of a pdf, thereby, producing an
estimate of the source term with associated confidence levels. In contrast, the optimisation
approach takes inputs without uncertainty and attempts to find a single optimal solution
to the problem. Both methods have been shown to perform well in simulations; however,
it was discovered that there is a significant room for improvement for both when tested
on experimental data [98]. Aside from the main estimation algorithm used, the STE
algorithms developed have several other differences making a direct comparison difficult.
Some of the differences include:
• The source term parameters that are estimated
• Likelihood/Cost function used to measure the goodness of fit
• Type of release (continuous, non-continuous, instantaneous, point source or area
source)
• The forward atmospheric dispersion model used (simple, complex, puff based, CFD
etc.)
• Domain size
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Figure 2.8: Flow diagram of a generic STE algorithm.
• Prior information assumed about the source
The source term parameters that are estimated can be extended to take into account
uncertainties in any of the meteorological or dispersion variables, which may be dependent
on the chosen ATD model. Note that this review has been limited to models that estimate
at least the source strength and location. Under such scenarios it is common to assume a
constant release rate. The literature is rich with estimation methods for releases of known
origin and varying release rate such as the Fukushima accident. For this scenario, Kalman
filters and variational data assimilation approaches have been more popular [4].
Source estimation of multiple releases is a particularly complex problem which has
been tackled in more recent research. Several forms of likelihood and cost functions have
been used throughout the literature which will be discussed in the following sections. The
type of release has varied from: i) a steady state plume, ii) a dynamic plume and iii) an
instantaneous release or puff. Most research has focused on continuous steady state plumes
using the Gaussian plume equation. Dynamic plumes and instantaneous releases yield
a more demanding problem which is more applicable to emergency response situations.
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Figure 2.9: Example diagram of a static sensor network.
The domain size can range from small scale (<km) to continental scale; however, with a
relevant dispersion model, the majority of techniques can be applied to any domain size
[99]. Several forms of prior information have been used throughout the literature including
meteorological variables, the geometry of the network and parameter bounds such as the
time of release, release rate and domain size.
This section of the thesis is split among the optimisation and Bayesian based source
estimation methods incorporating static sensors.
2.5.1 Optimisation
The optimisation approach to STE aims to find the combination of parameters that min-
imises a cost/objective function J. The objective function has taken many forms, although
most often it is derived from the sum of the squared differences between predicted Ck and
observed concentrations zk. Where Ck are obtained from an ATD model run using the in-
ferred source term and zk are concentration data from deployed sensors. It is assumed that
the parameter combination that produces the minimal difference is the optimal estimate
of the source term. Most optimisation techniques employ an iterative process, where the
objective function is minimised by using different update rules to provide new improved
estimates of the parameters.
The main focus of research on the optimisation approach has been on assessing the
performance of existing algorithms in optimising a cost function, however the different
methods have also explored various cost functions and the use of better initial estimates. A
variety of methods have been used to optimise the objective function such as gradient-based
methods [100, 101], direct search methods (e.g. the pattern search method [102]), and
intelligent optimisation methods (e.g. simulated annealing [103] and the genetic algorithm
[104, 105, 106]). Details about the specific optimisation approaches are described in this
section.
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2.5.1.1 Gradient based
This sub-section describes gradient-based STE algorithms found in the literature. The
methods used are the extension of the least squares technique known as Re-normalisation
or regularised least squares.
2.5.1.1.1 Least squares The aim of least squares estimation is to minimise the sum
of the squares of the residuals between measured zk and predicted Ck concentrations for
the total number of measurements N. The cost function can be written as:
J =
N∑
k=1
(Ck − zk)2 . (2.1)
The least-squares method is applicable only for an over-determined inverse problem.
The iterative minimisation of the cost function Eq. (2.1) requires an initial guess of source
term [107]. Since the least squares optimisation method is not a global optimisation
technique, it is largely dependent on a good initial guess, otherwise it may get stuck in a
local minimum leading to a poor solution due to the non-linearity of the solution space.
2.5.1.1.2 Re-normalisation Re-normalisation or regularised least squares is a strat-
egy for linear assimilation of concentration measurements to identify the unknown releases
[108, 109]. The method exploits the natural statistics provided by the geometry of the
monitoring network. These statistics are expressed in the form of a weight function de-
rived by a minimum entropy criterion, which prevents the over-estimation of the available
information that would lead to the artefacts especially close to the detectors. These
weight functions serve as a priori information about the release apparent to the monitor-
ing network and provide regularisation, thus limiting the search space of the algorithm and
providing an initial guess. The weight functions could be computed iteratively using an
algorithm proposed by Issartel [109]; besides, a minimum norm weighted solution provides
an estimate for the distributed emissions and is seen as a generalised inverse solution to
the under-determined class of linear inverse problems [110]. Overall, the re-normalisation
approach utilises the adjoint source-receptor relationship and constructs a source estimate
among a vector space of acceptable sources, which describes the possible distribution of
the emission sources [111]. The method is applicable for both over-determined and under-
determined problems.
Sharan et al. [101] used regularised least squares to determine the source term of a
point release using the fact that the maximum of the source estimate will coincide with
the location of the release. An advection-diffusion based dispersion model [112] was used
to generate an adjoint model of the source-receptor relationship. Unlike many other STE
methods, the domain was discretised into a grid, where the size was dependant on the
density of the sensor network. The method was extended in [113] for identification of an
elevated release with an inversion error estimate. The algorithm was further extended
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to identify multiple-point releases [114] where the number of releases was known. Two
steps were applied to reduce the computational time of the algorithm. First, regions
associated with weak weight functions were removed. Then, only one in five grid points in
each direction were considered, and this was iteratively refined to obtain an estimate of the
source. In [100], Singh and Rani applied the algorithm to data from the FFT07 experiment
[115]. A sensitivity analysis was performed to determine the effect of the number of
measurements on the inversion results. It was found that on average nine measurements
were required to sufficiently identify the source parameters and the accuracy of estimation
was subject to the locations of sensors downwind and crosswind of the release. In [116],
Singh and Rani applied the framework to multiple source scenarios of the FFT07 dataset.
Recently, Kumar et al. [117, 118] have extended the regularised least squares inversion
approach to urban environments, where CFD has replaced the underlying ATD model
[119]. The method is tested on experimental data from the Mock Urban Setting Test
(MUST) field experiment under various stability conditions. Reasonable accuracy was
demonstrated in an experimental setting, with an idealized urban geometry.
2.5.1.1.3 Broyden-Fletcher-Goldfarb-Shanno algorithm (BFGS) The BFGS
algorithm [120] is one of the most popular quasi-Newton optimisation techniques. The
method is used to rapidly search for extrema of a function. It is similar to Newtons
method however the inverse of the Hessian is approximated directly, greatly reducing
computational requirements. On its own, the algorithm would struggle to determine the
source term since it can become stuck in local minima. To overcome this issue, the Inverse
ATD models have been used to generate a suitable initial guess.
In [121], Bieringer et al. used the BFGS algorithm to refine an initial guess of source
parameters obtained from an inverse SCIPUFF run. To reduce computation, the sim-
ple Gaussian plume equation was used in the iterative optimisation. This equation was
enhanced by using dispersion coefficients generated from the SCIPUFF run. The paper
attempted to produce a final estimate where the final SCIPUFF and Gaussian plume runs
matched as closely as possible with each other and the sensor readings. The algorithm was
tested on experimental data from the FFT07 experiment to show similar performance to
previous SCIPUFF based methods however with reduced computational complexity. The
method was created to be computationally efficient for emergency scenarios where a timely
solution would be critical. It was tested more rigorously than previous algorithms under
scenarios including: different numbers of sensors, inconsistencies in observations and large
distances between sensors and source. The performance was degraded in cases where the
measured gradients in the concentration field were reduced (such as longer source to sensor
distances, fewer sensors, larger sensor spacing etc.). The need for proper concentration
gradients highlights the importance of having null sensor measurements that effectively
characterise the spatial extent of the plume.
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2.5.1.2 Meta-heuristics
Meta-heuristic optimisation algorithms have been among the most popular of the STE
algorithms in the literature. They benefit from their global search performance in order to
prevent the estimate from becoming stuck in a local minimum. The algorithms reviewed in
this section include the pattern search method (PSM), simulated annealing (SA) and the
genetic algorithm (GA). The algorithms use different methods to iterate until convergence
to a solution based on evaluation of a cost function. The methods differ by the means in
which they alter the parameters to find improved solutions.
2.5.1.2.1 Pattern search method The pattern search method (PSM) is one of the
basic optimisation methods, consisting of two simple steps. The first step defines the
theoretical parameters (source strength Q and location x, y) and their initial values.
In the second step, the algorithm varies each parameter by increasing or decreasing their
values from the current point applying a constant factor, known as the axis direction move.
The cost function is then calculated for the new set of parameter values (the difference
between calculated and measured concentration). If there is no increase or decrease of the
cost function value compared with the values of the previous points, the step size is halved
(the pattern move) and the process is repeated until the termination criteria are reached
[122].
In [102], Zheng and Chen developed a PSM to determine the strength and locations of
a contaminant source. The method was shown to be more efficient than other intelligent
optimisation methods such as the GA, however it was limited as the PSM is a local opti-
misation method, meaning that it was highly dependent on its initial value. To overcome
this limitation, Zheng and Chen [123] developed a hybrid algorithm that incorporated
the global search performance of the GA with local search performance of the PSM. The
GA algorithm was used to produce a reasonable initial value for use in the PSM. The
algorithm was able to define the location and strength of a contaminant source with great
accuracy. The algorithms performance was compared with that of an original GA to find
an increase in accuracy and efficiency.
2.5.1.2.2 Simulated annealing The simulated annealing (SA) algorithm is a global
optimisation algorithm that was introduced by Kirkpatrick et al. [124]. It is based on
an analogy of thermodynamics, specifically the process of heating and controlled cooling
of a material to reduce defects. This process directly depends on thermodynamic energy
E. Once applying this thermodynamic analogy to the optimisation problem, the goal is
to bring the system from its initial state to a convergent state in which the system uses
minimum possible energy. The rule for accepting change in state is based on the Boltzmann
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probability distribution [103], given as:
R ∼ u (0, 1) < exp
(
−En − En−1
Tn
)
(2.2)
where R is a random number from the uniform distribution u between zero and one, En is
the energy of the system (similar to a cost function) and Tn is the temperature or cooling
parameter. This enables the algorithm to occasionally accept parameter sets that increase
En, thus achieving global search performance as it is able to escape from local minima.
The algorithm repeats, generating new parameter estimates randomly, until it converges
to a solution. Throughout the simulation, Tn is decreased to improve the convergence
behaviour of the system.
Thomson et al. [103] applied SA to locate a gas source from measurements of concen-
tration and wind data. The search algorithm was employed to find the source location and
emission rate. SA was found to be advantageous as it helps prevent the search algorithm
from converging to local minima that might surround the targeted global minimum. Three
cost functions with different regularisation terms were evaluated, and the cost function
that minimises the total source emissions was found to be the most robust, producing
successful event reconstructions.
2.5.1.2.3 Genetic algorithm The genetic algorithm (GA) is a popular global opti-
misation technique used in numerous STE algorithms. It is classified as one of the artificial
intelligent optimisation methods. Similarly to most optimisation techniques, the GA is
based on iterations, but the major difference of the algorithm is in the alteration of pa-
rameter estimates to generate new solution candidates. This is inspired by the process of
natural evolution [125]. The process of the GA can be summarised by the following steps:
1. Initialisation: A random population of candidate solutions called chromosomes are
generated.
2. Selection: A cost function is evaluated to measure the quality (fitness) of the solu-
tions.
3. Mating: High quality solutions are mated with each other to generate new parameter
estimates while creating a second generation population of solutions. The second
generation contains a higher quality of chromosomes than the earlier generation.
4. Mutation: As is the process in evolution, a selection of chromosomes are mutated in
order to generate more new solutions.
5. Convergence or termination check is performed.
6. Repeat 2)∼5)
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Several variations of the GA exist: incorporating different mutation, mating and pop-
ulation generation strategies. It is important to tune parameters such as population size
and mutation rate to optimise the performance of the algorithm with regards to efficiency,
accuracy and avoidance of local minima. In [126], Haupt et al. first demonstrated the
ability of the GA to link readings from receptor data with the Gaussian plume ATD model.
Later in [104], Allen et al. used this method to characterise a pollutant source by esti-
mating its two dimensional location, strength and the surface wind direction. Including
the surface wind direction as a parameter to be optimised in the GA could account for
the sparse resolution of meteorological wind field data and any error therein [104]. The
algorithm performed very well during twin experiments (where the Gaussian plume was
used to create synthetic data), and performance was decreased with sensor grids with less
than 8x8 receptors. It is worthwhile noting that the algorithm showed reasonable per-
formance under sensor noise provided that the noise was less than the signal [104]. To
further refine the final estimate of the source term, a hybrid GA was formulated in [105].
A traditional gradient descent algorithm (the Nelder-Meade Downhill Simplex (NMDS))
was run after the GA. The GA produced a suitable initial estimate to prevent the NMDS
from becoming stuck in a non global minima. The hybrid algorithm was benefited from
the speed and performance of NMDS in a local search with the global search performance
of the GA.
To improve the performance of the algorithm in more realistic scenarios, Allen et al.
[106] replaced the simple Gaussian plume model with SCIPUFF. The sensitivity of the
GA in STE was assessed in [127]. The paper investigated the number of sensors necessary
to identify source location, height, strength, surface wind direction, surface wind speed,
and time of release. It was found that the number of sensors required varied depending
on the signal to noise ratio.
In [128] Annunzio et al. combined the GA with the adjoint method in an Entity
and Field framework (where entities are Gaussian plumes) for an improved estimate of
the source term. The approach estimates the axis of the plume/puff while providing an
estimate of the wind direction and the spread of the contaminant. The source was located
using a GA with a cost function based on contaminant spread.
To estimate the source terms in a scenario of multiple releases, Annunzio et al. [129]
extend the Entity and Field framework approach to use multiple entities. The number of
entities was increased to improve the concentration field approximation. When increasing
the number of entities did not yield an improved field approximation, the number of sources
was found. As there were too many correlated unknowns (i.e. entity mass m, release time
t and wind speed u), the source strength was not estimated. Instead, a scaling variable was
determined during the optimisation process m/u∆t. Based on a comparison by Platt and
Deriggi [98] using the FFT07 experimental data, the algorithm obtained a better source
location estimate than several other optimisation and Bayesian-based approaches.
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2.5.1.3 Summary on optimisation
Optimisation methods provide a single point estimate of source parameters by minimis-
ing discrepancies between predicted and measured concentrations. The gradient climbing
methods are limited as without a suitable initial guess they can become stuck in an in-
correct local minima. However, with a reasonable initial estimate, for instance by using
the adjoint, or a backwards run, the algorithm can converge to a solution quite rapidly.
Intelligent global search algorithms such as the GA, SA and the PSM have been classified
as Meta-heuristics in this thesis. The methods benefit over gradient descent methods as
they can handle poor initial estimates as they employ methods to prevent becoming stuck
in local minima.
Many modifications of the original algorithms have been presented, in which some
interesting features include:
• The wind direction in the parameter space to account for sparse meteorological data
[104].
• Hybrid algorithms to gain the benefits of global and local search [105].
• Prior information to limit the search space of the algorithms [109].
• The combination of global search algorithms or a backwards dispersion model run
to generate a good initial guess to be refined by a local search algorithm [128].
• Complex ATD models to improve the simple Gaussian plume equation resulting in
improved accuracy without increasing too much computational load [121].
• Null sensor readings to narrow down where the source is not present [121].
In twin experiments, the majority of optimisation methods perform well [130]. When
tested upon experimental data, the accuracy of the solution is heavily reliant upon the ATD
model and knowledge of the atmospheric conditions/stability. Several more complex ATD
models exist that may overcome this issue. Unfortunately, for an accurate simulation, a
vast amount of meteorological parameters were also required. Furthermore, the benefit of
a more accurate dispersion model may be outweighed by the increase in the computational
time.
2.5.2 Bayesian inference
Bayesian-based methods of STE allow probabilistic considerations to be introduced to the
problem in order to account for uncertainties in input data. Another way of exploiting the
Bayesian approach consists in seeking not just for one optimal solution, but obtaining the
probability density function (pdf) of the estimated source parameters. In this case, the
source is defined by a set of parameters, which are the quantities of interest. By means of
stochastic sampling, the posterior probability distribution of these parameters is evaluated
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to fully describe the parameters of the source and the uncertainty on them. The goal of
STE is then to look for the most probable parameters for the source in terms of posterior
probability.
Bayes theorem estimates the probability of a hypothesis or inference being true, given
a new piece of evidence as given [131]:
Posterior ∝ Prior × Likelihood
Evidence
→ p(Θ|z,M, I) ∝ p(Θ|I)× p(z|Θ,M, I)
p(z|M, I) (2.3)
where the theorem estimates the probability of a hypothesis Θ being true, given the data
(measurements) D, model M and prior information I. The prior distribution p(Θ|I)
expresses the state of knowledge about Θ prior to the arrival of data z. The likelihood
function p(z|Θ,M, I) describes the probability of the data z, assuming the hypothesis Θ
is true. This is also known as the sampling distribution when considered as a function
of the data. The posterior distribution p(Θ|z,M, I) is the full solution to the inference
problem and, converse to the likelihood, expresses the probability of Θ given z. The
final goal is to conduct inference over the parameters which define Θ, and the posterior
expresses the complete state of knowledge of these parameters given all of the available
data. Once completed, post processing is often required in order to extract useful summary
information from the posterior.
The evidence (sometimes known as the marginal likelihood) p(z|M, I) is so-named
because it measures the support for the hypothesis of interest. For inference problems
where only a single hypothesis has been or will ever be considered, the evidence is an
unimportant constant of proportionality. When applied to STE, the hypothesis Θ is
an inferred set of parameters that describe the source term, the data z are the measured
concentrations from the sensors, the model M is an ATD model, and the prior information
I can be any information related to the problem. In early work where only a single source
is considered, the evidence term is neglected so Eq. (2.3) may be simplified to:
Posterior ∝ Prior × Likelihood→ p(Θ|z,M, I) ∝ p(Θ|I)× p(z|Θ,M, I). (2.4)
The likelihood function is used to quantify the probability of discrepancy between the
measured and predicted concentrations at each sensor. Predictions are made by inputting
the inferred parameters into an ATD model. The prior probability is used to encompass
any information about the source parameters known prior to any detection. It is often
assumed little prior information is known beforehand and therefore this is often initially
given a uniform distribution. The posterior probability of the parameters is then propor-
tional to the likelihood. When the inference is performed in a sequential process, the prior
is set as the posterior of the previous iteration.
Monte Carlo (MC) sampling methods are employed to determine an accurate estimate
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of the posterior pdf for the source parameters Θ. Parameter estimates and uncertainty can
be determined from the statistics of the posterior, commonly the mean and the standard
deviations. In a high dimensional space, where there are many parameters inferred, the
computational effort increases exponentially. For this reason, efficient sampling techniques
are used such as the popular Markov Chain Monte Carlo (MCMC) and Sequential Monte
Carlo (SMC). The sequential aspect of SMC enables it to update the data as it arrives
making it more applicable to dynamic plumes. In the following sections, different improve-
ments and modifications of the Bayesian approach to STE conducted in the literature are
discussed. Improvements have been made in terms of computational efficiency of the al-
gorithms, accuracy, improvements to the likelihood function, extension of the methods to
handle multiple-source release scenarios and urban environments and how the algorithm
could be enhanced to gain robustness under sensor noise. The Bayesian-based methods
explored in this section include: MCMC [132, 133, 134], SMC [132, 135, 136, 137], dif-
ferential evolution Monte Carlo (DEMC) [138] and polynomial chaos quadrature (PCQ)
[139] among others..
2.5.2.1 Markov Chain Monte Carlo (MCMC)
MCMC methods are used to efficiently sample from probability distributions by construct-
ing a Markov Chain with the desired distribution equivalent to its equilibrium distribution
[140]. With an initial random or informed starting point, a Markov chain is created where
new inferences are drawn from the current link in the chain. The likelihood of the current
inference is evaluated and based on acceptance criteria, it is either rejected or accepted as
the next link in the Markov chain. Several techniques have been proposed to generate and
accept new inferences. The most popular one is the Metropolis Hastings (MH) algorithm
[141], described by the following steps.
Step 1 – Initialisation: Propose a starting estimate of the source parameters: Θ1
For i = 1 : N
Step 2 – Proposal: Generate a new estimate Θ¯. Sample from the proposal distri-
bution q(·):
Θ¯ ∼ q(Θ¯|Θi)
Step 3 – Evaluate the MH acceptance probability:
α =
p(Θ¯|z,M, I)q(Θi|Θ¯)
p(Θi)|z,M, I)q(Θ¯|Θi)
Step 4 – Accept or reject new parameters into the markov chain:
Θi+1 =
Θ¯ if α ≥ u[0, 1],Θi otherwise,
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where u represents the uniform distribution. The initialisation process involves selecting
an initial guess of the source parameters. This should be based on prior information as
the initial guess can have a significant impact on the convergence of the algorithm. The
next proposal is generated by sampling from the end of the previous link in the Markov
Chain. A random walk is the most popular technique, however in the literature more
informed techniques have been proposed. During Step 3, the probability of the proposal
being accepted is calculated based on the posterior distribution and proposal density of the
prior estimate and of that proposed. In Step 4, this is compared with a random number
to determine whether or not it is accepted as the next link in the Markov Chain [132].
The MCMC algorithms have been popular in STE due to the computational benefit
over the more traditional Monte Carlo method. In [132], Johannesson et al. proposed a
number of benefits and implementations of the MCMC algorithms for inverse problems
including STE of ATD events. Several approaches to generating proposals were discussed
including the Gibbs sampler, random walk and Langevin diffusion which was suggested
to yield the most effective random walk. In [133] Borysiewicz et al. compared several
MCMC algorithms for STE. Those compared include:
• Standard MCMC
• MCMC via maximal likelihood
• MCMC via rejuvenation and extension
• MCMC via rejuvenation, modification and extension
MCMC via rejuvenation, modification and extension was proposed to be the most effec-
tive during a number of synthetic tests which included an assessment of their efficiency
when smaller amounts of measurements were available. In [142], Senocak et al. extended
the MCMC algorithm for STE to incorporate null/zero sensor measurements. Another
extension was an enhancement of the simple Gaussian plume model by incorporating the
turbulent diffusion parameters into the parameter space, thus better matching of predicted
and observed concentrations.
In [134], Keats et al. estimated the source strength and location of a contaminant
plume in an urban environment with the MCMC MH algorithm. A key feature of the
method was the adjoint based source-receptor relationship which greatly reduced the
computational burden as the advection-diffusion equation was solved only once for each
detector as opposed to solving for every combination of source parameters. The method
was tested on experimental data from the Joint Urban 2003 atmospheric dispersion study,
and the true parameters were shown to be located within one standard deviation of the
estimate. In [143], Yee et al. successfully extended the aforementioned method [134] to es-
timate the parameters of multiple sources during synthetic simulations where the number
of sources was known a priori. Here the MH procedure was applied with simulated temper-
ing (ST) [144]. ST was used to alter the likelihood function in a way that the effects of the
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measured concentration data were introduced gradually. This allowed the algorithm to ex-
plore the prior distribution for a number of different source parameter hypotheses, helping
with the burn in phase of the MCMC algorithm by delaying sampling from the posterior.
In [145], Yee used a reversible jump MCMC algorithm to detect multiple sources where
the number of sources was unknown a priori. The reversible jump sampling algorithm
which was first introduced by Green. [146] enables the Markov Chain to jump between
model spaces of different dimensions. In this STE case, a different dimension referred to
a different number of sources. The jump could either add a single new source or remove
an existing source from the inferred parameters. The methods successfully estimated the
number of sources when tested on synthetic data.
In [147], Yee improved the method by employing a simulated annealing scheme to move
between the hypothesis space, increasing the mixing rate of the Markov Chains, which leads
to faster convergence. Similarly to ST in [143], the algorithm alters the likelihood function
over time to facilitate the burn-in phase of MCMC. The algorithm was tested on data from
the FFT07 experiment, resulting in good performance of identifying the parameters of up
to four sources along with their associated uncertainties. However, large parameter space
by adding the number of sources into the estimation problem caused a slow computational
speed. This issue was addressed in [148], where a model selection approach was proposed
to determine the number of sources. The number of sources was determined by finding
the minimum number of sources necessary to represent the concentration signal in the
data. The accuracy of the method was similar to [147, 143] with the computational load
significantly reduced.
In [149], Wade and Senocak. presented another method to determine the parameters
of an unknown number of sources using the Bayesian MCMC algorithm. The method
used a ranking system inspired by the environmental protection agencies (EPA) metric to
determine the quality of ATD models. The method successfully determined the correct
number of sources on experimental data from the FFT07 experiment. The major drawback
of the method, however, was its need to run simulations for each number of sources.
It is worthwhile noting that most algorithms above performed well on synthetic data
and on data from the FFT07 experiment. This experiment was conducted in an ideal-
istic scenario, featuring a high number of sensors, releases in the vicinity of the sensor
array and a rich amount of meteorological data available. A real world application was
presented in [150] by Yee et al. Here, the location and emission rate of a source (from
the Chalk River Laboratories medical isotope production facility) was estimated using a
small number of activity concentration measurements of a noble gas (Xenon-133) obtained
from three stations that form part of the International Monitoring System radionuclide
network [150]. It was discovered that the key difficulty in the STE lay in the correct
specification of the model errors. The initial algorithm obtained a reasonable estimate of
the source parameters though the precision of the estimate was poor as the uncertainty
bounds of the estimated source parameters did not include the actual values. An alterna-
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tive measurement model was proposed, which incorporated scale factors of the predicted
concentrations in order to compensate for the model errors [150].
2.5.2.2 Sequential Monte Carlo (SMC)
SMC is another technique used for efficient sampling. Unlike MCMC, the method is
inherently parallel which allows all Monte Carlo proposals to be generated and evaluated
simultaneously [151]. For this reason, it is considered to be computationally more efficient
than MCMC provided the algorithm converges well. Another benefit is the sequential
nature of SMC, allowing new data to run in the algorithm as it becomes available [151].
The approach approximates a posterior distribution p(Θ|z,M, I) by a set of weighted
random samples {Θ(i)k , w(i)k }Ni=1. A popular SMC method uses importance sampling (IS).
This involves taking a certain number of samples from the current estimate of the source
parameters, weighting them and using these weights to form a new posterior distribution,
which new samples are drawn from. The steps are outlined as follows:
Step 1 – Initialisation: Propose an initial importance sample:
Θk0 = {Θ(i)k0 , wk0}Ni=1
For k = k0 : K
Step 2 – Proposal: Generate a new estimate. Sample from the proposal distribu-
tion q(·):
For i = 1 : N , sample
Θ˜
(i)
1:k ∼ qk(Θ˜1:k) = qk(Θ˜k|Θ˜1:k−1)qk(Θ˜1:k−1)
Step 3 – Update importance weights:
For i = 1 : N , evaluate importance weights
w˜
(i)
1:k ∝
pik(Θ˜
(i)
1:k)
qk(Θ˜
(i)
1:k)
∝ p(zk|Θ˜
i
k,M, I)p(Θ˜k|Θ˜1:k−1)
qk(Θ˜k|Θ˜1:k−1)
pik−1(Θ˜
(i)
1:k−1)
qk(Θ˜
(i)
1:k−1)
Step 4 – Normalise weightings:
Let Θ
(i)
1:k = Θ˜
(i)
1:k and w
(i)
1:k =
w˜
(i)
1:k∑N
j=1 w˜
(j)
1:k
Step 5 – Approximate the posterior distribution:
pi(Θk) '
N∑
i=1
wikδ(Θk −Θik)
In [132], Johannesson et al. first proposed SMC for STE of an atmospheric release. The
article provides an introduction to the SMC algorithm for Bayesian inference and some
48
2. Literature Review
sampling techniques including a hybrid MCMC-SMC algorithm. In [135], Gunatilaka et
al. used SMC with a progressive correction (PC) technique to converge to a solution
for STE. Some limitations of the Gaussian plume model were addressed. In particular,
as the assumption of uniform wind speed and diffusivity caused the plume height and
ground level concentration to be underestimated. The concentration read by the sensors
was represented by the sum of the mean and fluctuating components where the mean was
derived from an analytic solution of the turbulent diffusion equation and the fluctuating
part modelled by a pdf. The performance of the algorithm was tested on synthetic data for
a range of sensor grid densities. Reasonable performance was attained using grid densities
as small as three by three.
In [136], Wawrzynczak et al. estimated the source strength, location, and ATD coeffi-
cients using SMC. Sequential importance re-sampling (SIR) was used which combines IS
with a re-sampling procedure. Re-sampling was used to replace samples with low impor-
tance weights with those from a higher weighting. The algorithm was implemented first by
running several iterations of multiple MCMC chains using MH and a random walk. After
a number of iterations, the importance weights were found and the initial SMC sample was
drawn. The paper compared the performance of the MCMC and SMC algorithms using
synthetic data generated using SCIPUFF. It was found that SMC performed significantly
better in obtaining the location estimate of the source. However, neither found the correct
release rate. This was expected to be caused by differences among the Gaussian dispersion
model and SCIPUFF. Additionally, no results were presented for the estimate of the ATD
coefficients, which were said to differ among the SCIPUFF and Gaussian puff models in
its estimation.
One reason many STE algorithms lose substantial performance when tested on exper-
imental data arise from poor probabilistic models of the likelihood function. Errors in the
measurements come from both sensor noise and modelling inaccuracies, both of which are
difficult to specify precisely. Issues due to a lack of knowledge of the correct form of the
likelihood function were addressed by Lane et al. [137]. The method used approximate
Bayesian computation (ABC) to replace the likelihood function in the SMC algorithm
with a measure of the difference between predicted and measured concentrations. The
method was able to estimate the strength and location of a release, in addition to the
release time. Multiple hazardous releases were handled via a trans-dimensional version
of the ABC-SMC algorithm. Ristic et al. [152] used ABC-SMC with multiple dispersion
models to find the most relevant ATD model for the release scenario. A rejection sampler
was used, which removes inferences that do not match the observed data within a specified
tolerance. An adaptive iterative multiple model ABC sampler was proposed to increase
the acceptance rate of the rejection sampler by adaptively generating the proposal dis-
tribution for each sample. The algorithm was tested on experimental data sets collected
by COANDA Research and Development Corporation which used a recirculating water
channel specifically designed for dispersion modelling. Results were shown for scenarios
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with and without obstacles. Without obstacles, very good results were obtained although,
in the presence of obstacles, the estimate of the upwind source location was affected by
producing a bimodal posterior distribution.
In [153], Gunatilaka et al. used binary sensor measurements where the threshold was
unknown to determine the parameters of a biochemical source. The achievable accuracy
of binary measurements for dispersion events was previously explored using the Cramer
Rao bounds by Ristic et al. [154] resulting in promising results. The algorithm found a
solution iteratively using SMC IS with PC. The wind speed was included in the parameter
space to account for uncertainty in the prior meteorological data. The method was tested
on experimental data showing that the algorithm could reasonably estimate the source
location, wind speed and a normalised release rate. Due to the unknown sensor threshold,
it was unable to determine the exact source strength; only the source strength normalised
by the assumed sensor threshold could be estimated.
2.5.2.3 Differential Evolution Monte Carlo (DEMC)
DEMC is a combination of differential evolution (DE) and the Bayesian MCMC methods.
Essentially, it is an MCMC version of the GA [155]. The method is a population MCMC
algorithm in which multiple Markov Chains are run in parallel. The selection process is
based on the Metropolis acceptance ratio and the main difference to the MCMC lies in
the generation of new proposals via a jump. Instead of a tuned random walk or multivari-
ate normal distribution, DEMC uses multiple chains to adaptively determine the jump
proposal based on the difference among them.
In [138], Robins et al. used DEMC to determine the source term of a biological [156]
or chemical [157] release. DEMC was used to enable the jump size to adapt itself to the
current state of the posterior estimate, thus alleviating responsibility from the user to
specify a reasonable jump size. To reduce the number of expensive dispersion calculation
runs, a two step decision process was used. The first accepted or rejected the proposal
based on prior information. If it was accepted, it was passed to the dispersion model.
Unlike much of the related work, the method had a large focus on operational aspects in
emergency response such as incorporating time variant data, additional data collected by
newly alerted sensors, and the removal of older data and inferences. The approach used a
probabilistic sensor model proposed in [158] based on an analysis of experimental data.
2.5.2.4 Polynomial Chaos Expansion (PCE)
The polynomial chaos-based estimation algorithms have received increasing attention in
research recently. They arise from an extension of the homogeneous chaos idea developed
by Wiener [159] as a non-sampling based method to determine the evolution of uncertainty
in a dynamical system. The main principle of the polynomial chaos expansion (PCE) ap-
proach when applied to inverse problems such as STE is to expand random variables using
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polynomial basis functions. Suitably chosen polynomials converge rapidly to a solution of
the posterior probability distribution. To manage the non-polynomial nonlinearity diffi-
culties in polynomial chaos integration, Dalbey et al. proposed a formulation known as
polynomial chaos quadrature (PCQ) [160]. PCQ replaces the projection step of PCE with
numerical quadrature. The resulting method can be viewed as a Monte Carlo evaluation
of system equations with sample points being selected by quadrature rules.
In [139], Madankan et al. used a PCE based minimum variance approach for STE.
PCQ was implemented using the conjugate unscented transform method [161] to generate
new sampling points from the posterior distribution using the Bayesian framework. The
paper compared the performance of PCQ with SMC and an extended Kalman filter (EKF)
to determine the source parameters of an atmospheric release using SCIPUFF as the
underlying ATD model. It was found that the PCQ technique outperformed the EKF in
terms of accuracy and the SMC method in computational speed.
2.5.2.5 Summary on Bayesian inference
Bayesian-based approaches to STE were described in this section. The major benefit
of methods was in the output of posterior pdfs to determine parameter estimates with
associated uncertainties or confidence level. The methods presented implementations of
efficient sampling methods to determine the source term. The algorithms varied in the
source parameters estimated, specification of the likelihood function, ATD models used
and several schemes to improve performance with regards to computational efficiency,
solution accuracy and robustness. A range of scenarios have been considered including
utilising varying meteorological information, steady or dynamic plumes, long/short range
dispersion events, urban/plain environments and single/multiple releases.
One of the advantages of the Bayesian-based approaches was in specifying probability
distributions of the measured and modelled data. In most cases, this had been assumed
to take a Gaussian distribution. In [138], more complex models were derived based on the
characteristics of particular sensors and the agent.
Several approaches have been proposed to reduce the computational time of the algo-
rithms. This was predominantly done by reducing the number of ATD model runs. This
was achieved via: i) a two step inference acceptance criteria so poor samples are not run
in a dispersion model [138]; ii) the adjoint source-receptor relationship [134] and iii) by
storing a library of pre-computed ATD simulations. The focus of DEMC and PCQ was
on reducing the number of iterations required in an MCMC-like algorithm by generating
better inferences.
The event of multiple releases posed a significant problem. Methods to determine the
number of sources and to correctly characterise them required significantly more computa-
tional time. Earlier methods simply ran the original Bayesian algorithms with a specified
number of sources and parameters in the parameter space and determined the appropriate
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number which is most closely matched with the data. Yee [147] determined the number of
sources using simulated annealing to move a Markov Chain among parameter spaces and
later work used a more efficient model selection method [148].
Upon testing in realistic scenarios or on experimental data, several problems were also
identified including the limitation of theoretical/ideal dispersion models (e.g. Gaussian
plume model) and the difficulty in attaining accurate representations of model errors and
noise. Yee discovered the significance of the representation of model errors and the loss
in accuracy caused by differences between the dispersion model and the real dispersion
event [150]. Other limitations included computational time despite several improvements
to reduce it, the amount of prior information required and the increase in computational
burden when the parameter space expands beyond the location and source strength. Ristic
et al. proposed several strategies to overcome the problems such as: making use of ABC
to account for the fact it is nearly impossible to accurately know the exact model and
sensor errors [137]; the use of multiple dispersion models to find the most appropriate one
for the current scenario [152]; the use of binary measurements to reduce noise effects and
enable the use of cheaper sensors [154]; and the use of binary sensors where the threshold
was unknown was explored in [153] to account for sensor bias/drift and for easy inclusion
of alternative data sources.
An example of the limitation of the Gaussian dispersion model was found in [136],
where the Gaussian plume dispersion model was unable to accurately estimate the strength
of release from simulated data generated using SCIPUFF. A trade-off is required between
the accuracy of the dispersion model and its calculation speed. The difficulty of estimat-
ing the strength of the release was highlighted further in [98] where algorithms attempted
to estimate the strength of release from experimental data. Among eight different algo-
rithm developers, incorporating a number of techniques, only a few of them were able to
consistently estimate the strength to within a factor of ten.
2.5.3 Summary
The STE methods examined have been split into optimisation and Bayesian-based ap-
proaches. At the end of each subsection, a summary of each of the techniques was given
discussing innovative ideas and problems found within the literature. Within each section,
there was a range of ideas and implementations of the algorithms; in the following, we will
discuss the application of the general frameworks and describe the key problems found
within the literature of STE.
The Bayesian methods benefit from producing a final estimate with confidence levels
and the fact that prior information can be incorporated into the algorithm with a prob-
ability distribution. Any inaccuracies due to modelling errors or sensor noise could be
accounted for with appropriate distributions, though these might be difficult to charac-
terise perfectly, in particular, when applied to a real scenario.
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The optimisation methods produce a single point estimate of the source parameters.
The methods suffer from their inability to include confidence intervals on any prior in-
formation it may use or in the final estimate. In spite of this, the optimisation methods
are often less computationally expensive and may converge faster than Bayesian methods.
They also benefit from the requirement of little or no prior information, though the more
available can result in better performance.
Incorporating the adjoint source-receptor relationship or back trajectories methods
produces a point estimate of the source by inverting meteorological variables and back
tracking from triggered sensors. The method is very fast but highly dependent on accurate
rich meteorological information and accurate dispersion models. As a technique to gain
an initial estimate to be optimised, it has shown significant performance benefits. The
back trajectory algorithms show how the system can benefit from null sensor readings, as
these can be used to narrow down the search space for possible source locations. In other
words, it helps by providing more information about where the source is not present. By
narrowing down the search space, the accuracy of the source term estimate can be increased
significantly and computational time reduced. A summary of the STE algorithms that
have been reviewed is given in Table 2.2 which is accompanied by Table 2.1 to describe
the variables and acronyms that have not been previously defined in the thesis. The
algorithms described were created for a static network; however, with some modification,
most would be applicable to data gathered by mobiles sensors.
Table 2.1: Variables and Acronyms used in Table 2.2
Variable Description
q Source strength or release rate
n Number of sources
x,y,z Location coordinates, typically downwind, crosswind, height
t0 Release time
t Release duration
u Wind speed
φ Wind direction
ζ Dispersion model parameters, dependant on the model used
SS Steady state
LS Lagrangian stochastic
To summarise the literature in STE, it can be seen that a number of methods produce
very good performance in an idealistic scenario of little or no noise, a plain flat environ-
ment, plenty of sensors and a single source. Difficulties arise when these conditions are
not met, which is generally the case in real scenarios. The difficulties found in STE when
moving from a theoretical to a realistic setting are common to most research fields. Some
of the key issues are listed in Table 2.3. In the following section, the use of mobile sensors
to solve the source term estimation problem are reviewed. Mobile sensors provide several
benefits to solve many of the limitations encountered by static networks.
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Table 2.3: Key difficulties in STE
Prior knowledge Sensing Sensor locations
Meteorological data Noise Not enough triggered sensors
Parameter space Bias/drift Poor sensor locations
Domain knowledge Sampling frequency
Modelling issues Release scenario Computational time
Dispersion modelling Multiple sources Accuracy vs cost
Sensor modelling Environment Estimation algorithms
Modelling errors Release type
2.6 Source term estimation using mobile sensors
STE using mobile sensors is a relatively immature area of research. The increase in per-
formance and decrease in cost of small computers and electronics has made it a more
appealing and feasible option than in the past. Mobile sensors could be used indepen-
dently, or in conjunction with static sensors. They can overcome many of the limitations
imposed by a static network. Firstly, it is infeasible to cover all regions of importance with
static sensors, particularly a dense enough grid of static sensors for STE to be performed
before the contaminant has spread significantly. Sensors are expensive, as will be their
communication network, powering, maintenance and protective holdings. Mobile sensors
enable measurements to be taken from more informative locations. This introduces a new
area of research to STE, with relation to sensor path planning strategies to provide an
accurate estimate of the source term in the least amount of time. In the literature, sen-
sor movement strategies for STE include expert systems, where the sensors follow a set
of pre-set guidance rules and information driven motion control, where the movement of
the sensor is based on estimates of the expected information gained. The aforementioned
techniques are described in more detail in the remainder of this section.
2.6.1 Pre-planned rules
In [166], Kuroki et al. used an expert system of navigation rules to guide a UAV to
determine the strength and location of a contaminant source. Concentration data was
collected throughout the flight and used in the GA described in [127] to estimate the
source term. The method required a single concentration sensor on the ground in order to
help guide the UAV. The rules then guide the UAV to fly towards the sensor, downwind
and then crosswind to gather concentration data. In simulations, an improved estimate
was found than using the GA with an 8x8 grid of sensors, with less computation required.
Tests were done for both Gaussian plume and puff models. Particular difficulty was found
with the puff model where a high amount of UAVs and plume traverses were required to
estimate the source location.
Hirst et al. [167] used the Bayesian framework to estimate the location and strength
of multiple methane sources with remotely obtained concentration data gathered using an
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aircraft. The aircraft was flown by a human pilot in a somewhat pre planned manner where
it would fly in consecutive crosswind directions, downwind of the source. Concentration
measurements were modelled as the sum of spatially and temporally smooth atmospheric
background concentration, augmented by concentrations due to local sources. The under-
lying dispersion model was a Gaussian plume atmospheric eddy dispersion model. Initial
estimates of background concentrations and source emission rates were found using opti-
misation over a discrete grid of potential source locations. Refined estimates (including
uncertainty) of the number, emission rates and locations of sources were then found using
a reversible jump MCMC algorithm. Other parameters estimated include the source area,
atmospheric background concentrations, and model parameters including plume spread
and Lagrangian turbulence time scale. The method was tested on synthetic and real data.
Two real scenarios were considered, first featuring two landfills in a 1600km2 area and
then a gas flare stack in a 225km2 area. Experiments showed good performance of the
algorithms. An interesting feature was an extra source estimated downwind of the actual
source. This was attributed to bias in wind directions.
2.6.2 Informative path planning
An information guided search strategy can be formulated as a partially observed Markov
decision process (POMDP) [168]. This consists of an information state, a set of possible
actions and a reward function. With regards to STE, the information state is the current
estimate of the source parameters. The set of possible actions are the locations where
the robot can move next, and the reward function determines a measure of the amount
of information gained for each manoeuvre. The reward function can take several forms,
such as Kullback-Lieber divergence [169] (variation of entropy), Re´nyi divergence [170] or
a measure of the mutual information.
2.6.2.1 Information gain
In [171], Ristic and Gunatilaka presented an algorithm to detect and estimate the location
and intensity of a radiological point source. The estimation was carried out in the Bayesian
framework using a particle filter. The sensor motion and radiation exposure time were
controlled by the algorithm. The search began with a predefined motion until a detection
was made, and then control vectors were selected based on reducing the observation time.
The selection of control vectors was done using a multiple step ahead maximisation of the
Fisher information gain (Hessian of the Kullback-Leibler divergence). In [172], this was
extended to the estimation of multiple point sources using the Re´nyi divergence between
the current and future posterior densities. This enabled decision making using maximum
information gain for the entire search duration regardless of the estimate of the number of
sources. The method was tested on experimental data with one and two source scenarios
and compared with a uniform random and deterministic search. The information driven
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search obtained much more accurate estimates of the location and strength of the source
with similar but slightly faster search time.
In [173], Ristic et al. presented a method to determine the location of a diffusive
source in an unknown environment featuring randomly placed obstacles. The method
used a particle filter to simultaneously estimate the source parameters, the map of the
search domain and the location of the searcher in the map. The map was represented as a
lattice where missing links represented obstacles and the source was assumed to be located
at a node. The gas and searcher travelled down links in the lattice and concentration
measurements were taken from the nodes. Concentration measurements were taken from a
Poisson distribution to mimic the sporadic nature of measurements. The searcher travelled
along the grid and stopped at the nodes to take measurements of gas concentration and to
determine the existence of neighbouring links (available paths). At each step, the searcher
remained at its current node or move along one link. Movement was based on information
gain similar to that mentioned previously [172]. Numerical simulations demonstrated the
concept with a high rate of success.
In [174], a number of different search strategies based on information theoretic re-
wards were compared for determining the location of a diffusive source in turbulent flows.
The reward functions compared include: Infotaxic reward, Infotaxic II reward and Bhat-
tacharyya distance. The Infotaxic reward is based on the expected information gain for a
single step ahead. It is based on the assumption that the source location coincides with
one of the nodes of the square lattice introduced to restrict motion of the searcher. The
reward is defined as the decrement of the entropy. The Infotaxic II reward is a slight
modification to account for the case where the source may not coincide with a node of
the lattice. The Bhattacharyya distance is a particular type of Renyi divergence, which
measures the similarity between two densities. In this context, the densities are the pos-
terior distributions at the current time and that expected in the next step. The control
is selected based on the maximum reward. The techniques were compared on synthetic
and experimental data implemented using the SMC method. It was found that the ratio
between the search and sensing areas was a key factor to the performance. With a larger
search area, systematic search such as parallel sweep outperformed information theoretic
searches. However, with a smaller search area, the cognitive strategies were far more ef-
ficient. It was also found that for a smaller search area, the Infotaxic reward performed
slightly worse than the others and this was attributed to its more exploratory behaviour.
2.6.2.2 Mutual information
In [175], Madankan et al. presented an information driven sensor movement strategy
that attempted to maximise the mutual information between the model output and data
measurements. A combination of generalised polynomial chaos and Bayesian inference
were used for data assimilation similar to the previous work that used static sensors [139].
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A sensor movement strategy was created to move a group of UAVs to maximise the mutual
information between the sequence of observational data and the source parameters over the
time. To reduce computational complexity a limited look-ahead policy was used and the
optimal positions of the UAVs were chosen individually. This means the only cooperation
among them was to maintain a distance from one another. This approach was compared
with a static network approach using synthetic data on a source estimation task where it
was assumed the location was known (so only the source strength was estimated). The
results show significant improvements in accuracy and confidence in the estimation.
2.6.2.3 Uncertainty driven
The use of multiple robots has also been proposed, employing an uncertainty driven ex-
ploration strategy to plan their path whilst estimating the locations and intensities of
multiple sources [176]. This method was tested with real robots in hardware in the loop
simulations using simulated gas sensor data.
2.6.3 Summary
The main area of research in mobile sensors for STE has been in developing intelligent path
planning strategies for maximum information gained by the sensors. The STE algorithms
themselves are similar to those reviewed earlier using static networks. Pre-planned rules
have shown to be capable of moving the sensor to determine the source term provided
there is enough information on the wind and there exists at least one static sensor within
the contaminant plume. Informative path planning strategies have featured maximising
information in terms of entropy gain and mutual information. In [173], the need to sample
from a position for a significant amount of time was highlighted whilst using a Lagrangian
stochastic dispersion model in order to gain a more accurate concentration estimation
from noisy sensor readings. The effect of search area was studied and its impact on the
performance of reactive or informative search strategies.
The information based or uncertainty driven probabilistic approaches can be beneficial
as they take into account the utility of the next measurement when making manoeuvre
decisions. In simulations and on experimental datasets based studies, information based
search planning strategies have been shown to outperform conventional approaches such
as a uniform sweep [172]. However, experimental results of STE performed on-line using a
mobile sensor are yet to be found. Besides simulated data, previous work has used exper-
imental datasets, whereby the artificial searcher could move to neighbouring locations to
take a new measurement. This was done on a dataset collected in a turbulent water chan-
nel and for a radiological dataset [172, 55]. The most closely related experimental result
used a manned aircraft equipped with a highly sensitive methane detector. Observations
during sweep search patterns were used to estimate the source terms of methane releases
from landfill sites using a reversible jump Markov chain Monte Carlo algorithm [167].
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Mobiles sensors overcome several of the limitations of using a static network to perform
source term estimation, however, they still have some common challenges. Mainly, the
effect of varying wind conditions and different types of releases (i.e. continuous, non
continuous, instantaneous etc).
2.7 Literature summary
This review has considered the potential methods of response to releases of hazardous
material into the atmosphere. The review has in turn looked at atmospheric concentra-
tion sensors, mobile robotic platforms, and algorithms for source localisation, boundary
tracking, mapping, and source term estimation using static or mobile sensors.
Overall, the primary difficulty experienced by all the proposed methods appears to
be in the sporadic nature of sensor measurements caused by turbulence, missed detec-
tions, and random changes in wind speed and direction. The majority of the proposed
approaches in the literature had been validated in simulations where the difficulty could
be better controlled. In fact, to the best of the authors knowledge, there are not any
experimentally validated boundary tracking algorithms considering a source releasing dis-
persive material into the atmosphere (boundary tracking results involving aquatic plumes
exist however aquatic plumes are significantly less dynamic). This is expected to be due
to the tremendous challenge of the boundary tracking problem subject to large amount of
noise, splitting up of regions, and dynamics of the phenomena.
There are several examples of source localisation, mapping, and source term estimation
using static sensors that have been demonstrated under the challenging natural outdoor
conditions. However, the source localisation methods have so far been demonstrated in
small test areas, are still effected by changing wind conditions despite some robustness,
assume an open environment, and do not estimate other parameters of the source; there-
fore they do not provide information about the spread of the HAZMAT. The mapping
algorithms proposed have been demonstrated in multiple environments, and recently have
considered time variant plumes. In spite of this, a proper method of validating mapping
algorithms using a real dispersive source and sensor has not yet been proposed. Source
term estimation algorithms incorporating static sensors have been developed to handle
several challenging conditions such as variable wind, however, they can become computa-
tionally expensive, have limited accuracy depending on the number of sensors and their
placement, and are only applicable in areas of high importance where a sensor network
has been installed. Source term estimation using mobile sensors is a promising method
of response, however, results outside of simulations or using experimental datasets have
not previously been produced; this is expected to be due to challenges with regards to the
reliability of the algorithms in more realistic conditions and the difficulty of performing
the experiments themselves considering the set-up of the experiment environment and the
robotic platform, including its integration with sensors. Filling this gap, by the design and
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development of new, probabilistic, robust algorithms, is a key contribution of this thesis.
This was achieved by the systematic development of the algorithms from increasingly chal-
lenging simulations and experiments leading to STE being performed in a natural outdoor
environment using an autonomous UAV. In addition, a method of validating mapping
algorithms is proposed, using a real dispersive source and sensor, albeit, in a controlled
environment.
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Chapter 3
Informative path planning for
hazardous source reconstruction
A probabilistic approach to estimate the source term of a HAZMAT release appears to
be the most promising method. In this chapter, the most common STE algorithm that
was used for static sensors is fused with an information based planning strategy, to guide
a moveable sensor to estimate the source term of a release. The performance of the path
planning strategy is compared to several other methods such as a conventional sweep pat-
tern. The information based planning strategy described in this chapter is inspired by
work from the field of optimal experiment design known as Bayesian adaptive exploration
(BAE) [177]. BAE provides an iterative observation-inference-design framework for prob-
abilistic and on-line experimental design. The method was first applied to the problem of
STE in [178] to explore how to optimally place a single additional static sensor to an ex-
isting network. BAE has been adapted for path planning of a mobile sensor to manoeuvre
to the most informative measurement locations, which combines search for the contam-
inant source and STE under a single framework. The proposed algorithm is compared
with traditional techniques under various levels of noise while showing robustness to large
amounts of noise as a result of Bayesian sampling techniques.
This chapter is based upon work that has been published by the author in [179].
The remainder of the chapter is organised as follows. In Section 3.1, the problem is
presented including information about the domain and the forward dispersion model used.
In Section 3.2, the adaptive Bayesian sensor motion planning is described. In Section 4
3.3, the computational algorithms that were used to implement the conceptual solution
are described. An illustrative run and Monte Carlo simulations with other strategies are
given in Section 3.4. Finally, the chapter is summarised in Section 3.5.
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3.1 Problem description
When signs of a possible harmful contaminant release are brought to the attention of
emergency services, the responders must determine the location of the emitting source,
and predict the spread of contamination in order to react efficiently. To avoid putting
the emergency responders in danger, an unmanned vehicle equipped with an appropriate
sensor can be sent into the search area to assess the severity of contamination. The vehicle
is to navigate within the search area collecting concentration measurements which will be
used in an estimation algorithm to determine the source term. Sensor measurements can
require a long sampling time to gain an accurate concentration reading, so it is important
to need as few as possible, whilst producing a high level of STE accuracy. The aim is to
rapidly gain a reliable estimate of the source term for its use in an ATD model.
In this chapter, the dispersion of contaminant is assumed to occur in an outdoor open
area, and to have reached a steady state. Due to its low computational burden and
reasonable accuracy under short ranges, the Gaussian plume dispersion equation [180] is
used as the forward ATD model to infer the expected concentrationsM (pk,Θk) at a given
position (pk = xk, yk, zk), given hypothesised source parameters Θk:
M (pk,Θk) = qs
usσyσz2pi
exp
(−c2k
2σ2y
)
×
[
exp
(−(zk − zs)2
2σ2z
)
+ exp
(−(zk + zs)2
2σ2z
)]
,
(3.1)
where ck is the crosswind distance from the source positioned at (ps = xs, ys, zs) with
emission rate qs. us is the mean wind speed and σy, σz are turbulent diffusion parameters
that are estimated based on Pasquill’s atmospheric stability class [180].
Most meteorological variables can be known within a certain degree of accuracy from
existing sensors across the globe. We assume that these variables have been provided and
that the source is located on the ground (zs = 0). The source term parameters remaining
to be estimated are the location (xs, ys) and the release rate (qs) of the source. We assume
the source parameters are within a search space Ω. The source term vector Θk+1 is then
defined as:
Θk+1 = [xs, ys, qs]
T where (xs, ys, qs) ∈ Ω. (3.2)
We assume that the vehicle knows its location (xk, yk) at the current time step k and
it is equipped with the appropriate concentration sensor. The available manoeuvres for
the vehicle are Ψ = {↑, ↓,←,→}, referring to a move up, down, left or right, by a fixed
distance. The goal of the algorithm is to choose the manoeuvre a∗k ∈ Ψ that provides the
most information about the unknown source term in the next iteration Θk+1.
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3.2 Adaptive Bayesian sensor motion planning
Bayesian adaptive exploration, proposed by [177], is adapted for mobile sensor motion
planning. For the remainder of the thesis, the approach shall be referred to as adaptive
Bayesian motion planning (ABMP). The process iterates an observation, inference and
design cycle as illustrated in Fig. 3.1.
Observation Inference DesignData Posterior
distribution
Current 
estimate
Concentration Prior information
New manouvre
Domain 
knowledge
New position
Met data
Figure 3.1: Adaptive Bayesian motion planning algorithm flowchart
The observation phase is rather simple and essentially involves taking a measurement
of the phenomena; which is the contaminant concentration in this implementation. In
the inference phase, Bayesian inference is used to gain an estimate of the source term to
reveal the current state of knowledge about the release, in the form of a posterior pdf.
During the design phase, the optimal manoeuvre is selected, which is expected to yield
the most information for the next inference cycle. The optimal manoeuvre is determined
using the idea of maximum entropy sampling, where it is believed that the most is learnt
by sampling from where the least is known [181]. In the following section, the steps are
described in more detail.
3.2.1 Observation
Concentration observations zk are assumed to be composed of the true signal z¯k,true and
associated errors v¯k, resulting in the following observational model (neglecting modelling
errors).
zk = z¯k,true + v¯k =M (pk,Θk,true) + v¯k. (3.3)
Errors can arise from errors in meteorological data, sensing, atmospheric turbulence or
modelling discrepancies [182]. For simplicity, meteorological errors are ignored at this
stage. Errors due to sensing, turbulence and modelling are assumed to be jointly repre-
sented by a normal distribution.
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3.2.2 Inference
In such a scenario where input variables and underlying models are uncertain, a proba-
bilistic approach is preferred over optimisation so that uncertainty in the source term can
be captured within a posterior pdf. Bayes’ theorem is used to define the posterior pdf of
the source term Θk+1 given the observations z1:k+1, prior information, and an appropriate
ATD model. In this work, Bayes’ theorem is expressed as (3.4), where I represents prior
information about the release and the ATD model used. Essentially, this means that the
posterior distribution is proportional to the product of the prior and the likelihood.
p(Θk+1|z1:k+1, I) ∝ p(Θk+1|z1:k, I)p(zk+1|Θk+1, I). (3.4)
The prior on all parameters is assumed to be uniformly distributed within the search
domain Ω. A Gaussian form of the likelihood is used similarly to [134]:
p(zk+1|Θk+1, I) =
k+1∏
i=1
1
σi
√
2pi
exp
[
−(zi −M (pi,Θk+1))
2
2σ2i
]
, (3.5)
where zi are the observed concentration data at positions pi, and M (pi,Θk+1) are pre-
dicted concentrations at the corresponding locations obtained by running inferred param-
eters Θk+1 in an ATD model (3.1). σi refers to the error variance, this should be set
to encapsulate errors between the predicted and measured concentrations; it also has a
strong effect on the acceptance rate of the inference algorithm.
3.2.3 Design
The goal of the design phase is to choose the manoeuvre ak that is expected to be the
most informative, by following a similar approach described in [177]:
a∗k = arg max
ak∈Ψ
E[I (ak)] (3.6)
where E [I (Θk+1|z1:k, zˆk+1(ak))] is the expected information provided by taking manoeu-
vre ak. This is defined as the information gained about the posterior distribution given
the new data zˆk+1(ak), multiplied by the probability of the new data (3.7):
E[I (ak)] =
∫
zˆk+1∈Z
p(zˆk+1(ak)|z1:k)I (Θk+1|z1:k, zˆk+1(ak)) dzˆk+1, (3.7)
where Z is the range of the possible future measurements at the future sampling position.
To quantify the measure of information I (Θk+1|z1:k, zˆk+1(ak)), several derivations have
been proposed from the literature on information theory. In this work, the negative Shan-
non entropy has been used given by the following Eq. (3.8). This quantity of information
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provides a measure of the spread of a distribution:
I (Θk+1|z1:k, zˆk+1(ak)) =
∫
Θk+1
p(Θk+1|z1:k, zˆk+1(ak))× log p(Θk+1|z1:k, zˆk+1(ak)) dΘk+1.
(3.8)
where p(Θk+1|z1:k, zˆk+1(ak)) is the posterior for source term parameters considering future
data zˆk+1(ak). Note, the prior information I has been ignored from the equation to
improve readability. In order to simplify Eq. (3.7), let us look at the joint distribution for
Θk+1 and zˆk+1(ak) and using the product rule to factor it as given:
I (zˆk+1(ak),Θk+1) =
∫ ∫
p(zˆk+1(ak),Θk+1|z1:k)
× log p(zˆk+1(ak),Θk+1|z1:k) dΘk+1dzˆk+1(ak)
=
∫ ∫
p(zˆk+1(ak),Θk+1|z1:k) log p(Θk+1|z1:k) dΘk+1dzˆk+1(ak)
+
∫ ∫
p(zˆk+1(ak),Θk+1|z1:k) log p(zˆk+1(ak)|Θk+1, z1:k) dΘk+1dzˆk+1(ak)
=I (Θk+1|z1:k) +
∫
p(Θk+1|z1:k)I (zˆk+1(ak)|Θk+1, z1:k) dΘk+1.
(3.9)
Repeating the above calculation but switching the order of factorising zˆk+1(ak) and Θk+1
gives:
I (zˆk+1(ak),Θk+1) =
I (zˆk+1(ak)|z1:k) +
∫
p(zˆk+1(ak)|z1:k)v(Θk+1|zˆk+1(ak), z1:k) dzˆk+1(ak). (3.10)
Equating Eqs. (3.9) and (3.10) and noting that the integral in (3.10) is equivalent to the
expected information from (3.7) yields:
E[I (ak)] =
I (Θk+1|z1:k) +
∫
p(Θk+1|z1:k)I (zˆk+1(ak)|Θk+1, z1:k) dΘk+1 −I (zˆk+1(ak)|z1:k).
(3.11)
The first term in (3.11) refers to the information in the posterior distribution from the
previous time step which is independent from the future measurement, so it shall remain
constant. The second term refers to the average information contained in the sampling
distribution. In cases where the noise variance varies with the signal, this is an important
quantity; however, if the noise is constant regardless of the signal, then this term is
also constant. The final term is the entropy (considering a minus sign) in the predictive
distribution which needs to be calculated. Using (3.8), the expected information can be
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represented as:
E[I (ak)] =Cak −I (zˆk+1(ak)|z1:k)
=Cak −
∫
p(zˆk+1(ak)|z1:k) log p(zˆk+1(ak)|z1:k) dzˆk+1(ak),
(3.12)
where Cak represents a constant formed from the first two terms of (3.11). In order to
choose the most informative manoeuvre using (3.6), we need to maximise (3.12). This
means that the best move is to go toward the location whose predictive distribution has
maximum entropy (equivalently, the least information); such a principle is known as max-
imum entropy sampling [181]. In other words, the most informative manoeuvre is where
the predictive distribution has the most spread.
3.3 Computational approach
The inference and the design stages of the algorithm involve solving multidimensional
integrals that cannot be done analytically. In this section, the computational approach
used to implement the conceptual solution for ABMP is described.
3.3.1 Inference
Since the posterior distribution of source parameters (3.4) cannot be obtained analytically,
it shall be approximated using a numerical techniques such as Monte Carlo methods.
However, as it is computationally expensive, an efficient sampling technique is required to
approximate the posterior distribution. Within the literature on STE, as discussed in the
previous chapter, several techniques have been proposed: i) Markov chain Monte Carlo
(MCMC) [134, 142]; ii) sequential Monte Carlo (SMC) [183]; and iii) differential evolution
Monte carlo (DEMC) [138]. In this chapter, we use the MH MCMC algorithm [184]. As
this is a popular approach used in the majority of MCMC based STE algorithms, and it
is discussed in some detail in the literature review, it will not be described any further in
this chapter. For more information on MCMC for STE, the reader is directed to [134].
The output of the MCMC algorithm is a posterior distribution for the source pa-
rameters (3.4), represented by a Markov chain. In subsequent iterations of the ABMP
algorithm, a new Markov chain is initiated each time new data has been collected. The
starting point of the new Markov chain is at the mean value of each source parameter
from the previous iteration.
3.3.2 Design
Once a posterior distribution of source parameters has been obtained using MCMC; The
pdf in Eq (3.12) can be approximated using a set of N samples {Θnk+1}Nn=1 for which the
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information can be estimated:
p(zˆk+1(ak)|z1:k) =
∫
p(zˆk+1(ak)|Θk+1)p(Θk+1|z1:k) dΘk+1
≈ 1
N
N∑
n=1
p(zˆk+1(ak)|Θnk+1) = p¯(zˆk+1(ak)m).
(3.13)
The average information from a set of samples for a specific manoeuvre is used as a measure
of the expected information [177]:
E[I (ak)] ≈ − 1
M
M∑
m=1
log p¯(zˆk+1(ak)). (3.14)
The overall ABMP algorithm is described in Algorithm 1.
Algorithm 1 Adaptive Bayesian motion planning
1: for k = 0,1,2,..., max time steps do
2: zk+1 ← take new measurment
3: p(Θk+1|z1:k+1)← run MCMC algorithm
4: {Θnk+1} ← draw N samples from above distribution
5: choose integer M ≤ N
6: for all ak ∈ Ψ do
7: consider potential position (xakk+1, y
ak
k+1)
8: for m = 1:M do
9: Θak,mk+1 ← draw uniformly from {Θnk+1}
10: zˆk+1(ak)
m ← sample from p(zˆk+1(ak)|Θak,mk+1 )
11: determine p¯(zˆk+1(ak)
m)← Eq. (3.13)
12: end for
13: determine E[I (ak)]← Eq. (3.14)
14: end for
15: a∗k = arg max{E[I (ak)]} ← new manoeuvre
16: (xk+1, yk+1) = (xk, yk) + a
∗
k ← new position
17: end for
3.4 Numerical simulations
3.4.1 Illustrative run
An example run of the algorithm at various time steps is presented in Fig. 3.2. Synthetic
concentration measurement data were created using the Gaussian plume dispersion model
(3.1) infected with normally distributed noise with mean zero and standard deviation equal
to 50% of the signal. In the early stages of the simulation, the sensor moved crosswind
before moving towards the location of the source. In simulations under higher noise, as
illustrated in Fig. 3.3, the algorithm was naturally more explorative without any tuning of
parameters. This showed a strong balance between explorative and exploitative behaviour
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a) 2 iterations b) 5 iterations
c) 7 iterations d) 10 iterations
Figure 3.2: Example run of the ABMP algorithm. The shaded green region represents the
contaminant with source position indicated by the black circle. Blue dots represent the
Markov chain posterior for source location. Red crosses represent the measuring locations
of the sensor following the red lined vehicle path.
which is crucial for efficient yet robust autonomous search behaviour. Interestingly, in early
stages of the simulations, the posterior distribution for the source location, as illustrated
in Fig. 3.2, formed a shape that resembled an inverse run of the Gaussian plume. In
some STE algorithms, an inverse run was initially used to narrow down possible source
locations [121]. This could be implemented in future work to possibly reduce the number
of steps used in the inference phase of the algorithm.
By using ABMP, the unmanned vehicle is capable of estimating the source term re-
gardless of its starting location or the location of the plume, provided it existed within
the search domain. Towards the end of the search, the acceptance rate of the MCMC
inference decreases, this is not a problem as the results produced are still accurate. How-
ever, addressing this in the future could yield a better approximation of the posterior
distribution.
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Figure 3.3: Example paths of ABMP under various levels of noise (two 30% paths are
generated from different initial positions, indicated by coloured diamonds).
3.4.2 Monte Carlo comparison
Monte Carlo simulations were used to assess the performance of the algorithm in compar-
ison to a uniform sweep, random movement and a source seeking algorithm. The source
seeking algorithm followed the ABMP procedure partially; however, it moves towards the
current estimate of the source position based on the mean values from the inference al-
gorithm. Examples of the paths of each are shown in Fig. 3.4 under identical conditions
as Fig. 3.2. For the Monte Carlo comparisons, the Gaussian plume equation (3.1) was
used to generate synthetic data infected with normally distributed noise with mean zero
and standard deviations equal to 10% and 50% of the signal. The contaminant plume
was generated at random locations, with randomly varying wind direction. The results of
the average root mean squared error (RMSE) for the mean parameter estimates after 100
Monte Carlo simulations are presented in Table 3.1.
Table 3.1: Performance comparison over a hundred Monte Carlo simulations
Strategy Random search Uniform search Source seeking ABMP
Noise 10% 50% 10% 50% 10% 50% 10% 50%
RMSE in x (m) 11.96 15.54 7.50 11.16 9.35 13.42 1.74 5.95
RMSE in y (m) 12.10 14.63 7.34 8.79 9.42 13.09 1.95 6.67
RMSE in q (g/s) 0.29 0.33 0.21 0.30 0.26 0.32 0.15 0.28
Number of moves 21.55 22.89 19.08 20.65 12.71 12.87 10.68 11.71
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a) Uniform search b) Random movement
c) Source seeking d) ABMP
Figure 3.4: Example path and search results for a) uniform sweep; b) random movement;
c) source seeking; and d) ABMP.
Plots of the number of measurements versus the average RMSE for the Monte Carlo
simulations subject to 10% normally distributed noise have been plotted in Fig. 3.5. The
graphs clearly demonstrate the overall benefit with regards to the accuracy and conver-
gence time of the algorithm in estimation of the source term parameters.
3.5 Chapter summary
A Bayesian based source term estimation algorithm, originally proposed to fuse measure-
ments from static detectors, has been augmented with an information based planning
strategy to guide a single mobile sensor to solve the problem. The adaptive Bayesian
exploration algorithm has been proposed; to guide a mobile sensor to the most informa-
tive sensing locations for STE rather then relying on a conventional pre planned path,
random movement, or a purely source seeking plan. The algorithm guides the robot
searcher to where most information is expected to be gained, rather than towards where
the estimation algorithm expects the source to be found. The popular Bayesian estima-
tion algorithm, MCMC, was used for inference of the source parameters whilst motion
planning was implemented by sampling from the output posterior distribution to find the
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a) RMSE for x
b) RMSE for y
c) RMSE for q
Figure 3.5: Monte Carlo results of RMSE vs the number of measurements.
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location of maximum entropy of the predictive measurement distribution. In simulations,
the approach was capable of handling a large amount of sensor error. Even with a poor
starting position outside of the contaminated area, or upwind, the algorithm was able to
efficiently find the source and predict its emission rate. Monte Carlo simulations compared
the ABMP STE method with other path planning approaches. The proposed information
based technique significantly outperformed the alternative and more conventional methods
with regards to the search time and the accuracy of the estimation.
This chapter has presented promising results by integrating a popular STE algorithm
with an information based planning strategy. Given the promising result, there is motiva-
tion to tailor the STE algorithm for use with a mobile sensor. This means solving the STE
problem in a recursive manner rather than using a batch process, as seen in the MCMC
algorithm, to greatly improve computational efficiency. Additionally, the algorithm should
be extended to handle different measurement input characteristics, such as a particle count
sensor rather then a concentration sensor. Both of these extensions are considered in the
following chapter.
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Chapter 4
Entrotaxis as a strategy for
autonomous search and source
reconstruction in turbulent
conditions
This chapter presents extensions of the work from the previous chapter by introducing a
more efficient estimation algorithm that runs recursively, by considering a more challenging
scenario, and comparing the algorithm with the state of the art. A strategy is developed to
perform an efficient autonomous search to find an emitting source of sporadic cues of noisy
information. The HAZMAT source considered is emitting a small but constant amount
of particles into the atmosphere, where the weak source and turbulence cause irregular
gradients and intermittent patches of sensory cues. Therefore, the observation model from
the previous chapter is changed to consider discrete measurements from a particle count
sensor. The search problem is now much more sparse, with limited sensory cues in the
form of particle encounters with the sensor. Bayesian inference, implemented via the
sequential Monte Carlo (SMC) method (rather than MCMC), is used to update posterior
probability distributions of the source location and emission rate in response to the sensor
measurements. Posterior sampling is then used to approximate a reward function, leading
to the manoeuvre to where the entropy of the predictive distribution is the greatest.
The algorithm formulated in the chapter is termed ‘Entrotaxis’, as it guides the path
of the searching robot based on the maximum entropy sampling principles introduced in
the previous chapter. The performance and search behaviour of the proposed method
is compared with the state of the art algorithm, Infotaxis [10], for searching in sparse
and turbulent conditions where typical gradient-based approaches become inefficient or
fail. The algorithms are assessed via Monte Carlo simulations with simulated data and
an experimental dataset. Whilst outperforming the Infotaxis algorithm in most of our
simulated scenarios, by achieving a faster mean search time, the proposed strategy is also
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more computationally efficient during the decision making process.
This chapter is based upon work that has been published by the author in [185]. The
remainder of this chapter is organised as follows. In Section 4.1 inspiration is drawn from
the searches seen in nature and from the literature in the area of autonomous search. In
Section 4.2, the problem addressed in this chapter is mathematically formulated, including
equations that model the spread of the emitted particles and the number of particle encoun-
ters with the sensor. In Section 4.3, the conceptual solution of the Entrotaxis algorithm
is described, covering parameter estimation and mobile sensor control. In Section 4.4,
we describe the sequential Monte Carlo implementation of the Entrotaxis algorithm. In
Section 4.5, an illustrative run is presented, the Infotaxis II algorithm is briefly described,
and numerical simulations compare the difference in performance and search characteris-
tics between the two strategies. The results using an experimental dataset are given in
Section 4.6, and finally, Section 4.7 summarises the chapter.
4.1 Related work
The search for an emitting source of weak, intermittent or noisy signals is an important task
for mankind and the natural world. Within the animal kingdom, maximising searching
efficiency is of great importance where food sources can be sparse and the mating race is
competitive.
Searching strategies are adapted to capitalise upon the availability of sensing cues
or prior information. In the absence of information or cues, it is common to execute
a systematic or random search. Systematic search paths, such as parallel sweeps and
Archimedean spirals [186], are effective methods provided that the target of interest is
stationary, there is no available information, and if efficiency is not the priority. In early
works of search theory, systematic searches were studied by the US navy, to optimise
aircraft flight paths whilst hunting submarines [186]. In the animal kingdom systematic
trajectories are rarely observed, nonetheless there is evidence to suggest that desert ants
follow an Archimedean spiral path whilst foraging [187]. Random searches can be argued
to be the most prevalent in nature. For instance, Albatrosses, among many other species,
have been observed to display le´vy flight patterns [188] whilst hunting. A large dataset
of the movement of open-ocean predatory fish provides supporting evidence that hunters
follow le´vy patterns where prey is sparse, although it is suggested Brownian motion is
observed when prey is abundant [189]. Regardless, the le´vy hypothesis is a source of
dispute within the literature and alternative hypotheses may be more probable [190].
When prior knowledge or sensing cues are available, the search strategy is adapted to
exploit the extra information. Chemotaxic strategies use concentration gradients to direct
motion towards an emitting source. Bacteria, such as Escherichia coli, use Chemotaxis to
move towards the greatest supply of energy by slowly climbing positive concentration gra-
dients [11]. However, in sparse sensing conditions, which can be caused by a weak source,
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large distances or turbulent mixing, Chemotaxic strategies are abandoned as irregular
gradients and intermittent sensing cause them to lose performance or fail. Anemotaxis
concerns the use of wind information to help guide the searcher, a strategy which has been
observed in honeybees [191] and the male silkworm moth [42], among others.
Most of the aforementioned biologically-inspired search strategies can be regarded as
reactive, where observations trigger predefined movement sequences to localise a source
[41, 53]. Alternatively, approaches have been developed based on information-theoretic
principles, otherwise known as cognitive strategies. Information theory was first applied
to the search problem to optimise effort during aerial reconnaissance [192]. The Shannon
entropy, from the theory of information and communication, was used to compare the
effectiveness of different pre-planned strategies. Recent cognitive search strategies make
decisions on-line, formulated as a partially-observable Markov decision process (POMDP)
[193]. The POMDP framework utilises state, action and reward. For our problem, the
state refers to the current knowledge about the source, the actions are movements towards
potential future measurement locations and the reward is a quantity to describe the gain in
information supplied by the corresponding action. Infotaxis is a cognitive search strategy
proven to be effective in the sparse sensing conditions where gradient based approaches
would be unsuitable [10]. By assuming environmental parameters and the source strength
were known, Bayes rule was applied to update a probabilistic map of the source location
throughout the search, in response to sparse sensory cues in the form of particle encounters
with a sensor [48]. Considering one-step ahead manoeuvres on a square lattice, the most
informative actions were selected based on minimising the expected entropy of the posterior
distribution, with an adaptive term to bias the searcher’s movements towards the source as
levels of uncertainty were reduced. The strategy showed robustness to significantly sparse
conditions and has thus inspired several studies proposing modifications and extensions
[194, 195]. A critical extension of the algorithm was its implementation in the sequential
Monte Carlo framework, using a particle filter, alleviating its grid based implementation
and allowing the source strength to be included as a parameter to be estimated [55].
Several reward functions were compared including an Infotaxic II reward, which removed
the Infotaxis’ bias towards the source, and a reward based on the Bhattacharyya distance.
Although the differences among strategies were marginal, the Infotaxis II reward slightly
outperformed the others in numerical simulations.
Perhaps the strongest argument that favours a reactive search strategy over the cog-
nitive approach is the higher computational cost of the cognitive search. Aside from
the possible complexity of the underlying dispersion and sensor models, the cognitive
strategies require a new posterior distribution to be calculated, for each possible future
measurement, at each considered location. This could pose a serious problem in conditions
where the number of possible measurements or actions increases, or in the development
of multiple-step ahead or collaborative multi-agent search strategies. Despite the compu-
tational burden, cognitive strategies are preferred due to their probabilistic nature. They
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have been shown to be more robust in sparse conditions [53], and additional parameters
(such as the source strength and potentially the time of release) can be estimated. The
latter falls into the domain of source term estimation.
This chapter proposes an alternative cognitive search and source term estimation strat-
egy, termed as Entrotaxis. Similar to previous work [55], the sequential Monte Carlo
framework is used to update probability distributions of source parameters. Maximum
entropy sampling principles are newly used to guide the searcher [181], hence the name
‘Entrotaxis’ by following the naming convention in the literature [10, 55]. The approach
follows a similar procedure to Infotaxis II [55] in a way that a probabilistic representation
of the source is used; however, the reward function considers the entropy of the predictive
measurement distribution as opposed to the entropy of the expected posterior. Essen-
tially, Entrotaxis will guide the searcher to where there is the most uncertainty in the
next measurement, while Infotaxis will move the searcher to where the next measurement
is expected to minimise the uncertainty in the posterior distribution. The maximum en-
tropy sampling principles upon which the algorithm is built are rather intuitive, where it
is considered the most is learnt by sampling from where the least is known. This approach
has proven to be effective in the literature on optimal Bayesian experimental design [181].
Whilst outperforming the Infotaxis algorithm in several conditions by more rapidly local-
ising the source, the proposed Entrotaxis strategy is also slightly more computationally
efficient as hypothesised posterior distributions do not have to be computed in the decision
making.
4.2 Problem description
The autonomous search algorithm is to guide a searcher to localise and reconstruct the
source of a constant emission of particles characterised by the unknown source term vector
Θs = [ps qs]
T, where qs ∈ R+ is the emission rate of the source located at ps = [xs ys]T ∈ Ω,
where Ω ⊂ R2 denotes the search area. The autonomous searching agent located at
pk = [xk yk]
T ∈ Ω and equipped with a particle detector of area r, is to navigate the
environment, choosing from the admissible set of actions Ψ = {↑, ↓,←,→}, the move
a∗k ∈ Ψ that is expected to yield the most information.
The searcher shall collect measurements in the form of the number of particle encoun-
ters zk ∈ Z+ with the sensor. The particles emitted from the source disperse through the
domain under turbulent transport conditions. The three dimensional dispersion model
R (pk|Θs) presented in [10] is adopted to denote the rate of particles encountered by a
spherical sensor of radius r at position pk from the source defined by the source term vec-
tor Θs. Particles emitted from the source have a finite lifetime τ , propagate with isotropic
effective diffusivity σ (which approximates the combined effect of turbulent and molecular
diffusion) and are advected by a mean current or wind u [10]. Adopting a sign convention
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that sets the wind in the direction of the negative y axis yields the analytical solution:
R (pk|Θs) = rqs||pk − ps|| exp
[−||pk − ps||
λ
]
exp
[−(yk − ys)u
2σ
]
, (4.1)
where
λ =
√
στ
1 + u
2τ
4σ
. (4.2)
The mean number of particle encounters expected by the sensor is simply the product of
the rate of encounters and the sampling time µk = R (pk|Θs) t0. An example plot of the
mean rate of encounters is given in Fig. 4.1.
Figure 4.1: The mean rate of particle encounters with a sensor of size r = 1 after time
interval t0 = 1 and parameters qs = 1, xs = 6, ys = 6.67, u = 1, τ = 250 and σ = 1.
The stochastic process of particle encounters with the sensor, given the mean rate,
is modelled by a Poisson distribution [10] which denotes the probability that the sensor
located at pk will encounter zk ∈ Z+ particles during the sampling time interval t0 as
given:
p(zk|µk) =
µzkk
zk!
e−µk . (4.3)
An example of what the searcher may observe at a fixed point in time is illustrated in
Fig. 4.2, by running the Poisson sensor model over the mean rate of particle encounters
from Fig. 4.1. The plot demonstrates the significant challenge imposed on source localisa-
tion by sparse and turbulent conditions.
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Figure 4.2: Example number of particles encountered zk(pk) by the sensor at searcher
nodes, obtained by running the Poisson sensor model on Fig. 4.1.
We assume that the average particle lifetime τ and the environmental parameters σ
and u are known, with the source term vector Θs remaining to be estimated.
4.3 Conceptual solution
The proposed Entrotaxis algorithm consists of estimation of the source parameter vector
Θs, followed by an analysis to determine the most informative manoeuvre for a mobile
sensor. Estimation is carried out using the Bayesian framework to estimate the source
parameters in the presence of uncertainty. Information theory is used to identify the most
informative manoeuvre, which is defined as the location where the entropy of the predictive
distribution is at its maximum. In other words, the searcher moves to the position where
the least is known about the next measurement. This is the maximum entropy sampling
principle, which has been popular in research on optimal design of experiments [181].
The principle was demonstrated in the previous chapter, to show significant performance
improvements against conventional path planning methods, such as a uniform sweeping
path.
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4.3.1 Estimation
In a similar manner to the previous chapter, a probabilistic framework is used to estimate
the source parameters in response to uncertain information, this time, in the form of
particle encounters with a sensor. The current state of knowledge regarding the parameters
is represented by the posterior probability density function (pdf) p(Θk|z1:k), where z1:k :=
{z1(p1), ..., zk(pk)} refers to the measurement data at visited locations. The posterior pdf
is subsequently updated according to Bayes rule as sensory data are acquired:
p(Θk|z1:k) = p(zk(pk)|Θk)p(Θk|z1:k−1)
p(zk(pk)|z1:k−1) (4.4)
where
p(zk(pk)|z1:k−1) =
∫
p(zk(pk)|Θk)p(Θk|z1:k−1) dΘk+1. (4.5)
If information concerning the source term is available prior to the search, it can be
exploited through an appropriate distribution to represent the prior knowledge known
about the release. However, in the absence of information, the initial prior distribution
pi(Θ0) ≡ p(Θ0) can be set to an uninformative distribution. In this chapter, and in the
majority of the thesis, a uniform distribution is used that is bounded by the domain Ω.
Unless otherwise stated, it us assumed that no additional prior information is available
about the source location. In subsequent iterations, the prior distributions are replaced
to reflect the information gained from the previous sequence.
The likelihood function approximates the probability of the observed data zk(pk), given
a hypothesised source parameter estimate Θk. A Poisson sensor model Eq. (4.3) is used
as the likelihood function based on the discrete particle count sensor data:
p(zk(pk)|Θk) = (R (pk|Θk) t0)
zk(pk)
zk(pk)!
e−R(pk|Θk)t0 , (4.6)
where R (pk|Θk) is the inferred mean rate of particle encounters. The Bayesian estimation
of source parameters is implemented recursively in the sequential Monte Carlo framework
using a particle filter [196], which will be described in Section 4.4.
4.3.2 Decision making for mobile sensor control
The goal of sensor control is to choose the manoeuvre a∗k from an admissible set of actions
ψ = {↑, ↓,←,→}, that is expected to yield the most information EI (ak), as given:
a∗k = arg max
ak∈ψ
{E[I (ak)]}. (4.7)
In Eq. (4.7), the expected information E[I (ak)] is defined from maximum entropy
sampling principles as the manoeuvre to the position where the entropy of the predictive
distribution is the greatest. This strategy is adapted from the literature on Bayesian
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experimental design [181]. Note that, in the widely-used Infotaxis strategy, it was common
to offer an option to remain at the current position [10, 55]. Adhering to the fundamentals
of maximum entropy sampling, where we wish to sample from the position of the greatest
level of uncertainty, this option has been removed.
In this work, the Shannon entropy I (·) is used as the expected information measure,
resulting in:
E[I (ak)] = −
∫
p(zˆk+1(ak)|z1:k) log p(zˆk+1(ak)|z1:k) dzˆk+1, (4.8)
where zˆk+1(ak) refers to the unknown measurement at the potential sampling position ak.
Until the manoeuvre is made, this data is unknown. The method applied to approximate
Eq. (4.8) will be described in the decision making implementation in Section 4.4.
The sensor control strategy provides the full search algorithm under a single framework,
which provides balanced exploration and exploitation by adapting to the state of the
posterior pdf of the source parameters. The approach naturally moves towards the source
location, as the posterior estimate becomes more certain.
4.4 Implementation
The Bayesian estimation of the source term parameters is estimated recursively in the
sequential Monte Carlo framework using a particle filter. The output is an approximation
of the posterior distribution p(Θk|z1:k), which represents the current state of knowledge
about the source parameters. Given the posterior distribution in the form of a weighted
sample of particles (which shall be referred to as random samples to avoid confusion
with emitted particles from the source), the integral in Eq. (4.8) can be approximated by
posterior sampling so that the expected most informative manoeuvre can be selected.
4.4.1 Estimation
The conceptual estimation of source parameters is implemented using a particle filter. The
posterior from Eq. (4.4) is approximated by a set ofN weighted samples {(Θ(i)k , w(i)k )}1≤i≤N ,
where Θ
(i)
k is a point estimate representing a potential source term and w
(i)
k is its corre-
sponding normalised weighting such that
∑N
i=1w
(i)
k = 1. Given the weighted samples, the
posterior distribution can be approximated as:
p(Θk|z1:k) ≈
N∑
i=1
w
(i)
k δ(Θ−Θ(i)k ), (4.9)
where δ(·) is the Dirac delta function. The sample weights are updated in a recursive
manner by sequential importance sampling. At each time step, a new sample Θ
(i)
k is
drawn from the proposal distribution q(Θ
(i)
k ), which should resemble p(Θk|z1:k). The
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corresponding sample weights are then updated according to:
w¯
(i)
k = w
(i)
k−1 ·
p(Θ
(i)
k |Θ(i)k−1)p(zk(pk)|Θ(i)k )
q(Θ
(i)
k |Θ(i)k−1, zk)
. (4.10)
By assuming a time-invariant source term (i.e. the source position is fixed and the emission
rate is constant), we can assume the proposal distribution is equal to the posterior at time
k − 1, i.e. q(Θ(i)k ) = p(Θk−1|z1:k−1). This leads to a simple algorithm where Θ(i)k = Θ(i)k−1
for i = 1, ..., N [55]. Due to cancellation of terms in Eq. (4.10), the un-normalised particle
weights are updated using the likelihood function and the previous weight as follows:
w¯
(i)
k = w
(i)
k−1 · p(zk(pk)|Θ(i)k ). (4.11)
We then normalise the sample weights w
(i)
k = w¯
(i)
k /
∑N
i=1 w¯
(i)
k to obtain the new approxi-
mation of the posterior.
Importance sampling is carried out sequentially at each time step. To avoid sample
degeneracy, the random samples are re-sampled when the number of effective point es-
timates falls below a pre-specified threshold η. To improve sample diversity, re-sampled
estimates are subject to a Markov chain Monte Carlo move step [196].
4.4.2 Decision making for mobile sensor control
To solve Eq. (4.8) when the future measurement zˆk+1 is unknown, the probability of the
expected number of particle encounters p(zˆk+1(ak)|z1:k) at position ak can be approxi-
mated using the current posterior distribution of source parameters. In other words, the
future measurement is predicted using the knowledge that is currently available about the
source:
p(zˆk+1(ak)|z1:k) ≈
∫
p(zˆk+1(ak)|Θk)p(Θk|z1:k) dΘk. (4.12)
This integral can be solved using the weighted sample approximation of the posterior
{(Θ(i)k , w(i)k )}1≤i≤N . The first term on the right hand side can be obtained using Eq. (4.6),
by replacing the measured data with potential data at the new position. The second term
is the corresponding normalized particle weight {w(i)k }, resulting in:
p(zˆk+1(ak)|z1:k) ≈
N∑
i=1
(
R(ak|Θ(i)k )t0
)zˆk+1(ak)
zˆk+1(ak)!
e
−R
(
pk|Θ(i)k
)
t0 · w(i)k . (4.13)
Substituting this into Eq. (4.8), the entropy of the predictive measurement distribution
for the manoeuvre EI (ak) can be approximated by a summation over all possible future
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measurements zˆk+1 = {0, 1, 2, ..., dˆmax}:
E[I (ak)] ≈
dˆmax∑
zˆk+1=0
p(zˆk+1(ak)|z1:k) log p(zˆk+1(ak)|z1:k). (4.14)
The predictive entropy EI (ak) is calculated for each manoeuvre of the set ψ, and the
maximum is selected in accordance to Eq. (4.7). The complete Entrotaxis algorithm is
described in Algorithm 2. The stopping criteria (step 16) of the search can be set with
regards to the spread of the posterior distribution or a maximum number of search steps.
Algorithm 2 Entrotaxis
0: k = 0
0: SEARCH = ‘ON’
1: while SEARCH = ‘ON’ do
2: k = k + 1
3: zk ← read new sensor measurement
4: {(Θ(i)k−1, w(i)k−1)}1≤i≤N → {(Θ(i)k , w(i)k )}1≤i≤N update particle filter
5: for all ak ∈ ψ do
6: consider potential position ak = (xˆ
ak
k+1, yˆ
ak
k+1)
7: for i = 1:N do
8: determine R
(
ak|Θ(i)k
)
9: for j = 1 : dmax do
10: determine p(zˆk+1(ak)|z1:k) using Eq. (4.13)
11: end for
12: end for
13: calculate E[I (ak)] using Eq. (4.14)
14: end for
15: a∗k = arg max{E[I (ak)]} ← new manoeuvre
16: (xk+1, yk+1) = (xk, yk) + a
∗
k ← new position pk+1
17: if STOPPING-CRITERIA reached then
18: SEARCH = ‘OFF’
19: end if
20: end while
4.5 Numerical simulations
In this section, an example run of the Entrotaxis algorithm is provided in order to illustrate
the estimation and decision making process of the searcher using simulated data to generate
measurements. Monte Carlo simulations are then performed under various conditions to
validate the performance of the Entrotaxis search strategy in comparison to the state of
the art Infotaxis approach [55].
4.5.1 Illustrative run
An example of a typical search carried out by the algorithm at various simulations steps
is shown in Fig. 4.3. Simulation parameters used to generate the example are as follows:
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xs = 6, ys = 6.67, qs = 1, u = 1, r = 1, τ = 250, σ = 1, N = 10, 000. Uniform
priors were provided within reasonably large bounds for the source location and release
rates: pi(X0) = pi(Y0) = U [0, 10] and pi(Q0) = U [0, 4]. The searcher, starting from [x1 y1] =
[0.67 1.67], began by moving in a cross wind direction. Upon detection an emitted particle,
represented by a black cross on the red path, it was typical for the searcher to circulate
around the nearby area. This behaviour, demonstrated in Fig. 4.3(b), can be considered
rational because in very sparse conditions, the most likely source position will initially
be where a particle is detected. Furthermore, observations have shown a similar search
pattern commonly performed by the male silkworm moth [43]. Once the searcher has
circulated the particle, in response to subsequent null sensor readings, it proceeds to
search elsewhere for the source. This behaviour is conducted autonomously during decision
making under the single Entrotaxis framework. The random samples approximating the
posterior distribution of the source location are represented by the green dots and the
sequence of figures illustrate how the spread of the samples is decreased throughout the
search. This is achieved by updating the sample weightings in response to new data, in the
form of sporadic cues of particle encounters with the sensor, and subsequently re-sampling
with a focus around highly weighted areas. The histogram in Fig. 4.3(d) displays the final
estimate of the release rate qs.
4.5.2 Monte Carlo simulations
Monte Carlo simulations are run to compare the performance of the Entrotaxis and In-
fotaxis algorithms. The mathematical formulation of the Infotaxis algorithm is first de-
scribed and the computational benefit of the Entrotaxis algorithm is assessed. The paths
traversed by the algorithms are then briefly assessed and the search performance of the
techniques under various conditions are evaluated with Monte Carlo simulations.
4.5.2.1 Infotaxis
The Infotaxis II reward is described as it was proposed in [55]. This algorithm was shown
to perform marginally better than the original Infotaxis reward by removing bias towards
the source. Following the estimation of source parameters, which is carried out using the
particle filter as described in Section 4.4, the Infotaxis II reward selects the manoeuvre
that is expected to minimise the entropy of the posterior distribution:
E[I (ak)] = −
∫
p(zˆk+1(ak)|Θk)I (Θk+1|zˆk+1(ak), z1:k) dzˆk+1, (4.15)
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(a) (b)
(c) (d)
Figure 4.3: An illustrative run of the Entrotaxis algorithm at time steps: a) k = 9;
b) k = 41; and c) k = 71. The histogram in d) displays the posterior estimate of the
source release rate qs at the end of the search. Simulation parameters are as follows:
[x1 y1] = [0.67 1.67], xs = 6, ys = 6.67, qs = 1, u = 1, r = 1, τ = 250, σ = 1, N = 10, 000.
The true source location is indicated by a large black dot, green dots represent the random
samples of the particle filter, the red line indicates the trajectory of the searcher, red dots
indicate zero measurements and black crosses non-zero measurements.
where I (Θk+1|zˆk+1, z1:k) is the Shannon entropy of the expected posterior distribution
given the hypothesised future measurement zˆk+1:
I (Θk+1|zˆk+1(ak), z1:k)
= −
∫
p(Θk+1|zˆk+1(ak), z1:k) log p(Θk+1|zˆk+1(ak), z1:k) dΘk. (4.16)
The first term in Eq. (4.15) is the same as Eq. (4.12). The term p(Θk+1|zˆk+1, z1:k) in
Eq. (4.16) is solved by updating the current particle filter weightings w
(i)
k to pseudo weights
ŵ
(i)
k+1, that would be produced in response to a hypothesised measurement zˆk+1. The
overall expected reduction in posterior entropy is computed by a summation over all
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possible future measurements zˆk+1 = {0, 1, 2, ..., zˆmax}:
E[I (ak)] ≈
zˆmax∑
zˆk+1=0
N∑
i=1
p(zˆk+1(ak)|Θ(i)k )ŵ(i)k+1 log ŵ(i)k+1. (4.17)
In terms of computation, both algorithms see an increase in response to higher con-
centrations which, in turn, cause the value of zˆmax to increase. This is directly caused
by the summation over potential measurements seen in both approaches Eqs. (4.14) and
(4.17). For each potential measurement, Entrotaxis determines its corresponding proba-
bility, however Infotaxis must recompute the normalized posterior distribution, resulting
in 2N |ψ|zˆmax more operations, where |ψ| is the cardinality of manoeuvres ψ. This is
caused by extra operations in the innermost for loop of Algorithm 2. The result is 23%
faster decision making made by the Entrotaxis algorithm whilst running on an Intel(R)
Core(TM) i7-6700HQ 2.60GHz CPU.
4.5.2.2 Results
Typical search paths of the Entrotaxis and Infotaxis algorithms searching for a source of
various release rates are shown in Fig. 4.4. The results after 100 Monte Carlo simulations
for several values of release rate are provided in Table 4.1. The results indicate both
approaches are adversely affected by weak sensing conditions, however, the Entrotaxis
reward performs better in terms of the mean search time (MST). This is supported by the
figures which display a more efficient path. The longer MST of the Infotaxis algorithm
is due to its tendency to trace the domain boundary. Meanwhile, Entrotaxis would alter
its search path sooner in response to the sensory cues. The increase in search time is
caused by the larger ratio between the search area and the sensing area as reported in
[55]. Essentially, the searcher spends much more time observing null sensor measurements,
which are less informative than positive readings.
Table 4.1: Performance comparison for different values of release rate qs for 100 Monte
Carlo simulations. (SR = success rate [%]; MST = mean search time [number of measure-
ments])
qs 0.1 0.2 0.5 1 2 4
Entrotaxis
SR 100 99 100 99 100 100
MST 196 140 96 79 62 49
Infotaxis II
SR 100 99 100 100 100 99
MST 273 187 129 105 81 67
The algorithm’s performance under various mean wind velocity u conditions were also
analysed as subject to constant release rate qs = 2. Typical search paths executed by
Entrotaxis and Infotaxis are shown in Fig. 4.5, accompanied by Table 4.2 to summarise the
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(a) (b)
(c) (d)
(e) (f)
Figure 4.4: Search paths of Entrotaxis (left) and Infotaxis (right) strategies subject to
various release rates: a,b) qs = 0.2; c,d) qs = 1; e,f) qs = 2.
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search performance. The table demonstrates the performance benefits of the Entrotaxis
algorithm in low wind conditions, particularly as u goes to zero. The Infotaxis algorithm
shows consistent performance improvements in response to increasing wind speeds, as was
also observed by Ristic et al. [55].
(a) (b)
(c) (d)
(e) (f)
Figure 4.5: Search paths of Entrotaxis (left) and Infotaxis (right) strategies subject to
various wind velocities: a,b) u = 0; c,d) u = 0.5; e,f) u = 1.5.
Thus far, the search strategies have considered favourable initial conditions, (with
regards to searcher position in relation to the source and the bounds of the domain) where
the searcher would start downwind of the source which is positioned near the upwind
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Table 4.2: Search performance for different values of wind velocity u for 100 Monte Carlo
simulations. (SR = success rate [%]; MST = mean search time [number of measurements])
v 0 0.25 0.5 1 1.5
Entrotaxis
SR 100 100 99 100 99
MST 50 56 58 57 54
Infotaxis II
SR 100 100 99 100 100
MST 103 99 87 79 75
centre of the domain. These assumptions are not valid for most scenarios seen by humans
or in the natural world. In Table 4.3, we display Monte Carlo search results for various
release rate qs and wind velocity u combinations, where the source location and searcher
starting locations are generated randomly within the domain, i.e. [x1 y1 xs ys] = U [0 10].
The remaining parameters are set to the same values as Fig. 4.1.
The results in Table 4.3 follow a similar trend to Tables 4.1 and 4.2. Both algorithms
performed worse in the low release rate conditions. The Infotaxis approach saw a sig-
nificant improvement in performance in response to increased wind velocity and release
rate, although Entrotaxis still had a more rapid MST. In most cases, the MST for both
algorithms was lower than previous tables; however, this was expected, as most often the
starting positions of the source and searcher would be closer together.
Table 4.3: Performance comparison with random starting and source positions. The
results after 500 Monte Carlo simulations are shown for various release rate qs and wind
velocity u combinations.(SR = success rate [%]; MST = mean search time [number of
measurements])
qs 0.1 0.1 0.5 0.5 1 1 2 2
u 0 1 0 1 0 1 0 1
Entrotaxis
SR 100 100 100 100 99.4 99.8 100 99.4
MST 197 180 92 73 68 59 58 50
Infotaxis II
SR 100 100 99.6 99.6 99.2 99.8 100 99.8
MST 235 237 133 114 101 82 81 66
4.6 Experimental results
The Entrotaxis strategy is tested using an experimental dataset which was supplied by the
DST Group [55]. The dataset was collected by the COANDA Research and Development
Corporation using a large recirculating water channel. Fluoresceine dye was released at
a constant rate from a narrow tube at the upwind end of the tunnel. Observations of
the concentration of dye were obtained by using laser induced fluorescence. The dataset
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(a)
(b)
(c)
(d)
Figure 4.6: An illustrative run of the Entrotaxis algorithm at time steps: a) k = 4; b)
k = 64; and c) k = 90 using the experimental dataset. The histogram in d) displays
the posterior estimate of the source release rate Qk at the end of the search. Simulation
parameters are as follows: [x1 y1] = [0.67 1.67], xs = ys = 2.935, u = 0, r = 2.935,
λ =
√
1000, N = 10, 000. The true source location is indicated by a large black dot, green
dots represent the random samples of the estimation algorithm, the red line indicates the
trajectory of the searcher, red dots indicate zero measurements and black crosses non-zero
measurements. The greyscale shading depicts the instantaneous concentration field at the
current time step.
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consists of a sequence of frames denoting the instantaneous concentration field in the
vertical plane. Each frame consisted of 49× 98 pixels, where each pixel corresponds to a
2.935×2.935mm2 area. The nearest integer of a pixel was taken as the number of particle
encounters with the sensor at the corresponding position and time. At each time step,
the searcher would move to a neighbouring pixel to make an observation. We present a
typical run of the Entrotaxis algorithm using the experimental dataset in Fig. 4.6. The
source, located at [xs ys] = [2.935 2.935], is represented by a large black dot. The greyscale
shading depicts the instantaneous concentration field at the current time step k, and the
histogram in Fig. 4.6(d) displays the posterior distribution of the source release rate qk at
the end of the search. The pdf for the release rate using the experimental dataset is of
sometimes multimodel, however in the simulated scenarios (Fig. 4.3(d)) it is monomodal.
This is caused by unforeseen mismatches between the modelling and the experimental
dataset which can cause multiple modes.
The performance of Entrotaxis is assessed against the Infotaxis II algorithm on the
experimental dataset using 200 Monte Carlo runs. Simulation parameters used in [55]
are adopted (including a two dimensional version of the rate of encounters to replace
Eq. (4.1)) as follows: [x1 y1] = [0.67 1.67], xs = ys = 2.935, u = 0, r = 2.935, λ =
√
1000,
N = 10, 000. During the Monte Carlo simulations a search is terminated if the spread of
the posterior approximation falls below 5, the searcher lands on the source, or if the num-
ber of time steps k exceeds 1000. A search is considered successful if the distance between
the estimated source position and the true source position is less than 10. Table. 4.4 com-
pares the success rate (SR) and mean search time (MST) of the Entrotaxis and Infotaxis
algorithms subject to various prior distributions for the release rate of the source pi(q0).
The prior distributions assessed include log-normal L(m,σ2), uniform U(min,max) and
normal N (m,σ2) distributions. The table is ordered so that the more favourable priors
are on the right hand side.
Whilst there is little difference in the SR of the approaches, the Entrotaxis approach has
a faster MST for all the prior distributions. Under the more accurate normally distributed
prior on the release rate, both strategies have a considerable reduction in the MST; this is
caused by the overall larger prior on the release rate, leading both approaches to alter the
search path further from the edge of the domain. The experimental results support the
previous findings of Table 4.2, where Entrotaxis was the most successful strategy in low
wind conditions. However, as the source was located very near to the edge of the domain,
this was also favourable to the typical trajectories of Infotaxis shown in Figs. 4.5(b) and
4.5(d). The experimental results using the Infotaxis algorithm are noticeably different
to those reported in [55]. This is expected to be caused by small differences in data
processing, algorithm implementation and in the simulation parameters.
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Table 4.4: Monte Carlo results using the experimental dataset after 200 runs with various
prior distributions for the release rate. (SR = success rate [%]; MST = mean search time
[number of measurements])
Method L(1, 1.2) U(0, 20) N (7, 2)
Entrotaxis
SR 98 99 99.5
MST 93 93 76
Infotaxis
SR 99 98.5 99
MST 101 96 80
4.7 Chapter summary
The Entrotaxis algorithm has been proposed to perform an autonomous search and recon-
struction (i.e. STE) of a source emitting hazardous particles at an unknown, albeit minor,
rate, in turbulent conditions. The ABMP method presented in the previous chapter was
extended to perform STE using the recursive algorithm, sequential Monte Carlo, rather
than the previous batch method. The Bayesian estimation algorithm was reformulated
to consider discrete measurements from a particle count sensor, taking into account the
large amount of non detections caused by the weak source and turbulent conditions. Af-
ter demonstrating the benefit of an informative planning algorithm against conventional
methods in the previous chapter, the method was compared with the current state of the
art method, Infotaxis. The search characteristics of the Entrotaxis and Infotaxis algo-
rithms were compared in simulations subject to various conditions. The observed search
behaviour of the Entrotaxis algorithm supported its superior performance in Monte Carlo
simulations. In addition, the methods were tested using experimental data collected from
releasing dye into a water channel, the closest to real conditions that a STE algorithm
incorporating a a mobile sensor had been assessed at the time. Overall, the results iden-
tified similar levels of performance between the Entrotaxis and Infotaxis algorithms in
terms of the success rate of the algorithms, however, favourable conditions were observed
for both approaches, with regards to achieving a faster mean search time. Entrotaxis per-
formed better in most of our simulations, especially when subject to low winds or strong
release rates. There was less difference in the mean search time of the strategies using
the experimental data, where the source was located near to the domain edge, arguably a
favourable position for the Infotaxis algorithm. Overall, the Entrotaxis approach typically
located the source more rapidly than Infotaxis in our numerical simulations, using a less
computationally demanding reward function and without degrading the rate of success.
The Entrotaxis strategy is envisaged to be effective in several search scenarios where a
model of the information source can be provided, such as tracking a ground target using
a UAV, or other inverse problems involving data collection with a mobile sensor.
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This chapter presented three main outcomes: an extension of the Information based
search and STE algorithm to more sparse conditions whilst considering measurements from
a particle count sensor; a comparison with the state of the art method in the literature;
and tests in a more realistic scenario using an experimental dataset. The next step is to
test the system using a real source and a sensor equipped autonomous unmanned vehicle.
This task has not been achieved before, so several extensions will be required to facilitate
successful experiments - such extensions and experiments are presented in the next chapter.
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Chapter 5
Information based search for an
atmospheric release using a mobile
robot
In the previous chapter the information based search and STE algorithm was extended
to perform the estimation of the source parameters in a more efficient manner by using
a recursive algorithm. A more computationally efficient path planning algorithm was
also developed. The developed STE method, named Entrotaxis, was compared with the
current state of the art in the literature, the Infotaxis algorithm. After demonstrating
the strong performance of the algorithm in simulations and on an experimental dataset,
the next stage is to test the system using a real source and sensor. The real challenge
of STE and search can be difficult to create in simulations and using datasets. Due to
the difficulties in modelling the random nature of turbulence, the sensor response, and
interactions the robot may have on the dispersion of HAZMAT.
This chapter presents developments on the previous work to enable successful exper-
iments using a real mobile robot equipped with a low cost atmospheric concentration
sensor, and a real dispersive source. In a similar manner to previous work in this thesis
- a joint Bayesian estimation and search planning algorithm is used to guide the sensor
equipped, mobile robot to collect informative measurements, allowing the parameters of a
dispersive source to be estimated quickly and accurately. The work is extended in several
areas to facilitate the successful experiments, for example, the Bayesian estimation is aug-
mented to account for uncertainties in all of the parameters of the dispersion model, by
inputting them as pdfs and a novel likelihood function is developed to address the inter-
mittent, noisy readings from the low-cost gas sensor. Subsequently, this chapter presents
the first experimental result of STE performed using a mobile robot in turbulent, diffusive
conditions with a real sensor. The experiments used smoke from burning incense sticks to
simulate a HAZMAT release, and electric fans to generate a turbulent wind field in the
indoor test arena. A ground robot was equipped with a low-cost, metal oxide gas sensor
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which responded to the smoke concentration. The experimental results demonstrated the
effectiveness of the proposed estimation and search algorithm for STE using a mobile robot
and a low-cost sensor.
The contents of this chapter can be summarised by several technical contributions that
complement and facilitate one larger, more sincere, practical contribution. The latter is
the fact that, to the best of the authors knowledge, this chapter reports the first online
experimental STE results obtained using robot cognitive search in realistic conditions,
which paves the way of deploying this algorithm in response to an accidental release or
attack of HAZMAT into atmosphere. Technical contributions that facilitated this are as
follows:
1. Inspired by the literature on source term estimation [2] (and after the literature
review conducted in Chapter 2), an information based search algorithm is developed
to accommodate the uncertainty in all dispersion parameters of the release, with key
ones being the wind speed, direction and the diffusivity;
2. The sensor model used in the algorithm is extended from discrete particle encounter
measurements (see e.g. [55]) to the continuous space of a low-cost sensor. More
importantly, a novel likelihood function is designed to accommodate the intermittent
reading of the low-cost sensor;
3. A modified dispersion model is also used to cater for an uncalibrated metal oxide
sensor, to reflect an expected voltage reading instead of concentration. This is an
important step, as calibration of metal oxide sensors is difficult and affected by
numerous factors such as temperature, humidity and composition of the environment
and the material of interest [197];
4. This is the first experimental study of a information based search that does not use
a thermal source or assume the strength is of a known quantity, such that the release
is turbulent and the meteorological conditions are inconsistent;
Finally, the overall experimental set-up is simple but effective, using inexpensive sen-
sors and a safe, easily accessible source. It is hoped that this will benefit future source
estimation researchers enabling quick development and testing of algorithms outside of
simulations.
This chapter is based upon work that has been published by the author in [198]. The
remainder of the chapter is organised as follows. First, more related work, specifically
involving experimental validation of source localisation or STE algorithms, are reviewed
in Section 5.1. A formal description of the problem addressed in this chapter is given
in Section 5.2. In Section 5.3, the methodology is described, including the conceptual
search solution, modelling required to implement the conceptual solution and the sequen-
tial Bayesian implementation. Section 5.4 outlines the experiment set-up and describes
the robot searcher and the sensing environment. An illustrative run and numerical results
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of the experiments are presented in Section 5.5. Finally, conclusions and future work are
given in Section 5.6.
5.1 Related work
Autonomous search, with the goals of localising chemical leaks, sources of odour, or fur-
ther understanding search patterns observed in nature, has been a popular subject of
research for some time. Search is a quotidian task for animals during foraging, hunting
or finding a mate. Due to the large amount of applications in nature and the extremely
efficient and successful searches observed, many search algorithms have been biologically
inspired. Most biologically inspired search strategies can be regarded as reactive, where
observations trigger predefined movement sequences to localise a source [41, 53]. Alterna-
tively, approaches have been developed based on a fusion of probabilistic and information
theoretic principles, otherwise known as cognitive strategies [55]. Recent cognitive search
strategies make decisions on-line, formulated as a POMDP [193]. The POMDP frame-
work utilises state, action and reward. For the problem in this thesis, the state refers
to the current knowledge about the source, the actions are potential future measurement
locations and the reward is a quantity to describe the gain in information supplied by the
corresponding action. Infotaxis is a cognitive search strategy proposed to be effective in
the sparse sensing conditions where gradient based approaches would be unsuitable [10].
Assuming environmental parameters and the source strength were known, Bayes’ rule was
applied to update a probabilistic map of source location throughout the search, in response
to sparse sensory cues in the form of particle encounters with a sensor [48]. Considering
only one-step-ahead manoeuvres on a square lattice, the most informative actions were
selected based on minimizing the expected entropy of the posterior distribution, with an
adaptive term to bias the searcher’s movements towards the source as levels of uncertainty
were reduced. The strategy showed robustness to significantly sparse conditions and has
thus inspired several studies proposing modifications and extensions [199, 194, 195].
A critical extension of the algorithm was its implementation in the sequential Monte
Carlo framework, using a particle filter, alleviating its grid based implementation and
allowing the source strength to be included in the parameter space [55]. This was essen-
tially estimating the source term of the release. In the paper, the focus was on removing
the assumption that the strength was known, so few details on the performance of the
strength estimate were provided. Other strategies to perform source estimation with a
mobile sensor include a genetic algorithm with an expert system for sensor planning [166],
and MCMC sampling after a predefined sweeping path [167]. The information based prob-
abilistic approaches are preferred in this thesis as they take into account the utility of the
next measurement when making manoeuvre decisions. In simulations and on experimental
datasets based studies, information based search planning strategies have been shown to
outperform conventional approaches such as a uniform sweep [172]. However, experimental
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results of STE performed on-line using a mobile sensor are yet to be found. Besides simu-
lated data, previous work has used experimental datasets, whereby the artificial searcher
could move to neighbouring locations to take a new measurement. This was done on a
dataset collected in a turbulent water channel and for a radiological dataset [172, 55].
Note that there have been several source localisation experiments, rather than STE,
that have been carried out in the past (see e.g.[36] and Section 2.2). These methods did
not estimate important parameters of the release, such as its strength, and the robots
were generally initiated downwind of the source within the dispersion. Furthermore, the
experiments would typically use a constant and uniform wind flow, generated within a wind
tunnel, creating a well defined plume; conditions which are rare in more realistic scenarios.
There have been a few instances where localisation of the source has been demonstrated in
more turbulent conditions, for example: particle filter based algorithms have been used in
outdoor environments to locate a source of airborne material using metal oxide sensors [20,
32, 200]. To date, cognitive or information based search experiments are normally based on
a thermal source with smooth dispersion, as opposed to turbulent airborne materials, and
they have assumed known dispersion parameters and source strengths [201, 199, 53]. To
this end, this chapter marks the first online implementation of an cognitive, or information
based, search for STE using a mobile sensor, where both the location and parameters of
the release are unknown.
5.2 Problem formulation
In this chapter, a ground robot is used without the ability to fly, therefore, the search for
the HAZMAT source is considered in 2 dimensions.
Consider a flat rectangular search area Ω ⊂ R2 that is expected to contain a hazardous
release. A robot equipped with a metal oxide gas sensor is to navigate within the area to
estimate the release parameters otherwise known as the source term. This shall provide the
necessary inputs to an ATD model to produce a forecast of the hazard. For simplicity, it
is assumed that at time index k the robot is aware of its own location pk =
[
xk yk
]T ∈ Ω
within the area. In practice, this can be achieved by using a GPS or a simultaneous
localisation and mapping (SLAM) system.
The hazardous sensor outputs a continuous reading z ∈ R+ that can be related to
the concentration of hazardous material in the air. This information can be used to
predict the parameters of the source, i.e. the source term. The source term can include
several parameters that depend on the type of release and the models used to forecast the
dispersion. In this chapter, the source term is expanded to consider uncertainties in the
source and the dispersion parameters. The source term is parametrised by:
• Cartesian coordinates of the source ps =
[
xs ys
]T ∈ Ω in meters (m).
• Release rate/strength of the source qs ∈ R+ in grams per second (g/s).
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• The wind speed us ∈ R+ in meters per second (m/s) and direction φs ∈ R in radians
(rad).
• Diffusivity of the hazard in air ds ∈ R+ in meters squared per second (m2/s).
• Lifetime of the emitted material τs ∈ R+ in seconds (s).
Hence, the parameter vector of the source term can be defined as:
Θk =
[
pTs qs us φs ds τs
]T
. (5.1)
The robot is to autonomously search the environment, collecting point observations
z1:k = {z1, . . . , zk} from the hazardous sensor at discrete time steps k = 1, . . . , k and at
known locations p1:k = {p1, . . . ,pk}. At each time step k, the robot updates its estimates
of the source parameters Θk by drawing the inference on the probabilistic distribution
p(Θk|z1:k), and then chooses the next location pk+1 to make the next observation with
the hazardous sensor by taking an action ak, such that pk+1 = pk + ak. Note that the
action ak can be more generic than one step manoeuvres.
5.3 Methodology
To solve the formulated problem more efficiently, the goal is to navigate the robot to
the most informative data collection locations so that the estimation of the source term
can be performed more rapidly and accurately. The developed solution in this chapter
is twofold. First, Bayes’ theorem is used to update posterior density estimates of the
source parameters and uncertain dispersion variables in response to the new sensor data.
Secondly, an information based reward is derived to choose the next position to collect
sensor data; that is expected to provide the most information given the current posterior
results. In this section, the autonomous search and estimation algorithm is described;
that is used to guide the robot to search for and estimate the parameters of a hazardous
release. The proposed solution is outlined first, which explains further the framework of the
approach, followed by descriptions of the models and assumptions required to implement
the solution and then its algorithmic implementation.
5.3.1 Proposed solution
This subsection describes the autonomous search and estimation algorithm used to guide
a robot to localise and reconstruct a source of hazardous material characterised by the
unknown source term vector Θk. The key variables of the source to be identified are
its location ps and release rate qs. The remaining parameters include the wind speed us,
wind direction φs, diffusivity ds and the average lifetime of the hazardous material τs. It is
assumed that a good prior can be provided for those parameters but they are still included
in the state vector to account for uncertainties. The robot, located at pk at time step k
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and equipped with the gas sensor, is to navigate the environment collecting measurements
in the form of voltage readings relative to the hazard zk ∈ R0≤z≤5. At each time step the
robot will choose from the admissible set of actions Ψ = {↑, ↓,←,→}, the move a∗k ∈ Ψ
that is expected to yield the most information. The most informative action is derived as
an information based reward, inspired by the literature on optimal experiment design.
5.3.1.1 Estimation
A probabilistic framework is used to estimate the source parameters in response to large
uncertainties in the observed data, in the form of a voltage reading from an uncalibrated
sensor. The current state of knowledge regarding the source parameters is represented by
a posterior probability distribution p(Θk|z1:k), where z1:k implies that the measurement
data are collected at locations p1:k, respectively. The posterior distribution is subsequently
updated according to Bayes’ rule in response to new sensor data zk+1, such that
p(Θk+1|z1:k+1) = p(zk+1|Θk+1)p(Θk+1|z1:k)
p(zk+1|z1:k) (5.2)
where
p(zk+1|z1:k) =
∫
p(zk+1|Θk+1)p(Θk+1|z1:k) dΘk+1. (5.3)
The initial prior distributions pi(Θ0) ≡ p(Θ0) of the source parameters are assumed to
be given, these can be provided autonomously through sensory data or by user input. If
information concerning the source term is available prior to the search, it can be exploited
through an appropriate distribution to represent the prior knowledge known about the
release. However, in the absence of information, the prior can be set to an uninforma-
tive distribution. For example, the prior distribution for the location of the source is a
uniform distribution that is bounded by the domain Ω. In this Bayesian inference frame-
work, it is also assumed that the source term is constant, i.e. Θk+1 = Θk, which implies
p(Θk+1|z1:k) = p(Θk|z1:k). In subsequent iterations, the prior distributions are replaced
by the posteriors to reflect the information gained from the previous sequence.
5.3.1.2 Sensor planning
The goal of the robot path planning is to choose the manoeuvre a∗k from an admissible set
of actions Ψk = {↑, ↓,←,→}, that is expected to be the most informative. The reward
function for sensor planning is inspired by the literature on optimal experiment design
[202], where it is referred to as the utility function Υ(zk+1(ak)). This is used to capture
the information gain on the estimate of Θk given the next sensor data zk+1 after taking the
action ak. Different utility functions can be adopted. Since the future measurement zk+1 is
generally unknown, it is suggested that the optimal design of an experiment should be the
one that maximises the expected utility of the subsequent measurement E[Υ(zˆk+1(ak))],
where the expectation is calculated with respect to the hypothetical future measurement
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zˆk+1. The experimental design problem is adapted to direct a mobile sensor, where the
choice of the next experiment is synonymous with the movement of the sensor. The
maximization problem can be written as:
a∗k = arg max
ak∈Ψ
E [Υ(zˆk+1(ak))] . (5.4)
The expected utility of manoeuvre ak can be further expressed as an integral based on the
probability of a future measurement zˆk+1(ak) and its corresponding utility Υ(zˆk+1(ak)):
E[Υ(zˆk+1(ak))] =
∫
zˆk+1∈Z
p(zˆk+1(ak)|z1:k)Υ(zˆk+1(ak)) dzˆk+1, (5.5)
where Z is the range of the possible future measurement at the future sampling posi-
tion. In this chapter, the utility of the manoeuvre ak is defined as the Kullback-Leibler
divergence between the predicted source term distributions before and after the measure-
ment zˆk+1(ak) being taken into account, i.e. between the distributions p(Θk+1|z1:k) and
p(Θk+1|z1:k, zˆk+1(ak)). Thus, the utility function is defined as
Υ(ak, zˆk+1) =DKL (p(Θk+1|z1:k, zˆk+1(ak))||p(Θk+1|z1:k))
=
∫
Θk+1
p(Θk+1|z1:k, zˆk+1(ak))× ln p(Θk+1|z1:k, zˆk+1(ak))
p(Θk+1|z1:k) dΘk+1.
(5.6)
Combining eq. (5.5) and eq. (5.6) leads to the following expression for the reward function
E[Υ(ak, zˆk+1)] =
∫
zˆk+1
p(zˆk+1(ak)|z1:k)
∫
Θk+1
p(Θk+1|z1:k, zˆk+1(ak))
× ln p(Θk+1|z1:k, zˆk+1(ak))
p(Θk+1|z1:k) dΘk+1 dzˆk+1. (5.7)
The method applied to approximate Eq. (5.7) is described in the sequential Bayesian im-
plementation section.
The sensor control strategy provides the full search algorithm under a single frame-
work, which provides balanced exploration and exploitation by adapting to the state of
the posterior density estimates of the source parameters. This is characterised by more
explorative behaviour when the posterior distributions have a wide spread and are un-
informative, and exploitative behaviour, directed towards the source, as the posterior
distributions become more informative. The approach naturally moves towards the source
location, as the posterior estimate becomes more certain.
5.3.2 Modelling
One of the great benefits and influencing factors of using Bayes’ theorem is the ability to
approach the problem from a probabilistic perspective, where variables and models can
be given distributions to represent their level of certainty. In this subsection, the models
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used for the gas sensor measurement and estimated observations from a dispersion model
are derived and then combined to form the likelihood function used in Eq (5.2).
5.3.2.1 Dispersion model
To construct the likelihood function p(zk+1|Θk+1) used in Eq.((5.2)), there must be a
method of linking sensor measurements zk with the expected observations. To do this, a
model of dispersion is required, which will provide the expected concentration at position
pk produced from a hypothesised source with parameters Θk. Any relevant model can be
used; there exist highly complex particle tracking models, computational fluid dynamics
techniques or equations derived from analytical solutions to the advection-diffusion equa-
tions such as the Gaussian plume dispersion model. The model is interchangeable without
any other changes to the algorithm, and should be chosen to reflect the current scenario.
For example, the NAME dispersion model is used by the UK Met Office to forecast long
range ash dispersion from a volcanic eruption [68], whereas CFD based methods have been
developed for complex geometries such as urban environments [134, 203]. In this chapter,
a particular solution to the advection-diffusion equation is adopted from [10]. This is a
simplified equation based on atmospheric statistics assuming homogeneous diffusion and a
constant mean wind direction and speed. Although other approaches may be more accu-
rate, this model is chosen as it is very fast running and expected to be useful in turbulent
short-range conditions. The expected concentration to be read by a sensor at position pk
from a source at position ps, releasing gas at a rate of qs with average lifetime τs in an
environment with mean wind speed us, wind direction φs and diffusivity ds is given by:
C (pk|Θk) = qs
4pids||pk − ps|| exp
[−||pk − ps||
λ
]
×
exp
[−(xk − xs)us cosφs
2ds
]
exp
[−(yk − ys)us sinφs
2ds
]
, (5.8)
where
λ =
√
dsτs
1 + (u2sτs)/(4ds)
. (5.9)
An example of the modelled plume is given in Fig 5.1 where the sensor model to be de-
scribed in the following section has been applied. From Eq (5.8), the state vector of the un-
known source term and meteorological parameters is Θk =
[
xs ys qs us φs ds τs
]T
where key parameters are the source location and strength. The remaining variables are
included as uncertain parameters to increase robustness as these variables are rarely known
with absolute certainty.
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Figure 5.1: Example plot of the expected observation zk of the robot in a square area,
produced from a source Θk with parameters: xs = −1.2, ys = −0.2, qs = 0.1, us = 1, φs =
90◦, ds = 0.1 and τs = 2.
5.3.2.2 Sensor model
The focus of this chapter is on validating a STE framework and demonstrating how a
low cost set-up can be used for rapid prototyping and source estimation experiments.
Therefore, a low-cost metal oxide (MOX) gas sensor is adopted. Its output is a voltage
reading, which will vary due to a change in resistance of the sensor, caused by contact
with atmospheric contaminants [197].
Typically, MOX sensors can be calibrated to a known gas so that meaningful concen-
tration measurements, in physical units such as parts per million (ppm) can be found.
This is done by using a lookup table or an equation to describe the relationship between
output voltage and the sensed concentration. However, the calibrations are sensitive to
uncontrollable atmospheric conditions such as temperature, humidity and pressure [197].
In many scenarios the atmospheric conditions can change, the equipment to measure them
are not available, or the source of interest may be unknown or has not yet been calibrated
to the sensor. To address this problem and make the proposed STE framework more
applicable, the sensor used in this chapter is not calibrated. For simplicity, it is assumed
that the expected voltage reading V from the contamination is directly proportional to the
concentration of the substance. Based on the dispersion model defined in Eq. (5.8), the
proportional relationship from the expected concentration to the expected voltage follows:
V (pk,Θk) ∝ C (pk|Θk) → V (pk,Θk) = C (pk|Θk)
α
, (5.10)
where α is a calibration factor. This is a reasonable assumption based on figures in [197].
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While the substance is unknown or the sensor is not calibrated to the specific material, a
scaled release mass A0 = qs/α is estimated, resulting in the new model for the expected
voltage reading:
V (pk,Θk) =
A0
4pids||pk − ps|| exp
[−||pk − ps||
λ
]
×
exp
[−(xk − xs)us cosφs
2ds
]
exp
[−(yk − ys)us sinφs
2ds
]
. (5.11)
With a slight abuse of notation, Θk is now used to represent the new source term where
qs is replaced by A0. Moreover, to account for the unmodelled chemical concentration, an
additive measurement noise v¯ is assumed to associate with the expected voltage reading
V (pk,Θk) due to the sensor noise.
Another challenge in using this low-cost sensor is that the sensor is not specific to a
particular material. There exists a positive reading by the sensor in clean air, which in
this chapter, is modelled as the background noise v. This also implies that the chemical
concentration from the source of interest may not be picked up by the sensor, when the
concentration is relatively low.
5.3.2.3 Measurement likelihood
The likelihood function p(zk|Θk) needs to be constructed to provide the probability of
the sensor reading given a source term realisation. As described above, the observa-
tional data zk is determined by a number of factors, including the expected voltage
reading V (pk, θ) and different noises. In this chapter, it is assumed that both the ad-
ditive measurement noise v¯k and the background noise vk follow Gaussian distributions,
such that v¯k ∼ N (v¯k; 0, σ¯k) and vk ∼ N (vk; 0, σk). The standard deviation of the back-
ground noise σk can be obtained experimentally which is set as a constant. In the con-
trast, σ¯k is more difficult to quantify. Therefore, a common practice in STE is followed,
where the errors are set as a percentage of the modelled concentration reading such that
σ¯k(V (pk,Θk)) = 0.03 + (0.1× V (pk,Θk)).
While the noise distributions can be modelled, there still exists a phenomena to be
accounted for in the sensing process due to the complicated nature of chemical dispersion
and the low-cost sensor, which is the miss-detection of the sensor. In many previous
studies, more comprehensive particle counter sensors were used, where a Poisson process
is normally used to capture the uncertainty caused by the sporadic behaviour of the gas.
To solve this problem, an event D is defined to describe the case where the gas has been
picked up by the sensor (D = 1) and the case where sensor did not respond to the gas
(D = 0). The probability of detection is defined as Pd = Pr{D = 1}, which is a tuning
parameter to be set in the experiments. Therefore, the sensor model used in this chapter
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can be expressed as
zk =
{
V (pk,Θk) + v¯k ifD = 1
vk ifD = 0
(5.12)
The corresponding likelihood function can be written as
p(zk|Θk) = (1− Pd) · N (zk; 0, σk) + Pd · N (zk − V (pk,Θk); 0, σ¯k) (5.13)
5.3.3 Sequential Bayesian implementation
The Bayesian estimation of source parameters is implemented in the sequential Monte
Carlo framework using a particle filter. The output is an approximation of the posterior
distribution p(Θk|z1:k), which represents the current state of knowledge about the source
parameters. Given the posterior distribution in the form of a weighted random sample,
the integral in Eq. (5.7) is approximated so that the expected most informative manoeuvre
can be chosen.
5.3.3.1 Sequential Monte Carlo estimation
The conceptual solution derived to estimate the source parameters is implemented using
a particle filter. The posterior distribution from Eq. (5.2) is approximated by a set of
weighted random samples {Θ(i)k , w(i)k }Ni=1, where
Θ
(i)
k =
[
x
(i)
s,k y
(i)
s,k A
(i)
0,k u
(i)
s,k φ
(i)
s,k d
(i)
s,k τ
(i)
s,k
]T
(5.14)
is a sample representing a potential source term and w
(i)
k is the corresponding normalised
weighting such that
∑N
i=1w
(i)
k = 1. Given the weighted samples, the posterior distribution
is approximated as:
p(Θk|z1:k) ≈
N∑
i=1
w
(i)
k δ(Θk −Θ(i)k ), (5.15)
where δ(·) is the Dirac delta function. The sample weights are updated in a recursive
manner by sequential importance sampling [204]. At each time step, a set of new samples
{Θ(i)k+1}Ni=1 can be drawn from a proposal distribution q(Θ(i)k+1), which should resemble the
distribution p(Θk+1|z1:k+1). The corresponding un-normalised weights are then updated
according to:
w¯
(i)
k+1 ∝ w(i)k ·
p(zk+1|Θ(i)k+1)p(Θ(i)k+1|Θ(i)k )
q(Θ
(i)
k+1|Θ(i)k , z1:k+1)
. (5.16)
The proposal distribution is typically used to update the samples to the next time
step for estimating dynamic states. By assuming a time-invariant source term (i.e. the
source position is fixed and the release rate is constant), the proposal distribution can
be assumed to be identical to the posterior at time k. This leads to a simple algorithm
where Θ
(i)
k+1 = Θ
(i)
k for i = 1, ..., N [55]. Due to cancellation of terms in Eq. (5.16), the
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un-normalised particle weights are updated using the likelihood function and the previous
weight as follows:
w¯
(i)
k+1 = w
(i)
k · p(zk+1|Θ(i)k+1). (5.17)
The sample weights are then normalised as w
(i)
k+1 = w¯
(i)
k+1/
∑N
i=1 w¯
(i)
k+1 to obtain the new
approximation of the posterior.
Importance sampling is carried out sequentially at each time step. This can eventually
lead to only a few particles with non-negligible weights, known as the degeneracy problem.
To avoid sample degeneracy, the number of effective samples are estimated by:
Neff =
1∑N
i=1(w
(i)
k )
2
. (5.18)
When the number of effective point estimates Neff falls below a pre-specified threshold η
the sample points are re-sampled. This can lead to another problem where highly weighted
particles will be multiplied many times, leading to a lack of diversity. This problem is
referred to as sample impoverishment. To improve the diversity of the random samples,
the re-sampled estimates are regularised by drawing new samples from a Gaussian kernel.
The new samples undergo an MCMC move step [204], where they will be accepted with a
probability proportional to their likelihood.
5.3.3.2 Sensor planning
The reward in Eq. (5.7) must be integrated over values of the future measurement zk+1.
This value is unknown until the manoeuvre has been made. Therefore, the distribution of
the hypothetical measurement zˆk+1 needs to be generated based on the dispersion model
and the current estimate of the source term through the likelihood function. Based on
the current sample set {Θ(i)k , ω(i)k }Ni=1 and using the law of total probability, the likelihood
function can be approximated as:
p(zˆk+1(ak)|z1:k) =
∫
Θk+1
p(zˆk+1(ak),Θk+1|z1:k) dΘk+1
=
∫
Θk+1
p(zˆk+1(ak)|Θk+1)p(Θk+1|z1:k) dΘk+1
≈
N∑
i=1
w
(i)
k · p(zˆk+1(ak)|Θ(i)k+1)
(5.19)
where Θ
(i)
k+1 = Θ
(i)
k . To generate a set of samples from this distribution, M particles
{zˆ(j,i)k+1}Mj=1 can be drawn from each p(zˆk+1(ak)|Θ(i)k+1) based on Eq.(5.12), which yields a
total of MN samples.
To reduce the computational load, a small number of samples {Θ(l)k , 1Nz }
Nz
l=1 can be
resampled from {Θ(i)k , ω(i)k }Ni=1, where Nz << N . Moreover, M = 1 is set in this chapter,
hence only one sample of zˆ
(l)
k+1 will be produced given a particular Θ
(l)
k , for l = 1, . . . , Nz.
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Therefore, the distribution p(zˆk+1(ak)|z1:k) can be approximated by
p(zˆk+1(ak)|z1:k) ≈ 1
Nz
Nz∑
l=1
δ(zˆk+1 − zˆ(l)k+1) (5.20)
The detailed process of generating {zˆ(l)k+1}Nzl=1 is provided in Algorithm 3.
Algorithm 3 Drawing samples for hypothetical measurement zˆk+1
Require: weighted samples: {Θ(i)k , ω(i)k }Ni=1; future location pk+1;
1: for l = 1, 2, . . . , Nz do
2: draw sample Θ
(l)
k ∼
∑N
i=1 ω
(i)
k δ(Θk −Θ(i)k )
3: Θ
(l)
k+1 = Θ
(l)
k
4: draw sample κ ∼ U([0, 1])
5: if κ ≤ Pd then
6: draw sample v¯k+1 ∼ N (v¯k+1; 0, σ¯k+1)
7: set zˆ
(l)
k+1 = V (pk+1,Θ
(l)
k+1) + v¯k+1
8: else
9: draw sample vk+1 ∼ N (vk+1; 0, σk+1)
10: set zˆ
(l)
k+1 = vk+1
11: end if
12: end for
Ensure: weighted samples: {zˆ(l)k+1, 1Nz }
Nz
l=1
Given the hypothetical future measurement zˆ
(l)
k+1, the utility function Υ(·) defined
in (5.6) can be evaluated. First, based on the set of samples {Θ(i)k , ω(i)k }Ni=1 resembling
p(Θk|z1:k) and the fact Θ(i)k+1 = Θ(i)k , the same set of samples can be used to approximate
the predicted distribution p(Θk+1|z1:k). Then, the posterior distribution p(Θk+1|z1:k, zˆ(l)k+1)
can be approximated by the sample set {Θ(i,l)k+1, wˆ(i,l)k+1}Ni=1, where Θ(i,l)k+1 = Θ(i)k and the cor-
responding weight is updated based on the same Bayesian law (5.16)-(5.17), such that
wˆ
(i,l)
k+1 ∝ p(zˆ(l)k+1|Θ(i)k+1) ·w(i)k and
∑N
i=1 wˆ
(i,l)
k+1 = 1. Thus, the utility function can be approx-
imated as
Υ(zˆ
(l)
k+1(ak)) ≈
N∑
i=1
wˆ
(i,l)
k+1 ln
wˆ
(i,l)
k+1
w
(i)
k
. (5.21)
At last, the expected utility function with respect to the hypothetical future measurement
zˆk+1 can be expressed as
E[Υ(zˆk+1(ak))] ≈ 1
Nz
Nz∑
l=1
N∑
i=1
wˆ
(i,l)
k+1 ln
wˆ
(i,l)
k+1
w
(i)
k
. (5.22)
The expected utility is calculated for all the manoeuvres in the set Ψ, then the robot
selects the move a∗k that has the greatest expected utility. Following the manoeuvre, the
robot takes a new observation zk+1 and the estimation and sensor control cycle is iterated
until some stopping criteria are reached. The action selection algorithm is summarised in
Algorithm 4.
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Algorithm 4 Select optimal control action a∗k
Require: weighted samples: {Θ(i)k , ω(i)k }Ni=1;
1: for all ak ∈ Ψ do
2: pk+1 = pk + ak
3: draw samples {zˆ(l)k+1}Nzl=1 using Algorithm 3
4: for l = 1, 2, . . . , Nz do
5: for i = 1, 2, . . . , N do
6: Θˆ
(i,l)
k+1 = Θ
(i)
k+1
7: ω˜
(i,l)
k+1 = p(zˆ
(l)
k+1|Θˆ(i,l)k+1) · ω(i)k
8: end for
9: set ωˆ
(i,l)
k+1 = ω˜
(i,l)
k+1/
∑N
i=1 ω˜
(i,l)
k+1, for i = 1, 2, . . . , N
10: calculate utility Υ(l) =
∑N
i=1 wˆ
(i,l)
k+1 ln
wˆ
(i,l)
k+1
w
(i)
k
11: end for
12: E[Υ(zˆk+1(ak))] = 1Nz
∑Nz
l=1 Υ
(l)
13: end for
14: a∗k = arg max
ak∈Ψ
E[Υ(zˆk+1(ak))]
Ensure: a∗k
This concludes the methodology section of the current chapter. The estimation and
sensor planning implementations describe the entire algorithm required for decision making
of the robot to search for and estimate the source term of a hazardous source. All that
remains is a system to take the output of the algorithm, a new position coordinate, and
manoeuvre the robot to the desired location to take the following measurement. The
robotic system and the experimental set-up are described in the next section and then the
experimental results are presented.
5.4 Experiment setup
In this section the experiment set-up that is described is used to validate the proposed STE
algorithm using a mobile robot. To the authors’ knowledge, the experiment is the first of its
kind, whereby a robot equipped with a gas sensor moves around autonomously to estimate
the location and strength of a source releasing hazardous material into the atmosphere.
The smoke produced from burning incense sticks is used to simulate a hazardous release
and electric fans are used to create a wind field. The robot navigates the environment to
the most informative measurement locations to make sensor observations, which are point
measurements of the smoke concentration. The measurements are used to estimate the
source term recursively, using the probabilistic algorithm described in Section 5.3.3.1. At
each time step, the robot moves to the position dictated by the information based reward
described in Section 5.3.3.2 to take a new measurement.
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5.4.1 Environment
The smoke produced from burning incense sticks, as shown in Fig 5.2a, is used as the
simulated, hazardous material during the experiments. Incense sticks, otherwise known as
Joss sticks, are a popular item used by the public for aesthetic reasons, therapy, deodorizer
or for meditation. Such an accessible source enabled simple, safe and easily repeated
experiments that could be conducted in an indoor environment. An example of the highly
turbulent smoke plume generated by the burning incense during the experiments is shown
in Fig 5.2b, which is a snapshot from an experiment video. Multiple experiments are
conducted with a varying number of burning sticks to analyse the response of the algorithm
in different sensing conditions and to assess the accuracy of the scaled release rate estimates
A0.
(a) (b)
Figure 5.2: (a) Incense stick used as a smoke source during experiments. (b) A snapshot
of the burning incense during an experiment to illustrate the turbulence.
An illustration of the search environment is depicted in Fig 5.3a, the axis limits indicate
the domain area Ω that is used to define the limits of the uniform prior on the source
position. The red shaded area represents the area within which the robot can move,
bounded by the field of view of the indoor positioning system. The location of the incense
sticks (−2.4,−0.8) during the experiments and the starting position of the robot (1.8, 1.2)
are indicated in the figure. A wind field is generated, roughly along the positive x-direction,
using fans to the left and to the right of the search area. A photo of the experiment set-
up during an experimental run is shown in Fig 5.3b, displaying the position of the robot
during a search, and the source location at the bottom left. The localisation of the robot
is provided by an indoor positioning system (Vicon). The image on the floor is produced
by a downwards-facing projector that is used for visualisation during the experiments.
The set-up was inside a large ventilated building, large enough for there to be little effect
caused by trapped smoke or wall reflectance.
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Figure 5.3: Experiment set-up used for the illustrative runs and experimental results.
(a) A diagram of the environment displaying the starting position of the robot, the wind
direction and the location of the incense sticks. The red shaded area indicated the bounds
where the robot can move. (b) Photo of the experiment set-up with a down facing projector
for data visualisation.
5.4.2 Search robot
A ‘Turtlebot’ is adapted for gas sensing experiments shown in Fig 5.4a. A MOX gas
sensor is used to sense the smoke. There are a range of sensors available, each with
different sensitivities towards materials. The MQ135 gas sensor shown in Fig 5.4b was
chosen for the experiments due to its reported sensitivity to smoke. In order to improve
the response of the sensor during the experiments, a cone and a CPU cooling fan were
added to suck air into the sensor as is illustrated in Fig 5.4c. The sensor information is
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sent via a serial connection to a laptop on-board the Turtlebot which sends it to a ground
station. The robot operating system (ROS) is used for communications [205]. A custom
ROS message is created to send the location stamped sensor data to the ground station.
The ground station (Intel core i7 desktop PC) runs the sequential estimation of the source
term parameters and outputs the new position command based on the online optimization.
Figure 5.4: The gas sensing system: a) a Turtlebot robotic platform; b) MQ135 metal
oxide gas sensor; and c) a fan and inlet cone used to draw air into the sensor.
5.5 Experimental results
Multiple experiments are conducted to validate the algorithm and assess its behaviour in
response to varying source strengths. Illustrative runs are presented to show the charac-
teristics of the cognitive search and source reconstruction with a strong and a weak source.
Examples of the output are shown in the form of marginal posterior density curves for
all the estimated parameters in the source term vector Θk. A table is provided which
summarises the results of 3 trials each for experiments with 2, 4 and 6 burning incense
sticks. The table indicates the accuracy of the location estimate of the algorithm and the
time taken to complete the search. Finally, averaged marginal posterior densities of the
release strength are included to demonstrate the performance of the release rate estimate.
5.5.1 Illustrative runs
The illustrative runs and experiments are conducted using the environment and robot that
have been described. The starting position of the robot during the runs is p0 = (1.8, 1.2).
The number of random samples used in the particle filter is N = 10, 000 and the number
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of samples used to approximate the expected utility from Eq (5.22) is Nz = 100. The
probability of detection during the runs was set to Pd = 0.7 and the standard deviation
of the background noise was fixed at σk = 0.005.
To initiate the experiments, prior distributions for the source parameters must be input
to the algorithm. As discussed briefly in Section 5.3.1, the prior distributions should reflect
information known about the release. To assess the algorithm in realistic conditions, it is
assumed that there is little information known about the release beforehand. The prior
distributions used to initiate the illustrative runs and the experimental results were set
to the values shown in Table 5.1, where the true values are indicated if they were known.
This is followed by a short discussion on the choice of the prior distributions.
Table 5.1: Illustrative run parameters and priors.
Parameter (Truth) Prior
xs (−2.4) U(−3, 3)
ys (−0.84) U(−2, 2)
A0 G(075, 0.5)
us U(0.01, 2.1)
φs U(80, 100)
ds U(0.03, 13)
τs U(0.4, 1.4)
• The prior distributions for the location of the source (p0(xs), p0(ys)) were set to
uniform within the domain. This would be equivalent to a someone drawing a large
rectangle to indicate “we think the source is within here” (the area could be very
large).
• The scaled release strength prior p0(A0) was given a Gamma distribution. This was
used to indicate to the algorithm that the release is likely to be weak, causing the
robot to display more explorative behaviour than it would it if was told the source
was strong. This prior was fixed for every test, regardless of the real strength or the
number of burning incense sticks.
• The meteorological variables (p0(φs), p0(us)) and diffusivity p0(ds) were assigned
uniform distributions. Operationally these should be set using meteorological sensors
and information about the hazardous material.
• The average lifetime prior p0(τs), which in this case refers to the average time taken
for the smoke particles to cool and fall to the ground (in other cases it may be a
result of chemical reactions), was set to a uniform distribution as this parameter was
unknown. In some circumstances, it could be given a more informative distribution
based on information known about the hazard.
An illustrative run using 2 burning incense sticks is shown in Fig 5.5. Figures 5.5a-
5.5d show the path of the robot and the measurement positions, at various time steps,
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(a) time step k = 7 (b) time step k = 32
(c) time step k = 58 (d) time step k = 65
(e) Measurements (f) qs estimate
Figure 5.5: An illustrative run using 2 burning incense sticks at time steps: (a) k = 7;
(b) k = 32; (c) k = 58; and (d) k = 65. The green dot represents the current position of
the robot that has followed the blue line trajectory and taken observations at positions
indicated by the blue dots. The location of the source is indicated by a black dot and the
small pink dots represent the random samples of the estimation algorithm. (e) The voltage
reading of the sensor throughout the experiment. (f) The mean and standard deviation
of the release rate estimate over time.
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(a)
(b)
Figure 5.6: Photos at the a) start and b) end of the illustrative run with 2 sticks.
represented by the blue line and the blue dots. At each time step, the robot stops at the
blue dot for one second to sample, updates the estimates of the source term and then
decides where to move next. The current position of the robot is indicated by a larger,
green circle and the true position of the source is at the black circle. The large amount
of small pink dots represents the N random samples that are used to approximate the
posterior estimates of the source parameters, as described in Section 5.3.3.1. The figure
demonstrates how the robot begins the search by moving in a crosswind direction. In
response to very little or no readings of smoke the robot moves slightly upwind while
proceeding to travel crosswind in the other direction. By time step 32, shown in Fig 5.5b,
the pink dots have moved away from the visited locations of the robot where no smoke was
seen, however due to the large amount of uncertainty expected during the search, some
dots still remain in this area in case the low or zero reading could have been caused by
either sensor noise or atmospheric turbulence. By time-step k = 58, shown in Fig 5.5c, the
robot has narrowed down the source position and the pink dots begin to converge into the
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(a)
(b)
(c)
Figure 5.7: Outputs of the STE algorithm after an illustrative run with two sticks. Pos-
terior density estimates of the location in the (a) x and (b) y coordinates. The blue curve
indicates the posterior estimate and the vertical red line is the truth. The dashed green
lines represent the mean and standard deviation of the estimate. (c) The posterior density
of the scaled release rate A0. The blue curve indicates the posterior estimate and the
dashed red curve represents the prior distribution.
true source location. At the end of the search, shown in Fig 5.5d the robot has narrowed
down the source estimate to within 10cm of the true source location.
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(a) wind direction φs (b) wind speed us
(c) diffusivity ds (d) lifetime τs
Figure 5.8: The remaining source parameter estimates at the end of the illustrative run
with 2 burning incense sticks. The dashed red line indicates the prior and the blue curve
is the estimate.
The sensor output (in units of Volts) over time is shown in Fig 5.5e and the estimate of
the source strength over time is given in Fig 5.5f, with shaded regions indicating confidence
intervals of a single standard deviation. Photos taken at the beginning and the end of the
experimental run are shown in Fig 5.6. The downward-facing projector shows the path of
the robot and the particle representation of the source estimate similarly to Fig 5.5a-5.5d.
Posterior density estimates of the location of the source are shown in Figs 5.7a-b. The
blue curve represents the estimate, the vertical red line is the true location, the tall green
dashed vertical line is the mean and the shorter lines are standard deviations. It is clear
how the red line, representing the mean, is close to the peak of the density curve for the
estimates in the x and y coordinates. The posterior estimate of the source release rate
is shown in Fig 5.7c, where the dashed red curve indicates the inverse Gamma prior and
the blue line is the estimate. The performance of the release rate estimate is analysed in
the results section where the output is compared for different amounts of sticks. Posterior
densities of the remaining parameters are shown in Fig 5.8, these parameters are mainly
included to add robustness to the algorithm in the presence of uncertain meteorological
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conditions.
In Fig 5.9, an illustrative run is shown where four burning incense sticks were used as
the smoke source. In this run, smoke was detected by the detector much earlier in the
search, causing the robot to proceed towards the source earlier on as more information was
available. Posterior densities at the end of the run for the location and strength estimates
are given in Fig 5.10. The sensor readings throughout the search are given in Fig 5.9. The
difference in the sensing conditions caused by changing the number of burning incense
sticks can be seen by comparing figures 5.5e and 5.9.
(a) k = 10 (b) k = 21
(c) k = 35 (d) k = 42
Figure 5.9: An illustrative run using four burning incense sticks. (a-d) Snapshots of the
experiment at different time steps k. (e) Plot of the path at the end of the search. The
path followed by the robot is indicated by the blue line. The location of the source is
indicated by a black dot and the small pink dots represent the random samples of the
estimation algorithm. (f) The voltage reading of the sensor throughout the experiment.
(g) The mean and standard deviation of the release rate estimate over time.
115
5. Information based search experiments
(a)
(b)
(c)
Figure 5.10: Outputs of the STE algorithm after an illustrative run with four sticks.
Posterior density estimates of the location in the (a) X and (b) Y coordinates. The blue
curve indicates the posterior estimate and the vertical red line is the truth. The dashed
green lines represent the mean and standard deviation of the estimate. (c) The posterior
density of the scaled release rate A0. The blue curve indicates the posterior estimate and
the dashed red curve represents the prior distribution.
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5.5.2 Numerical results
The illustrative runs were repeated three times each for 2, 4 and 6 burning incense sticks.
An autonomous stopping criteria was created based on the spread of the estimate. At each
time step during the experiments, the spread of the posterior distribution was estimated
as Sk =
√
ζk(1, 1) + ζk(2, 2) where ζk is the covariance of the source position particles.
The results are summarised in Table 5.2, where the mean estimates of the source location
and strength are given, with details about the search time.
For all runs, the location estimate was very accurate, typically within 10cm of the
true source position. In STE literature using static networks it is common for there to be
greater error along the downwind x direction then crosswind y. However, in several of the
experimental runs a more significant error was seen in the crosswind direction. This was
caused by the slow recovery time of the MOX gas sensor. When the robot moved from
an area of very high concentration, to very low, it was not reflected by the sensor, as it
would still be recovering from its high reading. This is a negative property of metal oxide
sensors reported previously in source localisation experiments [36] and is a current topic
of research focused on reducing and modelling the response time [206]. There are other
sensors available, slightly more expensive than the cheap MQ135 sensor used during the
experiments, that are expected to perform better.
Table 5.2: Results for 3 trials using 2, 4 and 6 incense sticks.
Truth Trial 1 Trial 2 Trial 3
2 sticks
xs (m) -2.4 -2.33 -2.39 -2.37
ys (m) -0.8 -0.70 -0.78 -0.82
A0 0.237 0.293 0.227
Search time (s) 201 210 312
Euclidean position error (m) 0.12 0.02 0.04
Number of measurements 46 49 72
4 sticks
xs (m) -2.4 -2.35 -2.40 -2.30
ys (m) -0.8 -0.81 -0.83 -0.86
A0 0.333 0.362 0.433
Search time (s) 194 192 224
Euclidean position error (m) 0.05 0.03 0.12
Number of measurements 44 43 52
6 sticks
xs (m) -2.4 -2.39 -2.38 -2.27
ys (m) -0.8 -0.77 -0.83 -0.85
A0 0.588 0.589 0.535
Search time (s) 210 199 195
Euclidean position error (m) 0.03 0.04 0.14
Number of measurements 49 47 44
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In response to more sticks, the robot could estimate the source term more quickly.
This is due to higher, more informative concentration readings earlier on in the search.
The difference in search time between 4 and 6 sticks is quite small; this is from the robot
still moving crosswind, even though the posterior estimate clearly showed the source is
upwind of the robots position. This behaviour can be expected, as the goal of the decision
making is not to move directly towards the source, but to follow an informative path that
collects information about the source location, strength and the meteorological parameters.
Furthermore, by moving crosswind, the robot could gain an accurate crosswind position
estimate of the source earlier on in the search from a stand-off position. Source localisation
strategies have been assessed in the past, and it was found that a strategy that focused
on moving directly towards the estimated source position was more prone to errors and
failure. This is a result of making decisions based on getting close to the source, not on
what might be learnt from the new measurement.
To assess the strength estimate of the algorithm one would usually compare the
strength estimate directly with the true value. In these experiments, the true release
strength of the incense sticks was unknown and the sensor did not output a concentration
reading. Smoke itself can be a mixture of several materials, so the composition of the
material that the sensor was reading was unknown. The sensor was uncalibrated to the
smoke, and the output was a voltage not a reading of concentration, meaning that only
a scaled release strength A0 could be estimated as described in Section 5.3.2. Upon cali-
bration of the sensor, this can easily be adjusted to a true physical value. To assess the
strength estimate of the algorithm the outputs relative to one another using the varying
amounts of sticks were compared.
The averaged marginal posterior densities of the release strength are shown in Fig 5.11,
using all the runs from Table 5.2. The curves show the averaged posteriors for 2 sticks in
blue, 4 in dotted cyan and 6 in dashed green. The red curve indicates the prior distribution.
It is clear from the figure that the scaled strength estimate is proportional to the number of
incense sticks, increasing by approximately 0.09 per stick. The individual output estimates
from all the trials are shown in Fig 5.12
There are a number of reasons for the increased spread of the posterior for the larger
release rate estimates: i) modelled variance was increased with sensed value and the sensed
value was larger with higher release rates; ii) a larger release rate lead to the possibility of
a stronger source further away causing increased spread of several posterior parameters;
and iii) the final result was further from the prior distribution resulting in more spread.
The strength estimate can be dependant on several of the unknown parameters due to
coupling. It is beneficial for these parameters to be entered into the algorithm accurately,
however, it has been shown that the algorithm is robust to quite uninformative prior
information.
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Figure 5.11: Averaged marginal estimates of the release rate A0 of the source at the end
of the experiments. The red solid line indicates the prior distribution. The blue curve is
the average release rate estimate after 3 runs with 2 burning incense sticks. The dotted
cyan curve is the average for 4 sticks and the dashed green line for 6.
5.6 Chapter summary
This chapter described a system and algorithms to navigate a robot to the expected most
informative locations to estimate the source term of an atmospheric release. Subsequently,
the approach was validated in experiments using a real sensor and dispersive source, a re-
sult which had not been achieved previously in the literature. The system was able to
estimate important details about a release or leak of airborne HAZMAT into the atmo-
sphere (i.e. the source term), such as its location or the rate of emission. This information
permits a model to forecast the spread and deposition of the material into the surrounding
area. An example of the forecast produced from the source estimates from the ilustrative
run using four burning incense sticks is shown in Fig 5.13. All of the dispersion parameters
used in the ATD model were assumed to be uncertain to improve the robustness of the
algorithm. This includes the wind direction and the wind speed, as well as the key param-
eters of the source term; the origin of the release and the rate of emission. A new likelihood
function was designed to accommodate the intermittent readings from the low cost MOX
sensor that was mounted on the robot. Where the sporadicity was a consequence of a weak
source, insufficient mixing of the airborne material, and the small size and low sensitivity
of the sensor. An experiment set-up was devised, that is easily repeatable, cheap, fast and
effective for early testing of STE techniques. Illustrative runs demonstrated the search
behaviour of the algorithm and its accuracy in the location estimate. Numerical results
showed the consistency of the algorithm and the effect of a stronger or weaker source.
Finally, it was shown how the algorithm is able to predict the scaled release strength of
the source relative to the other experimental runs. The results mark a first for a STE
algorithm running on-line to guide a mobile sensor.
Following the successful validation of the information based search and STE algorithm
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Figure 5.12: Marginal estimates of the release rate A0 of the source at the end of all the
experiments.
in the indoor arena, where fans were used to simulate a wind field, the next step is to test
the system in natural outdoor conditions using a UAV. STE using an aerial vehicle is a new
area of research, therefore, before extending the information based planning algorithm to
work using the UAV outdoors the next step will be to focus on the estimation algorithm.
The Bayesian estimation algorithm must be extended to work in the short range outdoor
conditions that the UAV will operate in and it must be able to handle the sensor data
that is provided by an aerial vehicle. The sensor data is expected to be effected by the
UAVs rotors and the short averaging times of the sensor measurements to cope with the
short flight time of a UAV and the requirement of a rapid response.
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Figure 5.13: Example output plume estimate of the STE algorithm using the source
estimate after an experiment with four burning incense sticks.
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Chapter 6
Source term estimation of a
hazardous airborne release using
an unmanned aerial vehicle
In this chapter, the Bayesian based STE algorithm is extended to estimate the source
term of a dispersive release using measurements from a UAV. The chapter focuses on
validation of the estimation algorithm so a pre planned uniform sweep flight pattern is
used rather than the information based planning method. The source term parameters that
are estimated are extended to include the three dimensional location of the release rather
than 2D. The parameters of the source are estimated by fusing concentration observations
from a gas detector on-board the aircraft, with meteorological data and an appropriate
model of dispersion. Two simple, fast running models are compared in this chapter, both
derived from analytical solutions to the advection diffusion equation. The system is verified
with novel, outdoor, fully automated experiments, where observations from the UAV are
used to estimate the parameters of a real diffusive source. The estimation performance
of the algorithm is assessed subject to various flight path configurations and wind speeds.
Observations and lessons learned during these unique experiments are discussed and areas
for future research are identified.
This chapter is based upon work by the author in [207]. The remainder of this chapter is
outlined as follows. Firstly, the contributions of the chapter are outlined in the subsection
below. In Section 6.1, the setup of the system is described in greater detail. A formal
description of the problem is given in Section 6.2. In Section 6.3, the Bayesian estimation
of the source parameters is described, including formulations of the models used and
the computational implementation of the algorithm. Experimental trials are presented
in Section 6.4, including the setup, implementation remarks, an illustrative run and the
results. Discussions and lessons learned are provided in Section 6.5, and finally, conclusions
and ideas for future research are given in Section 6.6.
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6.0.1 Contributions of the chapter
Gas source localisation has been an active area of academic research for some time. In spite
of this, existing experimental results have rarely been obtained in realistic environments
or even outdoors. To the best of the authors knowledge, gas source localisation using
a UAV has only been achieved with a single system [32]. This was a significant step
forward, simultaneously extending previous work to an outdoor environment and utilising
a UAV that could estimate the wind vector using its inertial measurement unit [200]. The
experimental results were impressive, however, there were still some limitations at this
stage: the search area was quite narrow and two dimensional, a fan at the source was used
to create a nice flow to help spread the gas, the UAVs altitude was held manually, it was
initiated from within the gas plume, and finally, the emission rate of the source was not
estimated. All the former points are addressed in this chapter.
Source term estimation is popular area of research, with significant experimental re-
sults obtained using high quality datasets from experimental trials of tracer gas dispersion
such as the Joint Urban 2003 study in Oklahoma [208]. Contributions in this area typi-
cally focused on using a network of static gas detectors [4, 2]. In the present study, a UAV
is guided fully autonomously to collect the spatial temporal data required to estimate
the parameters of a dispersive release. When using a static network, gas concentration
samples are typically averaged over a period of a minute or more. Given the short flight
time of a UAV this is greatly decreased, resulting in significantly different outputs from
the sensor; characterised by greater intermittency, or non detections, and increased noise.
A new likelihood function is used to handle the intermittent detections and greater un-
certainty incurred by the shorter sampling periods. Another contribution is a comparison
of two dispersion models, proposed in the literature for source term estimation, using the
unique experimental data collected by the UAV. Modelling is a critical component of STE
algorithms. For applications that do not require a rapid response, it would be reasonable
to use more complex and potentially more accurate methods such as CFD to model the
expected observations from the detectors. When a rapid response is required, the simple
models may be more appropriate. In this work, two simple, fast running models, for-
mulated from the advection diffusion equations with various assumptions, are compared
using the unique data collected during the experimental trials: The Gaussian plume equa-
tion [209] and an Isotropic plume equation [10]. The predominant difference between the
models lies in the specification of the diffusivity parameters. Furthermore, two simple,
fast running dispersion models . To the best of the authors knowledge, the experimental
trials described in this thesis mark the first occasion where a UAV is used, in realistic
conditions, to search for and estimate the source term parameters of a gaseous release.
This is a significant step towards an operational system.
The theoretical foundations of this chapter were predominantly a result of earlier work
that has been verified in simple simulation studies, datasets collected in a turbulent water
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Figure 6.1: System overview: The measurements from the PID gas detector are read by
an Arduino Uno. The ground station and the on-board computer communicate over 5GHz
WiFi. The Arduino and autopilot communicate with the on-board computer via serial and
UART connections. The transmitter is used to switch between manual and autonomous
flight. The DJI Guidance system is connected to the autopilot to provide more accurate
localisation in flight.
channel, or by using a ground robot indoors [198]. In addition to the moderate adjustments
to enable the algorithms practical implementation with a UAV, such as a novel likelihood
function, the main contributions of this work are of a practical and experimental nature,
as follows:
• A complete UAV based gas source estimation system has been developed consisting
of gas sensors, a UAV, a ground control station, and a source estimation algorithm.
• The trials mark the first experimental result of source term estimation performed
using gas measurements from an autonomous UAV.
• The source estimation performance is assessed with regards to the UAVs altitude,
the distance between gas measurements and the wind speed or atmospheric stability.
• The experiments in general are rare, where a gas source is localised in an outdoor
environment rather than in more controlled indoor arenas where fans are used to
generate wind.
• Two well known models are compared using the unique experimental data.
Given such an immature area to obtain experimental results there were several obser-
vations and lessons learned during the outdoor trials. This has lead to new insights and
subsequently, new areas identified for future research.
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Figure 6.2: System components: DJI Matrice 100 UAV, ground station laptop, WiFi
equipment and radio transmitter.
6.1 System overview
The main components of the system are a quadrotor UAV platform, an on-board computer,
a ground station laptop and the gas sensing payload. An overview of the system is outlined
in Fig 6.1 and a photo of the equipment prior to an experimental trial is shown in Fig 6.2.
The remainder of this section shall further describe the system components and its set-up.
The system primarily consists of a quadrotor UAV and a laptop as a base station. The
quadrotor is equipped with a photoionisation detector (PID) which is used to measure the
concentrations of the hazardous gas. Currently, the measured concentrations are sent to
the ground station using a 5Ghz WiFi network. The system executes a systematic sweep
search pattern to collect the data. The ground station will run the Bayesian estimation
of the source parameters and send the next position demand to the UAV. This set-up
is chosen to facilitate the development of a more efficient on-line planning algorithm in
the future. Due to the very fast computational time of the algorithm the computation
could potentially be performed by the on-board computer of the UAV, however, during
the experimental trials the laptop was used for simplicity and to enable more seamless al-
gorithm development [210]. Furthermore, the data sent consisted only of a concentration
measurement and 3D location coordinates. The Robot Operating System (ROS) frame-
work was used for all communications between the autopilot and the on board computer,
and likewise between the on-board computer and the ground-station.
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Figure 6.3: PID gas sensors connected to an Arduino Uno on-board the UAV.
6.1.1 Aerial platform
The aerial platform is a DJI Matrice 100 as shown in Fig 6.2. Among other components,
it is equipped with: DJI’s guidance system, to support accurate localisation; an autopilot;
a GPS; and DJI’s on-board computer called the manifold. The manifold is a reasonably
powerful computer based off an Nvidia Tegra. Although, in the present study, the al-
gorithms are run on the ground station laptop, in the future they could be deployed to
run on-board the UAV. This would have great benefits in large or cluttered scenarios,
such as urban areas, where wireless communication could become unstable. The on-board
computer communicates with the autopilot via UART and with the ground station via
5GHz WiFi. The WiFi communication is achieved via a bridge between a Ubiquiti Rocket
on-board the Matrice 100 and a Ubiquiti M5 Nanostation which is connected to the laptop
on the ground. A 5GHz link is selected over the longer range 2.4GHz to avoid interference
with the remote controller. The ROS1 software framework is used for communication
among the system components. The dji sdk2 package facilitates communication between
the on-board computer and the autopilot. Additionally, the data from the gas sensor is
read by an Arduino Uno and input to the ROS network using the rosserial arduino3 pack-
age. The ROS network allows the autopilot data, sensor data, and commands from the
ground station to be shared among the connected components in the system.
The set-up of the system was motivated by the ability to quickly test algorithms de-
veloped in Matlab without the requirement to compile the code on the UAV. This enabled
rapid development and adjustments to the algorithm whilst out in the field. During the
experiments, the 3D position of the UAV and a sensor reading are sent from the on-board
computer to the ground station. The ground station updates its estimates of the source
term parameters using a sequential Bayesian algorithm, and sends a new position demand
to the aerial vehicles on-board computer. The dji sdk package performs the lower level
control to manoeuvre the UAV to the new position.
1http://www.ros.org
2http://wiki.ros.org/dji sdk
3http://wiki.ros.org/rosserial arduino
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6.1.2 Gas sensing payload
The UAV is equipped with a PID gas detector to take measurements of the hazardous
gas, as shown in Fig 6.3. The PID sensors were chosen as they are a reasonable price
and highly sensitive to a large number of chemicals. The output of the PID detector is
a reading related to the concentration of a standard volatile organic compound (VOC),
isobutelene. A data sheet is provided with the sensors to approximate this to a parts
per billion (ppb) measurement of the target gas, which is subsequently converted to a
concentration measurement in g/m3. As shown in Fig 6.3, the sensor is wired to an
Arduino Uno4, which communicates with and draws power from the on-board computer
via a serial connection.
One of the dominant factors to consider when measuring a gas using a UAV is the effect
of the rotors on the dispersion of the gas and the output from the sensor. This effect has
been taken into consideration in the past and research has been conducted to determine
the optimal position of the gas detector and the effect on the sensor measurement [6, 25,
22]. Some of the potential sensor positions proposed include: under the rotors of the
UAV, in the centre of the platform raised above or below it, in the space between the
UAV rotors, and extended on an arm away from the platform and its effect on the gas.
Through computational fluid dynamics (CFD) studies, smoke visualisation experiments,
and pressure and airflow measurements around the UAV, some conclusions can be drawn,
despite conflicting results. The general consensus is that the effect of the rotors is to
decrease the measurement from the gas detector and increase its uncertainty [26]. The
most accurate measurements would come from a sensor outside of the disturbed region
of airflow, however, this would be more likely to cause stability issues whilst in flight. A
pumped system could be implemented on the vehicle, where the inlet would be away from
the platform, still, this would add undesirable weight to the system. For these reasons, the
most common placement seen in the literature is in a raised position, in the centre of the
platform [6, 28]. The focus of the present work is on validating a source term estimation
algorithm using a UAV, consequently, the effect of the rotors has not been prioritised.
Nevertheless, the effect on the source estimates is discussed in the results. Given the huge
increase in applications and experiments involving gas sensing on UAVs, it is envisaged
that bespoke new sensors, designed for UAVs will have a great benefit and will be an
important area for future research.
In this chapter, we place the sensor in the most common area suggested in the liter-
ature: in an elevated position in the centre of the UAV, as shown in Fig 6.3. Although
this is likely to effect the reading from the sensor, it is structurally more favourable than
extending it on an arm, more lightweight than using a pumped system, and it will protect
the sensor in the event of a hard landing. Sensor placement, and possibly correction fac-
tors to account for the UAVs rotor effect are left as an area for future research. However,
4https://www.arduino.cc/
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the effect on the source estimation results are examined and discussed in Sections 6.4 and
6.5.
6.2 Problem description
After an event such as an earthquake or explosion, a large area of concern exists where
there is the potential for a hazardous release from damaged pipes or chemical facilities. In
response to a suspicious smell, it could be challenging to find the source or determine if it is
hazardous. After an act of terrorism involving gas, it would be of paramount importance to
locate the source without endangering the lives of responders. During an important event
it may be desirable to monitor the surrounding area for signs of a dangerous release. Given
such an area of interest, the goal of this work is to provide an algorithm to autonomously
search for and estimate the parameters of a release, with a high degree of accuracy and in
a short amount of time.
The zone of interest, parameterised by the three dimensional volume Ω ⊂ R3, will
be used to initialise the search area of the algorithm. This could be the region where a
suspicious odour is reported, a region of interest to survey, an area along a pipeline or
the area around a chemical facility. The UAV, equipped with the relevant gas detector
payload, is to navigate within the area to estimate the release parameters otherwise known
as the source term. This shall provide responders with information about the location of
the release, as well as the necessary inputs to an ATD model to produce a forecast of the
hazard.
The UAV is aware of its location pk =
[
xk yk zk
]T ∈ Ω within the domain. In
this present study, this is achieved via fusion of GPS, IMU, ultrasonic and stereo image
data. The gas detector on-board the UAV observes point-wise measurements of the gas
concentration zk ∈ R+. The meteorological parameters are provided by a local weather
station. The location stamped measurements and meteorological observations are used to
estimate the parameters of the source Θk, which in this work, is given by:
• Cartesian coordinates of the source ps =
[
xs ys zs
]T ∈ Ω in meters (m).
• Emission rate/strength of the source qs ∈ R+ in grams per second (g/s).
• The wind speed us ∈ R+ in meters per second (m/s) and direction φs ∈ R in radians
(rad).
• Model dependant diffusion parameters ζs =
[
ζs1 ζs2
]T ∈ R+ which relate to the
spread of the gas concentration from the source.
Hence, the parameter vector of the source term can be defined as:
Θk =
[
pTs qs us φs ζs
]T
. (6.1)
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The key parameters of the source term are its location and emission rate. The re-
maining parameters are incorporated to add robustness to the system and account for
uncertainties.
The UAV is to autonomously search the environment, collecting point observations
z1:k = {z1, . . . , zk} from the gas detector at discrete time steps k = 1, . . . , k and at known
locations p1:k = {p1, . . . ,pk}. At each time step k, the estimates of the source parameters
Θk are updated by drawing the inference on the probabilistic distribution p(Θk|z1:k). The
next location to make an observation with the gas detector pk+1 is then selected, and
navigated towards, to begin the next iteration of the algorithm.
6.3 Source term estimation
In such a scenario where input variables, measurements and underlying models are fraught
with uncertainty, a probabilistic approach is preferable so that the errors can be accounted
for by designing a likelihood function to reflect such uncertain conditions. Under this ap-
proach, the uncertainty in the source term estimates can be captured within a probability
density function (pdf). Bayes’ theorem is used to update the estimates of the source pa-
rameter vector Θk in a recursive manner given the measurements from the gas detector
z1:k and prior information.
Using the Bayesian framework, the current state of knowledge regarding the source
parameters is represented by a posterior probability distribution p(Θk|z1:k), where z1:k
implies that the measurement data are collected at locations p1:k, respectively. In response
to new measurement data from the gas detector zk+1, the posterior distribution is updated
according to Bayes’ rule, such that
p(Θk+1|z1:k+1) = p(zk+1|Θk+1)p(Θk+1|z1:k)
p(zk+1|z1:k) (6.2)
where
p(zk+1|z1:k) =
∫
p(zk+1|Θk+1)p(Θk+1|z1:k) dΘk+1. (6.3)
The initial prior distributions pi(Θ0) ≡ p(Θ0) of the source parameters are assumed to
be provided to the algorithm, these can be obtained autonomously through sensory data
or by user input. For example, the prior distribution for the location of the source is
a uniform distribution that is bounded by the domain Ω. In subsequent iterations, the
prior distributions are replaced by the posteriors to reflect the information gained from
the previous sequence.
6.3.1 The likelihood function
To construct the likelihood function p(zk+1|Θk+1) used in Eq. (6.2), there must be a
method of linking sensor measurements zk with the expected observations. To do this, a
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model of the dispersion from a source and a model of the sensor response are required.
6.3.1.1 Dispersion models
The dispersion model will provide the expected concentration at position pk produced from
a hypothesised source with parameters Θk, given as M (pk,Θk). Any relevant model can
be used; there exist highly complex particle tracking models, CFD techniques, or equations
derived from analytical solutions to the advection-diffusion equations such as the Gaussian
plume dispersion model. The model is interchangeable without any other changes to the
algorithm, and should be chosen to reflect the current scenario. For example, the NAME
dispersion model is used by the UK Met Office to forecast long range ash dispersion from
a volcanic eruption [68], whereas CFD based methods have been developed for complex
geometries such as urban environments [134, 203]. In this work, two models are compared,
both derived from analytical solutions to the advection diffusion equation with various
assumptions: The standard gaussian plume (GP) model [209], and a more simplified model
assuming isotropic diffusion [10] which shall be referred to as the isotropic plume (IP)
model. Both models are fast running and based on the assumption of a steady state plume
with a consistent mean wind velocity, source strength, and turbulent conditions. The
principle difference among the methods is in the specification of the diffusion parameters
ζs = [ζs1, ζs2] and the assumptions therein.
6.3.1.1.1 Gaussian plume model The GP model approximates the spread of the gas
from the source in the crosswind, horizontal and vertical directions using measurements
or approximations of atmospheric stability. To account for uncertainties, the diffusion
parameters are adopted from [142], resulting in [ζs1, ζs2] representing stochastic diffusion
terms in the horizontal and vertical directions. Subsequently, the expected concentration
to be read by a detector at position pk from a source with parameters Θk using the
Gaussian plume model is given as
M (pk,Θk) = qs
usσy,kσz,k2pi
exp
(
−c2k
2σ2y,k
)
×
[
exp
(
−(zk − zs)2
2σ2z,k
)
+ exp
(
−(zk + zs)2
2σ2z,k
)]
,
(6.4)
where ck is the crosswind distance from the source, and, given that the downwind distance
from the source is dk, the standard deviations of concentration in the crosswind and vertical
directions are:
σy,k =
ζs1dk√
(1 + 0.0001dk)
and σz,k =
ζs2dk√
(1 + 0.0001dk)
. (6.5)
6.3.1.1.2 Isotropic plume model The Isotropic model assumes isotropic diffusion
from the source. Following [10], the diffusion terms [ζs1, ζs2] represent the diffusivity of
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(a) Gaussian plume model (b) Isometric plume model
Figure 6.4: Example plots of the expected observations zk of the UAV flying at a 2.5m
altitude using: (a) the GP model; and (b) the IP model. The source had parameters:
xs = 4, ys = 20, zs = 1.5, qs = 1, us = 5, and φs = 90
◦.
the gas in the environment, and the average lifetime of the gas. Given the model, the
expected concentration to be read by a detector at position pk from a source at position
ps, releasing gas at a rate of qs with average lifetime ζs2 in an environment with mean
wind speed us, wind direction φs and diffusivity ζs1 is given by:
M (pk,Θk) = qs
4piζs1||pk − ps|| exp
[−||pk − ps||
λ
]
×
exp
[−(xk − xs)us cosφs
2ζs1
]
exp
[−(yk − ys)us sinφs
2ζs1
]
, (6.6)
where
λ =
√
ζs1ζs2
1 + (u2sζs2)/(4ζs1)
. (6.7)
An example plot from each of the models is shown in Fig 6.4, where the sensor model
to be described in the next section has been applied. The main difference in the outputs
of the models is seen in the vicinity of the source, particularly upwind. Upwind of the
source, the GP model (Fig 6.4a) assumes zero mean concentration from the source whereas
the IP model (Fig 6.4b) does not. The GP model is more popular in the literature, it
is extensively studied, and even accepted commercially. However, the model is typically
used on a larger scale than the experiments conducted in this chapter and as depicted in
the example figures.
6.3.1.2 Gas sensing model
To form the likelihood function used in Eq. (6.2), the measurements from the gas detector
must be related to the expected observations deduced from the dispersion models. The
measurement data z1:k features detection events, where measurements from the gas de-
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tector picked up some concentrations from the source, and non detection events, where
the measurement did not surpass a pre-specified threshold zthr. The threshold is set high
enough to minimise false detections, whilst maintaining sufficient sensitivity. The observa-
tional data, and subsequently the likelihood function, can be split among these detections
zk and non detections zk [211] as:
p(zk|Θk) =
{
p(zk|Θk) if zk > zthr,
p(zk|Θk) otherwise.
(6.8)
The observational model linking detection data zk with the source term parameters
Θk is given as
zk =M(pk,Θk) + vk, (6.9)
where vk encapsulates the various errors between the measured and modelled concen-
tration at a particular position pk. The discrepancy can arise from measurement error,
input error, model error and stochastic uncertainty [182]. Given the limited knowledge of
the errors between predicted and measured concentrations, application of the maximum
entropy principle suggests the Gaussian distribution as the most conservative choice for
the likelihood function [212, 211]. Thus the likelihood function for a detection event is as
follows:
p(zk|Θk) = 1
σk
√
2pi
exp
[
−(zk −M(pk,Θk))
2
2σ2k
]
, (6.10)
where the variance σk is a function of the modelled concentration such that σk ∝M(pk,Θk).
A non detection event on the other hand, can be caused by three hypothesised sce-
narios: The concentration measurement is only a result of background and instrument
noise Eb; the non detection is a result of intermittency caused by turbulence or a missed
detection Em, typically exacerbated by the short sampling intervals of the UAV; or, the
concentration includes contributions from both the source and background, although it
did not amount to a value above the concentration threshold Es. Combining the three
hypotheses results in the following likelihood of a non detection:
p(zk|Θk) = p(Eb) · p(zk|Eb,Θk) + p(Em) · p(zk|Em,Θk) + p(Es) · p(zk|Es,Θk), (6.11)
where the probability of each event is given as p(Eb) = Pb, p(Em) = Pm and p(Es) = Ps
and Pb +Pm +Ps = 1. Assuming the background noise and contributions from the source
can be modelled as normal distributions the likelihood function for a non detection can
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be written as
p(zk|Θk) =
(
Pb × 1
2
[
1 + erf
(
zthr − µb
σb
√
2
)])
+ Pm
+
(
Ps × 1
2
[
1 + erf
(
zthr − (µb +M(pk,Θk))
σk
√
2
)])
,
(6.12)
where µb and σb are the mean and variance of the background noise and erf() denotes the
error function. The values of Pb, Pm and Ps were set during the experiments.
Given the appropriate models and Bayesian formulations, the next section will describe
a method to implement the probabilistic estimation of the source parameters.
6.3.2 Sequential Bayesian implementation
The Bayesian estimation of the source parameters is implemented in the sequential Monte
Carlo framework using a particle filter. The output is an approximation of the posterior
distribution p(Θk|z1:k), which represents the current state of knowledge about the source
parameters. The posterior distribution from Eq. (6.2) is approximated by a set of weighted
random samples {Θ(i)k , w(i)k }Ni=1, where
Θ
(i)
k =
[
x
(i)
s,k y
(i)
s,k z
(i)
s,k q
(i)
s,k u
(i)
s,k φ
(i)
s,k ζ
(i)
s1,k ζ
(i)
s2,k
]T
(6.13)
is a sample representing a potential source term and w
(i)
k is the corresponding normalised
weighting such that
∑N
i=1w
(i)
k = 1. Given the weighted samples, the posterior distribution
is approximated as:
p(Θk|z1:k) ≈
N∑
i=1
w
(i)
k δ(Θk −Θ(i)k ), (6.14)
where δ(·) is the Dirac delta function. The sample weights are updated in a recursive
manner by sequential importance sampling [204]. At each time step, a set of new samples
{Θ(i)k+1}Ni=1 can be drawn from a proposal distribution q(Θ(i)k+1), which should resemble the
distribution p(Θk+1|z1:k+1). The corresponding un-normalised weights are then updated
according to:
w¯
(i)
k+1 ∝ w(i)k ·
p(zk+1|Θ(i)k+1)p(Θ(i)k+1|Θ(i)k )
q(Θ
(i)
k+1|Θ(i)k , z1:k+1)
. (6.15)
The proposal distribution is typically used to update the samples to the next time
step for estimating dynamic states. By assuming a time-invariant source term (i.e. the
source position is fixed and the release rate is constant), the proposal distribution can
be assumed to be identical to the posterior at time k. This leads to a simple algorithm
where Θ
(i)
k+1 = Θ
(i)
k for i = 1, ..., N [55]. Due to cancellation of terms in Eq. (6.15), the
un-normalised particle weights are updated using the likelihood function and the previous
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weight as follows:
w¯
(i)
k+1 = w
(i)
k · p(zk+1|Θ(i)k+1). (6.16)
The sample weights are then normalised as w
(i)
k+1 = w¯
(i)
k+1/
∑N
i=1 w¯
(i)
k+1 to obtain the new
approximation of the posterior.
Importance sampling is carried out sequentially at each time step. This can eventually
lead to only a few particles with non-negligible weights, known as the degeneracy problem.
To avoid sample degeneracy, the number of effective samples are estimated by:
Neff =
1∑N
i=1(w
(i)
k )
2
. (6.17)
When the number of effective point estimates Neff falls below a pre-specified threshold η
the sample points are re-sampled. This can lead to another problem where highly weighted
particles will be multiplied many times, leading to a lack of diversity. This problem is
referred to as sample impoverishment. To improve the diversity of the random samples,
the re-sampled estimates are regularised by drawing new samples from a Gaussian kernel.
The new samples undergo an MCMC move step [204], where they will be accepted with a
probability proportional to their likelihood.
6.4 Experimental trials
In this section the experiments used to verify the system are described and the results are
presented and discussed. Firstly, the experiment setup is outlined including information
about the environment, the equipment used, the inputs to the algorithm and remarks on
its implementation. Given the setup, an illustrative run of one of the trials is provided to
further illustrate the experimental procedure and the capabilities of the algorithm. The
results of all the conducted experimental trials are then summarised. Finally, the output
estimates of the algorithm are assessed with regards to the measurement altitude of the
UAV, the step increment in the sweep pattern, and the wind speed or atmospheric stability.
6.4.1 Experiment setup
The experiments were conducted outdoors in an open field, in order to verify the algorithm
for the first time in real world atmospheric conditions, outside of simulation. Acetone
was released into the atmosphere using a source comprising of ultrasonic diffusers and
an air pump, as depicted in Fig 6.5. The release rate of the source was obtained by
measuring directly, the change in weight at the beginning and the end of the experiments
and assuming that it was emitted at a constant rate. The release rate was typically 1.5g/s,
however, this would vary depending on atmospheric conditions such as temperature and
pressure.
The field used during the experiments was located nearby Loughborough University,
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Leicestershire, UK. A large square within the field, containing the release, would represent
the domain Ω which forms a part of the input to the algorithm. A photo of the environment
is shown in Fig 6.6, featuring examples of the starting location of the UAV, the wind
direction and the position of the source.
(a) (b)
Figure 6.5: (a) Source set-up for the experiments comprising of acetone, diffusers and an
air pump. (b) A snapshot of the source and UAV during an experimental trial.
Figure 6.6: An example photo of the environment set-up for the experimental trials. The
UAV begins the search at the white square and perform a sweep search pattern within the
red area, which represents the prior distribution for the location of the diffusive source.
The true position of the source is indicated by the black circle and the wind direction is
implied by the red arrow.
6.4.2 Implementation remarks
In this section, the details on the implementation of the source estimation algorithm from
Section 6.3 are outlined. This includes the specification of the prior distributions used to
initialise the algorithm and the control of the UAV to collect the observational data.
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6.4.2.1 Prior distributions
Initial distributions must be set for all of the parameters in the source vector Θk. Where
possible the distributions are set based off sensory data, for example, the wind speed
and direction distributions can be assigned from meteorological measurements. The prior
distributions should reflect information known about the release, or lack thereof. For
example, intelligence may exist as to the possible whereabouts of the source location, or
there may exist some known bounds on the rate of emission. To assess the algorithm
in realistic conditions, it is assumed, in the trials, that there is little information known
about the release beforehand. The prior distributions are summarised as follows:
• The prior distributions for the location of the source [p0(xs), p0(ys), p0(zs)] were set
to uniform within the domain Ω. The size of the domain is the key input of a user,
essentially, it is the area in which to search for the source. Multiple domain sizes
were used during the experiments, ranging from 42x42m to 15x15m.
• A gamma distribution was used as the prior for the emission rate p0(qs) = G(1, 5).
This is a long tailed distribution to account for a large amount of uncertainty in
the emission rate of the source. This prior was fixed during all of the experimental
trials.
• The meteorological variables [p0(φs), p0(us)] were assigned Normal distributionsN (µ, σ)
upon initialisation of the algorithm. In the future, the meteorological variables
should be measured in-situ, on-board the UAV, in order to alleviate dependence on
other data sources.
• The dispersion parameters [ζs1, ζs2] were given uniform distributions with an appro-
priate range.
6.4.2.2 UAV control
The UAV executes a systematic sweep search pattern to collect spatial temporal measure-
ments of the gas concentration. The search pattern can be generated using coverage path
planning algorithms. As the flight path is fixed, the flight could have been pre-planned
and uploaded to the autopilot using some mission planning software. However, in order
to facilitate on-line, more informative planning in the future, the position demands were
sent directly from the laptop during flight. The control of the UAV was made fully au-
tonomous by utilising the dji sdk ROS package. This included take-off, landing and the
uniform sweep flight pattern. Upon take-off, the minimum altitude of the UAV was set to
1.2m above ground, measured by ultrasonic sensors, to minimise the chance of a collision.
Manual override was also possible throughout the experiments.
At each time step, the UAV would hover to take an averaged measurement of the
concentration. The sample duration was set to 5 seconds. This was a short amount of
time compared to source term estimation methods incorporating static sensors, where it is
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more common to sample for a few minutes. This sampling time was chosen as a trade-off
between the measurement accuracy and search time.
After the sample is collected and the source parameter estimates are updated, the UAV
would proceed to the next measurement location defined by the uniform sweep pattern.
The control of the UAV, to the next position, was handled autonomously by the dji sdk
ROS package. The incremental step size between each measurement location was set to
3, 4, 5 or 6m.
6.4.3 Illustrative run
An illustrative run of an experiment, Trial 25, is given in Fig 6.7. Overlaid on a map of
the experimental field, the figure shows: the flight path of the UAV executing the sweep
search pattern at various snapshots in time; the measurements at each sampling location;
the true position of the source; and an indication of the wind direction. In this example
the GP model was used as the underlying dispersion model in the estimation algorithm.
To begin the search, the system is initialised at discrete time step k = 0 as shown in Fig
6.7a. The starting position of the UAV is indicated by the white square, the source is
given by the black circle, and the red arrow points in the direction of the wind. The large
number of red dots represent the random sample approximation used in the sequential
Monte Carlo algorithm at the current time step, which in this figure, approximates the
prior distribution. Each dot represents a weighted source term realisation {Θ(i)k , w(i)k },
where only the marginalised position estimates are visualised in the figure. Figures 6.7b,
6.7c and 6.7d show the trajectory of the UAV, given by the white line, and the update
of the Monte Carlo samples at time steps, k = 6, 16 and 36. The white circles indicate
the positions where the UAV hovered to collect an averaged measurement from the gas
detector; their size is representative of the measured value.
The illustrative run (Trial 25) was conducted in relatively high wind (8m/s) and neu-
trally stable atmospheric conditions, characterised by Pasquill’s stability class D [213].
The search area was a 25x25m square in which measurements were taken at 5m inter-
vals at 1.2m altitude. The sub figures in Fig 6.7, show how the estimate of the source
location is narrowed down significantly in response to the gas measurements. Positive de-
tections had a larger effect on the posterior distribution as they were associated with less
uncertainties than zero sensor readings as had been reflected in the respective likelihood
function in Eq. (6.10). The location of the source was narrowed down more quickly in the
crosswind direction than upwind, as seen in Fig 6.7c. This is an expected attribute due
to the concentration distributions and characteristics of both of the underlying dispersion
models, where uncertainties and correlations in the wind speed and source strength incur
a lot of uncertainty in the upwind location of the source.
The result of the illustrative run is summarised in Fig 6.8, in a manner that is used
for comparisons in the results section. Figure 6.8a shows the resulting flight path (white
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(a) Estimate at k=0 (b) Estimate at k=6
(c) Estimate at k=16 (d) Estimate at k=36
Figure 6.7: Example run of the algorithm at discrete time steps: (a) k=0, (b) k=6, (c)
k=16 and (d) k=36. The white line indicates the path of the UAV and the black circle
represents the true position of the source. The white square and quadrotor symbol indicate
the starting and current location of the UAV. The red dots represent the random sample
approximation of the source parameter estimates at the current time step and the red
arrow indicates the wind direction.
line), wind direction (red arrow) and marginalised posterior estimate of the source location
(heat map). The Monte Carlo samples used in Fig 6.7d are replaced by a heat map to
display the posterior estimate more clearly. The starting and ending positions of the UAV
are given by the white square and diamond. The true position of the source is indicated by
the black circle filled with a white cross and the algorithms mean estimate is given by the
hollow black circle. Figure 6.8b shows the probability density estimate of the emission rate
of the source, p(qs|z1:k), and the measurement data during the flight, z1:k. The blue curve
represents the PDF of the emission estimate with mean and standard deviation indicated
by the vertical dashed green lines. The black dashed curve shows the prior distribution
provided to the algorithm, and the true value is given by solid red line. Bars in the lower
figure of 6.8b indicate the measurement at the discrete time step. In this example the
position estimate of the source was very accurate, with only a 2.43m Euclidean error. The
emission estimate was also accurate, but underestimated by 0.58grams/s.
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(a) (b)
Figure 6.8: Summary of the illustrative run (Trial 25). (a) The resulting UAV path (white
line), gas sensor measurements (white dots), wind direction (red arrow), true source posi-
tion (white cross), mean source estimate (black circle) and probability density (heat map).
(b) Upper: Emission rate PDF (blue curve), truth (red line), prior (dashed black curve),
mean and standard deviation (dashed green lines). (b) Lower: Sensor measurements at
discrete time steps.
6.4.4 Results
In total, 27 experimental trials were conducted to test the system in the fairly realistic
setting described. The experiments were conducted at various flight altitudes, wind speeds
and scales. The results, using both the IP and GP dispersion models, are summarised
in Table 6.1. The table includes details on the scale of the experiments, the step size or
incremental distance between sensor measurements, the UAVs flight altitude, the duration
of an experiment and the wind speed. The output Euclidean position error and the
absolute emission errors are shown, where the true values are compared with the means
of the estimation algorithm.
Overall, the Euclidean error was small considering the scale of the experiments, the
severe amount of uncertainty in the dispersion process, and some uncertainty in the lo-
calisation of the UAV itself. In the majority of the experiments the error was noticeably
within the step size used in the flight pattern. This was not always the case, due to chang-
ing meteorology and the large amount of intermittency in the gas detections in the vicinity
of the source. The emission estimates from the algorithm using both models were encour-
aging, with errors typically under 1g/s. Given the brief review on gas sensing using UAVs
in Section 6.1, the release estimate was expected to be under predicted due to decreased
readings from the sensor caused by the rotor effect. However, the outcomes of the trials
were varied; featuring very accurate estimates in addition to under or over predictions.
Despite the reduced measurements, which may be responsible for the under predications of
the emission rates; the over predictions are expected to be a result of the shorter sampling
times that were adopted for data collection by the UAV. This lead to significantly more
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volatile measurements where there is the potential to average over a period of intermit-
tency or during a large spike in concentration; which, given a larger sampling time, would
typically be accompanied by smaller readings to smooth the average. This averaging over
a spike is expected to be the cause of the over prediction of the emission rate that occurred
in some of the trials. Other factors that had the most effect on the estimation accuracy
were the flight altitude of the UAV, the step size between taking measurements and the
wind speed.
Flying at different altitudes affected the estimation performance of the system as it
changed the concentration observations made by the sensor onboard the UAV. Acetone is a
dense material, so at high altitudes the UAV would be outside of the plume, where it would
detect nothing with the gas sensor. Example results of flights conducted at 1.2m, 1.75m
and 4m altitudes are shown in Fig 6.9, where the IP model was used in the estimation.
For reference, the height of the source during the experiments was 1.4m. It was found,
due to the density of the acetone, that at lower flight altitudes the sensor on-board the
UAV picked up more positive detections, with less intermittency, which resulted in more
accurate estimates of the source term with less spread, as observed in Fig 6.9. Note:
in figure 6.9f, the scale of the sensor data axis is smaller for the flight conducted at 4m
altitude. At altitudes greater than 4m there would generally be zero detections made by
the gas sensor. All flights were of the same scale and step size and conducted in similar
wind conditions.
The effect of the step size between measurements made by the gas sensor was as
expected. The closer, more dense measurements resulted in more accurate estimates with
less spread. This is illustrated in Fig 6.10 which shows example results of flights with
samples taken at 3m, 5m, and 6m increments along the sweep path. All flights were
conducted at 1.2m altitude in similar wind conditions and the IP model was used in the
estimation.
The affects the wind speed has on the estimates made by the system are twofold:
1) In stronger winds more acetone remained airborne, rather than falling to the ground,
resulting in more positive detections from the gas sensor and better matching between
the observations and the dispersion models which did not account for the buoyancy of
the material; 2) Stronger winds are linked with greater atmospheric stability [213] which
leads to more consistent meteorological conditions. Examples of experiments conducted
in 1, 4 and 7m/s winds at similar scales and altitudes are shown in Fig 6.11, where the
IP model was used in the estimation. Studying the figures, it is clear how the sensing
characteristics of the system are much better in higher winds. Figures 6.11a and 6.11b
show the results in 1m/s mean wind speed on a hot sunny day which is associated with
the most unstable atmospheric stability class (Pasquill’s stability Class A). During this
trial, the wind speed was negligible at times and the direction completely reversed. The
poor sensing conditions, where acetone was detected only near the beginning of the flight,
resulted in the inaccurate estimate of the source location. In higher wind, as shown in
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(a) Trial 14, position estimate. (b) Trial 14, qs estimate and sensor
data.
(c) Trial 4, position estimate. (d) Trial 4, qs estimate and sensor
data.
(e) Trial 15, position estimate. (f) Trial 15, qs estimate and sensor
data.
Figure 6.9: Results at altitudes (a-b) 1.2m: Trial 14, (c-d) 1.75m: Trial 4 and (e-f) 4m:
Trial 15, using the IP model. The search area was 36x36m, the step size was 6m and wind
speed 3-4m/s.
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(a) Trial 22, position estimate. (b) Trial 22, qs estimate and sensor
data.
(c) Trial 16, position estimate. (d) Trial 16, qs estimate and sensor
data.
(e) Trial 12, position estimate. (f) Trial 12, qs estimate and sensor
data.
Figure 6.10: Results at step sizes (a-b) 3m: Trial 22, (c-d) 5m: Trial 16 and (e-f) 6m:
Trial 12, using the IP model. The UAV altitude was 1.2m, the step size was 6m and wind
speed 4m/s.
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(a) Trial 9, position estimate. (b) Trial 9, qs estimate and sensor
data.
(c) Trial 7, position estimate. (d) Trial 7, qs estimate and sensor
data.
(e) Trial 24, position estimate. (f) Trial 24, qs estimate and sensor
data.
Figure 6.11: Results at wind speeds (a-b) 1m/s: Trial 9, (c-d) 4m/s: Trial 7 and (e-f)
7m/s: Trial 24, using the IP model. The UAV altitude was 1.2-1.5m and the step size was
6m.
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figures 6.11e and 6.11f, the wind direction and speed was more consistent producing a
better defined plume. The corresponding source position and emission estimates were
very accurate with errors of 2.02m and 0.32grams/s.
The root mean squared errors (RMSE) and standard deviation (SD) of the position
and emission estimates for the GP and IP models are shown in Table 6.2. The RMSEs
and SDs are split among all the trials and subsets of the trials corresponding to different
flight altitudes, step sizes and wind speeds. The IP model outperformed the GP model
in all conditions with regards to the position estimates and in the majority of conditions
for the emission estimates. The difference in performance is expected to be caused by the
characteristics of the models near the source, for which the IP model more closely matched
the data collected by the UAV in the particular experiments conducted in this thesis. The
limiting characteristic of the GP model was its approximation of the width of the plume
near the source, which was often wider than anticipated by the model. The wind speed
appeared to have the greatest effect on the RMSE and SD of the estimates. In higher
wind speeds the system produced consistently accurate estimates, resulting in low values
of RMSE and SD. Small wind speeds (≤ 3m/s), which correspond to significantly more
unstable atmospheric conditions, resulted in the most inaccurate and variable estimates.
Considering Table 6.2, the best results are obtained with a smaller step size. However, a
larger step size did not impede the results to the extent of weak wind speeds or flying at
higher altitudes that are on the edge of the plume.
A common method to assess the performance of source localisation systems is the rate
of successful localisations [214]. This metric introduces some ambiguity with regards to the
definition of a successful localisation, which is usually given as a certain distance between
the estimated and true source positions. Therefore, to provide a more explicit idea of the
performance of the system, the success rate is plotted for various values of success criteria
in Fig 6.12, where the success criteria is given as a range of Euclidean errors in the source
position estimate. The success rate is shown for estimations made using the IP and GP
models. Note: The result of Trial 15 (conducted at 4m altitude) was neglected as this was
used to demonstrate the adverse effect of high altitudes. The figure shows the results of
the remaining 26 trials and the subset where the wind speed was greater than 3m/s.
To conclude the results, the parameters of a gaseous release into the atmosphere have
been estimated using point measurements of concentration from an autonomous UAV
equipped with a gas detector. The results in Table 6.1 show accurate estimates for the
source location and its emission rate obtained using the Bayesian inference method de-
scribed in Section 6.3. Both dispersion models performed well but the IP model was more
accurate in the experimental conditions described in this chapter. The overall accuracy of
the source estimates was dependant on the measurements taken from the UAV, and how
they matched the chosen ATD model featured in the likelihood function. The measure-
ment data was affected by the meteorology, the altitude of the UAV, and the size of the
increments between sampling the gas concentration.
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Table 6.2: RMSE and SD in the position and emission rate estimates using the GP and
IP dispersion models.
Position RMSE (SD)
[m]
Emission RMSE (SD)
[g/s]
Data subset
GP
model
IP
model
GP
model
IP
model
All data 4.75 (3.24) 3.35 (3.93) 0.75 (0.47) 0.65 (0.43)
Step size = 6m 5.37 (3.79) 4.08 (4.78) 0.77 (0.58) 0.63 (0.50)
Step size = 5m 3.38 (1.71) 2.69 (1.70) 0.61 (0.12) 0.73 (0.34)
Step size = 3m 3.55 (1.74) 1.72 (0.32) 0.70 (0.21) 0.66 (0.31)
Height >1.5m 5.22 (2.17) 3.33 (1.10) 0.95 (0.64) 0.66 (0.48)
Height <1.5m 3.88 (2.00) 2.45 (2.51) 0.67 (0.39) 0.69 (0.42)
Wind speed 63m/s 6.45 (4.43) 4.65 (5.45) 0.85 (0.60) 0.62 (0.43)
Wind speed >3m/s 3.86 (1.76) 2.63 (2.58) 0.69 (0.38) 0.66 (0.43)
Figure 6.12: Success rates of the system.
6.5 Discussions and lessons learned
The results of the experimental trials presented are, to the best of the authors knowledge,
the first time an autonomous UAV has been used to collect gas concentration measure-
ments to estimate the source term (location and strength) of a release. Given such an
immature area of work, there are valuable observations and lessons learned during the
experiments that will be described in this section. These are related to the position of the
UAV, gas sensing with an aerial vehicle, and the local meteorology.
6.5.1 UAV altitude
Given the chosen method to estimate the parameters of the release, it is important to
know the location of the gas concentration measurements accurately, so that they can be
related to the predictions from a model. In the horizontal directions, this was achieved
through fusion of GPS data, IMU data and the guidance system on-board the aircraft. The
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Figure 6.13: Visualisation of the UAVs effect on the gas dispersion using coloured smoke.
A gap in the plume can be seen directly downwind of the platform, highlighted by the red
lines.
altitude of the UAV was more challenging. When relying on barometric data, the UAV
altitude could drift by a couple of meters. Although this is not very large, on the small
scale of the experiments it would have an adverse effect on the results, especially given the
low altitude of the UAV and the small size of the acetone plume. Down facing ultrasonic
sensors of the guidance system provided an accurate estimate of the height above ground,
however, this source of information was only suitable for level terrain. Consequently, this
assumption was made during the experiments.
6.5.2 Gas sensing with a UAV
The rotors of the UAV did reduce the concentration readings of the gas detector. This
was visible when the UAV was stationary on the ground and the rotors would turn off
and on. Despite this, the results of the experiments were extremely positive, with the
source emission rate only slightly underestimated. As discussed in Section 6.1, the sensor
inlet could be moved outside the region of influence of the rotors or, in future research, a
new model for the sensor response could be formulated. In addition, during visualisation
experiments performed using coloured smoke, it was found that the UAV seemed to split
the plume; as captured in Fig 6.13. This is a feature that may become important in path
planning research in the future or when cooperating multiple vehicles.
6.5.3 Gas Buoyancy
The diffused acetone is dense, reducing how the gas would rise from the source. This
results in low altitudes required by the UAV in order to make contact with the plume,
and it causes the gas dispersion to be less buoyant than modelled by the simple transport
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equations considered in this thesis. Adding the effect of buoyancy to the model could
improve the accuracy of the estimation. This could be included as a parameter with
uncertainty, and inferred as part of an extension of the source vector Θk.
6.5.4 Changing meteorology
In this work, and commonly in the literature, source term estimation algorithms for at-
mospheric releases assumed steady state conditions in the underlying dispersion model.
This assumption holds in simulations and in wind tunnel datasets. Outside of simulation
the condition is often not fulfilled, particularly on highly unstable, low wind speed con-
ditions, where the direction of the wind is much more random. This incurs a large error
on the estimation of the source location. This may be overcome by employing a different
model, such as a Gaussian Puff, which does not make a steady state assumption. However,
some assumptions on the wind field would still be required, and the model would be more
computationally expensive.
6.5.5 Sampling time and step size
The sampling time, or how long the UAV hovers to take an averaged measurement of
concentration, had been set to a fixed value based on a trade-off between search time and
performance. The step size, or movement distance between each sample, was selected in a
similar manner. Given a larger area to search, it may be necessary to reduce the sampling
time or increase the movement distance so that the UAV can search the area in less time.
In future work, these parameters of the planning algorithm should be selected adaptively
based on the current information available, or even removed altogether by considering
observations from a continuously moving platform.
6.6 Chapter summary
This chapter described a system to enable estimation of the parameters of a dispersive
atmospheric release using a UAV. It extended the estimation algorithm to perform in 3D
and to handle the noisy measurements from a sensor on-board the UAV. The Bayesian
framework from the previous work in the thesis has been extended to accommodate a
new sensor model which accounts for noisy background readings and intermittency in the
measured concentration. The set-up and development of a UAV has been described to
enable the experimental validation of the algorithm in an outdoor open field. To the
best of the authors knowledge, this has been the first experimental testing of a source
term estimation algorithm using an autonomous UAV, where a static network of gas
detectors has been used in the past. Extensive experiments were conducted in various
meteorological conditions and with different sweeping flight path configurations. Using
the data generated from a total of 27 experiments, the effect of the UAVs attitude, the
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incremental step size between taking measurements, and the wind speed was assessed.
It was found, in the experiments conducted, which used a relatively dense material as a
source, that the system performed better, in terms of estimation accuracy, flying at lower
altitudes and in higher wind speeds (stronger atmospheric stability [213]). The wind speed,
and hence the atmospheric stability, was found to have a significant effect on the accuracy
of the algorithm and the SD of the estimation errors. As expected, the smaller incremental
step sizes between gas measurements, resulted in more accurate source estimates with less
spread. However, this would incur significant penalties on the size of the area covered over
time. Additionally, two simple, fast running dispersion models were compared using the
data from the unique experiments conducted in the chapter. Overall, the Isotropic plume
model noticeably outperformed the standard Gaussian model. This is expected to be due
to the characteristics of the models in the vicinity of the source, suggesting the IP model
is more appropriate for estimation on a smaller scale. Overall, the experimental results
demonstrated strong performance of the system making it closer to use in real scenarios.
Given the validation of a STE algorithm using the UAV, the next step in this thesis is
to test the information based search algorithm in the challenging outdoor conditions using
the UAV. The information based algorithm will be able to capitalise on the information
gained during flight, improving the the search time and potentially the accuracy of the
source term estimate. Furthermore, after the discovery of the adverse effect of low or
changing wind conditions on the STE performance, a mapping method is also explored as
a potential response in these situations. The mapping response is described in Chapter 9.
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Chapter 7
Information based search for a
hazardous airborne release using
an unmanned aerial vehicle
This chapter presents results of experiments to test the information based search algorithm
in outdoor conditions using the UAV. The chapter is essentially an experimental evaluation
of an integration of the work from the previous two chapters. The information based
planning algorithm that was verified in controlled indoor experiments in Chapter 5 is
extended to three dimensions and integrated with the improved estimation algorithm
from Chapter 6. After the comparison of dispersion models conducted in Chapter 6
the Isotropic plume model is used as the underlying model for the information based
experiments. The Chapter begins with an outline of the combined algorithms, followed
by the descriptions of the experiment set-up and the user interface that was developed to
ease initialisation of the algorithm for each of the experimental trials. The results using
the information based planning algorithm are compared with the uniform sweep results
from the previous Chapter and some characteristics of the information based search in
real outdoor experiment conditions are discussed.
The chapter is organised as follows. In Section 7.1 the source term estimation and
path planning algorithms are described. In Section 7.2 the experiment set-up is described
including a user interface for the system used to initiate the algorithm in the outdoor
trials. In Section 7.3, an illustrative run of the intelligent search algorithm in 3D outdoor
conditions is shown, followed by the results of multiple experiments and a comparison
with the sweep search pattern approach from the previous chapter. The chapter is then
summarised in Section 7.4.
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7.1 Algorithms
7.1.1 Formal problem formulation
A zone of interest, parameterised by the three dimensional volume Ω ⊂ R3, will be used
to initialise the search area of the algorithm. This could be the region where a suspicious
odour is reported, a region of interest to survey, an area along a pipeline or the area around
a chemical facility. The UAV, equipped with the relevant payload, is to navigate within
the area to estimate the release parameters otherwise known as the source term.
The UAV is aware of its location pk =
[
xk yk zk
]T ∈ Ω within the domain. The
detector on-board the UAV observes point-wise measurements of the HAZMAT concen-
tration zk ∈ R+. The meteorological parameters are provided by a local weather station.
The location stamped measurements and meteorological observations are used to estimate
the parameters of the source Θk, which in this work, is given by:
• Cartesian coordinates of the source ps =
[
xs ys zs
]T ∈ Ω in meters (m).
• Emission rate/strength of the source qs ∈ R+ in grams per second (g/s).
• The wind speed us ∈ R+ in meters per second (m/s) and direction φs ∈ R in radians
(rad).
• Model dependant diffusion parameters ζs =
[
ζs1 ζs2
]T ∈ R+ which relate to the
spread of the atmospheric concentration from the source.
Hence, the parameter vector of the source term can be defined as:
Θk =
[
pTs qs us φs ζs
]T
. (7.1)
The UAV is to autonomously search the environment, collecting point observations
z1:k = {z1, . . . , zk} from the chemical detector at discrete time steps k = 1, . . . , k and at
known locations p1:k = {p1, . . . ,pk}. At each time step k, the estimates of the source
parameters Θk are updated by drawing the inference on the probabilistic distribution
p(Θk|z1:k). The next location to make an observation with the HAZMAT detector pk+1 is
then selected by approximating an information based reward function, and choosing the
action ak such that pk+1 = pk + ak.
7.1.2 Source estimation algorithm
The focus of this Chapter is on the extension of the information based search algorithm to
3D and experiments using a UAV. The estimation aspect of the system used in this Chapter
is described in Chapter 6 Section 6.3. Note that only the Isotropic plume model, which
performed best in the previous Chapter, is extended for information based experiments
with the UAV.
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7.1.3 Planning algorithm
The information theoretic path planner chooses the manoeuvre a∗k from an admissible set
of actions Ψk = {↑, ↓,←,→,,×}, that is expected to be the most informative. Here, the
arrows refer to moves in the crosswind, upwind and downwind directions, and (,×) refer
to an increase or reduction in UAV altitude. Besides an extension of the admissible set of
actions to 3D and the replacement of the estimation algorithm with that described above,
the remainder of this Section follows from Chapter 5, Sections 5.3.1.2 and 5.3.3.2.
The output of the planning algorithm is a new goal position for the UAV which is
expected to provide the most information from the subsequent measurement. Following a
manoeuvre to the goal position the UAV takes a new observation zk+1 and the estimation
and sensor control cycle is iterated until some stopping criteria are reached, such as a
threshold on the spread of the location estimate of the source term.
7.2 Experiment setup
The experiments conducted used the same environment set-up as the previous chapter,
where acetone was used to simulate a hazardous release in an outdoor open field. The UAV
set-up also remained the same, a DJI Matrice 100 UAV equipped with a PID sensor. The
ROS framework was used for communications between the UAV and the ground station
laptop. At each time step, the UAV would send its location stamped sensor measurement
to the ground station. The laptop would run the estimation and planning algorithm and
send a new position demand to the on-board computer of the UAV. In a similar manner
to Chapter 5 where the indoor experiments were discussed, the mission was terminated if
the robot tried to move onto the source or if the covariance of the position estimate was
reduced below a threshold.
7.2.1 User interface
The search algorithm was set-up and initialised from the ground station laptop, however,
in the future, it is envisioned that this would be done via an app on a phone/tablet that
would also be used to control the UAV. An example of the user interface developed for the
experiments is shown in Fig 7.1, where the top right video feed would be replaced by the
on-board camera of the UAV. Note, for the purposes of this chapter, the top right part
of the figures shows a video taken by a filming drone during the experiments in order to
better visualise the result than what would be provided by the on-board camera of the
searching platform.
The figure in 7.1 show the user interface at various time steps. The left portion of the
figures shows the search area, the path of the UAV and the true position of the source
during the experiments. The right portion shows a video of the UAV executing the mission
in real time. The bottom of the figures indicate the real time data from the on-board PID
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sensor.
The initialisation of the information based autonomous search and source term esti-
mation algorithm is as follows
1. The user draws an area on a map where the source may be, as indicated by the red
box in the following figure. (Note: the algorithm is quite robust to finding source
outside of the search area.)
2. Another area is drawn to define the flight area, which will limit where the UAV can
move.
3. The final input is a position to initialise the search, alternatively, this can simply be
the take-off position of the platform.
4. Press GO!
After pressing GO, the UAV will fully autonomously: take-off, search for the source,
return, and land. Throughout this fully autonomous mission, the path, current position
and real time gas measurements from the UAV are transmitted to the ground station as
shown in the following figures. At the end of the mission, the source position and a plume
estimate are displayed to the user, as shown in the Fig 7.1c.
7.3 Results
An illustrative run of an experiment using the information based planning algorithm is
given in Fig 7.2. Overlaid on a map of the experimental field, the figure shows: the flight
path of the UAV executing the information based search at various snapshots in time; the
measurements at each sampling location; and the true position of the source. To begin the
search, the system is initialised at discrete time step k = 0. The starting position of the
UAV is indicated by the green square and the true location of the source is given by the
blue circle. The large number of orange dots represent the random sample approximation
used in the sequential Monte Carlo algorithm at the current time step (i.e. the current
posterior distribution). Each dot represents a weighted source term realisation {Θ(i)k , w(i)k },
where only the marginalised position estimates are visualised in the figure.
Figures 7.2a-7.2d show the path of the robot and the measurement positions, at various
time steps. The figure demonstrates how the robot begins the search by moving in a
crosswind direction. In response to positive detections from the PID detector the algorithm
is able to narrow down the location of the source in the crosswind direction as shown in
Fig 7.2b. At this point it begins to travel upwind towards the source. By time-step
k = 29, shown in Fig 7.2d, the UAV had narrowed down the source position and the
orange dots converged into the true source location. At the end of the illustrative run
using the information based search algorithm the position estimate of the source was very
accurate, with only a 1.42m Euclidean error. However, the emission rate was reasonably
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(a)
(b)
(c)
Figure 7.1: Snapshots of the user interface during an experimental trial at various time
steps. (a) snapshot at the beginning of a mission, the UAV is on its way to the starting
position. (b) snapshot towards the end of a mission, the source estimate is converging on
the true position. (c) output plume estimate using the posterior distribution of the source
parameters.
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(a) (b)
(c) (d)
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Figure 7.2: Example run of the intelligent search algorithm at discrete time steps: (a)
k=0 and (b) k=7 (c) k=12 and (d) k=29. The red line indicates the path of the UAV
and the blue circle represents the true position of the source. The green square and circle
indicate the starting and current location of the UAV. Finally, the orange dots represent
the random sample approximation of the source parameter estimates at the current time
step. (e) The observations from the detector at discrete time steps.
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Figure 7.3: Summary of the example run of the information based search algorithm using
the UAV. (a) The resulting UAV path (white line), gas sensor measurements (white dots),
wind direction (red arrow), true source position (white cross), mean source estimate (black
circle) and probability density (heat map). (b) Upper: Emission rate PDF (blue curve),
truth (red line), prior (dashed black curve), mean and standard deviation (dashed green
lines). (b) Lower: Sensor measurements at discrete time steps.
accurate, but over predicted by 1.26grams/s. The measurements from the PID sensor
during the search are shown in Fig 7.2e.
A summary of the Trial in a condensed form is given in Fig 7.3. Figure 7.3a shows the
resulting flight path (white line), wind direction (red arrow) and marginalised posterior
estimate of the source location (heat map). The starting and ending positions of the UAV
are given by the white square and diamond. The true position of the source is indicated
by the black circle filled with a white cross and the algorithms mean estimate is given by
the hollow black circle. Figure 7.3b shows the probability density estimate of the emission
rate of the source, p(qs|z1:k), and the measurement data during the flight, z1:k. The blue
curve represents the PDF of the emission estimate with mean and standard deviation
indicated by the vertical dashed green lines. The black dashed curve shows the prior
distribution provided to the algorithm, and the true value is given by solid red line. Bars
in Fig 7.3b indicate the measurements at discrete time steps. In this example the position
and emission rate estimates of the source were very accurate. The results of 3 other trials
using the information based search algorithm are summarised in Fig 7.4.
The results of 10 trials using the information based algorithm are summarised in Table
7.1, including information about the source location estimates, emission estimates and
some flight data. Overall, the Euclidean error is small given the scale of the experiments,
moreover, given the severe amount of uncertainty in the dispersion process and even some
uncertainty in the localisation of the UAV itself. Similarly to the experiments using a
uniform sweep flight pattern, the emission estimates from the algorithm were encouraging,
with errors typically within 1g/s.
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Figure 7.4: Summary of information based experiments using the UAV. (a-b) Trial 7, (c-d)
Trial 4 and (e-f) Trial 10
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Table 7.1: Summary of results for the information based experimental trials, using the
IP model, including the accuracy of the source location and emission rate estimates, and
some flight data.
Flight data Result
ID
Scale
[m]
Step size
[m]
Time
[mm:ss]
Wind speed
[m/s]
Position
error [m]
Emission
error [g/s]
1 36x36 4 05:31 5 1.44 1.26
2 36x36 4 04:05 6 1.22 0.09
3 36x36 4 04:48 4 2.39 1.27
4 36x36 4 05:12 3 7.04 0.16
5 36x36 4 03:05 4 1.31 0.55
6 36x36 4 06:02 3 1.76 1.09
7 36x36 4 08:28 4 2.76 0.23
8 36x36 4 06:51 5 2.08 0.63
9 36x36 4 02:37 5 1.52 0.50
10 36x36 4 07:01 4 3.81 0.73
7.3.1 Comparison with sweep flight pattern
The results of the information based experiments are compared with the uniform sweep
results from Chapter 6. The uniform sweep results are restricted to where the Isotropic
plume model was used and where the scale of the experiments was similar to the that
used in the information based trials. The average search time, the source position esti-
mate RMSE, and the source emission rate RMSE using both methods is shown in Table
7.2. Overall, in agreement with the simulations conducted in Chapter 3, the informative
search algorithm attained more accurate source position estimates and a significantly lower
average search time. The emission rate RMSE was less effected; this is expected to be
due to the large amount of noise in the sensor measurements for both strategies, and the
lower number of measurements taken during the informative search before the source was
found. It is expected that a longer sampling time, whilst taking atmospheric concentra-
tion measurements, would improve the emission rate estimate for both approaches, whilst
penalising the search time.
Table 7.2: Accuracy of methods
Method Average search
time [mm:ss]
Position
RMSE [m]
Emission
RMSE [g/s]
Sweep search pattern 08:05 4.21 0.65
Informative search 05:22 2.83 0.65
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7.4 Chapter summary
This chapter presented experiments to test the information based search and Bayesian
source term estimation algorithms developed throughout this thesis. The hardware used
to test the system was the same as the previous chapter to make a fair comparison of the
methods. A user interface was developed in order to enable more seamless experimentation
and to look at how an end user may interact with the system. The interface was simple to
use, involving only 4 steps to initiate the algorithm and begin the fully autonomous search.
The information based algorithm from Chapter 5 was simply extended to 3D and combined
with the Bayesian estimation algorithm from the previous chapter. The system performed
well in multiple experiments. The results show the benefits of the information based
approach over the uniform sweep path with regards to search time and the accuracy of the
location estimate. However, the accuracy of the emission rate was relatively unchanged.
To the best of the authors knowledge, this has been the first experimental testing of an
information based search and source term estimation algorithm using a UAV, building
upon the novel result of indoor experiments presented in Chapter 5.
After the successful experimental assessment of the methods developed throughout
this thesis the next steps will be to extend the system to work in different scenarios, such
as a non-continuous release (which is described in the next chapter), and to improve the
reliability of the system with regards to handling changing meteorological conditions.
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Chapter 8
Information based search for a
non-continuous atmospheric
release using a UAV
In previous chapters, simulations and experiments have verified the application of a UAV
to estimate the source term of a continuously emitting release using a Bayesian and infor-
mation based approach. Given the success of the method, in this chapter it is extended to
estimate the source term of an instantaneous release, namely, its origin and emission mass.
In an instantaneous release, it is assumed that all the hazardous material is emitted at
one time rather then at a constant rate. In this more challenging scenario, there will not
be any concentrations to detect at the source origin after some time after the release has
occurred as it will all have blown downwind. The hazardous area from an instantaneous
release is commonly referred to as a puff, rather then a plume. In a similar manner to the
previous chapters the estimation is formulated as an inverse problem. In this chapter the
concentration observations from a mobile sensor are fused with meteorological informa-
tion and a Gaussian puff dispersion model to characterise the source. Note, that the puff
model is used now not plume. Bayes’ theorem is still applied to estimate the parameters
of the release so that the uncertainty that exists in the dispersion parameters and meteo-
rological variables can be taken into consideration. The information based reward is still
used to guide an unmanned aerial vehicle equipped with a chemical sensor to the expected
most informative measurement locations. The method is assessed in simulations and the
performance is compared between using a single mobile sensor and various amounts of
static sensors. The characteristics of the estimation performance are discussed subject to
different relase parameters and meteorological conditions.
This chapter is based upon the research previously published by the author in [215].
The remainder of this chapter is organised as follows. Background on the specific problem
is given in Section 8.1. In Section 8.2, the problem is presented including information
about the domain and modelling used within the algorithm and for the simulations. In
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Section 8.3, the conceptual solution is described. An illustrative run and Monte Carlo
simulations with other strategies are presented in Section 8.4, and finally, the chapter is
concluded in Section 8.5.
8.1 Background
As has been discussed throughout this thesis, searching for the source of an atmospheric
release of dispersing material is an important task for mankind and also in the natural
world. The reason for finding the source may vary, for humans it is often in an emergency
response to some hazardous release, searching for useful resources or inspecting an area
for mines [216]. In nature the intentions are more virtuous, such as searching for a food
source or even a mate [10]. In almost all cases, especially within the literature on source
localisation, it is assumed that the source is continuously emitting. This assumption
simplifies the problem, allowing techniques to attempt to track the concentration of the
material to its source [36].
In this chapter, a more challenging problem is considered, estimating the source loca-
tion of an instantaneous release using point-wise concentration observations from a mobile
sensor. In this scenario, reactive or control based algorithms will be unable to track
towards the source, still, they may be able to track the instantaneous puff of material
downwind of the release which could also provide a useful response. The goal in this thesis
however, is to estimate the source term of the release. As has been mentioned through-
out this thesis, the source term encapsulates all of the information required to produce
a forecast of the spread of the material using an atmospheric transport and dispersion
(ATD) model, regardless of whether the release is continuous, instantaneous or discrete.
It is also of importance in understanding the cause of the release in an emergency event.
As a minimum, the details required are the release mass and the location/origin of the
release source. Other important variables that can be included will depend on the scenario
and the chosen ATD model including: stack height, uncertain meteorological variables,
release time and the duration of the release. The release time is particularly important in
the response to an instantaneous release, as the release time and the wind speed have a
significant effect on the current location of the hazardous concentrations.
Since the source can not be tracked towards directly, the model based STE techniques
must be applied to estimate the source location of the instantaneous or puff release. Sev-
eral limitations and opportunities arise when applying a mobile sensor on a UAV to the
problem. The main limitation will be with respect to the start time of the release, the
wind speed and the time that the UAV is deployed, where the UAV may simply have
to “chase” the puff downwind, until some positive readings of concentration are found.
Spatial-temporal measurements of the hazard can be improved but are also limited if
there is only one mobile sensor. The advantages arise from the movement of the sensor,
so that measurements can be taken from more desirable locations.
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The only record of application of mobile sensors to estimate the parameters of an
instantaneous release is found in [217], however it had been assumed that the source
location was known a priori, so only the strength of the release was estimated.
8.2 Problem description and modelling
An instantaneous or puff release undergoing atmospheric transport and dispersion can
be characterised by the Gaussian puff equation [121] using the source term vector Θ =
[ps ms us φs ζ
x
s ζ
y
s ]T. Where ms is the mass of the release with origin position ps =
[xs, ys, zs]
T. us is the wind speed, φs is the wind direction, and (ζ
x
s , ζ
y
s ) are stochastic
dispersion parameters adopted from [142].
A sensor equipped UAV with position vector pk = [xk, yk, zk, tk]
T (where xk, yk, zk are
the Cartesian coordinates of the sensor at time tk) is to make concentration observations
to estimate the release parameters. The mean concentration observed by the sensor from
an instantaneous source Θ can be modelled using the Gaussian Puff model as:
C(pk,Θ) =
ms
(2pi)
3
2σxσyσz
exp[−(xk − xc)
2
2σ2x
− (yk − yc)
2
2σ2y
]
× (exp[−(zk − zs)
2
2σ2z
] + exp[−(zk + zs)
2
2σ2z
]) (8.1)
where xc and yc are the coordinates of the centroid of the puff that is translated by the
wind over time, defined as:
xc = xs − us sin(φs)(t− ts) (8.2)
yc = ys − us cos(φs)(t− ts) (8.3)
and (σx, σy, σz) are dispersion parameters defined as a function of downwind distance x¯
using the Karlsruhe-Ju¨lich system [218] as:
σx = σy = ax¯
b and σz = cx¯
d. (8.4)
The variables (a, b, c, d) are a function of stability category [180]. For example at Pascal
stability category C: a = 0.66, b = 0.81, c = 0.17 and d = 1. Inspired by the work in [142],
where the constants in the dispersion parameter equations were replaced by stochastic
parameters (ζ1, ζ2) the equations for the dispersion parameters are reformulated as:
σx = σy = ζ1x¯
b and σz = ζ2x¯
d, (8.5)
where b and d are still selected based on the stability class.
An example run of the Gaussian puff model from Eq (8.1) is shown in Fig 8.1, where
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the red dot denotes the source position and the colour map represents the concentration at
positions in the x, y and z frames. The figure shows examples 50 seconds and 300 seconds
after the release, with a 4m/s wind speed directed 20 degrees from the x axis.
At time step k the UAV will be at the position pk, the sensor observes a concentration
zk defined as:
zk = z
true
k + e (8.6)
where e refers to the error in the measurement. The observations of concentration from
a sensor zk and from predictions with a model C(pk,Θ) are infected with several sources
of error that can arise from sensor noise and drift, modelling errors or errors in other
dispersion variables such as the wind speed. An appropriate distance metric or likelihood
function must determine the probability of the observed data given an expected reading
from the model. Several distributions have been used in the past. Application of the
maximum entropy principle [212] suggests that the most conservative choice of likelihood
function is Gaussian. This leads to the following likelihood function between observed and
modelled concentrations which encapsulates the errors from modelling and sensing:
p(zk|Θ) = 1
σk(zk)
√
2pi
exp
[
−(zk − C(pk,Θ))
2
2(σk(zk))2
]
, (8.7)
where the variance is defined as: σk(zk) = 0.1zk. In the next section, Bayes’ theorem
is introduced which will use the likelihood function to update estimates of the source
parameters.
8.3 Conceptual solution
A sensor equipped UAV is released to estimate the parameters of the Gaussian puff. At
each time step the parameters of the source are estimated using Bayes’ theorem [2] and then
the sensor chooses the next position to take a measurement by maximising an information
based reward. Bayes’ theorem is chosen to estimate the source parameters as it can be
robust to uncertainty as the errors expected in the observations can be modelled to reflect
such uncertain conditions. We have chosen an information based reward as it takes into
account the effect that the future measurement may have on the estimates of the source
parameters. Furthermore, it has previously been shown to be effective for continuously
releasing scenarios [179].
Using Bayes’ theorem, the posterior distribution of the source parameters p(Θ|z1:k) is
updated recursively as new sensor observations become available as:
p(Θ|z1:k) = p(zk|Θ)p(Θ|z1:k−1)
p(zk|z1:k−1) , (8.8)
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(a)
(b)
Figure 8.1: Example plot of the concentration from the puff model at a) 50 seconds
and b) 300 seconds after the release. The red dot indicates the origin of the source
and the colour map denotes the concentration at the correspondence position, generated
from a puff with parameters: ps = [200, 200, 1]
T, ms = 150, us = 4, φs = 20 and
[a, b, c, d] = [0.14, 0.95, 0.53, 0.73].
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where
p(zk|z1:k−1) =
∫
p(zk|Θ)p(Θ|z1:k−1) dΘ. (8.9)
At each iteration, the previous result replaces the posterior distributions of the parameters.
To initialise the algorithm, prior distributions for each of the parameters in the source
vector must first be selected. Where possible, these can be given informative distributions.
For example, assuming that meteorological sensors are available, a normal distribution is
used for the prior on the wind speed us and direction φs. The remaining priors are set
as uniform distributions within some reasonable bounds. Bayes’ theorem is implemented
using a particle filter as described in the implementation section.
Once the posterior distribution at the current time step is obtained, the UAV must
choose where to take the next measurement by maximising the expected gain in informa-
tion:
a∗k = arg max
ak∈Ψ
{E[Υ(ak)]}, (8.10)
where ak ∈ Ψ is the set of manoeuvres that the UAV can make. In this chapter, the
manoeuvre set is limited to a single move in the x, y, or z directions with a fixed step size:
Ψ = {+x,−x,+y,−y,+z,−z}.
Inspired by the work on optimal experiment design, the expected utility of manoeu-
vre ak is given as the product of the likelihood of an observation/measurement and its
corresponding utility Υ(Θ, zˆk+1,ak) [202]:
E[Υ(ak)] =
∫
zˆk+1
p(zˆk+1|Θ,ak)Υ(Θ, zˆk+1,ak)dzˆk+1, (8.11)
where zˆk+1 is the range of possible future measurements at the potential sampling position.
The utility of the manoeuvre is defined as the Kullback-Leibler divergence between the
source parameter distributions before p(Θ) and after p(Θ|zˆk+1,ak) the new measurement.
Υ(Θ, zˆk+1,ak) = zKL(p(Θ|zˆk+1,ak)||p(Θ)) =
∫
Θ
p(Θ|zˆk+1,ak) ln p(Θ|zˆk+1,ak)
p(Θ)
dΘ (8.12)
Combining (8.11) and (8.12) leads to the following expression for the reward function.
E[Υ(ak)] =
∫
zˆk+1
p(zˆk+1|Θ,ak)
∫
Θ
p(Θ|zˆk+1,ak) ln p(Θ|zˆk+1,ak)
p(Θ)
dΘdzˆk+1 (8.13)
The complex double integral in Eq (8.13) can be approximated efficiently by importance
sampling.
The estimation of the parameters of the instantaneous release via the particle filter
and the computational implementation of the information based reward are as described
in Chapter 5.
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8.4 Simulations
Simulations are used to assess the performance and feasibility of performing source term es-
timation of an instantaneous release using a single mobile sensor. The results are compared
with the more common approach: using an array of varying amounts of static sensors. The
simulations are designed to provide a fair comparison between the two approaches, both
of which can have limitations. For example, it would not be a fair comparison if the haz-
ardous material did not pass any or even a couple of the static sensors. Likewise, it would
not be fair if the wind speed was faster than the speed of the UAV platform or if it was
initialised a long time after the release or from a very poor starting position. Therefore,
in this preliminary study, the simulations are constrained to a scenario where the UAV
can move 2 times faster than the wind and at least half of the puff passes over the static
network.
An example run is provided to demonstrate the behaviour of the algorithm during a
typical source term estimation task. The scenario described will be ran multiple times to
produce a Monte Carlo comparison between the mobile sensor and a static network.
8.4.1 Illustrative runs
An illustrative run of the algorithm is given in Fig 8.2. Simulated data was generated
from the model described by Eq (8.1) and infected with Gaussian noise. An instantaneous
release of 150kg that occurred 50 seconds prior to the search start was simulated. The
wind had a speed of 4m/s, 20◦ from the x-axis. The UAV, started the search from
pk = [100, 300, 31]
T and followed the path indicated by the red line, where red dots
represent the positions where measurements were taken. The discrete time step used
during the simulations was 3 seconds, during this interval, it was assumed the UAV could
move 36m. The large number of green dots represents the random sample approximation
of the location estimate of the source and the shaded contour shows the concentration of
the puff at the current time. The posterior estimates of the source parameters at the end
of the illustrative run are shown in the histograms in Fig 8.3, where the red line is the
true value of the parameter. Similarly, an illustrative run is shown in Fig 8.4 in the same
conditions, where a static network of sensors was used in place of a UAV. The static sensors
were distributed on the circumference of a circle with centre (1400, 400) and radius 300.
The figures and histograms in Figs 8.3 and 8.5 demonstrate how the UAV can produce a
more certain posterior estimate of the source.
8.4.2 Results
The results after 100 Monte Carlo simulations using the set-up illustrated in Figs 8.2 and
8.4 are summarised in Table 8.1. Other scenarios also shown include various wind speeds
u = 2, 4, 6, release masses M = 75, 150 and a different amount of static sensors. The root
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(a) k=10
(b) k=20
(c) k=90
(d) k=160
Figure 8.2: Illustrative run using a single UAV at time steps a) k=10; b) k=20; c) k=90;
and d) k=160. The UAV starts at (100,300) and follows the red lined path taking mea-
surements at the red dots. The green dots represent the random sample approximation
of the posterior distribution of the source with true position indicated by the black dot at
(300, 400).
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(a) (b)
(c) (d)
Figure 8.3: Posterior density estimates at the end of the illustrative run using a single
UAV for the source parameters: a-b) xs and ys coordinates; c) release mass ms; and d)
the start time ts.
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(a) k=10
(b) k=40
(c) k=80
(d) k=110
Figure 8.4: Illustrative run using a circular array of 12 static sensors at time steps a)
k=10; b) k=40; c) k=80; and d) k=110. Red dots denote the locations of the sensors.
The green dots represent the random sample approximation of the posterior distribution
of the source with true position indicated by the black dot at (300, 400).
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(a) (b)
(c) (d)
Figure 8.5: Posterior density estimates at the end of the illustrative run using 12 static
sensors for the source parameters: a-b) xs and ys coordinates; c) release mass ms; and d)
the start time ts.
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Table 8.1: Performance comparison over a hundred Monte Carlo simulations
True mass ms 75 75 75 150 150 150
Wind speed us 2 4 6 2 4 6
1 mobile sensor
RMSE in xs(m) 55.78 108.10 159.65 63.77 137.89 169.86
RMSE in ys(m) 38.39 43.70 54.48 33.15 51.52 56.23
RMSE in zs(m) 1.65 1.58 1.60 1.58 1.72 1.69
RMSE in ms(kg) 28.14 27.85 24.58 76.18 49.18 27.10
RMSE in ts(s) 73.44 29.59 22.17 60.69 36.11 28.83
12 static sensors
RMSE in xs(m) 109.52 165.66 186.35 102.66 145.59 179.38
RMSE in ys(m) 46.80 49.72 52.16 38.66 44.75 50.16
RMSE in zs(m) 2.80 2.22 1.73 2.54 1.92 1.85
RMSE in ms(kg) 10.07 9.73 5.97 15.18 8.86 8.29
RMSE in ts(s) 53.34 44.11 33.05 54.81 42.69 32.53
25 static sensors
RMSE in xs(m) 134.62 152.21 158.51 144.44 145.15 153.31
RMSE in ys(m) 49.88 45.40 54.30 46.41 46.22 41.05
RMSE in zs(m) 2.54 2.07 2.67 2.25 2.22 1.68
RMSE in ms(kg) 20.89 18.38 16.15 22.76 18.45 19.83
RMSE in ts(s) 89.84 68.63 35.61 107.73 51.37 40.11
mean squared errors (RMSEs) are shown for the mean estimates of the location (xs, ys, zs),
release mass ms and start time ts of the release. The remaining variables in the source
vector are not shown as they are mainly included in the vector as nuisance parameters.
The benefits of using a UAV to estimate the source term in lower wind conditions are
clear, however, at higher wind speeds the static network begins to outperform the UAV
based system. Interestingly, the difference in the number of static sensors had less effect
than expected. This may be caused by the considerable amount of data read by the
sensors after the large amount of time steps. The static sensors could typically estimate
the mass of the release much more accurately, this is caused by the greater amount of
observations of the puff, reducing the effects of noise. Moreover, the static networks took
observations simultaneously from several locations within the puff at a single instance,
including observations near its centroid where the concentrations are greatest. On the
other hand, the singular UAV would have less observations of the puff, which were more
typically taken from its edge.
In general, more accurate estimates of the release parameters were obtained for both
static and mobile sensors when the release was stronger, as shown in the Table, where the
results for a release mass of 150kg were more accurate than 75kg. For both amounts of
sensors, more accurate estimates were obtained in lower wind conditions, besides those for
the start time of the release. This is caused by the large amount of correlation between
variables estimated using the particle filter, which makes them more dependant on the
prior distributions provided at the beginning of the simulations. There are several causes
of correlation, for example downwind location, wind speed and release time are highly
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correlated as is shown by Eq (8.2). The release time and mass of release are also correlated,
where a release from long time ago produces smaller measurements, similarly to a smaller
mass.
8.5 Chapter summary
After the successful experiments of STE performed in realistic outdoor conditions using a
UAV, this chapter aimed to extend the method to a scenario where the HAZMAT source is
not continuously emitting. This was achieved by augmenting the information based search
and source estimation algorithm with a puff model and its associated model parameters.
In simulations, the system was shown to successfully estimate the parameters of the release
including its location, start time and the quantity of released material. The method was
comparable in performance to that of a static network, whilst overcoming issues such as
positioning of the sensors, and the costs of powering and maintenance of a large network of
sensors. The UAV based system was able to estimate the parameters of the release more
accurately in simulations with a wind speed less than half that of the UAV. The difficulty
of estimating all the dispersion parameters of a puff due to coupling between variables was
highlighted and is an area that should be addressed in future work, although it is outside
of the scope of this thesis. It may also be useful to perform many more simulations to
test the algorithm with alternative starting conditions. These may be built from further
information regarding the operational circumstances the system is expected to be deployed
into.
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Chapter 9
Plume mapping using point
measurements from autonomous
unmanned vehicles
In the low or changing wind conditions that cause the source search and estimation al-
gorithm to lose performance or fail, the hazardous area can be mapped instead. This
functionality is described independently in this chapter, however, in the future, it is en-
visioned that a method could be developed to perform both simultaneously or to make a
decision whether to perform STE or mapping autonomously.
Mapping the spatial distribution of the concentration of a gas has several important
applications in environmental monitoring, air quality assessments, and in response to
accidents or deliberate spills of hazardous chemicals [87]. A spatial approximation of the
spread of the gas can provide valuable information for urban planning, about emissions,
and to support emergency responders with valuable knowledge to help them act effectively.
Mapping of a gas cloud typically involves linking several spatial temporal observations
from point-wise concentration detectors which can be spread on the ground or placed
upon unmanned vehicles.
Mapping the distribution of a gas has an advantage over other response methods, in-
cluding STE, as it can provide a detailed map of the hazard using observations from sensors
without relying on a model. The approach can still be affected by noisy observations, tur-
bulence, and intermittent readings from the sensors, however, these phenomena can be
handled by a robust algorithm. Moreover, to the best of the authors knowledge, proper
experimental evaluation of gas distribution or plume mapping algorithms is not available
in the literature. The previous work, discussed in the literature review in Chapter 2,
had been assessed in simulations, empirically, or by using sensor data taken at different
times in uncontrolled environments, which does not represent a proper ground truth (In
an uncontrolled environment, such as natural conditions outdoors or indoors, the gas dis-
tribution changes over time predominantly due to small variations in the wind. Therefore,
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point measurements of the plume taken at different times cannot be used to form learning
data and ground truth data.). Furthermore, the effect of measurement sampling times
has not yet been considered. Sampling times in the literature were high meaning a long
time was taken to produce a map of the plume, typically at least one hour [219], which is
unacceptable for emergency response.
The main contribution of this chapter is from thorough experiments that have been
performed to assess the plume mapping performance of unmanned autonomous vehicles.
Several mapping algorithms are compared including Gaussian Process regression, Neural
networks and polynomial and piecewise linear interpolation. The methods are compared
in Monte Carlo simulations using a well known plume model and in indoor experiments
using a ground robot. Unlike previous work on mapping using unmanned vehicles, the
indoor experiments were performed in a controlled manner so that a ground truth could
be obtained in order to properly assess the various regression methods using data from
a real dispersive source and sensor. The effect of sampling time during data collection
was assessed with regards to the mapping accuracy, a parameter which had previously
been neglected in the literature even though it has a significant effect on the noise of
the measurement data. Overall, the Gaussian Process method was found to perform the
best among the regression algorithms, showing more robustness to the noisy measure-
ments obtained from short sampling periods, enabling an accurate map to be produced
in significantly less time. After thorough assessments in simulations and repeatable ex-
periments, the plume mapping results are presented in uncontrolled outdoor conditions,
using an unmanned aerial vehicle, to demonstrate the system in a realistic uncontrolled
environment.
This chapter is based upon work that has is currently under review [220]. Note:
the nomenclature used in this final chapter of the thesis is described in a manner to
match the convention of the Gaussian Process machine learning literature. The remainder
of the chapter is outlined as follows. The problem is further described in Section 9.1.
The Gaussian process regression algorithm used to generate an approximation of the gas
distribution is outlined in Section 9.2. Simulation results are provided in Section 9.3
followed by indoor experimental results using a ground robot in Section 9.4. Outdoor
experiments using a UAV are given in Section 9.5 and finally, conclusions and ideas for
future research are given in Section 9.6.
9.1 Problem description
After a release of hazardous material, or during an environmental monitoring task, an
unmanned vehicle equipped with a relevant gas concentration detector is sent into an area
to collect measurements. This enables responders to assess the hazard without direct
contact, or environmental researchers to gather a large amount of data in a short amount
of time. The data from the vehicle consists of an N × 1 vector of observations from the
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gas detector given by y ∈ RN×1, taken at positions given by the N × 2 matrix x ∈ RN×2.
Here, N refers to the number of measurements made by the gas detector. The unmanned
vehicle performs a full coverage search pattern, such as a parallel sweep, over a predefined
area to collect the data. The goal is to provide an approximate map of the gas distribution
given these observations that are likely to be corrupt with noise and intermittency [219].
In this chapter, the accuracy of the map generated using different regression algorithms is
compared.
9.2 Gaussian process regression
9.2.1 Gaussian Process
Gaussian Process (GP) is employed to model the distribution of gas concentration using
the noisy readings from the gas detector. GP is a machine learning technique which can
be used to solve regression problems [221]. The key advantage of the Gaussian Process
method is that it does not rely on pre-specified parameters to fit a function to the available
data, making it suitable to variety of different gas releases and meteorological conditions
without the need for pre-training or adjusting parameters.
Generally, Gaussian Process is denoted as:
f ∼ GP(m(x),k(x′,x)), (9.1)
where m(x) and k(x′,x) are N×1 vectors of mean and covariance functions, respectively.
x′ is an M×2 matrix of positions at which GP predicts the value and M is a number of data
points at which predictions are made. The mean and covariance functions are discussed
in more detail later, at this point, it is worth noting that both m(x) and k(x′,x) are
characterised by a set of hyperparameters, which describe how the data are correlated
internally within those functions. The number of hyperparameters and their impact is
unique to the choice mean and covariance functions. The set of hyperparameters is given
as θ.
To fit the function to the collected data points, the values of θ are adjusted until the
chosen mean and covariance function have the best fit. This is achieved by firstly defining
a log marginal likelihood as:
L = log(y|x,θ) = −1
2
(y−m(x))T (Cn)−1(y−m(x))− 1
2
log |Cn| − n
2
log(2pi), (9.2)
where Cn = Σ + σ
2
NI in which Σ denotes a set of covariance functions of N × N size
with entries kij = k(xi, xj) for i, j = 1, ..., N . σ
2
N is a hyperparameter responsible for
accounting for noisy data and y is the set of point-wise gas concentration measurements
from the UAV. The conjugate gradient method [222] has been adopted in order to find θ:
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θ∗ = arg max
θ
(L) (9.3)
Once the hyperparameters are optimised, prediction can be made in form of mean and
variance outputs at the positions x′ as:
µp(x
′) = m(x′) + µ(x′) + (Cn−1(y −m(x′)) (9.4)
σp(x
′) = k(x′,x′)− k(x,x′)T (Cn)−1k(x,x′). (9.5)
The variance σp(x
′) is a valuable parameter that represents the magnitude of uncertainty
in the prediction.
9.2.2 Mean and covariance function
To make a good prediction, the choice of mean and covariance functions need to be suit-
able for the data expected. In general there are two types of covariance functions: (i)
stationary; and (ii) non-stationary. A stationary covariance function is used in this work
as it is applicable when mathematical patterns are present. In the case of a gas release,
information gained in one place has implications about the shape of the fitted functions
in others. For example, using gradient information is helpful to determine the overall
shape of the plume. In light of this, the Squared Exponential with an automatic relevance
determination covariance function is used:
k(x′, x) = σ2fexp
(
(x− x′)TΛ−2(x− x′)
)
, (9.6)
where σf and Λ = (Λ1,Λ2) are the hyperparameters. This covariance function is compli-
mented with a constant mean function:
m(x) = c, (9.7)
where c is a hyperparameter to optimise, resulting in the hyperparameter set θ = {σf ,Λ, c}.
9.3 Simulations
The GP regression algorithm is compared with other methods in simulations using data
generated from a plume model. The regression methods compared are a neural net-
work based technique, and linear and locally weighted scatterplot smoothing interpolation
methods from MATLAB’s Deep learning and curve fitting toolboxes. To simulate the
dispersion, 50 different Gaussian plumes are generated using the model described in [209].
The measurements from the sensor are modelled using a 30% chance of a miss detection,
and then additionally infected with zero mean normally distributed noise with standard
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deviation equal to the expected reading from the model. The mobile sensor undergoes a
uniform sweep pattern collecting sensor measurements every 2 meters on its path. This
data are then used to train the regression algorithms to predict shape of the dispersion at
arbitrary locations.
The average root mean squared error (RMSE) is calculated between the predicted
concentrations within the plume and the simulated plume prior to adding the noise model.
The results are summarized in Table 9.1 including the relative percentage RMSE relative
to the output of the Gaussian process (which performed best). It can be seen that Neural
Network based approach comes closest to GP method with an average greater error of
approximately 17%. The two interpolation methods have a significantly greater average
RMSE.
Example surfaces generated by each method and their corresponding errors are shown
in Fig 9.1. Comparing these surfaces can reveal the issues of the different techniques. Both
interpolation predictions are very noisy, due to the nature of the reading from the sensor.
The Neural Network based approach tended to over estimate the area of influence for
each of the points. The resulting surface was robust to noise, however, it was over-fitted
in many places. Finally, analysing the Gaussian Process output, it can be seen that it
predicts the shape as good as interpolation without an over-fitting issue, thus, it results
in the best prediction.
Table 9.1: Accuracy of methods
Method Average
RMSE
error
RMSE error as a
percentage of GP
RMSE error
Gaussian
Process
(GP)
0.004 0%
Neural Net-
work for re-
gression
0.0048 20%
Locally
weighted
scatterplot
smoothing
interpola-
tion
0.0056 40%
Piecewise
linear inter-
polation
0.0052 30%
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(a) True map of dispersion (b) Sensor reading
(c) Dispersion map predicted by NN (d) RMSE error of NN
(e) Dispersion map predicted by GP (f) RMSE error of GP
(g) Dispersion map predicted by interpolation (h) RMSE error of interpolation
Figure 9.1: A sample scenario from the set of 50 Monte Carlo simulations. The sensor
reading as shown in (b) is quite noisy, resulting in poor prediction from interpolation (g).
NN results in (c) tend to over-fit the data resulting in larger errors where zeros should
have been predicted. Gaussian Process (e) fixes the issue of overfitting while suffering less
from noise.
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9.4 Indoor validation experiments
9.4.1 Experiment setup
The indoor system consisted of a Turtlebot 3 ground robot equipped with a PID gas
sensor and a vicon motion capture system for indoor positioning. The system is shown
in Fig. 9.2. The Robot Operating System (ROS) was used for all communications among
the system components.
A small open bottle of acetone and a heat gun was used to produce a constant emission
rate of dispersive material. Fans at either side of the room were used to generate a constant
wind field. The experiment environment is shown in Fig. 9.2 where the ground truth is
displayed on the floor. The controlled environment meant that the plume would reach a
steady state, where sufficient sampling times would result in repeatable measurements. It
was found that 30 seconds was sufficient producing repeatable measurements at the same
locations.
During the experiments, the Turtlebot performed a uniform sweep flight pattern, mov-
ing 0.2 meters in y-axis and 0.4 meters in x-axis between samples. Multiple runs with
30 second samples were shown to produce consistent measurements, and were used as a
ground truth. 5s and 1s samples were used to collect noisy data to compare the algorithms.
9.4.2 Results
Twenty seven experiments were conducted in total to assess the mapping performance of
the algorithms. 3 runs were conducted with a 30s sampling time to prove the experiments
were repeatable and to establish a ground truth. 12 runs were conducted with 5s sampling
times and 12 with 1s. The results of the experiments are summarised in Fig. 9.3 and in
Table 9.2. Fig. 9.3 shows the error between predicted measurements and the ground
truth. The more the distribution is skewed to the right, the better the result as it means a
greater number of data points were predicted with less error. It can be seen that for both
5s and 1s sampling times, GP has the best prediction quality followed by interpolation
and NN based regression. However, the performance advantage offered by GP is not
as significant as shown in simulations and comes with an additional computational cost
compared to linear interpolation. Thus, depending on the application, sampling time and
computational time, there are advantages of both interpolation over GP regression for
plume mapping.
9.5 Outdoor experiments
Following the validation of the algorithms in controlled indoor experiments, outdoor ex-
periments were conducted to demonstrate the algorithm in an uncontrolled environment
using a UAV for data collection. Such experiments are rare in the literature, where a UAV
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Figure 9.2: Experiment setup to validate the mapping algorithms. The bottle of acetone
and a heater are shown on the floor near the centre of the left figure. The red line on the
ground denote the robots path during the experiments and the colourmap is generated by
running the GP algorithm on the ground truth data.
is employed to gather gas concentration data in the presence of a chemical release. This
section describes the set-up of the UAV and the experiments, followed by the results.
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(a) Errors with 5 second sampling times.
(b) Errors with 1 second sampling times.
Figure 9.3: Histograms of Errors for three regression methods. Results are shown for
predictions made using measurement data collected using a) 5 seconds and b) 1 second
sampling times. The predictions are compared against 30 seconds ground truth data
collected at different runs, in different positions.
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Table 9.2: Accuracy of methods
Method Average
RMSE er-
ror for 5
seconds
Average
RMSE er-
ror for 1
second
Gaussian
Process
(GP)
0.4875 0.8407
Neural Net-
work for re-
gression
0.7661 0.9074
Piecewise
linear inter-
polation
0.6623 0.8779
9.5.1 UAV setup
The system primarily consisted of a quadrotor UAV and a laptop as a base station. The
quadrotor platform was a DJI Matrice 100 as shown in Fig 9.4. It was equipped with a
PID gas sensor which was used to measure the concentration of the hazardous gas. The
Robot Operating System (ROS) framework was used for all communications to enable
location stamped data collection in the field. Such a system applied to UAVs is further
described in [210].
9.5.2 Experiment setup
Acetone was released into the atmosphere using a source comprising of ultrasonic diffusers
and an air pump. The source would release acetone at a rate of approximately 1.5g/s,
however, this would vary slightly depending on atmospheric conditions such as temperature
and pressure. The field used during the experiments was located nearby Loughborough
University, Leicestershire, UK. A snapshot during an experiment is shown in Fig 9.4 where,
for clarity, the UAV and source are highlighted blue and red. The UAV would execute a
uniform sweep pattern, at a constant height of 2m, stopping every 5 meters for 5 seconds
to take an averaged measurement of the concentration measured by the gas sensor. The
sweep covered a 25m by 25m square area.
9.5.3 Results
The output approximations of the distribution of gas concentration for the corresponding
trials produced by the Gaussian process regression algorithm are displayed in figures 9.5a
and 9.5b. The heat map indicates the approximated concentration at the corresponding
location in grams/m3. The location of the acetone source producing the hazard is indi-
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Figure 9.4: Aerial platform used during the experimental trials showing the gas sensor
mounted on top of the platform and a photo during an experiment. The source and the
UAV are highlighted red and blue.
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(a)
(b)
Figure 9.5: Output maps produced by the GP Regression algorithm after two experimental
trials. The UAV followed the red line path, starting at the green square and ending at the
UAV symbol. White dots on the path indicate measurements made by the onboard gas
detector. The location of the source is given the black circle.
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cated by the black circle. The raw data output from the gas sensor is indicated by the
size of the white dots on the UAVs path which is indicated by the red line. The datasets
were not large enough to use half the data for training and half for comparison and the
uncontrolled environment meant that they were not repeatable. The results demonstrate
the output of the algorithm during a realistic experiment after previously validating its
performance in simulations and controlled indoor experiments.
9.6 Chapter summary
This chapter assessed several regression algorithms to map the distribution of a plume
of dispersing material using point-wise measurements of the concentration. Firstly, sim-
ulations were used to assess the performance of the methods using a well known plume
model. Then, controlled indoor experiments were performed to test the methods in re-
peatable conditions in order to validate the algorithms using a real source and sensor.
Given the successful validation of the algorithms in the controlled experiments, the sys-
tem was demonstrated in realistic uncontrolled experiments, outdoors, using a UAV for
data collection. The mapping response that has been described in this chapter will be
useful in conditions where the performance of the STE algorithm suffers or in scenarios
where there is not a relevant ATD model to run a forward prediction.
There are two main areas for future work that are expected to improve the performance
of the mapping system: Firstly, the algorithms should be extended to learn the map on-
line, as data are gathered, rather than using a batch process method. Given this extension,
it will also be useful to plan the path of the UAV on-line using the information available,
rather than executing a uniform sweep flight pattern.
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Conclusions
10.1 Summary
This thesis described a method of response to releases of airborne material or gases into the
atmosphere using a sensor equipped UAV. The main aim and contribution of the thesis was
an extension of previous information based probabilistic source term estimation methods
to work in real experiments, outdoors, using a UAV.
The thesis began with a general overview of the potential methods of response pro-
posed in the literature which included source localisation, boundary tracking, mapping
and source term estimation using static or mobile sensors. Subsequently, mapping and
source term estimation methods using unmanned autonomous vehicles were identified as
the most promising approaches to research during the remainder of the thesis.
To begin research in the area of source term estimation using information theoretic
path planning principles the most common and tested Bayesian method used to estimate
the source term of a release, previously using static detectors, was combined with an
information based path planning algorithm which was adapted from the field of optimal
experiment design. In numerical simulations the information based planning algorithm
was shown to outperform conventional path planning methods such as a parallel sweep
search pattern.
Following the support for an information based planning approach to STE, the Bayesian
estimation algorithm was reformulated and implemented in a recursive manner, more ap-
propriate for the problem where sensor data is collected sequentially. The information
based path planning algorithm was also made more efficient by using the predictive mea-
surement entropy as the planning reward, which lead to the new algorithm termed “En-
trotaxis”. The method was compared with the state of the art approaches in the literature
using a simulated scenario and an experimental dataset, where it was shown to achieve a
more efficient autonomous search.
Before attempting to perform STE using a UAV outdoors, the next stage was to test the
algorithm outside of simulations but in a controlled environment. This involved designing
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an appropriate experiment and setting up a robotic platform. Successful experiments were
conducted in an indoor area with fans to simulate wind and a ground robot equipped with
a low cost gas sensor. Several contributions were made in order to facilitate the successful
experiments, particularly the development of a sensor model that could account for missed
detections. The experiments conducted were the first of their kind in the literature, where
the source term of a diffusive release was estimated using a ground robot.
With the successful indoor result, the system was assessed in outdoor conditions using
an aerial vehicle. As STE had not previously been performed using a UAV, the estimation
side of the algorithm was first verified using a parallel sweep flight pattern rather than the
information based on-line planner. The experiments marked another first achievement of
the thesis in the literature. The unique data collected during the experiments was used to
compare the performance of two popular ATD models used in the literature. Furthermore,
the effect on the results of the UAVs altitude, the step size in the sweep pattern, and the
wind speed were assessed. The information based on-line planner was then tested in similar
experimental conditions and the results were compared.
Following successful outdoor experiments using the UAV, the method was extended
to handle a non-continuous release of hazardous material. The UAV based approach was
compared to using static sensors in simulations.
During the outdoor experiments using the UAV it had been discovered that the system
performed less well in low wind, highly unstable atmospheric conditions. In response to this
a mapping algorithm was developed. Several regression based algorithms for mapping were
compared in controlled indoor experiments using a ground robot and then demonstrated
in uncontrolled outdoor tests using a UAV.
To conclude the thesis as a whole, the information based probabilistic methods of
source term estimation have been extended from simulations to real world experiments
using a UAV. The contributions herein facilitate the evolution of previous work in the area
from theory to application.
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10.2 Discussions on future work
In this thesis the ability to perform STE using a UAV with an information based path
planning algorithm has been demonstrated in real world experiments for the first time.
This motivates extension of the method to work in more environments and conditions in
order to produce a system that could be used to potentially save lives in HAZMAT inci-
dents or to support environmental monitoring missions. The future work described below
should enable the method to work in more challenging environments, and to autonomously
handle different release types. It should also make the estimation and path planning more
reliable and efficient. Following the description of how the system can be improved, the
use of the method in other applications areas is discussed.
Extend to more environments
In this thesis the method was validated in experiments conducted in an outdoors open
field. To enable its application in more general environments it should be extended to
work in urban, cluttered, or even indoor environments. This will require extensions to the
estimation and path planning side of the algorithms. On the estimation side, the system
should be extended to account for the disturbances caused by obstacles on the dispersion
of atmospheric concentrations. On the path planning side a multiple step ahead planning
algorithm should be integrated with a SLAM system to plan informative paths around ob-
stacles. One such method that could be applied is rapidly exploring random trees (RRT)
which has been popular in the area of informative path planning [223, 224].
Estimation improvements
During outdoor experiments the estimation performance was strongly dependant on the
consistency of the wind direction. This was due to the assumptions on constant wind
direction made in the underlying dispersion models. The estimation performance could
be made more reliable by taking into account changing winds. This could be achieved my
measuring the wind direction during the search, similarly to [200], and then accounting
for changes in the estimation algorithm. Potentially through using a time dependant
dispersion model, such as a Gaussian puff or directly solving the PDEs, or by adjustments
to the algorithm itself.
Another area to extend the estimation algorithm was to remove the assumption that
the source is continuously emitting, such as an instantaneous release or a discrete time
release where the type of release is not known a priori. This has been achieved using
static sensors in the literature by extending the parameter vector to include the start and
stop times of the release, using a time dependant dispersion model such as SCIPUFF, and
using an MCMC algorithm. It has not been done in a recursive manner or using a UAV.
An autonomous search for multiple sources is another area where the estimation al-
gorithm could be extended. STE of multiple sources has been achieved in the literature
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using static sensors and a reversible jump MCMC algorithm but not in a recursive manner
or using a UAV. It is envisaged that a hybrid state or multiple model based particle filter
could handle this scenario.
Path planning improvements
Besides the ability to cope with unknown release types or multiple releases the path
planning should be extended to consider multiple steps ahead to improve efficiency and
to handle cluttered environments.
Another area that could greatly improve the performance of the algorithm would be
to remove the requirement to stop, or hover, to take an averaged sample of the hazard
concentration. This may be achieved by taking a sensor average whilst moving, or by
using the instantaneous observations of the sensor. This will introduce new problems due
to the dynamics of the sensor, and designing an appropriate likelihood function to account
for the new sampling technique. The source term estimation methods in the past, which
used static sensors, had much longer sampling times which resulted in less intermittency
and spread in the measurements making this a new problem to be solved.
Explore sensor types
The Bayesian and information based algorithms should be extended to handle different
sensor types. In particular, an integral stand off concentration sensor such as a tunable
diode laser absorption spectroscopy (TDLAS) sensor could yield many benefits and should
be explored in the future.
Swarm based response
Using multiple cooperating vehicles, or a swarm, could produce a significantly more effec-
tive response with regards to accuracy and speed. For STE, multiple vehicles could work
cooperatively by extending the information based planning algorithm to optimise the joint
rewards from all the vehicles. For mapping, an informative path planing based algorithm
or a multiple vehicle coverage algorithm should be developed to produce a map of the
hazardous area more quickly and to monitor the dynamics of the plume. To facilitate
this extension, the mapping algorithm should learn the map on-line, as data are gathered,
rather than using a batch process method.
Other applications areas of the system
After the successful experiments and simulations throughout this thesis have demonstrated
the performance improvements of using an information based path planning algorithm over
conventional methods, it would be interesting to apply the work to other application areas.
It is envisaged that the system could be applied to inverse problems in general that can
benefit from measurements with a moving sensor. For example, tracking a car with a UAV
and a monocular camera.
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