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1. Introduction
Differential graded (dg) algebras naturally appear in the center of noncommutative geometry.
One of main approaches to noncommutative geometry is to regard a pretriangulated dg category
(or some kind of stable (∞, 1)-categories) as a space and think that two spaces coincide if
two categories are equivalent. This approach unifies many branches of mathematics such as
algebraic geometry, symplectic geometry, representation theory and mathematical physics. In
many interesting cases, such a category of interest admits a single compact generator, and
the dg category is quasi-equivalent to the dg category of dg modules over a (not necessarily
commutative) dg algebra. Thus, dg algebras can be viewed as incarnations of noncommutative
spaces. For example, by [2] the dg category of quasi-coherent complexes on a quasi-compact
and separated scheme admits a single compact generator.
The purpose of this paper is to construct a period mapping for deformations of a dg algebra.
We generalize Griffiths’ period mapping for deformations of algebraic varieties to noncommuta-
tive setting. Before proceeding to describe formulations and results of this paper, we would like
to briefly review the Griffiths’ construction of the period mapping. Let X0 be a complex smooth
projective variety (more generally, a complex compact Ka¨hler manifold). Let f : X → S be a
deformation of X0 such that X0 is the fiber over a point 0 ∈ S, and S is a base complex mani-
fold. For each fiber Xs over s ∈ S, consider the Hodge filtration F
rH i(Xs,C) ⊂ H
i(Xs,C) on
the singular cohomology. The derived pushforward Rif∗CX of the constant sheaf CX is a local
system. We assume that S is small so that S is contractible. There is the natural identification
H i(Xs,C) ≃ H
i(X0,C), and one has the pair
(F rH i(Xs,C),H
i(Xs,C) ≃ H
i(X0,C)).
Therefore, to any point s one can associate the subspace F rH i(Xs,C) in V := H
i(X0,C) via
H i(Xs,C) ≃ H
i(X0,C). It gives rise to the classifying map called the (infinitesimal) period
mapping
P : S → Grass(V, n)
where n = dimF rH i(X0,C), and Grass(V, n) is the Grassmannian which parametrizes the
n-dimensional subspaces of V .
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In order to generalize P, it is necessary to consider a noncommutative analogue of Hodge
filtrations. Remember that by Hochschild-Kostant-Rosenberg theorem the periodic cyclic ho-
mology HP∗(X) of a smooth scheme X over a field of characteristic zero can be described in
terms of the algebraic de Rham cohomology ofX. Namely, HPi(X) =
∏
n:oddH
n
dR(X) for odd i,
and HPi(X) =
∏
n:evenH
n
dR(X) for even i. The image of the natural map NH∗(X)→ HP∗(X)
from the negative cyclic homology HN∗(X) determines the subspace which can be experessed
as a product of Hodge filtrations (see for instance [42], Remark 5.5). Note that cyclic homology
theories can be defined for more general objects such as dg algebras, dg categories, etc. Let
A be a dg algebra over a field of characteristic zero. Let CC−• (A) and CC
per
• (A) denote its
negative cyclic complex and its periodic cyclic complex respectively. It is for this reason that
it is natural to think of the natural map of complexes CC−• (A) → CC
per
• (A) as a noncom-
mutative analogue of Hodge complex. Hence, intuitively speaking, a period mapping should
carry a deformation A˜ of A to the deformation CC−• (A˜)→ CC
per
• (A˜) of CC
−
• (A)→ CC
per
• (A)
endowed with a trivialization of CCper• (A˜).
We employ the deformation theory by means of dg Lie algebras. The basic idea of so-called
derived deformation theory is that any reasonable deformation problem in characteristic zero
is controled by a dg Lie algebra. To a dg Lie algebra L over a field k of characteristic zero,
one can associate a functor SpfL : Artk → Sets, from the category of artin local k-algebras
with residue field k to the category of sets, which assigns to any artin local algebra R with
the maximal ideal mR to the set of equivalence classes of Maurer-Cartan elements of L⊗mR,
see Section 3.3 (see [10], [34] for a homotopical foundation of this approach). Deformation
theory via dg Lie algebras fits in with derived moduli theory in derived algebraic geometry (see
e.g., the survey [39]). In fact, the Chevalley-Eilenberg cochain complex of a dg Lie algebra
plays the role of the ring of functions on a formal neighborhood of a point of a derived moduli
space. Another remarkable advantage is that it allows one to study deformation problems using
homological methods of dg Lie algebras. That is to say, once one knows that a deformation
problem Artk → Sets which assigns R to the isomorphism classes of deformations to R is of the
form SpfL, one can use homological algebra concerning L. It has been fruitful. For example, the
famous applications can be found in Goldman-Millson’s local study on certain moduli spaces
[8] and Kontsevich’s deformation quantization of a Poisson manifold [24].
One of main dg Lie algebras in this paper is the dg Lie algebra C•(A)[1], that is the
shifted Hochschild cochain complex of a dg algebra A over the field k. It controls curved
A∞-deformations of A. Namely, the functor SpfC•(A)[1] : Artk → Sets associated to C
•(A)[1]
can be identified with the functor which assigns to R the set of isomorphism classes of curved
A∞-deformations of A to R, that is, curved A∞-algebras A ⊗k R over R whose reduction
A ⊗k R/mR are identified with A (see Section 3.3 for details). Let k[t] be the dg algebra
(with zero differential) generated by t of cohomological degree 2. The complex CC−• (A) nat-
urally comes equipped with the action of k[t], and CCper• (A) comes equipped with the action
of k[t, t−1]. We then conisder a pair (W,φ : CCper• (A) ⊗k R ≃ W ⊗R[t] R[t, t
−1]) such that
W is a deformation of dg k[t]-module CC−• (A) to R, and φ is an isomorphism of dg R[t, t
−1]-
modules. There is a dg Lie algebra F such that SpfF(R) can be naturally identified with the
set of isomorphism classes of such pairs. We can think of SpfF as a formal Sato Grassmannian
generalized to the complex level (see Section 4.12).
From a naive point of view, our main construction of a period mapping may be described as
follows (see Section 4, Theorem 4.17 for details):
Theorem 1.1. We construct an L∞-morphism P : C
•(A)[1] → F such that the induced mor-
phism of functors SpfP : SpfC•(A)[1] → SpfF has the following modular interpretation: If one
identifies α ∈ SpfC•(A)[1](R) with a curved A∞-deformation A˜α, then SpfP sends A˜α to the
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pair (CC−• (A˜α), CC
per
• (A) ⊗k R ≃ CC
−
• (A˜α) ⊗R[t] R[t, t
−1]) in SpfF(R). (See Section 4.6 for
L∞-morphisms)
Note that the pair
(CC−• (A˜α), CC
per
• (A)⊗k R ≃ CC
−
• (A˜α)⊗R[t] R[t, t
−1])
associated to A˜α in Theorem 1.1 is a counterpart of (F
rH i(Xs,C),H
i(Xs,C) ≃ H
i(X0,C))
appeared in the construction of the period mapping for deformations of X0. For this reason,
we shall refer to SpfP : SpfC•(A)[1] → SpfF as the period mapping for A (one may think
of the L∞-morphism P as a Lie algebra theoretic realization of the period mapping). The
construction of the L∞-morphism P : C
•(A)[1] → F (and the period mapping) is carried out
in several steps. One of the key inputs is a modular interpretation of the Lie algebra action
of the shifted Hochschild cochain complex C•(A)[1] on Hochschild chain complex C•(A). Note
that if a dg algebra A is deformed, then it induces a deformation of Hochschild chain complex
C•(A). Since deformations of the complex C•(A) is controled by the endomorphism dg Lie
algebra End(C•(A)), there should be a corresponding morphism C
•(A)[1]→ End(C•(A)) of dg
Lie algebras. We find that it is given by the action L : C•(A)[1] → End(C•(A)) of C
•(A)[1]
on C•(A) which was studied by Tamarkin-Tsygan [38] generalizing the calculus structure on
the pair (HH∗(A),HH∗(A)) given by Daletski-Gelfand–Tsygan, to the level of complexes (see
Section 3). (It is crucial for our construction to work with complexes.) Also, it allows us to
make use of homological algebra of homotopy calculus operad (see Section 4). Another input
is a result on a nullity (Propsoition 4.1). It says that the morphism L((t)) : C•(A)[1] →
Endk[t,t−1](CC
per
• (A)) of dg Lie algebras induced by L (see Section 3.2) is null-homotopic. This
fact plays a role analogous to Ehresmann fibration theorem.
Although we have discussed about general dg algebras, we would like to focus on the impor-
tant case of interest where the dg algebra A is smooth and proper (see Section 5.1). In that case,
the degeneration of an analogue of Hodge-to-de Rham spectral sequence on cyclic homology
theories was conjectured by Kontsevich-Soibelman and was proved by Kaledin (see Section 5.2).
As in the commutative world, the degeneration is pivotal. We obtain (see Section 5.4):
Theorem 1.2. Suppose that A is smooth and proper. Then the dg Lie algebra F is equiva-
lent to the dg Lie algebra Endk[t,t−1](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1] equipped with zero
differential and zero bracket, and the L∞-morphism in Theorem 1.1 is
P : C•(A)[1]→ Endk[t,t−1](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1].
Here HH∗(A) is the graded vector space of Hochschild homology, and HH∗(A)[[t]] is the graded
vector space HH∗(A) ⊗k k[t] (the cohomological degree of t is 2). The graded vector space
HH∗((t)) is HH∗(A)⊗k k[t, t
−1].
By using the properties on our period mapping and its codomain (so-called the period
domain), one can deduce the property of the domain of the period mapping. Indeed, applying
the period mapping as an L∞-morphism, we prove (see Section 6):
Theorem 1.3. Suppose that the dg algebra A is smooth, proper and Calabi-Yau. Then the
dg Lie algebra C•(A)[1] is quasi-abelian. Namely, it is quasi-isomorphic to an abelian dg Lie
algebra. In particular, a curved A∞-deformation of A is unobstructed.
Theorem 1.3 is a Bogomolov-Tian-Todolov theorem for C•(A)[1]. It is also applicable to a
dg category which is quasi-equivalent to the dg category of dg modules over A. This unob-
structedness was formulated in Katzarkov-Kontsevich-Pantev [21, 4.4.1] with the outline of an
approach which uses an action of the framed little disks operad in the Calabi-Yau case. The
proof of Theorem 1.3 in this paper is different from the approach in loc. cit., for example, we
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do not employ framed little disks operad. Nevertheless, it would be interesting to compare
them.
We obtain the following infinitesimal Torelli theroem as a direct but interesting consequence
from our moduli-theoretic construction and Calabi-Yau property:
Theorem 1.4. Suppose that A is smooth, proper and Calabi-Yau. The period mapping SpfP :
SpfC•(A)[1] → SpfF, which carries a curved A∞-deformation A˜ to the associated pair
(CC−• (A˜), CC
per
• (A)⊗k R ≃ CC
−
• (A˜)⊗R[t] R[t, t
−1]),
is a monomorphism. Here as in Theorem 1.1 we implicitly identifies an element in SpfC•(A)[1](R)
with a curved A∞-deformation.
It might be worth considering the case when the dg algebra A comes from a (quasi-compact
and separated) smooth scheme X over the field k (cf. Remark 3.8). The tangent space
SpfC•(A)[1](k[ǫ]/(ǫ
2)) of SpfC•(A)[1] is isomorphic to the second Hochschild cohomology HH
2(A)
as vector spaces. According to Hochschild-Kostant-Rosenberg theorem, there is an isomorphism
SpfC•(A)[1](k[ǫ]/(ǫ
2)) ≃ HH2(A) ≃ H0(X,∧2TX)⊕H
1(X,TX )⊕H
2(X,OX )
where TX is the tangent bundle, and OX is the structure sheaf. Informally speaking, the
space H1(X,TX) parametrizes deformations of the scheme X (in the commutative world), and
the subspace H0(X,T∧2X ) ⊕ H
2(X,OX ) is involved with (twisted) deformation quantizations
of X, which we think of as the noncommutative part. Thus, in that case, Theorem 1.4 means
that the associated pair is deformed faithfully along deformations of the algebra not only to
commutative directions but also to noncommutative directions.
The author would like to thank H. Minamoto and Sho Saito for interesting discussions related
to the topics of this paper. He thanks A. Takahashi for pointing out to him the paper [21].
The author is partly supported by Grant-in-Aid for Young Scientists JSPS.
2. A∞-algebra and Hochschild complex
Our main interest lies in differential graded algebras and their deformations. But, if we
consider (explicit) deformations of differential graded algebras, curved A∞-algebras naturally
appear as deformed objects. Thus, in this Section we review the basic definitions and facts
about curved A∞-algebras and Hochschild complexes which we need later. We also recall cyclic
complexes of A∞-algebras.
Convention. When we consider Z-graded modules, differential graded modules, i.e., com-
plexes, etc., we will use the cohomological grading which are denoted by upper indices. But, the
homological grading is familiar to homology theories such as Hochschild homology, cyclic ho-
mology. Thus, when we treat Hochschild, cyclic homology theories etc., we use the homological
grading which are denoted by lower indices.
2.1. Let k be a unital commutative ring. In this paper we usually treat the case when k is
either a field of characteristic zero or an artin local ring over a field of characteristic zero. Let
A be a Z-graded k-module. Unless stated otherwise, we assume that each k-module An is a
free k-module. If a ∈ A is a homogeneous element, we shall denote by |a| the (cohomological)
degree of a (any element a appeared in |a| will be implicitly assumed to be homogeneous).
We put TA := ⊕n≥0A
⊗n where A⊗n denotes the n-fold tensor product. We shall use the
standard symmetric monoidal structure of the category of Z-graded k-modules. In particular,
the symmetric structure induces a⊗b 7→ (−1)|a||b|b⊗a. We often write ⊗ for the tensor product
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⊗k over the base k. The graded k-module TA has a (graded) coalgebra structure given by a
comultiplication ∆ : TA→ TA⊗ TA where
∆(a1, . . . , an) =
n∑
i=0
(a1, . . . , ai)⊗ (ai+1, . . . , an),
and a counit TA → A⊗0 = k determined by the projection. Here we write (a1, . . . , an) for
a1 ⊗ a2 ⊗ . . .⊗ an.
A k-linear map f : TA→ TA is said to be a coderivation if two maps (1⊗f+f⊗1)◦∆,∆◦f :
TA⇒ TA⊗ TA coincide. Let us denote by Coder(TA) the graded k-module of coderivations
from TA to TA, where the grading is defined as the grading on maps of graded modules. The
composition with the projection TA→ A induces an isomorphism
Coder(TA)→ Homk(TA,A)
where the right-hand side is the hom space of k-linear maps, and the inverse is given by
Σni=0Σ
n−j
j=01
⊗j⊗fi⊗1
⊗n−i−j for {fi}i≥0 ∈
∏
i≥0Hom(A
⊗i, A) ≃ Hom(TA,A) (cf. [7, Proposition
1.2]).
2.2. For a graded k-module A, the suspension sA = A[1] is the same k-module endowed with
the shift grading (A[1])i = Ai+1. Put BA = T (A[1]). A curved A∞-structure on a graded
k-module A is a coderivation b : BA→ BA of degree 1 such that b2 = b ◦ b = 0. Let bi denote
the composite (A[1])⊗i →֒ BA
b
→ BA → A[1] with the projection. A curved A∞-structure b
on A is called an A∞-structure if b0 = 0. A curved A∞-structure b on A is called a differential
graded (dg for short) algebra structure if b0 = 0 and bi = 0 for i > 2. A curved A∞-algebra
(resp. A∞-algebra, dg algebra) is a pair (A, b) with b a curved A∞-structure (resp. an A∞-
structure, dg algebra) and we often abuse notation by writing A for (A, b) if no confusion is
likely to arise.
Let s : A→ A[1] be the “identity map” of degree −1 which identifies Ai with (A[1])i−1. The
map s induces A⊗n ≃ (A[1])⊗n. Therefore we have a k-linear map mn : A
⊗n → A such that
the following diagram
A⊗n
mn //
s⊗n

A
(A[1])⊗n
bn // A[1].
s−1
OO
commutes. We adopt the sign convention [7] which especially implies
(f ⊗ g)(a ⊗ a′) = (−1)|a||g|f(a)⊗ g(a′)
where a, a′ ∈ A and f and g are k-linear maps of degree |f | and |g| respectively. To be precise,
we write s⊗n for (s⊗ 1⊗n−1)(1⊗ s⊗ 1n−2) · · · (1⊗n−1⊗ s). (In the literature the author adopts
s⊗n = (1⊗n−1⊗s)(1⊗n−2⊗s⊗1) · · · (s⊗1⊗n−1).) Put [a1| . . . |an] = sa1⊗. . .⊗san. Applying this
sign rule to s we have bn[a1| . . . |an] = (−1)
Σn−1i=1 (n−i)|ai|mn(a1, . . . , an). A curved A∞-algebra
(A, b) is said to be unital if there is an element 1A of degree zero (called a unit) such that (i)
m1(1A) = 0, (ii) m2[a|1A] = m2[1A|a] = a for any a ∈ A, and (iii) for n ≥ 3, mn(a1, . . . , an) = 0
for one of ai equals 1A.
2.3. An A∞-morphism f : (A, b) → (A
′, b′) between curved A∞-algebras is a differential
graded (=dg) coalgebra map f : (BA, b)→ (BA′, b′), for which we often write an A∞-morphism
f : A → A′. In the literature authors often impose the condition f(k) = k ⊂ BA′. But we
emphasize that when we treat curved A∞-algebras and deformation theory it is natural to
6 ISAMU IWANARI
drop this condition (see also [31]). Consider the natural projection BA′ → A′[1]. Then the
composition with the projection BA′ → A′[1] gives rise to an isomorphism
Homcoalg(BA,BA
′)→ Homk(BA,A
′[1])
where the left-hand side indicates the hom set of graded coalgebra maps and right-hand side
indicates hom set of k-linear maps. The inverse is given by BA
∆n→ BA⊗n
f⊗n
→ (A′[1])⊗n for
f : BA → A′[1] where ∆n is the (n − 1)-fold iteration of comultiplication for each n ≥ 0.
Therefore, a dg coalgebra map f : BA → BA′ is determined by the family of graded k-linear
maps {fn : (A[1])
⊗n →֒ BA → BA′ → A′[1]}n≥0 that satisfies a certain relation between bi’s
and fj’s corresponding to the compatibility with respect to differentials. We shall refer to fn
as the n-th component of f . If f1 induces an isomorphism A[1] → A
′[1] of graded k-modules,
we say that f is an A∞-isomorphism. Suppose that (A, b) is an A∞-algebra. Then since the
condition b0 = 0 implies b
2
1 = m
2
1 = 0, we can define the cohomology H
∗(A, b1) of (A, b1) which
we regard as a graded k-module. An A∞-morphism f : (A, b)→ (A
′, b′) of two A∞-algebras is
said to be quasi-isomorphism if f induces an isomorphism H∗(A, b1) → H
∗(A′, b′1) of graded
k-modules. For two unital curved A∞-algebras A and A
′, and an A∞-morphism f : A → A
′,
we say that f is unital if f(1A) = 1A′ and fn[a1| . . . |an] = 0 if one of ai equals 1A.
2.4. We define a Hochschild cochain complex of an A∞-algebra. Let (A, b) be a unital A∞-
algebra. The graded k-module Coder(BA) has a differential given by ∂Hoch(f) := [b, f ] =
b ◦ f − (−1)|f |f ◦ b such that ∂Hoch ◦ ∂Hoch = 0 . We shall refer to
C•(A)[1] := Coder(BA) ≃ Homk(BA,A[1]) ≃
∏
n≥0
Homk((A[1])
⊗n, A[1])
as the shifted Hochschild cochain complex of A. Its cohomology H∗(C•(A)[1]) is called the
shifted Hochschild cohomology of A. We easily see that the bracket [−,−]G determined by
the graded commutator and the differential ∂Hoch exhibit C•(A)[1] as a dg Lie algebra. For
the definition of dg Lie algebra, see e.g. [15, I. 3.5]. The bracket [−,−]G is call the Ger-
stenhaber bracket, and by an abuse of notation we usually write [−,−] for [−,−]G. Let us
regard f ∈ C•(A)[1] as a family of k-linear maps {fn}n≥0 ∈
∏
n≥0Homk((A[1])
⊗n, A[1]) where
fn : A[1])
⊗n → A[1]. We say that f is normalized if fn[a1| . . . |an] = 0 if one of ai equals 1A for
n ≥ 1. The normalized elements constitutes a dg Lie subalgebra C
•
(A)[1] of C•(A)[1] (we can
easily check this by the definition of ∂ and the bracket). Moreover, by [29, Theorem 4.4] there
is a deformation retract C
•
(A)[1] →֒ C•(A)[1]։ C
•
(A)[1], which induces quasi-isomorphisms.
If A′ is a dg algebra that is quasi-isomorphic to the A∞-algebra A, the complex C
•(A)[1]
is quasi-isomorphic (via zig-zag) to C•(A′)[1] which is the usual (shifted) Hochschild cochain
complex, that is quasi-isomorphic to the derived Hom complex RHomA′−bimodule(A
′, A′)[1] (see
[29, Section 4]).
2.5. Following [7, Section 3] we recall the Hochschild chain complex of a unital curved A∞-
algebra that generalizes the the Hochschild chain complex of a unital dg-algebra (see loc. cit.
for details). Let (A, b) be a unital curved A∞-algebra and k → A a unital A∞-morphism which
sends 1 ∈ k to 1A. Put A¯ = Coker(k → A) and let b¯ : BA¯→ BA¯ be the curved A∞-structure
on A¯ associated to (A, b). Consider the graded k-module
C•(A) := A⊗BA¯.
We will define a differential on C•(A). Note first that graded module BA¯ ⊗ A ⊗ BA¯ has a
natural BA¯-bi-comodule structure given by 1BA¯⊗A ⊗∆BA¯ and ∆BA¯ ⊗ 1A⊗BA¯. We will define
a differential
d : BA¯⊗A⊗BA¯→ BA¯⊗A⊗BA¯
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which commutes with the coderivation of BA¯, that is, the equality (b¯ ⊗ 1 + 1 ⊗ d) ◦ (∆BA¯ ⊗
1A⊗BA¯) = (∆BA¯ ⊗ 1A⊗BA¯) ◦ d holds, and a similar condition holds for the right coaction (we
think of it as a A¯-bimodule structure on A). As in the case of coderivation on BA, this data
is uniquely determined by the family of k-linear maps
{dm,n : (A¯[1])
⊗m ⊗A⊗ (A¯[1])⊗n → A}m,n≥0.
We define d by giving the family {dm,n}m,n≥0 such that the diagram
(A¯[1])⊗m ⊗A⊗ (A¯[1])⊗n
dm,n //
1⊗m⊗s⊗1⊗n

A
s

(A¯[1])⊗m ⊗A[1] ⊗ (A¯[1])⊗n
b¯m+1+n
// A[1].
commutes. The map dm,n sends [a1| . . . |am]⊗ a⊗ [a
′
1| . . . |a
′
n] to
(−1)Σ
m
l=1(|al|−1)s−1b¯m+1+n[a1| . . . |am|a|a
′
1| . . . |a
′
n].
Let ∆R and ∆L denote the canonical right and left coactions of BA¯ on BA¯ ⊗ A ⊗ BA¯. Let
S2341 be the symmetric permutation
BA¯⊗ (BA¯⊗A⊗BA¯)→ (BA¯⊗A⊗BA¯)⊗BA¯,
and put Φ(A) := Ker(∆R − S2341 ◦∆
L) ⊂ BA¯⊗ A⊗BA¯. Since ∆R and S2341 ◦∆
L commute
with differentials on the domain and the target, Φ(A) inherits a differential from BA¯⊗A⊗BA¯.
Moreover, A⊗BA¯
1⊗∆BA¯−→ A⊗BA¯⊗BA¯
S312−→ BA¯⊗A⊗BA¯ is injective, and its image is Φ(A).
Thus C•(A) ≃ Φ(A) inherits a differential ∂Hoch, and we define a Hochschild chain complex of
A to be a differential graded (dg) k-module C•(A) endowed with ∂Hoch. The Hochschild chain
complex has a differential B of degree −1 called Connes’ operator given by
B(a⊗ [a1| . . . |an]) =
n∑
i=0
(−1)(ǫi−1+|a|−1)(ǫn−ǫi−1)1A ⊗ [ai| . . . |an|a|a1| . . . |ai−1],
that satisfies B∂Hoch + ∂HochB = 0 and B
2 = 0, where ǫi = Σ
i
r=1(|ar| − 1). The last two
identities mean that (C•(A), ∂Hoch, B) is a mixed complex in the sense of [20]. Put another
way, if we let Λ be the dg algebra k[ǫ]/(ǫ2) with zero differential such that the (cohomological)
degree of the generator ǫ is −1, then (C•(A), ∂Hoch) is a dg-Λ-module where the action of ǫ is
induced by B.
2.6. To the mixed complex (C•(A), ∂Hoch, B) we associate its negative cyclic chain complex
and its periodic cyclic chain complex. Let
CC−• (A) := (C•(A)[[t]], ∂Hoch + tB), CC
per
• (A) := (C•(A)((t)), ∂Hoch + tB),
where t is a formal variable of (cohomological) degree two. We consider the graded module
C•(A)[[t]] to be
∏
i≥0C•(A) · t
i. If Cl(A) denotes the part of (homological) degree l of C•(A),
then the part of (cohomoligcal) degree r of C•(A)[[t]] is
∏
i≥0,2i−l=r Cl(A)·t
i. The graded module
C•(A)((t)) is regarded as
⋃
l∈Z
∏
i≥l C•(A)·t
i. The identities ∂2Hoch = B∂Hoch+∂HochB = B
2 = 0
implies (∂Hoch + tB)
2 = 0. We call CC−• (A) (resp. CC
per
• (A)) the negative cyclic complex of
A (resp. the periodic cyclic complex of A). The cohomology HNn(A) := H
(−n)(CC−• (A)) and
HPn(A) := H
(−n)(CCper• (A)) is called the negative cyclic homology and periodic cyclic ho-
mology respectively. The peridic cyclic homology is periodic in the sense that HPn(A) =
HPn+2i(A) for any integer i. The module HN∗(A) can be identified with the Ext-group
ExtΛ(k,C•(A)). To be precise, we let k be the mixed complex of k placed in degree zero
equipped with the trivial action of ǫ ∈ Λ. The category of dg Λ-module admits the projective
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model structure where weak equivalences are quasi-isomorphisms, and fibrations are degreewise
surjective maps. We choose a cofibrant resolution K of k:
· · ·
·ǫ
→ kǫ
0
→ k
·ǫ
→ kǫ
0
→ k.
Then the graded module of Hom complex HomΛ(K,C•(A)) can naturally be identified with
C•(A)[[t]] (if we denote by 12i the unit 1 ∈ k placed in (cohomological) degree −2i, f : K →
C•(A) corresponds to Σ
∞
i=0f(12i)t
i in C•(A)[[t]]). Unwinding the definition we see that the
differential of the Hom complex corresponds to the differential ∂Hoch + tB. Similarly, the Hom
complex HomΛ(K, k) is identified with k[t]. Here we regard k[t] as the dg algebra with zero
differential such that the (cohomological) degree of t is 2. This dg algebra is the Koszul dual of
Λ. Let ι : k → K be a canonical section of the resolution K → k. Then the natural k[t]-module
structure on CC−• (A)[[t]] corresponds to
HomΛ(K, k) ⊗HomΛ(K,C•(A))→ HomΛ(K,C•(A)), φ⊗ f 7→ f ◦ ι ◦ φ.
3. Lie algebra action and modular interpretation
3.1. Let k be a base field of characteristic zero. Let A be a unital A∞-algebra or a unital dg
algebra. In what follows we write C•(A)[1] for the dg Lie algebra C
•
(A)[1] of the normalized
Hochschild cochain complex, and C•(A) := (C•(A)[1])[−1]. The dg Lie algebra C•(A)[1] acts
on the Hochschild chain complex C•(A). Our reference for this action is Tamarkin-Tsygan
[38]. It is a part of data of a homotopy calculus algebra on (C•(A), C•(A)) (see Section 4.3 for
algebra over calculi). We describe the action of the dg Lie algebra C•(A)[1] on C•(A) in detail.
Let P ∈ C•(A)[1] be a homogeneous element, and suppose P lies in Hom((A[1])⊗l, A[1]) ⊂
⊕n≥0Hom((A[1])
⊗n, A[1]). Let |P | be the degree of P in the cochain complex C•(A) (thus the
degree of P in C•(A)[1] is |P | − 1). Let µi = Σ
i
r=0(|ar| − 1) = |a0| − 1 + ǫi. A linear map
LP : C•(A) → C•(A) of degree |P | − 1, which we regard as an element of the endomorphism
complex Endk(C•(A)) of degree |P | − 1, is defined by the formula
LP (a0 ⊗ [a1| . . . |an]) =
∑
0≤j, j+l≤n
(−1)(|P |−1)µja0 ⊗ [a1| . . . |aj |P [aj+1| . . . |aj+l]| . . . |an]
+
∑
0≤i≤n
P includes a0
(−1)µi(µn−µi)s−1P ([ai+1| . . . |an|a0| . . . |aj ])⊗ [aj+1| . . . |ai]
It gives rise to a graded k-linear map
L : C•(A)[1]→ Endk(C•(A))
which carries P to LP .
Proposition 3.1. (cf. [38, 3.3.2].) Let b : BA→ BA denote the A∞-structure of A. Let P,Q
be elements in C•(A)[1]. The followings hold:
(1) L[P,Q] = [LP , LQ]End := LP ◦ LQ − (−1)
|LP ||LQ|LQ ◦ LP ,
(2) ∂EndLP − L∂HochP = 0 where ∂
EndLP = ∂Hoch ◦ LP − (−1)
|LP |LP ◦ ∂Hoch,
(3) [B,LP ]End = 0.
Remark 3.2. By (1) and (2) of this Proposition L : C•(A)[1] → Endk(C•(A)) is a map
of dg Lie algebras, where Endk(C•(A)) is endowed with the bracket given by [f, g] = f ◦ g −
(−1)|f ||g|g◦f . The condition (3) means that L factors through the dg Lie algebra EndΛ(C•(A))
of the endomorphism dg Lie algebra of the Λ-module C•(A).
Proof. (1) and (3) are nothing but [38, 3.3.2], (but unfortunately its proof is omitted). Thus,
for the reader’s convenience we here give the proof since we will use these formulas.
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We will prove (1). We first calculate LP ◦ LQ. We may and will assume that P and Q
belong to Hom((A[1])⊗u, A[1]) and Hom((A[1])⊗v , A[1]) respectively. For ease of notation we
write (a0, a1, . . . , an) for a0 ⊗ [a1| . . . |an] in A⊗ (A¯[1])
⊗n.
LP ◦ LQ =
∑
i,j
A(P,Q, i, j) +
∑
i,j
B(P,Q, i, j) +
∑
i,j
C(P,Q, i, j) +
∑
i,j
D(P,Q, i, j)
+
∑
i,j
E(P,Q, i, j) +
∑
i,j
F (P,Q, i, j) +
∑
i,j
G(P,Q, i, j) +
∑
i,j
H(P,Q, i, j),
where
A(P,Q, i, j) = (−1)(|Q|−1)µi+(|P |−1)µj (a0, . . . , P [aj+1| . . .], . . . , Q[ai+1| . . .], . . .),
B(P,Q, i, j) = (−1)(|Q|−1)µi+(|P |−1)µj (a0, . . . , P [aj+1| . . . |Q[ai+1| . . .]| . . .], . . .),
C(P,Q, i, j) = (−1)(|Q|−1)µi+(|P |−1)(µj+|Q|−1)(a0, . . . , Q[ai+1| . . .], . . . , P [aj+1| . . .], . . .),
D(P,Q, i, j) = (−1)(|Q|−1)µi+(µj+|Q|−1)(µn−µj)(s−1P [aj+1| . . . |a0| . . . |Q[ai+1| . . .]| . . .], . . . , aj),
E(P,Q, i, j) = (−1)(|Q|−1)µi+(µj+|Q|−1)(µn−µj)(s−1P [aj+1| . . . |a0| . . .], . . . , Q[ai+1| . . .], . . . aj),
F (P,Q, i, j) = (−1)(|Q|−1)µi+µj(µn−µj+|Q|−1)(s−1P [aj+1| . . . |Q[ai+1| . . .]| . . . |a0| . . .], . . . , aj),
G(P,Q, i, j) = (−1)µi(µn−µi)+(|P |−1)(|Q|−1+µn−µi+µj)(s−1Q[ai+1| . . . |a0| . . .], . . . , P [aj+1| . . .], . . . , ai),
H(P,Q, i, j) = (−1)µi(µn−µi)+(µi−µj)(|Q|−1+µn−µi+µj)(s−1P [aj+1| . . . |Q[ai+1| . . . |a0| . . .]| . . .], . . . , aj).
Here i and j run over an adequate range which depend on the type of terms in each summation.
Interchanging (P, i) and (Q, j) we put
A(Q,P, j, i) = (−1)(|Q|−1)µi+(|P |−1)µj (a0, . . . , Q[ai+1| . . .], . . . , P [aj+1| . . .], . . .).
Other terms B(Q,P, j, i), C(Q,P, j, i), . . . are defined in a similar way. For example,
C(Q,P, j, i) = (−1)(|P |−1)µj+(|Q|−1)(µi+|P |−1)(a0, . . . , P [aj+1| . . .], . . . , Q[ai+1| . . .], . . .).
Then we have
LQ ◦ LP =
∑
i,j
A(Q,P, j, i) +
∑
i,j
B(Q,P, j, i) +
∑
i,j
C(Q,P, j, i) +
∑
i,j
D(Q,P, j, i)
+
∑
i,j
E(Q,P, j, i) +
∑
i,j
F (Q,P, j, i) +
∑
i,j
G(Q,P, j, i) +
∑
i,j
H(Q,P, j, i)
Notice that
A(P,Q, i, j) − (−1)(|P |−1)(|Q|−1)C(Q,P, j, i) = 0,
C(P,Q, i, j) − (−1)(|P |−1)(|Q|−1)A(Q,P, j, i) = 0,
E(P,Q, i, j) − (−1)(|P |−1)(|Q|−1)G(Q,P, j, i) = 0,
G(P,Q, i, j) − (−1)(|P |−1)(|Q|−1)E(Q,P, j, i) = 0.
Therefore, the terms A,C,E and G do not appear in LP ◦ LQ − (−1)
|LP ||LQ|LP ◦ LQ.
Next we will calculate L[P,Q]. Note first that L[P,Q] = LP◦Q − (−1)
(|P |−1)(|Q|−1)LQ◦P . The
composition P ◦Q ∈ Hom((A[1])⊗u+v−1, A[1]) is given by
P ◦Q[a1| . . . |an] =
∑
i
(−1)(|Q|−1)(Σ
i
r=1(|ar |−1)P [a1| . . . |Q[ai+1| . . . |ai+v]| . . . |au+v−1].
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Using this we see that LP◦Q(a0, a1, . . . , an) is equal to∑
i,j
(−1)(|P |−1+|Q|−1)µj+(|Q|−1)(µi−µj)(a0, . . . , P [aj+1| . . . |Q[ai+1| . . .]| . . .], . . .)
+
∑
i,j
(−1)µj (µn−µj)+(|Q|−1)(µn−µj+µi)(s−1P [aj+1| . . . |a0| . . . |Q[ai+1| . . .]| . . .], . . . , aj)
+
∑
i,j
(−1)µj (µn−µj)+(|Q|−1)(µi−µj)(s−1P [aj+1| . . . |Q[ai+1| . . .]| . . . |a0| . . .], . . . , aj)
+
∑
i,j
(−1)µj (µn−µj)+(|Q|−1)(µi−µj)(s−1P [aj+1| . . . |Q[ai+1| . . . |a0| . . .]| . . .], . . . , aj)
where i and j run over adequate range in each summation. Thus by an easy computation of
signs, we see that it is equal to∑
i,j
B(P,Q, i, j) +
∑
i,j
D(P,Q, i, j) +
∑
i,j
F (P,Q, i, j) +
∑
i,j
H(P,Q, i, j).
Similarly, we see that LQ◦P is equal to∑
i,j
B(Q,P, j, i) +
∑
i,j
D(Q,P, j, i) +
∑
i,j
F (Q,P, j, i) +
∑
i,j
H(Q,P, j, i).
Therefore we deduce that L[P,Q] = [LP , LQ].
Next we prove (2). By a calculation of the differential ∂Hoch below (Lemma 3.11), Lb = ∂Hoch.
Combined with ∂HochP = [b, P ], we see that (2) follows from (1).
Finally, we prove (3). We compare B ◦ LP with LP ◦B.
B ◦ LP (a0, a1, . . . , an)
=
∑
i,j
(−1)(|P |−1)µi+(µj+|P |−1)(µn−µj)(1A, aj+1, . . . , an, a0, . . . , P [ai+1| . . .], . . . , aj)
+
∑
i,j
(−1)(|P |−1)µi+µj(µn−µj+|P |−1)(1A, aj+1, . . . , P [ai+1| . . .], . . . , a0, . . . , aj)
+
∑
i,j
(−1)µi(µn−µi)+(µi−µj)(µn−µi+µj+|P |−1)(1A, aj+1, . . . , P [ai+1| . . . |a0| . . .], . . . , aj).
On the other hand, Since P is normalized we have
LP ◦B(a0, a1, . . . , an)
=
∑
i,j
(−1)µj (µn−µj)+(|P |−1)(1+µn−µj+µi)(1A, aj+1, . . . , an, a0, . . . , P [ai+1| . . .], . . . , aj)
+
∑
i,j
(−1)µj (µn−µj)+(|P |−1)(1+µi−µj)(1A, aj+1, . . . , P [ai+1| . . .], . . . , aj).
where P [. . .] is allowed to include a0 in the second summation. Comparing B ◦LP with LP ◦B
we see that B ◦ LP − (−1)
(|P |−1)LP ◦B = 0. ✷
3.2. We continue to assume that (A, b) be a unital A∞-algebra (or a unital dg algebra).
Consider the pair (C•(A)[1], C•(A)) of the shifted (normalized) Hochschild cochain complex
and the Hochschild chain complex of A. According to Proposition 3.1, the dg Lie alge-
bra C•(A)[1] acts on the mixed complex C•(A). That is, there is an (explicit) morphism
L : C•(A)[1] → EndΛ(C•(A)) of dg Lie algebras. Let us consider the morphism of dg Lie
algebras EndΛ(C•(A)) → Endk(HomΛ(K,C•(A))) which carries f ∈ C•(A) → C•(A) to {φ 7→
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f ◦φ} ∈ Endk(HomΛ(K,C•(A))), where K is the cofibrant resolution of k (see Section 2.6). Re-
member that there exists the natural isomorphism HomΛ(K,C•(A)) ≃ (C•(A)[[t]], ∂Hoch+ tB).
Moreover, {φ 7→ f ◦φ} commutes with the action of HomΛ(K, k) ≃ k[t]. Consequently, we have
the composition of maps of dg Lie algebras
C•(A)[1]
L
→ EndΛ(C•(A))→ Endk[t](C•(A)[[t]]) := Endk[t]((C•(A)[[t]], ∂Hoch + tB)).
We easily observe that the image of P ∈ C•(A)[1] in Endk[t](C•(A)[[t]]) is LP [[t]]. We shall
denote by L[[t]] this composite. We write k[t±] for k[t, t−1]. By tensoring with ⊗k[t]k[t
±] we
also have
L((t)) : C•(A)[1]→ Endk[t±](C•(A)((t))) := Endk[t±]((C•(A)((t)), ∂Hoch + tB)).
3.3. To a dg Lie algebra one can associate a deformation functor. There are several formalisms
of deformation theories. We employ the simplest form that dates back to Schlessinger’s for-
malism [36]. (There is an enhanced formalism, see e.g. Hinich [10].) We review the setting of
deformation theories we shall employ in this paper. Let E be a nilpotent dg Lie algebra. An
element x of degree one in E equipped with a differential d and a bracket [−,−] is said to be
a Maurer-Cartan element if the Maurer-Cartan equation dx + 12 [x, x] = 0 holds. We denote
by MC(E) the set of Maurer-Cartan elements. The space E0 of degree zero is a (usual) Lie
algebra. Let exp(E0) be the exponential group associated to the nilpotent Lie group E0 whose
product is given by the Baker-Campbell-Hausdorff product on E0. The Lie algebra E0 acts on
E1 by E0 → Endk(E
1), α 7→ [α,−]− dα. It gives rise to an action of exp(E0) on the space E1
given by
µ 7→ eα • µ := ead(α)µ−
∫ 1
0
(ead(sα)dα)ds.
for µ in E1. This action preserves Maurer-Cartan elements. Let x, y ∈ MC(E). We say
that x is gauge equivalent to y if both elements coincide in MC(E)/ exp(E0). The element
x is gauge equivalent to y if there is α ∈ E0 = exp(E0) such that eα • x = y. There is
another more theoretical definition: If Ω1 = k[u, du] denotes the dg algebra of 1-dimensional
polynomial differential forms (see Section 4.6), the coequalizer of two degeneracies d0, d1 :
MC(Ω1 ⊗ E) ⇒ MC(E) determined by u = du = 0 and u = 1, du = 0 is isomorphic to
MC(E)/ exp(E0). This definition can also be applicable to L∞-algebras. Let φ : E → E
′ be a
map of nilpotent dg Lie algebras (or more generally, an L∞-morphism, cf. Section 4.6). Then
φ induces MC(E) → MC(E′) which commutes with gauge actions. In particular, it gives rise
to MC(E)/ exp(E0)→ MC(E′)/ exp((E′)0).
Let Artk be the category of artin local k-algebras with residue field k. For R in Artk, we
write mR for the maximal ideal of R. Let E be a dg Lie algebra. The bracket on E ⊗mR is
defined by [e⊗m, e′ ⊗m′] = [e, e′]⊗mm′. Note that the dg Lie algebra E ⊗mR is nilpotent.
For a morphism R → R′ in Artk, the induced map E ⊗k mR → E ⊗k mR′ determines a map
MC(E ⊗mR)/ exp(E
0 ⊗mR)→ MC(E ⊗mR′)/ exp(E
0 ⊗mR′). We then define a functor
SpfE : Artk → Sets
which carries R to MC(E ⊗mR)/ exp(E
0 ⊗mR), where Sets is the category of sets. By this
notation we think of SpfE as an analogue of formal schemes in scheme theory.
If φ : E → E′ is a quasi-isomorphism of dg Lie algebras, the induced morphism Spfφ :
SpfE → SpfE′ is an equivalence (this is a theorem stated and proved by Deligne, Goldman and
Millson, Hinich, Kontsevich, Fukaya, Getzler and others).
Let us consider two examples of deformation problems.
Definition 3.3. For a complex (E, d) (i.e. a dg k-module) and R in Artk, a deformation of
the complex E to R is a dg R-module (E ⊗k R, d˜) such that the reduction of the differential
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d˜ of E ⊗k R to the complex E ⊗k R/mR exhibits E ⊗k k as the initial complex (E, d). Let
(E ⊗k R, d˜1) and (E ⊗k R, d˜2) be two deformations of E to R. An isomorphism of these
deformations is an isomorphism E⊗kR→ E⊗kR of dg R-modules which induces the identity
E ⊗k R/mR → E ⊗k R/mR. Note that by nilpotent Nakayama lemma, every homomorphism
E ⊗k R→ E ⊗k R of dg R-modules which induces the identity E ⊗k R/mR → E ⊗k R/mR, is
an isomorphism.
Let us consider the functor DE : Artk → Sets which carries R to the set of isomorphism
classes of deformations of E to R (the functoriality is defined in the natural way, that is, a
morphism R→ R′ in Artk induces the base change E ⊗k R⊗R R
′).
Proposition 3.4. There is a natural equivalence of functors SpfEndk(E) → DE. For each R in
Artk it carries a Maurer-Cartan element x in Endk(E) ⊗mR to a deformation (E ⊗k R, d⊗k
R+ x), where the differential is given by (d⊗k R+ x)(e ⊗ r) = d(e)⊗ r + x(e)r.
In Introduction, the following deformations are referred to as curved A∞-deformations of A.
Definition 3.5. Let (A, b) be an A∞-algebra with unit 1A (or a dg algebra) and R an artin
local k-algebra in Artk. A deformation of (A, b) to R is a graded R-module A ⊗k R endowed
with a curved A∞-structure b˜ : BA ⊗k R → BA ⊗k R (over R) such that (i) the reduction
BA⊗k R/mR → BA⊗R/mR is b : BA→ BA via the canonical isomorphism BA⊗k R/mR ≃
BA, and (ii) the element 1A ⊗ 1R ∈ A ⊗k R is a unit. Here BA ⊗k R is a graded coalgebra
over R. Let (A⊗k R, b˜1) and (A⊗k R, b˜2) be two deformations of (A, b) to R. An isomorphism
(A⊗k R, b˜1) → (A⊗k R, b˜2) of deformations is an A∞-isomorphism BA⊗k R → BA⊗k R (of
dg coalgebras) over R, such that the reduction BA⊗k R/mR → BA⊗k R/mR is the identity.
(As in the case of complexes, a homomorphism of dg coalgebras over R whose reduction is the
identity, is an isomorphism.) Note that a deformed A∞-structure is allowed to be curved.
Let DAlgA denote the functor Artk → Sets which carries R to the set of isomorphism classes
of deformations of (A, b) to R.
Proposition 3.6. There is a natural equivalence SpfC•(A)[1] → DAlgA. It carries a Maurer-
Cartan element x ∈ MC(C•(A)[1] ⊗k mR) to a curved A∞-structure b⊗k R + x : BA⊗k R →
BA⊗kR. (Here C
•(A)[1] is the normalized Hochschild cochain complex, x : BA→ BA⊗kmR,
and (b⊗k R+ x)(a⊗ r) = b(a)⊗ r + x(a)r.)
Remark 3.7. The dg Lie algebra C•(A)[1] is derived Morita invariant (cf. [22]). Let PerfA be
the dg category (or some model of a stable (∞, 1)-category) of perfect dg (left) A-modules. A
dg A-module M is said to be perfect if at the level of the homotopy category, M belongs to the
smallest triangulated subcategory of the triangulated category of dg A-modules, which contains
A and is closed under direct summands. If there is a quasi-equivalence PerfA ≃ PerfB , there is
an equivalence C•(A)[1] ≃ C•(B)[1] (more precisely, an L∞-quasi-isomorphism). In particular,
SpfC•(A)[1] ≃ SpfC•(B)[1]. Thus, it seems that it is natural to describe SpfC•(A)[1] in terms of
category theory. Namely, it is worthwhile to attempt to describe SpfC•(A)[1] as the functor of
deformations of the dg category (or stable (∞, 1)-category) PerfA (see Keller-Lowen’s work [23]
for the progress of this problem). At the time of writing this paper, the author does not know
a category-theoretic formulation that fits into nicely with nilpotent deformations to curved
A∞-algebras. Therefore, we choose the approach using curved deformations of the algebra A.
Remark 3.8. To get the feeling of deformations of a A∞-algebra A (or a dg algbera), let us
consider the situation when A comes from quasi-compact separated schemeX over k. According
to [2] the derived category D(X) of (unbounded) quasi-coherent complexes on X admits a
compact generator, that is, a compact object C such that for any D ∈ D(X) the condition
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Ext∗D(X)(C,D) = 0 implies that D is quasi-isomorphic to 0. It follows that D(X) is quasi-
equivalent to the dg category of dg (left) modules over some dg algebra A as dg-categories,
namely, A comes from X. Indeed, one can choose A to be the endomorphism dg algebra
of C (after a suitable resolution). (Here we regard D(X) as a dg category.) For simplicity,
suppose that X is smooth and proper over k. On one hand, Hochschild-Kostant-Rosenberg
theorem implies that HHn(A) = ⊕i+j=nH
j(X,T∧iX ). On the other hand, by the definition and
Propsoition 3.6
DAlgA(k[ǫ]/(ǫ
2)) ≃ SpfC•(A)[1](k[ǫ]/(ǫ
2)) ≃ HH2(A),
where SpfC•(A)[1](k[ǫ]/(ǫ
2)) is the tangent space of SpfC•(A)[1]. Consequently, we have
DAlgA(k[ǫ]/(ǫ
2)) ≃ SpfC•(A)[1](k[ǫ]/(ǫ
2)) ≃ H0(X,∧2TX)⊕H
1(X,TX)⊕H
2(X,OX ).
While there are several interpretations, we review one modular interpretation of the space
of the right hand side, though details remain to be elucidated. The subspace H1(X,TX )
parametrizes (first-order) deformations of the scheme X that induce deformations of D(X)
(see Remark 3.7). Morally, the subspace H0(X,∧2TX) ⊕H
2(X,OX) should be considered to
be the part of noncommutative deformations. For example, a Poisson structure on X belongs
to H0(X,∧2TX), and it gives rise to a deformation quantization of X. The space H
2(X,OX )
is identified with the space of liftings of the zero H2e´t(X,Gm) to H
2
e´t(X ×k k[ǫ]/(ǫ
2),Gm). By
a main theorem of [40], such a lifting can be thought of as a (first-order) deformation of the
structure sheaf OX as a derived Azumaya algebra. In other words, this sort of deformations
may be described as deformations of twisted sheaves (see [43]).
3.4. Proposition 3.4 and 3.6 are well-known to experts. In particular, deformations of (curved)
deformations of algebraic structure is one of main subjects of Hochschild cohomology. We
present the proof for reader’s convenience because we are unable to find the literature that fits
in with our curved A∞-setting. Proposition 3.6 is a consequence of the following two Claims.
Claim 3.8.1. Let DeforAlg(A,R) be the set of deformations A˜ = (A ⊗k R, b˜) of (A, b) to R.
There is a natural bijective map
MC(C•(A)[1] ⊗k mR)
∼
−→ DeforAlg(A,R)
which carries a coderivation f : BA→ BA⊗k mR of degree one satisfying the Maurer-Cartan
equation ∂Hochf + 12 [f, f ] = 0 to a coderivation ∂
Hoch ⊗k R+ f ⊗R : BA⊗k R→ BA⊗k R.
Proof. Let f : BA → BA ⊗k mR be a coderivation of degree one, that is, an element of
(C•(A)[1]⊗mR)
1. We abuse notation by writing f for f ⊗R : BA⊗k R→ BA⊗k R given by
f(x⊗ r) = f(x)r. Then (b⊗kR+f)
2 = (b⊗kR)
2+ b◦f +f ◦b+f ◦f = ∂Hochf + 12 [f, f ]. Thus
b⊗k R+ f is a square-zero coderivation if and only if f is a Maurer-Cartan element. The map
f 7→ b⊗k R+ f is injective. In addition, note that 1A ⊗k 1R is a unit in (A⊗k R, b⊗k R+ f)
exactly when f is normalized. It remains to be proved that the map is surjective. To this end, it
suffices to observe only that if a square-zero coderivation b˜ : BA⊗kR→ BA⊗kR over R whose
reduction is b, then (b˜− b⊗k R) ◦ ι belongs to C
•(A)[1]⊗k mR where ι : BA⊗k k → BA⊗k R
is the canonical inclusion. ✷
Claim 3.8.2. Let Aut(A,R) be the group of automorphisms BA ⊗k R → BA ⊗k R of the
graded coalgebra BA⊗k R (not equipped with any coderivation) whose reduction BA
∼
→ BA is
the identity. There is a natural isomorphism
exp(C•(A)[1] ⊗k mR)
0 ∼−→ Aut(A,R)
which carries a coderivation d : BA → BA ⊗k mR of degree zero to an automorphism e
d =
Σ∞i=0
1
i!d
i : BA⊗k R→ BA⊗k R.
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Consider the action of Aut(A,R) on DeforAlg(A,R) given by b˜ 7→ c◦b˜◦c
−1 for c ∈ Aut(A,R).
Then the gauge action of exp(C•(A)[1] ⊗k mR)
0 on MC(C•(A)[1] ⊗k mR) commutes with the
action of Aut(A,R) on DeforAlg(A,R).
Proof. Since (∆BA⊗kmR)◦d = (d⊗1+1⊗d)◦∆BA : BA→ BA⊗kBA⊗kmR, e
d = Σ∞i=0
1
i!d
i
and ed⊗1+1⊗d = ed ⊗ ed satisfy the commutativity
BA⊗k R
∆BA⊗R //
ed

(BA⊗k R)⊗R (BA⊗k R)
ed⊗1+1⊗d

BA⊗k R
∆BA⊗R
// (BA⊗k R)⊗R (BA⊗k R)
which means that ed is an automorphism of the graded coalgebra BA⊗kR. By the construction,
the reduction BA⊗k R/mR → BA⊗k R/mR is the identity.
Next we prove our claim by induction on the length of R. The case R = k is obvious. Let
0→ I → R→ R′ → 0
be an exact sequence where R → R′ is a sujective map of artin local k-algebras and I is
the kernel such that I · mR = 0. We assume that (C
•(A)[1] ⊗k mR′)
0 → Aut(A,R′), which
carries d to ed, is an isomorphism. We will prove that (C•(A)[1] ⊗k mR)
0 → Aut(A,R) is an
isomorphism. Let d ∈ (C•(A)[1] ⊗k mR)
0 and h ∈ (C•(A)[1] ⊗k I)
0. Then using I ·mR = 0,
we see that ed+h = 1 + (d + h) + 12(d + h)
2 + · · · = ed + h. Combined this equality with
the assumption on induction we deduce that (C•(A)[1] ⊗k mR)
0 → Aut(A,R) is injective. To
prove that the map is surjective, let f ∈ Aut(A,R) and take d ∈ C•(A)[1] ⊗k mR such that
f = d mod I in (C•(A)[1] ⊗k mR′)
0 ≃ Aut(A,R′). If h = f − ed : C → C ⊗k I is coderivation,
then ed+h = ed+h = f implies that the map is surjective. Note that (f ⊗ f − ed⊗ ed) ◦∆BA =
(∆BA ⊗k I) ◦ (f − e
d) : BA→ BA⊗BA⊗k I. Put f¯ = f − 1 and e¯
d = ed − 1. Then
f ⊗ f − ed ⊗ ed = (1 + f¯) ◦ (1 + f¯)− (1 + e¯d) ◦ (1 + e¯d)
= (f − ed)⊗ 1 + 1⊗ (f − ed) + f¯ ⊗ f¯ − e¯d ⊗ e¯d
The term f¯ ⊗ f¯ − e¯d ⊗ e¯d = (f¯ − e¯d)⊗ f¯ + e¯d ⊗ (f¯ − e¯d) is zero since f¯ − e¯d ∈ C•(A)[1] ⊗k I,
f¯ , e¯d ∈ C•(A)[1] ⊗k mR and I ·mR = 0. Therefore, f − e
d is a coderivation.
Finally, we prove that the gauge action of exp(C•(A)[1] ⊗k mR)
0 on MC(C•(A)[1] ⊗k mR)
commutes with the action of Aut(A,R) on DeforAlg(A,R). Let d ∈ (C
•(A)[1] ⊗k mR)
0 and
f ∈MC(C•(A)[1]⊗k mR). The automorphism e
d : BA⊗k R→ BA⊗k R acts on (b⊗k R+ f)
by (b⊗k R+ f) 7→ e
d ◦ (b⊗k R+ f) ◦ e
−d. Using ex ◦ ey ◦ e−x = ead(x)(y) and (b⊗k R+ f)
2 = 0
we have
ed ◦ (b⊗k R+ f) ◦ e
−d = e[d,−](b⊗k R+ f)
=
∑
i≥0
[d,−]i
i!
(b⊗k R+ f)
= b⊗k R+ f +
∑
i≥0
[d,−]i
(i+ 1)!
([d, b ⊗k R] + [d, f ])
= b⊗k R+ f +
∑
i≥0
[d,−]i
(i+ 1)!
([d, f ]− ∂Hoch ⊗k R(d))
= b⊗k R+ e
d • f
where ed•(−) indicates the (gauge) action of d ∈ exp(C•(A)[1]⊗kmR) on MC(C
•(A)[1]⊗kmR),
see Section 3.3. Hence the desired compatibility follows. ✷
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Proposition 3.4 follows from the following Claims. The proofs of them are analogous to those
of Claim 3.8.1 and 3.8.2, and are easier.
Claim 3.8.3. Let E be a complex (i.e., a dg k-module with a differential d). Let Deforcom(E,R)
be the set of deformations E˜ = (E ⊗k R, d˜) of E to R. There is a natural bijective map
MC(Endk(E)⊗k mR)
∼
−→ Deforcom(E,R)
which carries f : E → E ⊗k mR of degree one satisfying the Maurer-Cartan equation to a
differential d⊗k R+ f ⊗R : E ⊗k R→ E ⊗k R.
Proof. As in Claim 3.8.1, our claim follows from the observation that if ι : E → E⊗R is the
natural inclusion, a R-linear map d˜ : E⊗R→ E ⊗R of degree 1, whose reduction is d, defines
a deformation of E if and only if (d˜ − d⊗R) ◦ ι : E →֒ E ⊗ R→ E ⊗mR is a Maurer-Cartan
elememt in Endk(E)⊗k mR. ✷
Claim 3.8.4. Let Autgr(E,R) be the group of automorphisms E⊗kR→ E⊗k R of the graded
R-module E ⊗k R whose reduction E
∼
→ E is the identity. There is a natural isomorphism of
groups
exp(Endk(E)⊗k mR)
0 ∼−→ Autgr(E,R)
which carries g : E → E ⊗k mR of degree zero to an automorphism e
g : E ⊗k R → E ⊗k R.
Moreover, the gauge action of exp(Endk(E)⊗kmR)
0 onMC(Endk(E)⊗kmR) commutes with the
action of Autgr(E,R) on Deforcom(E,R) that is defined in a similar way to that of Aut(A,R)
on DeforAlg(A,R).
Proof. Given φ : E ⊗ R → E ⊗ R in Autgr(E,R), we let f := φ − id : E ⊗ R → E ⊗mR.
Consider the R-linear map g := log(1 + f) = Σ∞n=1(−1)
n−1 fn
n
: E ⊗R→ E ⊗mR (it is a finite
sum since mR is nilpotent). Then we have e
g = φ. Conversely, if h belongs to Endk(E)⊗kmR,
then the exponential eh⊗R : E ⊗ R → E ⊗ R of h ⊗ R : E ⊗ R → E ⊗ mR defines an
element in Autgr(E,R). This correspondence yields the bijection between Autgr(E,R) and
Endk(E)⊗k mR. The second claim can be proved in a similar way to Claim 3.8.2. ✷
3.5. Let A˜ := (A⊗R, b˜) be a deformation of (A, b) to R. Then it gives rise to
• the Hochschild chain complex C•(A˜),
• the negative cyclic complex C•(A˜)[[t]],
• the periodic cyclic complex C•(A˜)((t)).
Note that C•(A˜) is a dg R-module (which is (A ⊗k BA¯) ⊗k R as a graded R-module). It
follows from the definition of Hochschild chain complexes in Section 2.5 that the the complex
C•(A˜) over R is a deformation of the complex C•(A). Likewise, C•(A˜)[[t]] is a dg R[t]-module,
and the dg R[t]-module C•(A˜)[[t]] is a deformation of the dg k[t]-module C•(A)[[t]] to R. To
be precise, by a deformation M of the dg k[t]-module C•(A)[[t]] (resp. the dg k[t
±]-module
C•(A)((t))) to R we mean a graded R[t]-moduleM = (C•(A)⊗kR)[[t]] ≃ C•(A)[[t]]⊗kR (resp.
a graded R[t±]-module M = (C•(A)⊗kR)((t)) ≃ C•(A)((t))⊗kR) equipped with a differential
∂˜ whose reduction (C•(A) ⊗k R/mR)[[t]] ≃ C•(A)[[t]] → (C•(A) ⊗k R/mR)[[t]] ≃ C•(A)[[t]]
(resp. (C•(A) ⊗k R/mR)((t)) → (C•(A) ⊗k R/mR)((t))) is ∂Hoch + tB. An isomorphism
((C•(A)⊗kR)[[t]], ∂˜1)→ ((C•(A)⊗kR)[[t]], ∂˜2) of deformations of the dg k[t]-module C•(A)[[t]]
to R is an isomorphism of dg R[t]-modules whose reduction is the identity. An isomorphism of
deformations of the dg k[t±]-module C•(A)((t)) is defined in a similar way.
Let DC•(A)[[t]] denote a functor Artk → Sets which carries R to the set of isomorphism classes
of deformations of dg k[t]-module C•(A)[[t]] to R. Let DC•(A)((t)) denote a functor Artk → Sets
which carries R to the set of isomorphism classes of deformations of dg k[t±]-module C•(A)((t))
16 ISAMU IWANARI
to R. The following is a version of Proposition 3.4, which follows from formal extensions of
Claim 3.8.3 and Claim 3.8.4.
Proposition 3.9. There is a natural equivalence of functors SpfEndk[t](C•(A)[[t]]) → DC•(A)[[t]].
It carries a Maurer-Cartan element x in Endk[t](C•(A)[[t]])⊗mR to a deformation ((C•(A)⊗k
R)[[t]], (∂Hoch + tB)⊗k R+ x⊗R).
An isomorphism between two deformations A˜1 = (A ⊗k R, b˜1)
∼
→ A˜2 = (A ⊗k R, b˜2) of
(A, b) induces an isomorphism of deformations C•(A˜1)
∼
→ C•(A˜2) of the complex C•(A), and
an isomorphism of deformations C•(A˜1)[[t]]
∼
→ C•(A˜2)[[t]] of the dg k[t]-module C•(A)[[t]] to
R. Consequently, we obtain a natural transformation of functors
P : DAlgA → DC•(A)
which sends the isomorphism class of a deformation of A˜ of (A, b) to the isomorphism class of
the deformation C•(A˜) of C•(A) for each R. Similarly, we define functors
Q : DAlgA → DC•(A)[[t]] and R : DAlgA → DC•(A)((t))
which carry a deformation of A˜ of (A, b) to the deformation C•(A˜)[[t]] of C•(A)[[t]] and the
deformation C•(A˜)((t)) of C•(A)((t)) respectively for each R.
Proposition 3.10. Through the equivalences DAlgA ≃ SpfC•(A)[1], DC•(A) ≃ SpfEndk(C•(A)),
DC•(A)[[t]] ≃ SpfEndk[t](C•(A)[[t]]), and DC•(A)((t)) ≃ SpfEndk[t±](C•(A)((t))), the functors P, Q and
R can be identified with the functors
SpfL : SpfC•(A)[1] → SpfEndk(C•(A)),
SpfL[[t]] : SpfC•(A)[1] → SpfEndk[t](C•(A)[[t]]),
SpfL((t)) : SpfC•(A)[1] → SpfEnd
k[t±](C•(A)((t)))
,
associated to L, L[[t]] and L((t)) respectively.
We prove this Proposition. First, we find an explicit formula of the differential on Hochschild
chain complex C•(A) (see Section 2.5). Let (A, b) be a unital curved A∞-algebra. We denote
by bl : (A[1])
⊗l → A[1] the l-th component of b.
Lemma 3.11. The differential on the Hochschild chain complex C•(A) of A is determined by
the formula
∂Hoch(a0 ⊗ [a1| . . . |an])
=
∑
0≤i≤n
blincludes a
(−1)(ǫi+|a0|−1)(ǫn−ǫi)s−1bl[ai+1| . . . |an|a0|a1| . . . |al−n+i−1]⊗ [al−n+i| . . . |ai]
+
∑
j+l≤n
(−1)|a0|−1+ǫja0 ⊗ [a1| . . . |bl[aj+1| . . . |aj+l]|al+j+1| . . . |an].
Proof. We have an isomorphism A⊗BA¯ ≃ Φ(A) ⊂ BA¯⊗A⊗BA¯ given by S312 ◦(1⊗∆BA¯)
(see Section 2.5). In explicit terms, it carries a⊗ [a1| . . . |an] to
n∑
i=0
(−1)(ǫi+|a|)(ǫn−ǫi)[ai+1| . . . |an]⊗ a⊗ [a1| . . . |ai]
where ǫi = Σ
i
l=1(|al| − 1). The counit map η : BA¯ → k induces the inverse isomorphism
Φ(A) ⊂ BA¯ ⊗ A ⊗ BA¯
η⊗1⊗1
−→ A ⊗ BA¯. Let d be the differential on BA¯ ⊗ A ⊗ BA¯ given by
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{dm,n}m,n≥0 in Section 2.5:
d([a1| . . . |ai]⊗ a⊗ [a
′
1| . . . |a
′
j ])
=
∑
s+l≤i
(−1)ǫs [a1| . . . |as|bl[as+1| . . . |as+l]| . . . |ai]⊗ a⊗ [a
′
1| . . . |a
′
j ]
+
∑
s<l,i<s+l
(−1)ǫs(−1)ǫi−ǫs [a1| . . . |as]⊗ s
−1bl[as+1| . . . |ai|a|a
′
1| . . . |a
′
l−i+s−1]⊗ [a
′
l−i+s| . . . |a
′
j]
+
∑
t+l≤j
(−1)ǫi+|a|(−1)ǫ
′
t [a1| . . . |ai]⊗ a⊗ [a
′
1| . . . |a
′
t|bl[a
′
t+1| . . . |a
′
t+l]| . . . |a
′
j ]
where bl is the l-th component of curved A∞-structure of A¯ (we abuse notation), and ǫ
′
t =
Σtl=1(|a
′
l| − 1). Taking account of the above two formulas we obtain the following formula of
the differential on C•(A) = A⊗BA¯
∂Hoch(a0 ⊗ [a1| . . . |an]) = (η ⊗ 1⊗ 1) ◦ d ◦ (S312 ◦ 1⊗∆BA¯)(a0 ⊗ [a1| . . . |an])
=
∑
0≤i≤n
blincludes a
(−1)(ǫi+|a0|)(ǫn−ǫi)+(ǫn−ǫi)s−1bl[ai+1| . . . |an|a0|a1| . . . |al−n+i−1]⊗ [al−n+i| . . . |ai]
+
∑
j+l≤n
(−1)1+|a0|+ǫia0 ⊗ [a1| . . . |bl[aj+1| . . . |aj+l]|al+j+1| . . . |an].
✷
Proof of Proposition 3.10. In this proof, we will prove a more refined statement. Let R be
an artin local k-algebra in Artk and mR its maximal ideal. Let MCL : MC(C
•(A)[1]⊗kmR)→
MC(Endk(C•(A))⊗kmR) be the map induced by L. Claim 3.8.1 (resp. Claim 3.8.3) describes a
canonical bijective correspondence between MC(C•(A)[1]⊗kmR) and the set of deformations of
(A, b) to R (resp. between MC(Endk(C•(A))⊗kmR) and the set of deformations of C•(A) to R).
Using these correspondences we can identify MCL with the map from the set of deformations
of the A∞-algebra (A, b) to that of the complex C•(A), which carries A˜ = (A⊗k R, b˜) to C•(A˜)
as follows. Indeed, if we put b˜ = b ⊗k R + f ⊗ R with f ∈ MC(C
•(A)[1] ⊗k mR), then the
differential on C•(A˜) = (A⊗k R)⊗R (BA¯⊗k R) is given by the formula in Lemma 3.11 where
each bl is replaced by b˜l = bl ⊗k R+ fl ⊗R where fl : (A[1])
⊗l → A[1]⊗mR is the l-th term of
f . Observe that it coincides with ∂Hoch ⊗k R + Lf ⊗ R where Lf : C•(A) → C•(A) ⊗k mR is
defined in Section 3.1!
Next through correspondences, the computation similar to Lemma 3.11 shows that (C•(A)[1]⊗k
mR)
0 → (Endk(C•(A))⊗k mR)
0 induced by L is identified with Aut(A,R)→ Autgr(C•(A), R)
which carries BA⊗kR
∼
→ BA⊗kR (an automorphism of the graded coalgebras) to C•(A)⊗kR
∼
→
C•(A) ⊗k R (the induced automorphism of the graded R-module).
Finally,
P : DAlgA(R) ≃ MC(C
•(A)[1] ⊗k mR)/ exp(C
•(A)[1] ⊗k mR)
0
→ MC(Endk(C•(A))⊗k mR)/ exp(Endk(C•(A))⊗k mR)
0 ≃ DC•(A)(R)
is naturally isomorphic to SpfL. The cases of Q and R are similar. ✷
4. Period mapping and homotopy calculus
4.1. Let A be a unital dg algebra over a field k of characteristic zero. Henceforth dg al-
gebras are assumed to be unital in this paper. In Section 3 we considered a morphism
P : DAlgA → DC•(A) of functors, and its cyclic versions Q : DAlgA → DC•(A)[[t]], R :
DAlgA → DC•(A)((t)). Proposition 3.10 allows us to consider them as the functors associated
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to homomorphism L,L[[t]], L((t)) of dg Lie algebras. In particular, R can be identified with
SpfL((t)) : SpfC•(A)[1] → SpfEnd
k[t±](C•(A))
. The purpose of this section is to construct a period
mapping for deformations of a dg algebra which can be described in a moduli-theoretic fashion.
We first prove the following:
Proposition 4.1. The morphism L((t)) : C•(A)[1] → Endk[t±](C•(A)((t))) of dg Lie algebras
is null homotopic. See Section 4.6 for the mapping space between dg Lie algebras.
Remark 4.2. Proposition 4.1 especially means that any deformation of A induces no non-
trivial deformation of the periodic cyclic complex C•(A)((t)) at any level (including higher
homotopy and derived structure). If we think of C•(A)((t)) as a “topological invariant” of A
(keep in mind that Hochschild-Kostant-Rosenberg theorem), this is an analogue of Ehresmann’s
fibration theorem.
The proof of Proposition 4.1 is completed in the end of Section 4.10.
4.2. To prove Proposition 4.1, we need two more algebraic structures on (C•(A), C•(A)) (see
[38]). We briefly review them. We adopt notation in Section 2.2. Recall that C•(A) =
C•(A)[1][−1] =
∏
l≥0Homk((A¯[1])
⊗l, A) where A¯ = A/k. Let P ∈ Homk((A¯[1])
⊗p, A) ≃
Homk((A¯[1])
⊗p, A[1]) and Q ∈ Homk((A¯[1])
⊗q, A) ≃ Homk((A¯[1])
⊗p, A[1]) be two elements
in C•(A) (the isomorphism is given by s : A → A[1]). The tensor product of maps, and
compositions with the 2-nd component b2 : A[1] ⊗ A[1] → A[1] (of the A∞-structure) and
s−1 : A[1]→ A induce
Homk((A¯[1])
⊗p, A[1])⊗Homk((A¯[1])
⊗q , A[1])→ Homk((A¯[1])
⊗p+q, A[1])→ Homk((A¯[1])
⊗p+q, A).
We define the cup product P ∪Q to be the image of this composite. The cup product exhibits
C•(A) as a (non-commutative) dg algebra with unit 1 ∈ Hom(k,A).
For P in Homk((A¯[1])
⊗p, A) ⊂ C•(A) we define a contraction map IP : C•(A) → C•(A) of
degree |P | as follows.
Homk((A¯[1])
⊗p, A)⊗ (A⊗ (A¯[1])⊗n)
s⊗1⊗n+1
−→ Homk((A¯[1])
⊗p, A[1]) ⊗ (A⊗ (A¯[1])⊗n)
→ A⊗A[1] ⊗ (A¯[1])⊗n−p
s⊗1
→ A[1] ⊗A[1] ⊗ (A¯[1])⊗n−p
b2⊗1→ A[1] ⊗ (A¯[1])⊗n−p
s−1⊗1
→ A⊗ (A¯[1])⊗n−p
where the second arrow is given by the pairing of Hom((A¯[1])⊗p, A[1]) and the first p fac-
tors in (A¯[1])⊗n for p ≤ n (if otherwise it is defined to be zero). We denote the induced
map by I : C•(A) → Endk(C•(A)), P 7→ IP . Explicitly, IP (a0 ⊗ [a1| . . . |an]) has the form
±a0P [a1| . . . |ap]⊗ [ap+1| . . . |an] for p ≤ n.
The five operations ∪, the bracket [−,−]G on C
•(A)[1], the dg Lie algebra map L, the
contraction I, and Connes’ operator B constitute a calculus structure on (HH•(A),HH•(A))
(cf. [38]). Here is the definition of calculus.
Definition 4.3. (1) A graded k-module V is a Gerstenharber algebra if it is endowed with
a (graded) commutative and associative product ∧ : V ⊗ V → V of degree zero and
a Lie bracket [−,−] : V ⊗ V → V of degree −1 which exhibits V [1] as a graded Lie
algebra. These satisfy the Leibniz rule
[a, b ∧ c] = [a, b] ∧ c+ (−1)(|a|+1)|b|b ∧ [a, c]
where a, b, c are homogeneous elements of V .
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(2) A precalculus structure is a pair of a Gerstenharbar algebra (V,∧, [−,−]) and a graded
k-module W together with a module structure
i : V ⊗W →W
of the commutative algebra (V,∧), and a module structure
l : V [1]⊗W →W
of (graded) Lie algebra V [1] such that
ialb − (−1)
|a|(|b|−1)lbia = i[a,b], and la∧b = laib + (−1)
|a|ialb
where ia :W →W is determined by i(a⊗(−)) for a ∈ V , and lb :W →W is determined
by l(b⊗ (−)) for b ∈ V .
(3) A calculus is a precalculus (V,W,∧, [−,−], i, l) endowed with a linear map δ : W → W
of degree −1 such that
δ2 = 0 and δia − (−1)
|a|iaδ = la.
We call the 7-tuple (V,W,∧, [−,−], i, l, δ) a calculus algebra (or we also refer to it as a
structure of calculus on (V,W )).
(4) A 5-tuple (V,W, [−,−], l, δ) is said to be a Lie†-algebra when [−,−] determines a Lie
bracket on V [1] as in (1), l : C[1]⊗W → W is an action of C[1] on W , δ : W → W is
a linear map of degree −1 such that
δ2 = 0 and δla − (−1)
|a|−1laδ = 0.
4.3. According to the work of Daletski, Gelfand, Tamarkin and Tsygan (see [38], [4], [5]),
(∪, [−,−]G, I, L,B) determines a structure of calculus (V = HH
∗(A),W = HH∗(A)), that is,
(HH∗(A),HH∗(A),∪, [−,−]G, I, L,B)
is an important example of a calculus algebra. The operations (∪, [−,−]G, I, L,B) fail to
determine a structure of calculus on (C•(A), C•(A)). For example, ∪ and [−,−]G do not
satisfy the Leibniz rule. To endow (C•(A), C•(A)) with algebraic structures coming from
(∪, [−,−]G, I, L,B) in a suitable way, one needs the machinery of operads.
Kontsevich and Soibelman constructed a 2-colored dg operad KS (consisting of two colors)
and a natural action of KS on the pair (C•(A), C•(A)) for an A∞-algebra A, see [25, 11.1,
11.2, 11.3]. This action of the operad KS generalizes the solution of Deligne’s conjecture on
an action of the little disks operad on C•(A). We also refer to Dolgushev-Tamarkin-Tsygan
[4, Section 4] for the detailed study on KS in the case of (dg) algebras. The recent work of
Horel [13] treats a generalization to the case of ring spectra, which is based on the factorization
homology and Swess-cheese operad conjecture. The operad KS is closely related to calculi. Let
calc be the 2-colored graded operad defined by generators ∧, [−,−], i, l, δ and their relations
in Definition 4.3 (we refer the reader to [30] for dg operads, [12], [38, Section 3.5, 3.6] for
colored operads, modules over an algebra over an operad, and [4] for calc). The operad calc
has the suboperad called Gerstenhaber operad, that is generated by ∧ and [−,−] and relations
in Definition 4.3 (1), see [30, 13.3.12] for the Gerstenhaber operad. Let Lie† be the 2-colored
graded suboperad of calc generated by [−,−], l, δ and their relations in Definition 4.3 (4). A
Lie†-algebra is a Lie†-algebra. According to Proposition 3.1, (C•(A), C•(A), [−,−], L,B) is a
Lie†-algebra in the category of complexes. Thanks to [4, Thereom 2, Threorem 3, Proposition
8], the homology operad H∗(KS) is quasi-isomorphic to calc. Moreover, KS is formal, namely,
it is quasi-isomorphic to H∗(KS) ≃ calc. Let Calc denote a natural cofibrant replacement
by the cobar-bar resolution Calc := Cobar(Bar(calc)) → calc. There is a quasi-isomorphism
Calc→ KS. Thus, we obtain a Calc-algebra (C•(A), C•(A)). We summarize the result as
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Proposition 4.4. There exists a Calc-algebra (C•(A), C•(A)), that is, an action of Calc on
(C•(A), C•(A)) whose underlying H∗(Calc) ≃ calc-algebra is the calculus (HH
∗(A),HH∗(A)).
Moreover, the operad Calc has a suboperad Lie† endowed with a quasi-isomorphism Lie† →
Lie† which commutes with the counit quasi-isomorphism Calc → calc, such that the pull-
back of the Calc-algebra (C•(A), C•(A)) to Lie
† coincides with the pullback of the Lie†-algebra
(C•(A), C•(A), [−,−], L,B) to Lie
†.
Proof. The statement of the first half is [4, Theorem 2, 3, Proposition 8]. Namely, we
can obtain an action of the operad Calc on the pair of complexes (C•(A), C•(A)) from that
of KS whose underlying action of H∗(KS) ≃ H∗(Calc) ≃ calc on (HH
∗(A),HH∗(A)) can
be identified with the above calculus (HH∗(A),HH∗(A)). According to [4, Theorem 4] and
its proof, the Calc-algebra (C•(A), C•(A)) is quasi-isomorphic to another action of Calc on
(C•(A), C•(A)) whose restriction to Lie
† comes from the Lie†-algebra given by operations L,
[−,−], B on (C•(A), C•(A)). ✷
4.4. Let (C,M, [−,−], l, δ) be a Lie†-algebra in the symmetric monoidal category of complexes
of k-modules (in particular, C,C ′,M and M ′ are complexes). In explicit terms, a Lie†-algebra
amounts to data consisting of (i) a bracket C[1]⊗C[1]→ C[1] of degree 0 which exhibits C[1]
as a dg Lie algebra, (ii) δ : M → M of degree −1 with δ2 = 0 and dMδ + δdM = 0, (iii) an
action of l : C[1]⊗M →M of the dg Lie algebra C[1] on the complex M which commutes with
δ (i.e., δlc − (−1)
|c|−1lcδ = 0 for c ∈ C). Here dM is the differential of M . The pair (M, δ) is a
mixed complex. Thus it gives rise to a dg k[t±]-module (M((t)), dM + tδ). Roughly speaking,
we may say that a Lie†-algebra is a dg Lie algebra C[1] together with its action on a mixed
complex M . To a Lie†-algebra (C,M, [−,−], l, δ) we associate a dg Lie algebra map
l((t)) : C[1]→ Endk[t±](M((t)))
which carries c to lc((t)) :M((t))→M((t)), mt
n 7→ lc(m)t
n.
4.5. Henceforce we will use some model category structures. Appropriate references are [14],
[32, Appendix]. We emply the model category structure of the category of algebras over a dg
operad [12, 2.3.1, 2.6.1]. The category of Lie†-algebras denoted by Alg
Lie
† admits a combinato-
rial model category structure where a morphism (C,M, [−,−], l, δ) → (C ′,M ′, [−,−]′, l′, δ′) is a
weak equivalence (resp. a fibration) if both C → C ′ andM →M ′ are quasi-isomorphisms (resp.
degreewise surjective maps) of complexes. Similarly, the category of dg Lie algebras (resp. dg
k[t±]-modules) admits a combinatorial model category structure where a morphism is a weak
equivalence (resp. a fibration) if the underlying map of complexes is a quasi-isomorphism (resp.
a degreewise surjective map). Note that every object is fibrant.
4.6. Let us recall the mapping space between two dg Lie algebras, cf. [10]. Let V and W
be two dg Lie algebras. Let BcomV be the bar construction associated to V , which is a unital
cocommutative dg coalgebra over k. Here coalgebras are assumed to be conilpotent. Explicitly,
BcomV is ⊕i≥0 Sym
n(V [1]) as a graded cocommutative coalgebra. Here Symn indicates the n-
fold symmetric product, and Bcom(−) is different from B(−) in the previous sections. The
differential is the sum of two differentials; the first comes from the differential of V , the second
is determined by [−,−] : (V ∧ V )[2] ≃ V [1] ∧ V [1] → V [1][1]. It gives rise to a functor Bcom :
dgLie→ dgcoAlg from the category of dg Lie algebras to the category of unital cocommutaitve
dg coalgebras. There is a left adjoint Cobcom : dgcoAlg → dgLie of Bcom given by the cobar
construction (see e.g. [10, 2.2.1]). For any dg Lie algebra V , the counit map CobcomBcomV → V
gives a (canonical) cofibrant replacement of V . Let Ωn denote the commutative dg algbera of
polynomial differential forms on the standard n-simplex. Namely, it is
Ωn := k[u0, . . . un, du0, . . . dun]/(Σ
n
i=0ui − 1,Σ
n
i=0dui)
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where k[u0, . . . un, du0, . . . dun] is the free commutative graded algebra generated by u0, . . . , un
and du0, . . . , dun with |ui| = 0, |dui| = 1 for each i, and the differential carries ui to dui (see
e.g. [3]). If we consider the family Ω• = {Ωn}n≥0 of commutative dg algebras, they form
a simplicial commutative dg algebras in the natural way. Using the simplicial commutative
dg algebra Ω• and the simplicial model category structure of dgLie [10, 2.4] we obtain a Kan
complex HomdgLie(CobcomBcomV,Ω• ⊗ W ), that is a model of the mapping space. In [10],
the definition of simplicial model categories is slightly weaker than the standard one. But by
[11, 1.4.2] this Kan complex is naturally homotopy equivalent to the Hom simplicial set in
the simplicial category associated to the underlying model category via Dwyer-Kan hammock
localization. We prefer to work with another presentation of this model. Let C be a dg
coalgebra with a comultiplication ∆ : C → C ⊗ C and V a dg Lie algebra. Let Hom(C, V )
be the Hom complex between the underlying complexes of C and V . It is endowed with the
following convolution Lie bracket:
[f, g] : C
∆
→ C ⊗ C
f⊗g
−→ V ⊗ V
[−,−]
−→ V
for f, g ∈ Hom(C, V ). For the dg Lie algebra Hom(C, V ) we define the set of Maurer-Cartan
elements MC(C, V ) := MC(Hom(C, V )). According to [10, 2.2.5] there is a natural isomorphism
HomdgLie(CobcomBcomV,Ωn ⊗W ) ≃ MC(BcomV ,Ωn ⊗W )
where BcomV is the kernel of the counit BcomV → k. (The isomorphism is induced by the
composition with the inclusion BcomV [−1] →֒ CobcomBcomV .) In particular,
Map(V,W ) := HomdgLie(CobcomBcomV,Ω• ⊗W ) ≃ MC(BcomV ,Ω• ⊗W ).
In explicit terms, an element of the 0-th term MC(BcomV ,W ) of MC(BcomV ,Ω• ⊗W ) cor-
responds to a family of linear maps Symn(V [1]) ≃ (∧nV )[n] → W [1] of degree zero (n ≥ 1)
that satisfies a certain relation coming from the Maure-Cartan equation. It is sometimes called
an L∞-morphism in the literature. Thus we refer to an element of MC(BcomV ,W ) as an
L∞-morphism. When V [1] = Sym
1(V [1]) → W [1] is a quasi-isomorphism, we shall call it
an L∞-quasi-isomorphism. Any equivalence class of a morphism from V to W of two dg Lie
algebras can be represented by an L∞-morphism. Since Map(V,W ) is a Kan complex, for
two L∞-morphisms f and g corresponding to two vertices of this Kan complex, the space of
homotopies/morphisms from f to g makes sense (cf. [32, 1.2.2]).
Put Ω1 = k[u, du]. We write W [u, du] for k[u, du] ⊗ W (do not confuse it with W ⊗
k[u, du], that gives rise to the different sign rule). The degree of du is 1. An element of
MC(BcomV ,W [u, du]) represents a morphism (or a homotopy) between two L∞-morphisms.
Face maps d0, d1 : MC(BcomV ,W [u, du]) ⇒ MC(BcomV ,W ) are induced by the composition
with maps p0 and p1 of dg Lie algebras:
p0 : W [u, du]→W, and p1 :W [u, du]→W
given by p0(u) = p0(du) = 0, and p1(u) = 1, p1(du) = 0. Thus, a homotopy/morphism from
an L∞-morphism f to an L∞-morphism g can be represented by φ ∈ MC(BcomV ,W [u, du])
such that d0(φ) = f and d1(φ) = g. We say that f is equivalent to g if a morphism exists
between them.
4.7.
Lemma 4.5. Let (C,M, [−,−], l, δ) and (C ′,M ′, [−,−]′, l′, δ′) be two Lie†-algebras in the cat-
egory of complexes of k-modules. Let f : (C,M, [−,−], l, δ) → (C ′,M ′, [−,−]′, l′, δ′) be a weak
equivalence of Lie†-algebras. If f is a trivial fibration (i.e., both underlying maps C → C ′ and
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M → M ′ are surjective quasi-isomorphisms), then there exist a dg Lie algebra F and weak
equivalences
Endk[t±](M((t))) ← F → Endk[t±](M
′((t)))
such that the left arrow is injective, and the right arrow is surjective.
Moreover, there exists a homotopy equivalence between the mapping space from L((t)) :
C[1] → Endk[t±](M((t))) to the zero morphism (see Section 4.6) and the mapping space from
L′((t)) : C ′[1] → Endk[t±](M
′((t))) to the zero morphism via the zig-zag (see the proof for the
construction).
Proof. We suppose that f is a trivial fibration. It follows that the induced morphism
M((t))→M ′((t)) is a trivial fibration of dg k[t±]-modules, i.e., a surjective quasi-isomorphism.
Note also that every dg k[t±]-module is cofibrant with respect to the projective model structure.
Consider the pullback diagram of Hom complexes
F //

Endk[t±](M
′((t)))

Endk[t±](M((t))) // Homk[t±](M((t)),M
′((t)))
where the lower horizontal arrow and the right vertical arrow are induced by the composi-
tion with M((t)) → M ′((t)) respectively. Since the model category of dg modules admits
a complicial model structure, the lower horizontal arrow is a trivial fibration, i.e., a surjec-
tive quasi-isomorphism. Thus, the upper horizontal arrow is also a trivial fibration. The
right vertical arrow is also a weak equivalence, i.e., a (injective) quasi-isomorphism since
M((t)) → M ′((t)) is so. By the 2-out-of-3 property, the left vertical arrow is a (injective)
weak equivalence. Note that F is a dg Lie subalgebra of Endk[t±](M((t))) consisting of those
linear maps M((t)) → M((t)) such that the composite M((t)) → M((t)) → M ′((t)) factors
through the quotient M((t)) → M ′((t)). Moreover, the upper horizontal arrow is a morphism
of dg Lie algebras. Thus, we see the first assertion. To prove the second claim, note first that
f is a trivial fibration between Lie†-algebras, so that L((t)) : C[1]→ Endk[t±](M((t))) factors
through F ⊂ Endk[t±](M((t))). We then have the commutative diagram
C[1]
L((t))
//

F

C ′[1]
L′((t))
// Endk[t±](M
′((t)))
where the left vertical arrow is the morphism of dg Lie algebras induced by f . Thus, we have
a zig-zag of homotopy equivalences of mapping spaces of dg Lie algebras
Map(C[1], E) ← Map(C[1], F )→ Map(C[1], E′)← Map(C ′[1], E′)
where E = Endk[t±](M((t))) and E
′ = Endk[t±](M
′((t))). Consequently, we obtain a homotopy
equivalence between the mapping space from L((t)) to 0 and that of L′((t)) to 0. ✷
Here is another ∞-categorical proof of the above Lemma.
Lemma 4.6. Let (C,M, [−,−], l, δ) and (C ′,M ′, [−,−]′, l′, δ′) be two Lie†-algebras in the cat-
egory of complexes of k-modules. Let f : (C,M, [−,−], l, δ) → (C ′,M ′, [−,−]′, l′, δ′) be a weak
equivalence of Lie†-algebras. Then there exists a natural homotopy equivalence between the
mapping space from L((t)) : C[1] → Endk[t±](M((t))) to the zero morphism (see Section 4.6)
and the mapping space from L′((t)) : C ′[1] → Endk[t±](M
′((t))) to the zero morphism via the
zig-zag (see the proof for the construction).
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Proof. Let U : dgLie ⇄ dgAlg be the adjoint pair where the right adjoint functor from
the category of dg algebras dgAlg → dgLie carries a dg algebra A to the dg Lie algebra A
with the graded commutator. The left adjoint is given by the free functor of the universal
envelopping algebras. If dgAlg and dgLie are endowed with the projective model structures
respectively, the adjoint pair is a Quillen adjunction since the right adjoint preserves trivial
fibrations and fibrations. The morphism of dg Lie algebras L((t)) : C[1] → Endk[t±](M((t))
and L′((t)) : C ′[1]→ Endk[t±](M
′((t)) induce morphisms of dg algebras U(L((t))) : U(C[1])→
Endk[t±](M((t)) and U(L
′((t))) : U(C ′[1]) → Endk[t±](M
′((t)) respectively. If necessary, we
replace C[1] and C ′[1] by the cofibrant models. By the Quillen adjunction, we may work with
dg algebras instead of dg Lie algebras. Namely, it is enough to prove that there exists a homo-
topy equivalence between the mapping space from U(L((t))) : U(C[1]) → Endk[t±](M((t))) to
U(0) : U(C[1])→ Endk[t±](M((t))) and the mapping space from U(L
′((t)))◦U(f) : U(C[1])
U(f)
→
U(C ′[1]) → Endk[t±](M
′((t))) to U(0) : U(C[1]) → Endk[t±](M
′((t))). For simplify the nota-
tion, we put F = U(L((t))), F ′ = U(L′((t))) ◦ U(f), and A = U(C[1]). We introduce some
categories. Let ModA be the category of dg k[t
±] ⊗ A-modules and let Mod be the cate-
gory of dg k[t±]-modules. We consider them to be (combinatorial) model categories which
are endowed with projective model structures. (A morphism is a weak equivalence if the un-
derlying map is a quasi-isomorphism, and a morphism is a fibration if the underlying map
is a termwise surjective map. Every dg k[t±]-module is cofibrant.). Taking the hammock
localization, fibrant replacement of simplicial categories [32, 1.1.4], and the simplicial nerve
functor [32, 1.1.5] we associate to the model categories ModA and Mod ∞-categories Map
∞
A
and Map∞ respectively. We also obtain the functor Mod∞A → Mod
∞ from the forgetful functor
ModA → Mod. This functor can be decomposed as Map
∞
A
u
→ M˜ap
∞
A
v
→ Map∞ where u is a
trivial cofibration, and v is a fibration with respect to Joyal model structure (see [32, 2.2.5]).
Let Mod∞A ×
h
Mod∞{M((t))} denote the homotopy fiber over M((t)) ∈ Mod
∞. We may take
M˜od
∞
A ×Mod∞ {M} as one of its model. Let Map(A,Endk[t±](M((t)))) denote the mapping
space from A to Endk[t±](M((t))) which we regard an ∞-category that is an ∞-groupoid. By
the categorical characterization of the endomorphism algebras [33, 6.1.2.41], there is a natu-
ral equivalence Map(A,Endk[t±](M((t)))) ≃ Mod
∞
A ×
h
Mod∞{M((t))} = M˜od
∞
A ×Mod∞ {M((t))}
which carries a morphism ρ : k[t±] ⊗ A → Endk[t±](M((t))) to the dg k[t
±]-module M((t))
endowed with the k[t±]⊗ A-module structure given by ρ up to equivalence. We may consider
thatM((t)) belongs to M˜od
∞
A ×Mod∞{M((t))}. Similarly, we have Map(A,Endk[t±](M
′((t)))) ≃
Mod∞A ×
h
Mod∞{M
′((t))} = M˜od
∞
A ×Mod∞ {M
′((t))}. The quasi-isomorphism M((t))→M ′((t))
induces the functorial equivalence
Mod∞A ×
h
Mod∞{M((t))} → Mod
∞
A ×
h
Mod∞{M
′((t))}.
To understand it, we let Fun([0, 1],Mod) be the category of the functor category endowed
with the projective model structure (see e.g. [32, A. 2.8.2]). We here denote by [0, 1] the
category arising from the linearly ordered set 0→ 1. Let Fun([0, 1],Mod)∞ be the ∞-category
associated to Fun([0, 1],Mod) as above. There are two maps d0, d1 : Fun([0, 1],Mod)
∞ ⇒
Mod∞ given by the composition with {0} → [0, 1] and {1} → [0, 1] respectively, and the
section Mod∞ → Fun([0, 1],Mod)∞ induced by the constant functors. These three maps are
(categorical) equivalences (cf. [32, 4.2.4.4]). Then we consider
H := M˜od
∞
A ×Mod∞,d0 ×Fun(∆
1,Mod)∞ ×d1,Mod∞ {M((t))}.
Replacing M with M ′ we define H ′ in a similar way. By the canonical categorical equivalence
Mod∞ → Fun([0, 1],Mod)∞, the homotopy fiber Fun([0, 1],Mod)∞
d1→ Mod∞ over {M((t))} is
a contractible space. (There is a split injective {M((t))} → Fun(∆1,Mod)∞×d1,Mod∞ {M((t))}
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which makes {M((t))} the homotopy fiber.) The composition with M((t))→M ′((t)) induces
Fun(∆1,Mod)×d1,Mod {M((t))} → Fun(∆
1,Mod)×d1,Mod {M
′((t))}
which carries N →M((t)) to N →M((t))→M ′((t)). It gives rise to a morphism H → H ′. It
is induced by the morphism from the following diagram D : I → Set∆ of ∞-categories
M˜od
∞
A
$$❏
❏❏
❏❏
❏❏
❏❏
Fun([0, 1],Mod)∞
d0vv♥♥♥
♥♥
♥♥
♥♥
♥♥
♥
d1 ((PP
PP
PP
PP
PP
PP
{M((t))}
yyrrr
rr
rr
rr
r
Mod∞ Mod∞
to another diagram D′ : I → Set∆ in whichM((t)) is replaced withM
′((t)). Here I is the index
category, and Set∆ is the category of simplicial sets. We use the injective model structure on
the functor category Fun(I,Set∆) (see e.g. [32, A. 2.8.2, A. 2.8.7]) and take functorial fibrant
replacements D → D and D′ → D
′
such that the diagram
D

// D′

D // D
′
commutes. We let H and H
′
be the limits of diagram D and D
′
respectively. These limits
are homotopy limits so that we take H and H
′
as homotopy fibers Mod∞A ×
h
Mod∞{M((t))}
and Mod∞A ×
h
Mod∞{M
′((t))} respectively. The map D → D
′
induces an equivalence H → H
′
.
Let P = (M((t))ρ, idM((t)) : M((t)) → M((t))) be the pair where M((t))ρ endowed with the
k[t±] ⊗ A-module structure determined by ρ. It belongs to H (or Mod∞A ×Mod∞{M((t))}).
Then H → H ′ sends P to Q = (M((t))ρ,M((t)) →M
′((t))). The pair Q is equivalent to R =
(M ′((t))ρ′ , idM ′((t)) :M
′((t))→M ′((t))) in H ′, whereM ′((t))ρ′ is the k[t
±]⊗A-moduleM ′((t))
determined by F ′. The image of the last pair R inH
′
corresponds to F ′ : A→ Endk[t±](M
′((t)))
up to equivalence (while the image of P in H corresponds to F ). Consequently, we have
Map(A,Endk[t±](M((t)))) ≃ H ≃ H
′ ≃ Map(A,Endk[t±](M
′((t)))) which carries F to F ′ up to
equivalence. Hence our claim follows. ✷
Let AlgCalc (resp. AlgLie†, Algcalc) be the category of Calc-algebras (resp. Lie
†-algebras,
calc-algebras) in the category of chain complexes. As in the case of Lie†-algebras, by [12]
AlgCalc, AlgLie†, and Algcalc admit combinatorial model category structures where a morphism
is a weak equivalence (resp. fibration) if it induces quasi-isomorphisms (resp. termwise sur-
jective maps) of underlying complexes. The natural maps Calc → calc and Lie† → calc of
operads induce the pullback functors
Algcalc → AlgCalc and Algcalc → AlgLie†
which are right Quillen functors.
Lemma 4.7. Let A be a dg algebra. Consider an action of Calc on (C•(A), C•(A)) that satisfies
the property in Proposition 4.4. We denote by A this Calc-algebra. Then there exists a calc-
algebra B := (C,M, ·, [−,−], i, l, δ) in the category of complexes such that its pullback along
Calc → calc is weak equivalence to A, and its pullback ι∗B along ι : Lie† → calc is weak
equivalent to the Lie†-algebra (C•(A), C•(A), [−,−], L,B).
In particular, there exist a cofibrant Lie†-algebra I and a diagram of morphisms of Lie†-
algebras
ι∗B←− I −→ C := (C•(A), C•(A), [−,−], L,B)
where both arrows are trivial fibrations.
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Proof. We first note that by [12, 2.4.5] Algcalc → AlgCalc induces an equivalence of homo-
topy categories. It implies the first claim. Suppose that B is a calc-algebra whose pullback to
AlgCalc is weak equivalent to A. It follows that its pullback to AlgLie† is weak equivalent to the
pullback of C to AlgLie†. Notice that Lie
† → Lie† is a weak equivalence and thus the pullback
functor Alg
Lie
† → AlgLie† induces an equivalence of homotopy categories. It follows that ι
∗
B
is weak equivalent to C.
The final statement follows from the model category structure of Alg
Lie
† . Indeed, take a
cofibrant replacement r : I′ → ι∗B that is a trivial fibration, and choose a weak equivalence
I
′ → C. The weak equivalence I′ → C is decomposed into I′
α
→ I
β
→ C where α is a trivial
cofibration and β is a trivial fibration. Choose s : I→ ι∗B of α such that r = s ◦ α. Then we
have the desired diagram ι∗B
s
← I
β
→ C. ✷
4.8.
Lemma 4.8. We adopt notation in Lemma 4.7. Suppose that B = (C,M, ·, [−,−], i, l, δ) is a
calc-algebra. Then
(1)
[ia, i[b,c]] = 0,
(2)
[ia, [ib, lc]] = 0
for any a, b, c ∈ C.
Proof.
[ia, i[b,c]] = iai[b,c] − (−1)
|ia||i[b,c]|i[b,c]ia
= ia·[b,c] − (−1)
|a|(|b|+|c|−1)i[b,c]·a
where we use the module structure i : C ⊗M → M in the second equation. Therefore it will
suffices to prove that a · [b, c] − (−1)|a|(|b|+|c|−1)[b, c] · a = 0. It is a direct consequence of the
Koszul sign rule and the graded commutativity. Finally, [ia, [ib, lc]] = 0 follows from (1) and
[ib, lc] = i[b,c]. ✷
We associate a morphism l((t)) : C[1] → Endk[t±](M((t))) of dg Lie algebras to B =
(C,M, ·, [−,−], i, l, δ) (see Section 4.4). Let i((t)) : C → Endk[t±](M((t))) be a morphism
of dg algebras which carries c to ic :M((t))→M((t)) defined by ic(mt
n) = ic(m)t
n.
Proposition 4.9. We have
e−
1
t
i((t)) • 0 =
∞∑
n=0
[−1
t
i((t)),−]n
(n+ 1)!
([−
1
t
i((t)), 0] + dH(
1
t
i((t)))) = l((t))
in the Hom complex H := Hom(Bcom(C[1]),Endk[t±](M((t)))). Here dH denotes the differential
of the Hom complex.
Proof. For ease of notation, we put I := i((t)) and L := l((t)) = L in this proof. Also,
if c ∈ C, we write Ic and Lc for ic((t)) and lc((t)) of degree −1 and 0 respectively. We first
calculate [−I, 0]+dH(
1
t
I) = dH(
1
t
I). Let ∂ denote the differential ofM . Let dE(−) = [∂+tδ,−]
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be the differential of Endk[t±](M((t))). Let dB be the differential of Bcom(C[1]). Then we have
dH(
1
t
I) = dE(
1
t
I)− (−1)0·|dB |
1
t
I ◦ dB
=
1
t
[∂, I] + [tδ,
1
t
I]−
1
t
I ◦ dB
= L+
1
t
([∂, I] − I ◦ dB).
Note that we here used L = [δ, I] and 1
t
I has degree 0 in H. Notice also that I killes all higher
part ⊕n>1 Sym
n(C[2]), and remember that dB is the sum d1+d2: d1 comes from that of C[2], d2
is generated by Q2 : Sym
2(C[2])
(s−1)⊗2
≃ C[1] ∧ C[1]
−[−,−]
→ C[1]
s
≃ C[2]. Here s : C[1]→ C[1][1]
is the obvious “identity” map. (See [28], [37] for the detailed account on sign issue.) We
deduce that I ◦ dB = IdC(−) − I[−,−]. Note that i : C → End(M) is a dg map. It follows that
[∂, I] = IdC(−). Hence
dH(
1
t
I) = L+
1
t
([∂, I]− IdC(−) + I[−,−]) = L+
1
t
I[−,−].
Therefore, e−
1
t
I • 0 equals to
L+
1
t
I[−,−] −
1
2t
[I, L]H + (terms of the forms
1
tn
[I[· · · [I, I[−,−]] · · · ] and
1
tn
[I[· · · [I, L] · · · ])
Here the bracket appearing in I[−,−] is that of C[1], and the bracket [−,−]H is the convolution
Lie bracket of H. According to Lemma 4.8, the terms of n-ary operations (n ≥ 3) vanish.
Using the definition of convolution Lie bracket we have the formula
[I, L]H(a⊗ b) = [Ia, Lb]E + (−1)
|a||b|+|a|+|b|[Ib, La]E
for a⊗ b ∈ C[1]∧C[1] where [−,−]E is the bracket of Endk[t±](M((t))), and |a|, |b| are degrees
in C. Combined with [Ia, Lb]E = I[a,b] coming from the structure of calculus we conclude that
2I[−,−] = [I, L]H . Hence e
− 1
t
I • 0 = L. ✷
The dg Lie algebra H = Hom(Bcom(C[1]),Endk[t±](M((t)))) is pro-nilpotent. Indeed, put
FnH = {f ∈ H| restriction ⊕i<n Sym
i(C[2]) → Endk[t±](M((t))) is zero}. Each F
nH is a dg
ideal and [FnH,FmH] ⊂ Fn+mH. We have a natural isomorphism H ≃ lim
←−
H/FnH such that
each quotient H/FnH is nilpotent. Thus the exponential action of H0 on MC(H) makes sense.
More generally, we may consider the action exp(H0[u, du]) on MC(H[u, du]). The element
−u
t
i((t)) in H0[u, du] acts on 0 in MC(H[u, du]), and we obtain e−
u
t
i((t)) • 0 in MC(H[u, du]).
Let us consider the map
MC(Hom(Bcom(C[1]), E)[u, du]) → MC(Hom(Bcom(C[1]), E[u, du])).
induced by the canonical map k[u, du] ⊗ Hom(Bcom(C[1]), E) → Hom(Bcom(C[1]), k[u, du] ⊗
E) of dg Lie algebras. Here E = Endk[t±](M((t))). Let Φ be the image of e
−u
t
i((t)) • 0 in
MC(Hom(Bcom(C[1]), k[u, du] ⊗E). Consider two face maps
d0, d1 : MC(Hom(Bcom(C[1]), E[u, du])) ⇒ MC(Hom(Bcom(C[1]), E))
where d0 (resp. d1) is determined by u = du = 0 (resp. u = 1 and du = 0). By Proposition 4.9
we see that d0(Φ) = 0 and d1(Φ) = l((t)). Consequently, we have
Proposition 4.10. The element Φ (constructed from −u
t
i((t))) gives a morphism/homotopy
from 0 to l((t)).
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4.9. We continue to consider the calc-algebra B = (C,M, ·, [−,−], i, l, δ) (see Lemma 4.7).
Let us consider the natural morphism of dg Lie algebras
j : Endk[t](M [[t]]) −→ Endk[t±](M((t)))
induced by the base change ⊗k[t]k[t
±]. Consider a homotopy fiber of this morphism. It is
well-defined in the ∞-category or the model category of dg Lie algebras (or L∞-algebras). Let
E≥ := Endk[t](M [[t]]) and E := Endk[t±](M((t))). We use the product of dg lie algebras
Fj := {(e, f(u, du))|f(0, 0) = 0, f(1, 0) = j(e)} ⊂ E≥ × E[u, du]
together with the first projection to E≥ as a model of the homotopy fiber (the differential is
given by d(e, e′) = (de, de′)). The underlying complex of Fj is quasi-isomorphic to the standard
mapping cocone E≥ ⊕ E[−1] endowed with the differential d(e, e
′) = (de, j(e) − de′) over E.
(Note that Fj is a homtopy pullback exactly when the underling complex is a homotopy pullback
at the level of complexes.) An explicit quasi-isomorphism ι : E≥ ⊕E[−1]→ Fj is given by the
formula (e, e′) 7→ (e, u ⊗ e+ du⊗ e′). It has a homotopy inverse π : Fj → E≥ ⊕ E[−1] defined
by (e, f(u) ⊗ e′1 + g(u)du ⊗ e
′
2) 7→ (e, e
′
2
∫ 1
0 g(u)du) (cf. [6, Section 3]).
We take the morphism/homotopy Φ, constructed in Proposition 4.10, from 0 : C[1] →
Endk[t±](M((t))) to l((t)) : C[1]→ Endk[t±](M((t))). Actually, Φ is an L∞-morphismBcom(C[1])→
E[u, du]. It gives rise to an L∞-morphism l[[t]] × Φ : Bcom(C[1]) → Fj ⊂ E≥ × E[u, du] such
that the diagram
C[1]
l[[t]]×Φ
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
l[[t]]

Fj pr1
// E≥
commutes where arrows are implicitly considered to be L∞-morphisms.
Remark 4.11. Observe that the morphism l[[t]] × Φ : C[1] → Fj at the level of complexes
without bracket can be represented by 1
t
i((t)) : C[1]→ (Endk[t±](M((t)))/Endk[t](M [[t]]))[−1].
In fact, if we think of C[1] → E[u, du] as a map of complexes by forgetting the non-linear
terms, and consider Hom(C[1], E[u, du]) to be the dg Lie algebra with the trivial bracket, the
straightforward computation of the gauge action of −u
t
i((t)) on it shows that the underlying
map C[1] → E[u, du] is given by u ⊗ l((t)) + du ⊗ 1
t
i((t)). The composite C[1]
l[[t]]×Φ
→ Fj
π
→
E≥ ⊕ E[−1] is l[[t]] ×
1
t
i((t)) (π is the quasi-isomorphism). Since E≥ → E is injective, there
is a natural quasi-isomorphism E≥ ⊕ E[−1] → (E/E≥)[−1] given by the second projection.
Namely, (E/E≥)[−1] is another model of the mapping cocone. It follows that l[[t]] × Φ at the
level of complexes gives rise to C[1]→ (E/E≥)[−1] which carries P to
1
t
iP ((t)).
4.10. We now apply the construction in Section 4.9 to the Lie†-algebra
C = (C•(A), C•(A), [−,−]G, L,B)
considered in Lemma 4.7. Consider the morphisms of dg Lie algebras
L[[t]] : C•(A)[1]→ Endk[t](C•(A)[[t]]), and L((t)) : C
•(A)[1]→ Endk[t±](C•(A)((t)))
(see Section 3.2).
Lemma 4.12. There is a homotopy Ψ defined in MC(C•(A)[1],Endk[t±](C•(A)((t)))[u, du]),
from 0 to L((t)) that comes from Φ.
Proof. We apply Lemma 4.5 and Lemma 4.7 (or one can simply use Lemma 4.6). Namely,
by Lemma 4.7 there is a diagram ι∗B ← I → C of trivial fibrations of Lie†-algebras. Then
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by Lemma 4.5, using a zig-zag of homotopy equivalences (see the proof of Lemma 4.5) we can
transfer Φ in Proposition 4.10 to a 1-simplex Ψ of the Kan complex
MC(C•(A)[1],Ω• ⊗ Endk[t±](C•(A)((t)))).
✷
Proof of Proposition 4.1. Proposition 4.1 follows from Lemma 4.12. ✷
4.11. For simplicity, we put E≥ = Endk[t](C•(A)[[t]]), E = Endk[t±](C•(A)((t))) and E[u, du] =
k[u, du] ⊗ E. Let ι : E≥ → E be the natural injective morphism of dg Lie algebras induced by
the base change ⊗k[t]k[t
±]. Let F := Fι ⊂ E≥ × E[u, du] be a (model of) homotopy fiber of ι
defined in a similar way as Fj in Section 4.9:
F = {(p, q(u, du))| d0(q(u, du)) = 0, d1(q(u, du)) = ι(p), i.e., q(0, 0) = 0, q(1, 0) = ι(p), }.
Note that F depends on C•(A)[[t]], and we here abuse notation by omitting the subscript that
indicates C•(A)[[t]]. As in Section 4.9, we define an L∞-morphism
L[[t]]×Ψ : Bcom(C
•(A)[1])→ F ⊂ E≥ × E[u, du]
where Ψ is the L∞-morphism in Lemma 4.12.
For ease of notation we write
P := L[[t]]×Ψ : C•(A)[1] −→ F
for this L∞-morphism. In summary, we have the following commutative diagram:
C•(A)[1]
Ψ
✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
P
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
L[[t]]
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
F pr1
//
pr2

E≥
ι

E[u, du]
d1
// E.
The L∞-morphism P : C
•(A)[1] −→ F plays the main role in this paper. In the next Section,
it turns out that this L∞-morphism “amounts to” a period mapping for infinitesimal (curved)
deformations of A via a moduli-theoretic interpretation. Note that there is another map d0 :
E[u, du] → E which is a part of data of the path object E →֒ E[u, du]
(d0,d1)
→ E × E, and the
composite C•(A)[1]→ E[u, du]
d0→ E is the zero morphism.
4.12. The dg Lie algebra F is a homotopy fiber of ι : E≥ → E, and E≥ and E “represent” the
deformations of negative and periodic cyclic complexes respectively (cf. Section 3.3). The pur-
pose of Section 4.12 is to explain a modular interpretation of SpfF associated to the homotopy
fiber F. It turns out that SpfF is a generalization of formal Sato Grassmannian to the level of
complexes.
Definition 4.13. Let R be an artin local k-algebra with residue field R/mR ≃ k, that is, R
belongs to Artk. Let Z be a dg k[t]-module. Let Z˜ be a deformation of Z to R, that is, a
dg R[t]-module Z˜ such that the underlying graded R[t]-module of Z˜ is Z ⊗k[t] R[t], and its
reduction Z˜ ⊗R[t] R/mR[t] is the dg k[t]-module Z (namely, the differential on Z˜ induces that
of Z via the canonical identification Z˜⊗R[t]R/mR[t] ≃ Z of graded complexes, see Section 3.5).
A periodically trivialized deformation of Z to R is a pair
(Z˜, φ : Z ⊗k[t] R[t
±]tr
∼
→ Z˜ ⊗R[t] R[t
±])
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where Z˜ is a deformation of Z, and Z ⊗k[t] R[t
±]tr denotes the trivial deformation of the dg
k[t±]-module Z ⊗k[t] k[t
±], and φ is an isomorphism of deformations of dg k[t±]-modules to R.
Suppose that we are given two periodically trivialized deformations (Z1, φ1) and (Z2, φ2).
An isomorphism (Z1, φ1)→ (Z2, φ2) is an isomorphism h : Z1 → Z2 of deformations such that
there exists some a in (Endk[t±](Z ⊗k[t] k[t
±])⊗mR)
−1 such that the diagram
Z ⊗k[t] R[t
±]tr
eda //
φ1

Z ⊗k[t] R[t
±]tr
φ2

Z1 ⊗R[t] R[t
±]
h⊗R[t]R[t
±]
// Z2 ⊗R[t] R[t
±]
commutes where d is the differential of Endk[t±](Z ⊗k[t] k[t
±])⊗mR.
Remark 4.14. There is a more conceptual description of the commutativity of the square in
Definition 4.13 (however, we will not need it in this paper). Let V be a deformation of the dg
k[t±]-module Z ⊗k[t] k[t
±] to R ∈ Artk. We denote by Z ⊗k[t] R[t
±]tr the trivial deformation
as above. Let ψ0 : Z ⊗k[t] R[t
±]tr → V and ψ1 : Z ⊗k[t] R[t
±]tr → V be isomorphisms of
deformations. A homotopy from ψ0 to ψ1 is defined to be a k[u, du]⊗R[t
±]-linear isomorphism
h : k[u, du]⊗k(Z⊗k[t]R[t
±]tr)→ k[u, du]⊗kV such that (i) its reduction k[u, du]⊗Z⊗k[t]k[t
±]→
k[u, du] ⊗ Z ⊗k[t] k[t
±] is the identity, (ii) the reduction by u = du = 0 is ψ0, and (iii) the
reduction by u = 1, du = 0, is ψ1. Put ψ0 = e
f and ψ1 = e
g where f, g : Z ⊗k[t] k[t
±] →
Z ⊗k[t] k[t
±]⊗kmR (use the logarithms). Also, the isomorphism h is of the form e
n(u,du) where
n(u, du) : k[u, du]⊗k Z ⊗k[t] k[t
±]→ k[u, du]⊗k Z ⊗k[t] k[t
±]⊗kmR. Then there is a homotopy
from ψ0 to ψ1 if and only if there is an element a of degree −1 in Endk[t±](Z ⊗k[t] k[t
±])⊗mR
such that ψ1 = ψ0 ◦ e
da. To observe the “only if” direction, consider the composite k[u, du] ⊗
e−f ◦h : k[u, du]⊗k (Z⊗k[t]R[t
±]tr)→ k[u, du]⊗k (Z⊗k[t]R[t
±]tr). It gives rise to the equation
e(−k[u,du]⊗f)·n(u,du) • 0 = 0 in MC(Endk[u,du]((t))(k[u, du] ⊗ Z ⊗k[t] k[t
±]) ⊗ mR). To simplify
the notation, let l0(u) + du⊗ l−1(u) = l(u, du) = (−k[u, du] ⊗ f) · n(u, du) (the multiplication
“·” is given by the Baker-Campbell-Hausdorff product). Then el(u,du) • 0 = 0 corresponds to
dl(u, du) = 0 where d is the differential. It is equivalent to simultaneous equations
dl0(u) = 0 and l0(u)′ = dl−1(u)
where l0(u)′ denotes the formal derivative of the polynomial. Note also that l(0, 0) = (−f) ·f =
0. It follows that there is an element a of degree −1 in Endk[t±](Z ⊗k[t] k[t
±])⊗mR such that
l(1, 0) = da. Thus, e−f ◦eg = eda. To see the “if” direction, suppose that we have ψ1 = ψ0◦e
da.
If we put n(u, du) = ef ◦ eu⊗da+du⊗a, then n(u, du) gives a homotopy. Consequently, we see
that the commutativity of the square in Definition 4.13 amounts to the homotopy between
h⊗R[t] R[t
±] ◦ φ1 and φ2.
Finally, let us consider homotopies from the viewpoint of the space of morphisms of de-
formations. Let HomΩn⊗k[t±](Ωn ⊗ Z ⊗k[t] k[t
±]),Ωn ⊗ Z ⊗k[t] k[t
±]) be the hom set of mor-
phisms of dg Ωn ⊗ k[t
±]-modules. These sets form a simplicial set HomΩ•⊗k[t±](Ω• ⊗ Z ⊗k[t]
k[t±],Ω• ⊗ Z ⊗k[t] k[t
±]), which is a Kan complex of the mapping space because Z ⊗k[t] k[t
±]
is cofibrant with respect to the projective model structure. Similarly, we have a Kan complex
HomΩ•⊗R[t±](Ω•⊗Z⊗k[t]R[t
±]tr,Ω•⊗V ), that is a model of the mapping space. The reduction
by R[t±]→ k[t±] induces
HomΩ•⊗R[t±](Ω•⊗Z⊗k[t]R[t
±]tr,Ω•⊗V )→ HomΩ•⊗k[t±](Ω•⊗Z⊗k[t] k[t
±],Ω•⊗Z⊗k[t] k[t
±]).
It is a Kan fibration since V → Z⊗k[t] k[t
±] is a surjective morphism of dg R[t±]-modules (i.e.,
a fibration), and the (projective) model category of dg R[t±]-modules is simplicial in the sense
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of [11, 1.4.2]. The fiber F of this Kan fibration over the constant simplicial set determined by
the identity map of Z⊗k[t]k[t
±] is a homotopy fiber which is a Kan complex. This Kan complex
should be regarded as the ∞-groupoid of morphisms of deformations from Z⊗k[t]R[t
±]tr to V .
An edge in this homotopy fiber F is a homotopy h : k[u, du]⊗k (Z⊗k[t]R[t
±]tr)→ k[u, du]⊗k V
defined above.
We apply Definition 4.13 to the dg k[t]-module C•(A)[[t]] of negative cyclic complex. We
shall denote by (C•(A)⊗R)((t))
tr the trivial deformation ((C•(A)⊗R)((t)), (∂Hoch + tB)⊗R)
of the dg k[t±]-module C•(A)((t)) (see Section 3.5). Let
(Q = ((C•(A)⊗R)[[t]], ∂˜), φ : (C•(A) ⊗R)((t))
tr ∼→ Q⊗R[t] R[t
±])
be a pair whereQ is a deformation of the dg k[t]-module C•(A)[[t]] toR, and φ is an isomorphism
of deformations of the dg k[t±]-module C•(A)((t)). Let Gr(R) be the set of isomorphism classes
of periodically trivialized deformations of C•(A)[[t]] to R. The assignment R 7→ Gr(R) gives
rise to a functor
Gr : Artk → Sets.
Again, Gr depends on C•(A)[[t]] though we omit the subscript indicating C•(A)[[t]].
The following is the moduli-theoretic presentation of SpfF in explicit terms:
Proposition 4.15. There is a natural equivalence SpfF → Gr of functors. This equivalence
carries an element c ∈ SpfF(R) represented by a Maurer-Cartan element (α, β) in MC(F ⊗
mR) ⊂ MC(E≥⊗mR)×MC(E[u, du]⊗mR) to the class of a periodically trivialized deformation
of the form
(Qα, (C•(A)⊗R)((t))
tr ∼−→ Qα ⊗R[t] R[t
±]).
Here Qα denotes the element in DC•(A)[[t]](R) which corresponds to α (see Proposition 3.9).
Proof of Proposition 4.15. By [6], there exist an L∞-structure on the mapping cocone
C := E≥ ⊕ E[−1] of ι : E≥ → E and an L∞-quasi-isomorphism C→ F. (In this paper, an L∞-
structure on a graded vector space V is defined to be a unital graded cocommutative coalgebra
BcomV endowed with a square-zero coderivation b : BcomV → BcomV , see Section 4.6 for the
notation. The coderivation b : BcomV → BcomV amounts to {bn : Sym
n(V [1]) → V [1]}n≥1
satisfying certain identities.) Moreover, according to [6, Theorem 2] the set of Maurer-Cartan
elements is given by
MC(C⊗mR) = {(α, a) ∈ MC(E≥ ⊗mR)× E
0 ⊗mR| e
−a • 0 = ι(α)}.
A Maurer-Cartan element (α, a) is gauge equivalent to another element (β, b) if and only if
there exist m ∈ E0⊗mR and q ∈ E
−1⊗mR such that e
m •α = β and b = dq ·a · (−ι(m)) where
in the last formula we use Baker-Campbell-Hausdorff product. Notice that there is a natural
equivalence between SpfC and Gr. In fact, there is a natural bijective map SpfC(R) → Gr(R)
which carries the class represented by (α, a) to the class represented by
(Qα, e
−a : (C•(A)⊗R)((t))
tr ∼−→ Qα ⊗R[t] R[t
±]).
By the invariance of Spf with respect to L∞-quasi-isomorphisms, the L∞-quasi-isomorphism
C → F induces an equivalence SpfC → SpfF of functors. In addition, the composition SpfC →
SpfF → SpfE≥ sends the class represented by (α, a) to the class of α (cf. [6, Remark 5.3]).
Choose an L∞-quasi-isomorphism F→ C which is a homotopy inverse of C→ F. Then F→ C
induces the inverse SpfF → SpfC of SpfC → SpfF. We have the equivalence SpfF → SpfC ≃ Gr,
as desired. ✷
We should think of the functor SpfF ≃ Gr as a formal neighborhood of a point on a generalized
Sato Grassmannian. To understand it, we begin by reviewing the Sato Grassmannian. Let V
be a finite dimensional k-vector space. Let R be a commutative k-algebra. Consider a pair
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(W,f : (V ⊗R)((u)) ≃W ⊗R[[u]] R((u))) such that W is a finitely generated projective R[[u]]-
module, and f is an isomorphism of R((u))-modules. Here R[[u]] is the ring of formal power
series, and R((u)) is the ring of formal Laurent series. An isomorphism (W,f) → (W ′, f ′)
of such pairs is defined to be an isomorphism W → W of R[[u]]-modules that commutes
with f and f ′. Let SGr(R) be the set of isomorphism classes of pairs. If CAlgk denotes
the category of commutative k-algebras, the Sato Grassmannian as a functor is the functor
CAlgk → Sets which assigns to each R the set SGr(R). Moreover, it is well-known that
this functor SGr is represented by th colimit of the sequence of closed immersions of schemes
lim
−→i∈N
Xi. Fix a pair (W,f : V ((u)) ≃ W ⊗k[[u]] k((u))) in SGr(k). Let R be in Artk. A
deformation of the pair (W,f) is a pair (W˜ , φ : (V ⊗ R)((u)) ≃ W˜ ⊗R[[u]] R((u))) such that
W˜ is a deformation of W , that is, a finitely generated projective R[[u]]-module endowed with
W˜ ⊗R[[u]] k[[u]] ≃ W , and φ : (V ⊗ R)((u)) ≃ W˜ ⊗R[[u]] R((u)) is an isomorphism of R((u))-
modules whose reduction to k((u)) is f . An isomorphism of deformations is defined in the
obvious way. Then consider the functor ŜGr(W,f) : Artk → Sets which carries R to the set
of isomorphism classes of deformations of (W,f). Informally, this functor Artk → Sets can
be viewed as a formal neighborhood (i.e., a formal scheme) at a point (W,f) on SGr (the
proper interpretation is left to the interested reader). Now we generalize it to the level of
complexes. We replace k[[u]] by the dg algebra k[t] where the cohomoligical degree of t is 2.
Note that k[t] is t-adically complete in the sense that k[t] is a homotopy limit of the sequence
· · · → k[t]/(tn+1) → · · · → k[t]/(t2) → k[t]/(t). Consider the k[t]-module C•(A)[[t]], and the
natural isomorphism C•(A)((t))
∼
−→ C•(A)[[t]]⊗k[t] k[t
±] of k[t±]-modules instead of (W,f). It
is natural to think of Gr ≃ SpfF as a “complicial generalization” of ŜGr(W,f), and regard the dg
Lie algebra F as the Lie-theoretic presentation (F also has the “derived structure”). Thus, we
call Gr ≃ SpfF the formal complicial Sato Grassmannian or the complicial Sato Grassmannian
simply.
Remark 4.16. It is natural to ask for a global complicial Sato Grassmannian. It might be
realized as a geometric object in derived algebraic geometry developed by Toe¨n-Vezzosi and
Lurie, whose R-valued points informally parametrize the space of pairs (W, (C•(A)⊗kR)((t)) ≃
W ⊗R[t] R[t
±]) consisting of a compact R[t]-module W and an equivalence of R[t±]-modules.
4.13. We now define a morphism DAlgA → Gr of functors. The construction is based on the
moduli-theoretic interpretation of dg Lie algebras and their morphisms. Let A˜ be a deformation
of the dg algebra A to R. It gives rise to the negative cyclic complex C•(A˜)[[t]] that is a deforma-
tion of the dg k[t]-module C•(A)[[t]]. Namely, we associate to A˜ a deformation C•(A˜)[[t]] of the
dg k[t±]-module C•(A)[[t]] to R. Let α be the Maurer-Cartan element in MC(C
•(A)[1]⊗mR)
that corresponds to A˜ (see Claim 3.8.1). By Proposition 3.10, the morphism of dg Lie al-
gebras L[[t]] : C•(A)[1] → Endk[t](C•(A)[[t]]) sends α to the class represented by L[[t]](α) in
SpfEndk[t](C•(A)[[t]])(R) that corresponds to the isomorphism class of the deformation C•(A˜)[[t]]
in DC•(A)[[t]](R) (see also Proposition 3.9). Since L[[t]] has the lift P : C
•(A)[1] → F, the
element SpfP(α) lying in Gr(R) through the isomorphism SpfF(R) ≃ Gr(R) in Proposition 4.15
is represented by a periodically trivialized deformation of the form
(C•(A˜)[[t]], (C•(A)⊗R)((t))
tr ∼→ C•(A˜)((t))).
We refer to it as (the isomorphism class of) the periodically trivialized deformation associated
to A˜. We obtain a morphism
P(R) : DAlgA(R)→ Gr(R), A˜ 7→ (C•(A˜)[[t]], (C•(A)⊗R)((t))
tr ∼→ C•(A˜)((t))).
We refer to this morphism of functors as the period mapping for A.
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Unwinding our construction based on results about modular interpretations of morphisms
of dg Lie algebras we can conclude:
Theorem 4.17. Through the identifications DAlgA ≃ SpfC•(A)[1] and Gr ≃ SpfF, the morphism
P : DAlgA → Gr can be identified with SpfP : SpfC•(A)[1] → SpfF.
We shall call both morphisms P : DAlgA → Gr and SpfP : SpfC•(A)[1] → SpfF the period
mapping for A.
Remark 4.18. In Introduction, for simplicity, we do not distinguish P : DAlgA → Gr from
SpfP : SpfC•(A)[1] → SpfF.
5. Hodge-to-de Rham spectral sequence and complicial Sato Grassmannians
In the last section, we constructed a period mapping from the dg Lie algebra representing
deformations of an algebra to the dg Lie algebra of the complicial Sato Grassmanian. In good
cases, it turns out that the complicial Sato Grassmanian admits a simple and nice structure.
Our main interest lies in the situation where a non-commutative analogue of Hodge-to-de Rham
spectral sequence for cyclic homology theories degenerates. Hence we start with a spectral
sequence for cyclic homology theories.
5.1. Let A be a dg algebra over a field k of characteristic zero. We write C• := C•(A),
C•[[t]] := (C•(A)[[t]], ∂Hoch + tB) and C•((t)) := (C•(A)((t)), ∂Hoch + tB) for the Hochschild
chain complex, the negative cyclic complex and the periodic cyclic complex respectively (see
Section 2.6). (Note that the degree of t is two.) We let C•[t
−1] := (C•(A)[t
−1], ∂Hoch + tB) be
the cyclic complex of A. There is an exact sequence of complexes
0→ C•[[t]]→ C•((t))→ C•[t
−1] · t−1 → 0,
whose associated long exact sequence
· · · → HNn(A)→ HPn(A)→ HCn−2(A)→ · · ·
relates the negative and periodic cyclic homology with the cyclic homologyHC∗(A) = H∗(C•[t
−1]).
We define a decreasing filtration of C•((t)) by the formula
F iC•((t))n =
∏
r≥i
Cn+2r(A) · t
r ⊂ C•((t))n =
∏
r∈Z
Cn+2r(A) · t
r
where Cl(A) is the homologically l-th term of C•(A). This filtration forms a family of subcom-
plexes of C•((t)). Note that F
iC•((t))/F
i+1C•((t)) is isomorphic to C• · t
i. This filtration gives
rise to a spectral sequence which we denote by
HH∗(A)((t)) ⇒ HP∗(A).
Each term in the E1-stage is of the form HHj(A) · t
i. The restriction F iC•[[t]] = C•[[t]] ∩
F iC•((t)) also yields a spectral sequence HH∗(A)[[t]] ⇒ HN∗(A). Since C•[t
−1] ≃ C•((t))/t ·
C•[[t]], the filtration F
iC•((t))/t · C•[[t]] gives rise to a spectral sequence HH∗(A)[t
−1] ⇒
HC∗(A) = H∗(C•[t
−1]). We call these spectral sequences the Hodge-to-de Rham spectral
sequences. We refer the reader to [18] for the relation to the classical Hodge-to-de Rham
spectral sequence (see also Remark 5.5). We now recall some properties of dg algebras.
Definition 5.1. Let A be a dg algebra over k
(1) A is proper if the underlying complex has finite dimensional cohomology, andHn(A) = 0
for |n| >> 0.
(2) A is smooth if A is a compact object in the triangulated category of dg A⊗Aop-modules.
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Remark 5.2. Put another way, the condition (2) in Definition 5.1 is equivalent to the condition
that A belongs to the smallest triangulated subcategory which includes free A⊗Aop-modules
of finite rank and is closed under direct summands.
Remark 5.3. If A is smooth and proper, it is easy to see that HHn(A) is finite dimensional
for n ∈ Z, and HHn(A) = 0 for |n| >> 0. (Keep in mind that HHn(A) is Tor
A⊗Aop
n (A,A).)
5.2. In the rest of this section, we assume that the dg algebra A is smooth and proper. In the
smooth proper case, a conjecture of Kontsevich and Soibelman predicts that the Hodge-to-de
Rham spectral sequences degenerate at E1-stage [25]. On the basis of his ingenious generaliza-
tion of the Deligne-Illusie approach by positive characteristic methods to a noncommutative
setting, Kaledin proved this degeneration conjecture in [17] under some technical condition,
and in [19] without any assumption:
Theorem 5.4 ([17], [18], [19]). (Suppose that the dg algebra A is smooth and proper.) Then
the Hodge-to-de Rham spectral sequences
HH∗((t))⇒ HP∗(A), HH∗[t
−1]⇒ HC∗(A)
degenerate at E1-stage.
The filtration on HPn(A) is defined by F
iHPn(A) = Image(Hn(F
iC•((t))) → Hn(C•((t))).
Filtrations F iHNn(A) and F
iHCn(A) are defined in a similar way. By the degeneration,
identifying GriFHPn(A) with HHn+2i(A) · t
i we obtain a non-canonical isomorphism of vector
spaces
⊕iHHn+2i(A) · t
i ≃ HPn(A).
We here forget the degree of ti, and hope that no confusion is likely to arise. Likewise, we have
a non-canonical isomorphism ⊕i≤0HHn+2i(A) · t
i ≃ HCn(A). By the long exact sequence
· · · → HNn(A)→ HPn(A)→ HCn−2(A)→ · · ·
and reason of dimension, we also have ⊕i≥0HHn+2i(A) · t
i ≃ HNn(A) where we identify
HHn+2i(A)·t
i with GriFHNn(A) (i.e., for dimension resasons, the spectral sequence forHN∗(A)
degenerates). The filtration {F iHP∗(A)}i∈Z may be considered as a noncoomutative analogue
of Hodge filtration on the de Rham cohomology of a smooth projective variety (Remark 5.5).
The 0-th part F 0HP∗(A) can be identified with the image of HN∗(A) →֒ HP∗(A).
Remark 5.5. To illustrate the analogy with the classical situation, let us recall the compar-
ison results. For simplicity, X is a smooth projective variety over the complex number field,
though the resuts hold more generally. By Hochschild-Kostant-Rosenberg theorem, there is an
isomorpism
HNn(X) ≃ ⊕i∈ZH
2i−n(X,Ω≥iX ), and HPn(X) ≃ ⊕i∈ZH
2i−n
dR (X) = ⊕i∈ZH
2i−n(X,Ω•X).
where Ω•X is the algebraic de Rham complex, H indicates the hypercohomology, and NHn(X)
and HPn(X) are the negative cyclic homology and the periodic cyclic homology of X respec-
tively. The classical Hodge theory implies that ⊕i∈ZH
2i−n(X,Ω≥iX ) is equal to ⊕i∈ZF
iH2i−ndR (X)
where F i is the Hodge filtration.
5.3. Let us recall the smoothness of functors.
Definition 5.6. Let X,Y : Artk → Sets be functors. Let F : X → Y be a morphism. We say
that F is formally smooth if for any surjective morphism R′ → R in Artk, the following natural
map is surjective:
X(R′)→ X(R)×Y(R) Y(R
′)
induced by the morphisms X(R′)→ X(R) and X(R′)→ Y(R′).
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Let ∗ is the functor Artk → Sets such that ∗(R) is the set consisting of a single element for
any R. A functor X is said to be formally smooth if the natural morphism X → ∗ is formally
smooth.
Theorem 5.7. The functor Gr is formally smooth.
Let HH∗(A)((t)) be the dg k[t
±]-module with zero differential whose term of cohomological
degree −n is the vector space ⊕i∈ZHHn+2i(A) ·t
i (we abuse notation by forgetting the degree of
ti). Let HH∗(A)[[t]] be the dg k[t]-module with zero differential whose term of cohomological
degree −n is ⊕i≥0HHn+2i(A) · t
i. In other words, HH∗(A)((t)) = HH∗(A) ⊗k k[t
±] and
HH∗(A)[[t]] = HH∗(A)⊗k k[t] since HHn(A) = 0 for |n| >> 0.
We need some technical Lemmata.
Lemma 5.8. There is an injective quasi-isomorphism of dg k[t±]-modules
HH∗(A)((t))→ C•((t)).
Similarly, there is an injective quasi-isomorphism of dg k[t]-modules
HH∗(A)[[t]]→ C•[[t]].
Moreover, one can choose a quasi-isomorphism in such a way that HH∗(A)((t)) → C•((t)) is
obtained from HH∗(A)[[t]]→ C•[[t]] by tensoring with k[t
±].
Proof. We construct a quasi-isomorphismHH∗(A)((t))→ C•((t)). Suppose thatHHm(A) =
0 for m > N , and HHN (A) 6= 0 (if HH∗(A) = 0, the assertion is obvious). We will construct an
injective linear map ⊕r∈ZHH2r(A) →
∏
r C2r(A) · t
r = C•((t))0. Let h is the maximal integer
such that 2h ≤ N . Choose a section
qh : HH2h(A) · t
h ≃ H0(F
hC•((t)))→
∏
r≥h
C2r(A) · t
r = F hC•((t))0
where (the existence of) the first isomorphism follows from the degeneration and the vanishing
of the higher term of Hochschild homology. Next consider the long exact sequence
→ HH2h(A)·t
h ≃ H0(F
hC•((t))) →֒ H0(F
h−1C•((t)))։ H0(F
h−1/F h) ≃ HH2h−2(A)·t
h−1 →
arising from 0 → F hC•((t)) → F
h−1C•((t)) → F
h−1/F h → 0 (in fact, it is a short ex-
act sequence by degeneration). Choose sections HH2h−2(A) · t
h−1 → H0(F
h−1C•((t))) and
H0(F
h−1C•((t))) → F
h−1C•((t))0 that extends H0(F
hC•((t))) → F
hC•((t))0. Let qh−1 :
HH2h−2(A) · t
h−1 → F h−1C•((t)) be the composite. Then we have
qh ⊕ qh−1 : HH2h(A) · t
h ⊕HH2h−2(A) · t
h−1 → F h−1C•((t))0.
By the construction it is injective. We repeat this procedure to obtain an injective linear map
Q0 := ⊕h≥iqi : ⊕h≥iHH2i(A) · t
i → C•((t))0.
Moreover, the image of Q0 is contained in the kernel of the differential of C•((t)), and the image
of each qi is contained in F
iC•((t)). For any z ∈ Z, we define
Q2z = Q0 · t
−z : ⊕h≥iHH2i(A) · t
i−z → C•((t))2z = t
−z · C•((t))0.
Consider odd degrees. As in the case of degree 0, we construct an injective linear map
P1 = ⊕N≥2i+1pi : ⊕N≥2i+1HH2i+1(A) · t
i → C•((t))1
such that the image of P1 is contained in the kernel of the differential of C•((t)), and the image
of each pi : HH2i+1(A)t
i → C•((t))1 is contained in F
iC•((t)). For an arbitrary odd degree
2z + 1 we put
P2z+1 = P1 · t
−z : ⊕N≥2i+1HH2i+1(A) · t
i−z → C•((t))2z+1 = t
−z · C•((t))1.
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Since ⊕iHHn+2i(A) · t
i ≃ HPn(A), these linear maps {Q2z, P2z+1}z∈Z define an injective quasi-
isomorphism HH∗(A)((t)) → C•((t)). Note also that it is a dg k[t
±]-module map. The
case of C•[[t]] is similar. We define Q
′
2z : ⊕ h≥i,
0≤i−z
HH2i(A) · t
i−z → C•[[t]]2z and P
′
2z+1 :
⊕N≥2i+1,
0≤i−z
HH2i+1(A) · t
i−z → C•[[t]]2z+1 to be the restrictions of Q2z and P2z+1. We then
obtain an injective quasi-isomorphism HH∗(A)[[t]]→ C•[[t]] which has the desired compatibil-
ity. ✷
Lemma 5.9. There exist a dg Lie algebra E and quasi-isomorphisms of dg Lie algebras
Endk[t±](C•((t)))← E→ Endk[t±](HH∗(A)((t))).
If we replace ((t)) by [[t]], then the same assertion holds. Namely, there exist a dg Lie algebra
E≥ and quasi-isomorphisms of dg Lie algebras
Endk[t](C•[[t]])← E≥ → Endk[t](HH∗(A)[[t]]).
Moreover, there is a morphism of dg Lie algebras E≥ → E such that the diagram
Endk[t](C•[[t]])

E≥

//oo Endk[t](HH∗(A)[[t]])

Endk[t±](C•((t))) E //oo Endk(((t))(HH∗(A)((t)))
commutes where the right and left vertical arrows are induced by tensoring with k[t±].
Proof. Let us define E to be the pullback in the diagram of complexes
E //

Endk[t±](HH∗(A)((t)))

Endk[t±](C•((t))) // Homk[t±](HH∗(A)((t)), C•((t)))
where the lower horizontal map and the right vertical map are induced by the composition
with the quasi-isomorphism i : HH∗(A)((t)) →֒ C•((t)) in Lemma 5.9. Note that E is a
dg Lie subalgebra of Endk[t±](C•((t))) which consists of linear maps preserving HH∗(A)((t)).
The upper horizontal arrow and the left vertical arrow are morphisms of dg Lie algebras.
Since HH∗(A)((t)) is cofibrant, the right vertical arrow is a quasi-isomorphism. (we here
employ the complicial model category with h-model structure on the category of dg k[t±]-
modules (see [1, Theorem 3.5]), where a morphism is a h-weak equivalence if the map of dg
k[t±]-modules is a homotopy equivalence. Every object is h-cofibrant and h-fibrant.) Ob-
serve that the injective map i : HH∗(A)((t)) →֒ C•((t)) is a trivial cofibration. It follows
that the lower horizontal arrow is a trivial fibration, and thus the left vertical arrow and
the upper horizontal arrow are quasi-isomorphisms. To see that i is a trivial cofibration,
by [1, Proposition 3.7] it is enough to show that HH∗(A)((t)) →֒ C•((t)) is isomorphic to
HH∗(A)((t))→ HH∗(A)((t))⊕C•((t))/HH∗(A)((t)), and C•((t))/HH∗(A)((t)) is contractible.
For this purpose, take decompositions C0 = dC1 ⊕H0 ⊕ N0 and C1 = dC2 ⊕H1 ⊕ N1 where
Cl (resp. Hl) denotes the homologically l-th degree of C•((t)) (resp. HH∗(A)((t))), and d is
the differential. We here choose subspaces N0 and N1. By C2z = t
−z ·C0 and C2z+1 = t
−z ·C1
for z ∈ Z, we put C2z = t
−z · (dC1 ⊕ H0 ⊕ N0) and C2z+1 = t
−z · (dC2 ⊕ H1 ⊕ N1). Then
t−z · H0 = H2z → t
−z · (H0 ⊕ (dC1 ⊕ N0)) and t
−z · H1 = H2z+1 →֒ t
−z · (H1 ⊕ (dC2 ⊕ N1))
determines an injective homotopy equivalence with a splitting C•((t)) → HH∗(A)((t)). The
case of C•[[t]] is a variant of the above proof (E≥ is the dg Lie subalgebra of Endk[t](C•[[t]])
which consists of linear maps preserving HH∗(A)[[t]]). ✷
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Theorem 5.7 is a consequence of the following Proposition:
Proposition 5.10. The dg Lie algebra F is quasi-isomorphic to an abelian dg Lie algebra.
Here by abelian we mean the vanishing of the bracket.
Proof. By Lemma 5.9 we may replace ι : Endk[t](C•[[t]])→ Endk[t±](C•((t))) by the natural
injective morphism ι′ : Endk[t](HH∗(A)[[t]])→ Endk[t±](HH∗(A)((t))). Then according to [16,
Proposition 3.4] a homotopy fiber of ι′ is quasi-isomorphic (as dg Lie algebras or L∞-algebras)
to an abelian dg Lie algebra. ✷
Proof of Theorem 5.7. By Proposition 5.10 we may replace F by an abelian dg Lie algebra.
Thus we will assume that F is abelian. Then for R ∈ Artk, MC(F⊗mR) = Z
1(F)⊗mR. Here
Z1(−) is the space of closed elements of degree one. Therefore, for any surjective homomor-
phism R′ → R in Artk, we see that MC(F⊗mR′)→ MC(F⊗mR) is surjective. ✷
5.4. We conclude this Section by some observations which reveals a simple structure of F and
Gr. According to Lemma 5.9, a homotopy fiber of the natural injective morphism
Endk[t](HH∗(A)[[t]])→ Endk[t±](HH∗(A)((t)))
is equivalent (quasi-isomorphic) to the homotopy fiber F of Endk[t](C•[[t]])→ Endk[t±](C•((t))).
The underlying complex of a homotopy fiber of Endk[t](HH∗(A)[[t]]) → Endk[t±](HH∗(A)((t)))
is quasi-isomorphic to the mapping cocone
Endk[t](HH∗(A)[[t]]) ⊕ Endk[t±](HH∗(A)((t))[−1]
with differential (a, b) 7→ (0, a). There is a natural projection to the graded vector space with
the zero differential:
Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1],
which is a quasi-isomorphism. In addition, by Proposition 5.10 the homotopy fiber is equivalent
to an abelian dg Lie algebra. Consequently, we can choose the homotopy fiber to be the graded
vector space G := Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1] endowed with the zero
differential and the zero bracket. We take an L∞-morphism
C•(A)[1]→ G
which is equivalent to the period map P : C•(A)[1]→ F (via an L∞-quasi-isomorphism F→ G).
By Remark 4.11 the induced map
HH∗(A)[1]→ Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1]
carries P to H∗(
1
t
IP ((t))) modulo Endk[t](HH∗(A)[[t]]). Therefore, we can summarize this
observation:
Proposition 5.11. There is an L∞-morphism
C•(A)[1] → G = Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1]
which is equivalent to the period map P : C•(A)[1] → F constructed in Section 4.11. The
induced morphism
HH∗(A)[1]→ G = Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1]
carries P in HH∗(A)[1] to H∗(1
t
IP ((t))).
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Remark 5.12. The graded vector space Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]]) is iso-
morphic to
⊕i∈Z,j∈Z,r<0Homk(HHi(A),HHj(A) · t
r).
where Homk(−,−) indicates the space of k-linear maps, and the (cohomological) degree of
elements in Homk(HHi(A),HHj(A) · t
r) is 2r − j + i. Notice that an element of the image of
HH∗(A)[1]→ Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1] does not preserve the filtration
on HH∗(A)((t)) ≃ HP∗(A). However, H
∗(1
t
IP ((t))) carries F
iHP∗(A) to F
i−1HP∗(A). It can
be thought of as the Griffiths’ transversality in the noncommutative situation.
6. Unobstructedness of deformations of algebras
We apply our period mapping to study unobstructedness of deformations, and quasi-abelian
properties of Hochschild cochain complexes. We prove a noncommutative generalization of
Bogomolov-Tian-Todolov theorem (cf. Corollary 6.2). The argument is based on the idea
of a purely algebraic proof of Bogomolov-Tian-Todorov theorem by Iacono and Manetti [16].
We continue to assume that A is smooth and proper (so that by the theorem of Kaledin,
Hodge-to-de Rham degenerate).
Theorem 6.1. Suppose that the following condition: the linear map
HHs(A)→ ⊕i∈ZHomk(HHi(A),HHi−s(A))
given by P 7→ IP is injective for any integer s. We here abuse notation by writing IP for
H∗(IP ). Then C
•(A)[1] is quasi-abelian, namely, it is quasi-isomorphic to an abelian dg Lie
algebra. In particular, the functor SpfC•(A)[1] ≃ DAlgA is formally smooth.
Proof. Note first that the linear map
H∗(P) : HH∗(A)[1] → G = Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1]
induced by the period mapping (see Proposition 5.11) can be naturally identified with the
linear map HH∗(A) → ⊕i∈Z,j∈Z,r<0Homk(HHi(A),HHj(A) · t
r) which sends P to 1
t
IP (see
Remark 5.12). Thus, our condition amounts to the injectivity of the first linear graded map
H∗(P). Clearly, this graded map admits a left inverse (graded) map G → HH∗(A)[1]. If we
equip HH∗(A)[1] with the zero bracket, then this inverse is a morphism of dg Lie algebras. It
gives rise to
C•(A)[1]→ Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1] → HH
∗(A)[1]
where the left morphism is the period mapping in Proposition 5.11 which is an L∞-morphism.
The composite is an L∞-quasi-isomorphism. Thus C
•(A)[1] is quasi-isomorphic to HH∗(A)[1]
with the zero bracket. The final assertion follows from the same argument with the proof of
Theorem 5.7. ✷
Let us recall Calabi-Yau condition on A. We say that a smooth dg algebra A is Calabi-Yau
of dimension d if there is an isomorphism f : A → RHomAe(A,A ⊗ A)[−d] =: A
![−d] in the
triangulated category of dg A-bimodules (i.e. left dg Ae := A ⊗ Aop-modules), such that f =
f ![d] (see [9]). Here A has the A-bimodule structure given by the left and right multiplications,
A⊗A is endowed with the outer A-bimodule action of A⊗A, i.e. a · (a1⊗a2) ·a
′ := aa1⊗a2a
′,
and RHomAe(A,A ⊗ A) is a derived Hom complex. We use the projective model structure of
left/right dg A ⊗ Aop-modules. The A-bimodule structure on RHomAe(A,A ⊗ A) is given by
the inner bi-module action, i.e. a · (a1 ⊗ a2) · a
′ := a1a
′ ⊗ aa2.
Corollary 6.2. Let A be a Calabi-Yau algebra of dimension of d. Then C•(A)[1] is quasi-
abelian.
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Proof. It is enough to prove that the Calabi-Yau condition implies the hypothesis in The-
orem 6.1. Assume that A is Calabi-Yau of dimension d. Then by Van den Bergh duality [41,
Theorem 1] there is an element π ∈ HHd(A) such that
HHs(A)→ HHd−s(A),
which carries P to H∗(IP (π)), is an isomorphism for s ∈ Z. Indeed, this isomorphism is given
by
HHs(A) = Hs(RHomAe(A,A))
≃ Hs(RHomAe(A,A⊗A)⊗
L
Ae A)
≃ Hs(A[−d]⊗LAe A)
≃ Hs−d(A⊗LAe A)
= HHd−s(A),
where the the third identification is induced by a fixed morphism f : A→ A![−d], and ⊗L is the
derived tensor product. Let π be the image of 1A ∈ HH
0(A) under HH0(A) ≃ HHd(A). (It
is natural to think that π is the fundamental class of A.) As observed in [9, Theorem 3.4.3 (i)]
and its proof, the above isomorphism carries a class P in HHs(A) to H∗(IP (π)) in HHd−s(A).
Thus, the Calabi-Yau condition implies that the hypothesis in Theorem 6.1. ✷
Example 6.3. Let X be a smooth projective Calabi-Yau variety over k. Here Calabi-Yau
means that the canonical bundle is trivial. There is a dg algebra A such that the dg cate-
gory (or ∞-category) of dg A-modules are equivalent to that of (unbounded) quasi-coherent
complexes on X (see Remark 3.8). Then A is an example of a Calabi-Yau algebra. In this
case, it seems that Corollary 6.2 may be proved by using Kontsevich formality type result for
the Hochschild cochain complex C•(X)[1] of X and an analytic method by ∂∂¯-lemma (over
the complex number). However, our proof is purely algebraic. Moreover, it is also a “non-
commutative proof” of the noncommutative problem in the sense that the dg Lie algebra
C•(A)[1] depends only on the derived Morita equivalence class of A, and the proof does not
rely on the commutative world.
Example 6.4. There are interesting constructions of Calabi-Yau algebras due to the work of
Kuznetsov (see [26] and references therein). We consider the famous example that comes from a
smooth cubic fourfold X ⊂ P5. Let Perf(X) be the triangulated category (or the enhancement
by a dg category) of perfect comlexes on X, that is, the derived category Db(X). Let
AX = {F ∈ Perf(X)| RHomPerf(X)(OX(i), F ) ≃ 0 for i = 0, 1, 2}
be the orthogonal subcategory to the set of line bundles OX , OX(1), OX(2). Then AX is
a smooth and proper 2-dimensional Calabi-Yau category, and thus AX is equivalent to the
triangulated category (or the dg category) of perfect dg modules over a (smooth and proper)
2-dimensional Calabi-Yau algebra A (see Remark 3.7 for perfect modules). The Hochschild ho-
mology coincides with that of K3 surfaces, i.e., dimHH0(A) = 22, dimHH−2(A) = dimHH2(A) =
1 and the other terms are zero. Moreover, there is a smooth cubic fourfold X which does not
admit a K3 surface S such that AX ≃ Perf(S). These categories/algebras are called “noncom-
mutative K3 surfaces”. The fascinating other examples can be found in [26], [27]. We refer the
reader also to [35] for the various constructions and facts on smooth and proper algebras.
7. Infinitesimal Torelli theorem
The purpose of this Section is to prove the following infinitesimal Torelli theorem:
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Theorem 7.1. Let P : DAlgA → Gr be the period mapping constructed in Section 4.12. Suppose
that A is Calabi-Yau of dimension d. Then P is a monomorphism. Namely, for each R ∈ Artk
the induced map
P(R) : DAlgA(R)→ Gr(R)
sending the isomorphism class of a deformation A˜ of A to R to the isomorphism class of the
associated periodically trivialized deformation
(C•(A˜)[[t]], (C•(A)⊗R)((t))
tr ≃ C•(A˜)[[t]] ⊗R[t] R[t
±])
is injective.
Proof. We first consider the case when R = k[ǫ]/(ǫ2). According to Theorem 4.17, we can
interpret P(R) : DAlgA(R) → Gr(R) as SpfP(R) : SpfC•(A)[1](R) → SpfF(R). In addition, we
may and will replace P by
C•(A)[1]→ Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1]
in Proposition 5.11. We denote by P this L∞-morphism. Since the bracket on C
•(A)[1] ⊗mR
is zero, there is the natural isomorphism SpfC•(A)[1](R) ≃ HH
2(A). By Proposition 5.11, SpfP
sends an element P in HH2(A) to 1
t
IP ((t)) in End
0
k[t±](HH∗(A)((t)))/End
0
k[t](HH∗(A)[[t]]).
As in the proof of Theorem 6.1 and Corollary 6.2, the Calabi-Yau condition implies that
SpfP(R) = HH
2(A)→ End0k[t±](HH∗(A)((t)))/End
0
k[t](HH∗(A)[[t]])
is injective. Hence P(R) is injective when R = k[ǫ]/(ǫ2). Next we prove the general case by
induction on the length of the maximal ideal mR of R. To this end, let
0→ (ǫ)/(ǫ2)→ R→ R′ → 0
be an exact sequence where (ǫ)/(ǫ2) is a nonunital square-zero 1-dimensional k-algebras which
is the kernel of the surjective homomorphism R → R′ of Artin local k-algebra. Suppose that
SpfP(R
′) is injective. It is enough to prove that P(R) ≃ SpfP(R) is injective. To simplify
the notation, put L := C•(A)[1] and E := Endk[t±](HH∗(A)((t)))/Endk[t](HH∗(A)[[t]])[−1].
Let α, β be two elements in SpfL(R) such that SpfP(R)(α) = SpfP(R)(β) in SpfE(R). Note
that (SpfP(R)(α),SpfP(R)(β)) belongs to SpfE(R) ×SpfE(R′) SpfE(R). It follows from the in-
jectivity of SpfP(R
′) that the images of α and β in SpfL(R
′) coincide. Namely, (α, β) lies in
SpfL(R)×SpfL(R′)SpfL(R). Note that SpfL satisfies the Schlessinger’s condition “(H1)” (see [37,
2.21], [15, I.3.31]). In particular, the natural map SpfL(R×R′R)→ SpfL(R)×SpfL(R′)SpfL(R) is
surjective. Here R×R′R is not the tensor product but the fiber product of artin local k-algebras.
We write (r, r¯+aǫ) for an element in R×kk[ǫ]/(ǫ
2) where r¯ is the image of r in k ≃ R/mR. There
is an isomorphism of artin local k-algebras R×k k[ǫ]/(ǫ
2) ≃ R×R′ R which carries (r, r¯+aǫ) to
(r, r + aǫ). We identify SpfL(R×R′ R) with SpfL(R×k k[ǫ]/(ǫ
2)) ≃ SpfL(R)× SpfL(k[ǫ]/(ǫ
2)).
We choose an element (α, q) in SpfL(R) × SpfL(k[ǫ]/(ǫ
2)) which is a lift of (α, β). It will suf-
fice to prove that q is zero. Since SpfP(k[ǫ]/(ǫ
2)) is injective, we are reduced to showing that
SpfP(k[ǫ]/(ǫ
2))(q) is zero in SpfE(k[ǫ]/(ǫ
2)). For this, notice that E has the zero bracket and
the zero differential, so that the natural map
SpfE(R)× SpfE(k[ǫ]/(ǫ
2)) ≃ SpfE(R×R′ R)→ SpfE(R)×SpfE(R′) SpfE(R)
is an isomorphism. The composition SpfE(R) × SpfE(k[ǫ]/(ǫ
2)) → SpfE(R) with the first
projection (resp. the second projection) SpfE(R) ×SpfE(R′) SpfE(R) → SpfE(R) is induced
by the first projection (resp. R ×k k[ǫ]/(ǫ
2) → R defined by (r, r¯ + aǫ) 7→ r + aǫ). Thus,
(SpfP(R)(α),SpfP(R)(β)) corresponds to (SpfP (R)(α), 0). Taking account of the functoriality
of SpfP , we conclude that SpfP(k[ǫ]/(ǫ
2))(q) is zero. ✷
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