We consider the problem (MSSS) of nding a strongly connected spanning subgraph with the minimum number of arcs in a strongly connected digraph. This problem is NP-hard for general digraphs since it generalizes the hamiltonian cycle problem. We show that the problem is polynomially solvable for quasi-transitive digraphs. We describe the minimum number of arcs in such a spanning subgraph of a quasi-transitive digraph in terms of the path covering number. Our proofs are based on a number of results (some of which are new and interesting in their own right) on the structure of cycles and paths in quasitransitive digraphs and in extended semicomplete digraphs. In particular, we give a new characterization of the longest cycle in an extended semicomplete digraph. Finally, we point out that our proofs imply that the MSSS problem is solvable in polynomial time for all digraphs that can be obtained from strong semicomplete digraphs on at least two vertices by replacing each vertex with a digraph whose path covering number can be decided in polynomial time.
Introduction
We consider the following problem, which we denote by MSSS ( Minimum Spanning Strong Subgraph): given a strongly connected digraph D, nd a strongly connected spanning subgraph D 0 of D such that D 0 has as few arcs as possible. This problem, which generalizes the hamiltonian cycle problem and hence is NP-hard, is of practical interest and has been considered several times in the literature, see e.g. 1, 12, 15, 16, 17, 18] . The MSSS problem is an essential subproblem of the so-called minimum equivalent digraph problem (in fact, these two problems can be reduced to each other in polynomial time). Here one is seeking a spanning subgraph with the minimum number of arcs in which the reachability relation is the same as in the original graph (i.e. there is a path from x to y if and only if the original digraph has such a path). Since the MSSS problem is NP-hard, it is natural to study the problem under certain extra assumptions. In order to nd classes of digraphs for which we can solve the MSSS problem in polynomial time, we must consider classes of digraphs for which we can solve the hamiltonian cycle problem in polynomial time. This follows from the fact that the hamiltonian cycle problem can be solved if we can solve the MSSS problem.
In 17] the MSSS problem was considered for digraphs whose longest cycle has length r for some r. It was shown that if r 3, then the problem is polynomial and that it is NP-hard already when r = 5.
In this paper we study the MSSS problem for quasi-transitive digraphs. These digraphs have a nice, recursive structure 8], see Theorem 3.4. Using this structure, Gutin 14] proved that the hamiltonian cycle problem is polynomially time solvable for quasi-transitive digraphs. The approach used to solve the hamiltonian cycle problem in 14] involves solving the problem of nding a minimum path cover of a quasi-transitive digraph.
We give a lower bound for the number of arcs in any minimum spanning strong subgraph of an arbitrary given strong quasi-transitive digraph. This bound can be calculated in polynomial time using Gutin's algorithm for nding a hamiltonian cycle in a quasi-transitive digraph. We prove that this lower bound is also attainable for quasi-transitive digraphs 14]. The proof of this uses a new characterization of a longest cycle in an extended semicomplete digraph.
In the last section we point out the our methods imply that the MSSS problem can be solved e ciently for a much larger superclass of semicomplete digraphs than just quasi-transitive digraphs.
We remark that in 9], the MSSS problem was solved for various generalizations of tournaments. In particular polynomial algorithms were given for the classes of extended semicomplete digraphs and semicomplete bipartite digraphs. Furthermore, it was conjectured in 9] that the MSSS problem is also polynomially solvable for general semicomplete multipartite digraphs.
Terminology
We shall always use the number n to denote the number of vertices in the digraph currently under consideration. Digraphs are nite, have no loops or multiple arcs. We use V (D) and A(D) to denote the vertex set and the arc set of a digraph D. We shall use jDj (instead of jV (D)j) to denote the number of vertices in D. The arc from a vertex x to a vertex y will be denoted by xy. If xy is an arc, then we say that x dominates y and y is dominated by x. For disjoint subsets H; K V (D) we use the notation H)K to denote that there are no arcs from K to H.
By a cycle (path, respectively) we mean a directed (simple) cycle (path, respectively). If R is a cycle or a path with two vertices u; v such that u can reach v on R, then 
Results from other papers
In this section we list a number of results which we will use in the next sections. 
Longest cycles in extended semicomplete digraphs
In this section we prove a new characterization of a longest cycle in an extended semicomplete digraph. Besides being a very useful tool in our proof of the main result in the next section, this characterization is also of independent interest. In particular, it implies that, up to switching similar vertices, there is only one longest cycle in an extended semicomplete digraph.
Lemma 4.1 Let D be an extended semicomplete digraph with an independent set I. If C is a cycle subgraph covering I, then D contains one cycle C which covers I. Furthermore, given C and I, we can nd one cycle covering I in time O(n).
Proof: By discarding some cycles if necessary, we may assume that every cycle in C contains a vertex from I. If C contains at least two cycles, then let C; C 0 be distinct cycles from C. Let be the (unique) decomposition of D such that H 1 ; H 2 ; : : : ; H s are independent sets. Since S is semicomplete, it has a hamiltonian path P and since D is acyclic P is also a longest path in D. Note that since D is acyclic, P contains precisely one vertex from each H i . Now the claim follows by induction on k.
The following lemma is a special case of a more general result for semicomplete multipartite graphs 13]. Note that it also follows from Theorems 3.2 and 4.4 on the cycle C. This is a contradiction since C contains a vertex from each H i .
Thus we have shown that the strong extended semicomplete subgraph D 0 of D has a cycle factor. By Theorem 3.2, D 0 has a hamiltonian cycle C 0 . Now we obtain a contradiction to the assumption C was a longest cycle in D. Since D ? C is acyclic, we may assume (by Lemma 4.2) that P 1 starts at a vertex x and ends at a vertex y such that x has in-degree zero and y has out degree zero in D ? C. It follows that there is an arc cx from C to x and an arc yc 0 from y to C in D and hence we can glue P 1 onto C by adding the arcs cx; yc 0 . Remove P 1 and its vertices and consider the remaining paths. It follows by induction on k that adding P 2 ; P 3 ; : : :; P k one by one, using two new arcs each time, we can obtain a spanning strong subgraph D of D with jV j + k arcs.
Now we obtain a spanning strong subgraph of the quasi-transitive digraph D as follows: Since m i pc(W i ) for i = 1; 2; : : : ; s, each W i contains a collection of t i = m i paths P i1 ; P i2 ; : : :; P it i such that these paths cover all vertices of W i . Such a collection of paths can easily be constructed from a given collection of pc(W i ) paths which cover V (W i ). Let x i1 ; x i2 ; : : :; x it i be the vertex set of H i . Replace , where I r is an independent set of r vertices and S 0 is obtained from S by adding two new vertices x; y such that xy is an arc and x is dominated by all vertices of S and y dominates all vertices of S. Let C 0 be obtained by contracting each subpath of C which lies entirely inside some W i . Now delete all remaining arcs inside each W i . The resulting digraph T is extended semicomplete and has a decomposition T = S 0 I a 1 ; I a 2 ; : : :; I as ; I r ; I r ], where each I a j denotes an independent set on a j 1 vertices. Since inside every W i , we only contracted subpaths of C, it follows that a i pc(W i ) for i = 1; 2; : : : ; s. Furthermore, C 0 is a hamiltonian cycle in T.
Remove the vertices x 1 ; x 2 ; : : :; x r ; y 1 ; y 2 ; : : :; y r from C 0 . As the only arcs leaving each x i go to fy 1 ; y 2 ; : : :; y r g, this gives us a collection of r paths P 1 ; P 2 ; : : :; P r cover all vertices in T = S I a 1 ; I a 2 ; : : :; I as ]. Since all vertices inside the same independent set are similar, we can assume that P 1 ; P 2 ; : : : ; P r are paths in D 0 (D 0 was de ned in the beginning of the proof The proof above can easily be turned into an algorithm which nds a minimum spanning strong subgraph of a given quasi-transitive digraph D. The complexity of the algorithm is dominated by the time it takes to nd an optimal path cover in each W i . By Theorem 3.6 this can be done in O(n 4 ) time. 6 Remarks and open problems
In order to speed up the algorithm implied by the proof of Theorem 5.3, one would need to nd a faster algorithm for nding a hamiltonian cycle in a quasi-transitive digraph. One approach (following Gutin's idea in 14]) would be to nd a faster algorithm for the path cover number of quasi-transitive digraphs. This as well as nding a completely di erent method for solving the hamiltonian cycle problem in quasi-transitive digraphs seems to be challenging open problems.
For another paper which makes good use of the nice recursive structure of quasitransitive digraphs we refer the reader to 6] in which the problem of nding a heaviest cycle (with respect to weights on the vertices) was solved for quasi-transitive digraphs.
Below we point out that the proofs of our theorems imply a polynomial time algorithm for a much larger class of digraphs than just quasi-transitive digraphs. For every natural number t, let t be the class of all digraphs for which an optimal path cover can be found in polynomial time O(n hamiltonian if and only if D 0 has a cycle subgraph which covers at least pc(W i ) vertices of H i , i = 1; 2; : : : s.
Gutin's approach to solving the hamiltonian cycle problem for quasi-transtive digraphs easily extends to a proof of the following. 
