Registration plays an important role in group analysis of di usion-weighted imaging (DWI) data. It can be used to build a reference anatomy for investigating structural variation or tracking changes in white matter. Unlike traditional scalar image registration where spatial alignment is the only focus, registration of DWI data requires both spatial alignment of structures and reorientation of local signal proles. As such, DWI registration is much more complex and challenging than scalar image registration. Although a variety of algorithms has been proposed to tackle the problem, most of them are restricted by the di usion model used for registration, making it di cult to t to the registered data a di erent model. In this paper we describe a method that allows any di usion model to be tted a er registration for subsequent multifaceted analysis. is is achieved by directly aligning DWI data using a large deformation di eomorphic registration framework. Our algorithm seeks the optimal coordinate mapping by simultaneously considering structural alignment, local signal pro le reorientation, and deformation regular- * Corresponding author.
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. Introduction
Di usion-weighted imaging (DWI) is widely used to non-invasively study white matter microstructure and ber tracts in the human brain. e information provided by DWI is helpful for identifying pathological damages associated with brain diseases (e.g., stroke [ ], Alzheimer's disease [ , , , ] , and schizophrenia [ ]) and brain changes associated with normal development [ ].
To quantify white matter changes, a common space is required where images of patients and healthy controls can be spatially normalized and compared. Image registration is used to build such space and to spatially normalize the images by warping them to the space.
Traditional scalar image registration techniques are not directly applicable to di usion-weighted images. When di usion-weighted images corresponding to different di usion gradient directions are put together, each voxel location encodes a vector-valued signal pro le that provides information on the segment of the ber bundle that traverses the voxel. As such, registration of di usion-weighted images requires not only the spatial alignment of anatomical structures, as in scalar image registration, but also the reorientation of signal pro les with respect to the surrounding anatomical structures, which is not considered in scalar image registration. DWI registration is thus much more complicated and challenging than scalar image registration.
A common approach to registering di usion-weighted images is to t some diffusion model to the images to estimate angular quantities, such as orientation distribution functions (ODFs), and then incorporate such information into a registration algorithm for structural alignment. ere are a number of choices of di usion models as well as registration algorithms, leading to a variety of DWI registration methods.
Early work uses the relatively simple di usion tensor model [ , , , , , ] . However, the di usion tensor model can only characterize one principal ber direction at each voxel and thus is unable to handle complex ber con gurations such as crossings. It has been found that at least one third of voxels in white matter have complex ber con gurations [ ]. Obviously, failure to reorient the signal pro les in those voxels will lead to misalignments of microstructure.
To deal with crossing bers, a number of researchers [ , , , , , , ] attempted to use more complicated di usion models. However, the aligned data generated by the above approaches are not in the form of di usion-weighted images. e ability to produce di usion-weighted images as nal registration outcome is important for common-space analysis using di usion models without well-de ned warping and reorientation methods. Both methods regard spatial alignment and local signal pro le reorientation as two separate components, and perform optimization by alternating between (i) computing the spatial mapping without considering reorientation, and (ii) reorienting the data using the resulting mapping. Although this strategy is simple, it ignores the crucial role reorientation plays in correspondence establishment.
As shown in [ ], a better but more complicated strategy is to integrate the two components into a single cost function and explicitly take into account reorientation during registration. In this paper we describe a method that is able to register DWI data in the Q-space in a single framework where image matching, data reorientation, and deformation regularization are considered simultaneously. 
. Outline of the Approach
Our method consists of two components: ( ) DWI data reorientation (Section ) and ( ) an LDDMM-based registration algorithm (Section ). e rst component achieves reorientation in the Q-space while the second one provides a registration framework where alignment and reorientation are considered simultaneously. To simultaneously register anatomical structures at di erent scales we use a multi-kernel strategy [ ]. is is to introduce a natural multi-resolution property to our registration algorithm and to provide an intuitive way of parameter tuning based on the desired scales that should be captured by the registration. Details are given in Section . . is work has three major contributions. First, we propose a non-rigid registration algorithm for direct registration of DWI data. is allows any di usion model to be tted to the aligned data for subsequent multifaceted analysis. Second, we incorporated spatial alignment and local reorientation into a single cost function. In contrast to [ ] and [ ], our method does not rely on multi-shell data, which require long acquisition time. Last but not least, we derive the gradient of the cost function and describe in detail the numerical implementation.
. Reorientation of DWI Data
We now brie y review the major concepts involved in reorientation using DBFs [ ].
. . Decomposition of Signal Pro le
Let S(q i ) be the di usion signal measured in direction q i (i = , . . . , M). It can be represented by a set of N DBFs:
where f (q i λ , λ , µ j ) is the j-th DBF, w j is the associated weight, and f is a constant component representing isotropic di usion. Speci cally, the j-th DBF is dened by
where b is the di usion weighting and
di usion tensor. λ and λ control the shape of the tensor, {µ j } is a pre-de ned set of tensor principal directions and I is an identity matrix representing an isotropic tensor. We generated {µ j } via spherical tessellation by subdividing the faces of an icosahedron.
which is essentially the p.d.f. of the Watson distribution [ ]. is simpli ed model has been used in our previous work [ , ] . In this work we use the more general model ( ).
Let S be the signal vector, then we have S = Fw, where
and
Since typically, M < N + , this is a set of under-determined linear equations, which can be solved by an L -regularized least-squares solver with a non-negative constraint (see [ ] for details).
. . Reorientation of Signal Pro le
At each voxel, a local a ne transformation A is used to reorient the directions of the DBFs, i.e. µ ′ j = Aµ j Aµ j . A is estimated locally from a typically non-linear mapping and hence varies spatially. e reoriented DBF matrix, F ′ , is calculated based on µ ′ j as follows
e orientation-recti ed signal pro le is then computed as S ′ = F ′ w. Note that the isotropic component is not reoriented.
.
LDDMM-based DWI Registration
LDDMM techniques [ , , , ] are designed for di eomorphic registration when the object of interest undergoes large shape variation. Initially formulated for scalar image registration [ ], it was later extended for registering vector elds [ ]. In this work, we further extend it for DWI registration.
Let I be the source image and I be the target image. e goal of the LDDMM algorithm is to minimize the following cost function
where v t is a time-dependent velocity eld that needs to be estimated, σ > is a regularization constant, and ϕ s,t is a mapping induced by v t , transforming a voxel from its position at time s to its position at time t (e.g., ϕ , (x) transforms a voxel
at position x at time to its position y = ϕ , (x) at time ).
where V is a Hilbert space in which the velocity eld resides,
and L is a proper di erential operator which, when appropriately chosen, guaran-
Here we use a multiGaussian kernel scheme [ ] for simultaneous multi-scale registration.
Since our focus is on DWI registration, we further assume that I is a vectorvalued image representing di usion signal vector S at each position x, i.e. I(x) ≡
S(x).
We denote the i-th element of I(x) as I i (x). We de ne the action of a mapping ϕ on I as
where W is a vector-valued weight image associated with I, containing a sparse weight vector w at each x, i.e. W(x) ≡ w(x), and F ϕ (x) is a matrix-valued image containing the reoriented DBFs, with the voxel at x given by
where D⋅ is the Jacobian operator. From ( ), we can see that ϕ spatially transforms the sparse weights and reorients the DBFs via F ϕ (x). W is computed by tting the DBFs to the DWI data as described in Section .
To re ect reorientation, we rewrite the cost function ( ) as
where W is the weight image associated with I . By computing the variation of E(v) w.r.t. v, the gradient of ( ) can be obtained as
Ω is a bounded domain in R d and x ∈ Ω. e detailed derivation is given in Appendix A.
Apart from v t , there are three other terms in ( ). If no reorientation is involved, the rst two terms will vanish and it is easy to show that ( ) is equivalent to the gradient for scalar image registration as given in [ ]. When reorientation is in e ect, the rst two terms contribute to updating {v t } by using mappings estimated e mappings at each iteration are generated by integrating {v t } over time. See Section . for details.
in the preceding iterations to reorient the directions of the DBFs. is reveals how spatial alignment and reorientation interact with each other. In contrast, spatial alignment and reorientation are regarded as two separate components in [ , ] .
. Numerical Implementation Details
We now describe the numeric implementation details of our algorithm, including multi-Gaussian kernel, mapping computation, and gradient descent optimization.
. . Multi-Kernel Scheme
Instead of de ning L, we follow the approach proposed by Risser et al. [ ] to
de ne a multi-Gaussian kernel K to achieve the desired smoothness. Speci cally,
K is realized by a set of weighted Gaussian kernels
where a l is the weight of the l-th Gaussian kernel and Σ l is a diagnal covariance matrix de ned by a scale factor σ l , i.e. Σ l = σ l I, where I is an identity matrix.
To estimate a l we need to perform a pre-registration step to estimate the maximum update of v at each position x, i.e. τ l = max({ δv δv at ∀x ∈ Ω}), where δv can be computed via ( ) by setting ϕ t, = ϕ t, = id, where id is an identity mapping, v t = , and K = N ( , Σ l ). en a l is calculated as the reciprocal of τ l and normalized such that ∑ a l = .
. Mapping Computation
Suppose the time interval is [ , ], there are n time points {t p p = , , . . . , n} evenly distributed in this interval, i.e. t p = p n and the time point is denoted by t .
To update the gradient using ( ), we have to compute the forward mappings {ϕ tp , } and backward mappings {ϕ tp , } at each time point t p . is can be obtained via a backward integration by assuming that ϕ tn , = ϕ t , = id. Speci cally, the forward mapping ϕ t, and backward mapping ϕ t, can be computed by concatenating a set of small mappings [ ], i.e.
where {v tp } is a series of velocity elds.
. Gradient Descent
Once we have computed the gradient using ( ), we can use any gradient descent algorithm to solve ( ). In this work we use line search for gradient descent. A summary of the algorithm is given in Algorithm .
. Experiments
DWI data were acquired from adults using a Siemens T TIM Trio MR Scanner with an EPI sequence. Di usion gradients were applied in non-collinear directions with di usion weighting b = s/mm . e imaging matrix was × with a eld of view of × mm . contiguous slices with thickness of mm covered the whole brain. A di usion tensor model was tted to the signal vector at each voxel, leading to a eld of di usion tensors. e eigenvalues corresponding to the principal eigenvectors were then computed for each tensor. By using a region of interest (ROI) de ned at the corpus callosum, which is known to contain coherent single-orientation ber bundles, we computed λ by averaging the eigenvalues 
for each α do
end for : compute current energy E ′ using ( ) return E, inf{α} : end function corresponding to the rst principal directions. We then computed λ as the mean of the eigenvalues corresponding to the second and third principal eigenvectors.
We randomly chose an image as the target image and used the rest as source images. For each image, we t the DBFs, with directions uniformly distributed on a unit sphere, to estimate the associated weight image, which was then used to obtain a reconstructed version of the image. A set of a ne transformations was estimated between the target image and each source image using their anisotropy images computed from the reconstructed data. We then reconstructed each source image again using the associated weight image by taking into account the a ne transformation (see ( )). e resulting reconstructed source images were used for both DWI and di usion tensor imaging (DTI) registration. We compared our method (Section ), which we will refer to as LDDMM-DWI, with the following registration strategies:
is is a registration scheme that iteratively ( ) warps and reorients the source and target images based on an estimated mapping; ( ) estimates a new mapping that further aligns the two resulting images via a geodesic shooting algorithm; ( ) concatenates the estimated mapping with the one estimated in the previous iteration. e source image is reconstructed using the composite mapping together with an a ne transformation, whereas the target is reconstructed without any transformation. At each stage the reconstruction is done by using an increasing number of di usion directions.
( ) DTI Registration: For each image we computed a DT image by tting the diffusion tensor model to the reconstructed data. We then registered each source DT image to the target DT image using DTI-TK [ ].
A ne DTI-TK Naïve LDDMM-DWI LDDMM-DWI Figure : e mean RMS error images (top) and the close-ups of regions marked by black circles (bottom). Note that the images were not sliced for le -right symmetry.
For LDDMM-DWI, we ran line search for iterations. For naïve LDDMM-DWI [ ], we performed the registration in stages: iterations in the rst two stages, in the middle stages, and and in the last two stages. In each stage, the number of di usion directions was , , , , , and , respectively. e default parameters provided on the DTI-TK website were used for DTI registration.
To quantify the comparison, we computed the voxel-wise root mean square (RMS) error between the target image and each of source image, warped and reoriented using the estimated a ne and non-linear mapping. Averaging the resulting RMS error images across subjects for each method leads to the mean images shown in Fig. . For reference, we also show the mean RMS error image of source http://dti-tk.sourceforge.net/pmwiki/pmwiki.php Table . For each method, we also computed the mean intensity value of the RMS error image associated with each subject and used these means to perform two-tailed student's t-tests using LDDMM-DWI as the baseline. e results, given in the same table,
indicate that the performance di erences are statistically signi cant.
From Fig. , it is clear that LDDMM-DWI signi cantly improves the alignment of white matter structures, such as the internal capsule. A ne registration and naïve LDDMM-DWI do not take into account reorientation in the optimization process and are hence less e ective in white matter alignment. Although DTI-TK explicitly considers reorientation during optimization, it can only handle one principal ber direction per voxel and thus ambiguity will occur where ber conguration is complex. e quantitative results given in Table show that LDDMM-DWI outperforms the other methods and reduces overall mismatching error (e.g., smaller median).
To further demonstrate the e cacy of LDDMM-DWI, we compared the similarity of ODFs (for high-anisotropy voxels) computed from the target image and A ne DTI-TK Naïve LDDMM-DWI LDDMM-DWI . Figure : e mean sKL divergence images (top) and the close-ups of regions marked by yellow circles (bottom). Note that the low-anisotropy regions were not masked out for display purpose.
each source image using the symmetrized Kullback-
where p and p are the ODFs and s is a vector de ned on the unit sphere S . e mean sKL divergence images resulting from each method are given in Fig. and the statistics of the mean images are given in Table . Similarly, we can see that LDDMM-DWI works much better than other registration methods and reduces white matter misalignment. .
Conclusion and Discussions
We have described a method for directly registering the DWI data under large deformation. is is achieved by incorporating a DWI data reorientation tech- 
Appendix A. Derivation of the Gradient of the Cost Function
To minimize the cost function ( ), we consider a small perturbation of v ∈
. e variation of energy functional E(v) w.r.t v can be obtained as
where ∂ h E(v) is the Gâteaux derivative of E and ∇ v E is the Fréchet derivative of E. e variation of E (v) = ∫ v t V dt can be obtained easily as follows
Now focusing on the variation of
where Ω is a bounded domain in R d and y ∈ Ω.
at y is given by
Note that we drop y for simplicity, i.e. ϕ v+єh ,
e di erentiation of each non-zero element in the above matrix yields
Note that nowμ j = (Dϕ 
We now deal with the two terms in the above equation one by one:
where we have used Dϕ
Also, we have
where G is a vector-valued image and the i-th element of its voxel at y is given by
where
and [w , . . . , w N ] T is the sparse weights of W at po-
, we can then compute G i (y) as
Now we can rewrite ∂ h E (v) as
By changing the variable,
we have 
Hence, the variation of E (v) is given by 
