Multivariate dependence of spacings of generalized order statistics is studied. It is shown that spacings of generalized order statistics from DFR (IFR) distributions have the CIS (CDS) property. By restricting the choice of the model parameters and strengthening the assumptions on the underlying distribution, stronger dependence relations are established. For instance, if the model parameters are decreasingly ordered and the underlying distribution has a log-convex decreasing (log-concave) hazard rate, then the spacings satisfy the MTP 2 (S-MRR 2 ) property. Some consequences of the results are given. In particular, conditions for non-negativity of the best linear unbiased estimator of the scale parameter in a location-scale family are obtained. By applying a result for dual generalized order statistics, we show that in the particular situation of usual order statistics the assumptions can be weakened.
Introduction
The concept of generalized order statistics was introduced in [1] (see also [2] as a common approach to several models of ordered random variables. Kamps [1] defined uniform generalized order statistics by specifying their joint density function. A quantile transformation yields generalized order statistics based on an arbitrary distribution function F . Let γ 1 , . . . , γ n > 0.
If F is absolutely continuous with density f , then the joint density of generalized order statistics X 
(1.1)
Particular choices of the model parameters γ 1 , . . . , γ n lead to different stochastic models, e.g., order statistics (γ r = n−r +1) or records (γ r = 1). Further examples are progressively type II censored order statistics, k-record values and certain types of sequential order statistics and Pfeifer records. A detailed survey of included models can be found in [3, 4] . The purpose of this paper is to give conditions for certain multivariate dependence properties of the spacings
(with X Recently, Cramer [6] studied the dependence structure of generalized order statistics and extended their result to the larger model. Dependence orderings for pairs of generalized order statistics are considered by Khaledi and Kochar [7] . Khaledi and Kochar [8, 9] deal with dependence relations of concomitants of order statistics. Furthermore, Karlin and Rinott [5] mentioned that spacings of usual order statistics from log-convex densities also possess the MTP 2 property. Khaledi and Kochar [10] consider a particular generalization of this result to spacings of order statistics from exchangeable random variables. Additionally, they treat order statistics from non-identically distributed exponential random variables. Hu et al. [11] extend a result for spacings based on non-identically distributed exponential random variables and deal with stochastic comparisons. Results on stochastic comparisons of spacings of generalized order statistics can be found in [12] [13] [14] [15] . In the following, we prove an extension of the result of Karlin and Rinott [5] to spacings of generalized order statistics. Moreover, conditions for negative dependence relations between the spacings are derived. The paper is organized as follows: In the next section we establish the CIS (CDS) property of spacings of generalized order statistics from DFR (IFR) distributions. Furthermore, by restricting the choice of the model parameters and imposing stronger assumptions on the underlying distribution function, stronger concepts of multivariate dependence, namely the MTP 2 and S-MRR 2 properties, are shown. Some consequences of the results are given. In the last section we are concerned with an application to non-negativity of best linear estimators of the scale parameter in a location-scale family. By applying a result for dual generalized order statistics, we show that in the particular situation of usual order statistics weaker assumptions can be required.
In this paper, increasing (decreasing) means non-decreasing (non-increasing). Moreover, F denotes a continuous distribution function with survival function F = 1 − F . The right and left endpoints of the support are denoted by α(F ) and ω(F ), respectively. If F is absolutely continuous with density f , the hazard rate of F is defined by
, t ∈ (α(F ), ω(F )), 0, otherwise.
Multivariate dependence of spacings of generalized order statistics
At first, we consider the CIS and CDS notions of multivariate dependence (see [16, 17] ). The CIS (CDS) property is regarded as a concept of positive (negative) dependence.
Definition 2.1.
A random vector (X 1 , . . . , X n ) is said to be conditionally increasing (decreasing) in sequence (CIS (CDS)) if the conditional probabilities
are increasing (decreasing) in x 1 , . . . , x j−1 for every j ∈ {2, . . . , n}.
It will turn out that the dependence structure of spacings depends on aging properties of the underlying distribution function F . Recall that a continuous distribution function F has the IFR (DFR) property iff the hazard function R F = − ln F is convex (concave) on (α(F ), ω(F )). If F is absolutely continuous, it is sufficient to require that the hazard rate λ F is increasing (decreasing) on (α(F ), ω(F )). Every distribution function F which is IFR or DFR must be necessarily strictly increasing on (α(F ), ω(F )).
The following properties of convex and concave functions are well known. Since they will be frequently used in the sequel, they are stated separately.
the following inequality holds:
We give the first main result.
Theorem 2.3. Let F be DFR (IFR). Then
Proof. Let s 1 > α(F ) and s 2 , . . . , s j > 0 with s 1 + · · · + s j−1 < ω(F ). From the Markov property of generalized order statistics (see [1, 18] ), we conclude
Hence, the result follows from the DFR (IFR) property (see Lemma 2.2).
Remark 2.4. (i)
It is well known that spacings of usual order statistics from a DFR distribution are CIS (see, e.g. [16] , p. 151).
The CDS property of spacings for underlying IFR distributions can be found in [19] . (ii) The CIS property is related to another important concept of positive dependence, namely association (see [16] , p. 29).
If the random vector S * = (S (1) * , . . . , S (n) * ) is CIS, then it is also associated (see [16] , p. 146). Note that association is equivalent to the condition
for all increasing functions g, h : R n → R. Therefore, spacings of generalized order statistics from a DFR distribution are always non-negatively correlated.
For comparison with later results, we state the following corollary to Theorem 2.3. The given orthant dependence properties generally hold for associated random variables (see, e.g., [20] , p. 126).
and positive lower orthant dependent (PLOD), i.e.
Cramer [6] shows that generalized order statistics are positively dependent by establishing the MTP 2 property of their joint density function. MTP 2 is a stronger dependence concept than CIS (see [20] , p. 127). By strengthening the assumptions of Theorem 2.3 we establish the MTP 2 property and its counterpart of negative dependence, the MRR 2 property, of spacings of generalized order statistics. Let
for x, y ∈ R n . Then Karlin and Rinott [5, 21] introduced both concepts as follows. 
(ii) Let the distribution of the random vector X = (X 1 , . . . , X n ) have a density f X with respect to a product measure
In the following only densities with respect to the n-dimensional Lebesgue measure will be considered. If F is absolutely continuous with density f , we obtain from (1.1) via a change of variables the following density of spacings of generalized order statistics (with γ n+1 := 0)
where 1 A denotes the indicator function of a set A ⊂ R. The following theorem generalizes a result for spacings of usual order statistics (see [5] , p. 483). 
Let F be DFR and let λ F be log-convex on (α(F ), ∞).
According to [16] , p. 77, Lemma 5.9, ω(F ) = ∞ and the log-convexity of f yield that F is DFR, i.e. ln F is convex on (α(F ), ∞). Consequently, every η j is log-convex on (α(F ), ∞) by assumption. Now the joint density of S (1) * , . . . , S (n) * can be written as 
Consequently, the functions
are MTP 2 . Since the product of MTP 2 functions inherits the MTP 2 property, the assertion follows. For proving the result under assumption (b) define
and argue as above.
Remark 2.8. (i) Both sets of assumptions in Theorem 2.7 require the DFR property of F . In particular, note that the right endpoint of the support of an absolutely continuous DFR distribution is generally given by ω(F ) = ∞ (see [22] ).
Therefore, since MTP 2 is a more restrictive condition than CIS, Theorem 2.7 yields a stronger dependence relation than Theorem 2.3 by imposing stronger assumptions. (ii) Clearly, the assumption on the model parameters in (b) is weaker than in (a). However, the assumptions on the underlying distribution must be strengthened. This follows from the representation
and the fact that the DFR property implies concavity of the hazard function R F .
(iii) Log-convexity of λ F does not necessarily imply the DFR property of F . For example, consider the truncated extreme value distribution (cf. [23] )
Its hazard rate λ F (t) = exp(t) is strictly increasing and log-convex. In [25] this distribution was used to show that log-convexity of λ F does not imply log-convexity of f .
(iv) Distributions with decreasing log-convex hazard rate are, for instance, the Weibull distribution with shape parameter ≤ 1, the Gamma distribution with shape parameter ≤ 1 and Pareto distributions.
The MTP 2 property leads to many interesting conclusions. Some of them will be given subsequently, a more detailed account can be found in [5] . For the moment we turn our attention to the MRR 2 case. By arguing similarly to the preceding proof an analogous condition for spacings to be MRR 2 can be established.
Theorem 2.9. Let F be an absolutely continuous distribution function with density f and hazard rate λ F . Let f be positive on (α(F ), ω(F )). Moreover, let one of the following sets of conditions be satisfied:
Proof. Define η j , 1 ≤ j ≤ n, as in the proof of Theorem 2.7. Log-concavity of f yields that F is IFR (see [16] , p. 77, Lemma 5.8). Moreover, if λ F is log-concave, then f (and F ) is also log-concave (cf. [23] ). Thus, every η j is log-concave on (α(F ), ω(F )) by assumption. By arguing similarly to the proof of Theorem 2.7 we conclude that the functions
are MRR 2 . Note that the indicator function with the sum in the argument is MRR 2 . Since the MRR 2 property is preserved under formation of products, it follows that the density of (S
Unfortunately, there is an important disadvantage of the MRR 2 concept. In contrast to MTP 2 , the MRR 2 property is not preserved under marginalization. Therefore, Karlin and Rinott [21] proposed a stronger concept without this deficiency, the S-MRR 2 property. Before we give the definition we recall some notions from the theory of total positivity.
Definition 2.10. (a) A function
in every pair of variables when the other n − 2 variables are held fixed.
Remark 2.11. Obviously, MTP 2 (MRR 2 ) functions are also TP 2 (RR 2 ) in pairs. The converse conclusion is false in general (cf. [26] for a counterexample; see also [27] ). However, for functions h such that h > 0 on R n , the respective properties are equivalent. According to Karlin and Rinott [5] , Proposition 2.1 (see also [21] , p. 500) the positivity assumption can be replaced by certain restrictions on the support. For instance, it is sufficient to verify RR 2 in pairs for proving MRR 2 
In the following definition the notion of a Polya frequency function of order 2 (PF 2 function) is used. A function ϕ :
It is seen from [28] , Theorems 1.7 and 1.8 on p. 159, that a measurable function ϕ is PF 2 iff there exists an interval I of the real line such that ϕ is strictly positive on I and vanishes elsewhere and ln ϕ is concave on I. For instance, the indicator function of an interval is PF 2 . Now, the S-MRR 2 property can be defined as follows (see [21] ). Definition 2.12. Let n ≥ 3. Let the distribution of the random vector X = (X 1 , . . . , X n ) have an MRR 2 density f X with respect to a product measure µ = µ 1 ⊗ · · · ⊗ µ n of σ -finite measures µ 1 , . . . , µ n . Suppose that for every k ∈ {1, . . . , n − 2}, any pairwise different indices j 1 , . . . , j k ∈ {1, . . . , n} and any PF 2 functions ϕ 1 , . . . , ϕ k such that the marginal
Then the density f X as well as the random vector X are called strongly MRR 2 (S-MRR 2 ).
It turns out that the conditions given in Theorem 2.9 are also sufficient for spacings of generalized order statistics to be S-MRR 2 . In order to prove this, we need some preservation laws. The following properties are refinements of results given in [9] . Lemma 2.13. Let Λ, X and Ξ be intervals of the real line R. Let p be a positive function on R 3 and ϕ be an arbitrary
is defined and finite on Λ × X.
Proof. Since indicator functions of intervals are PF 2 , 1 (c,∞) (ξ − λ) and 1 (e,∞) (λ − x) are TP 2 in (λ, ξ ) and (λ, x), respectively, and 1 (−∞,d) (x + ξ ) is RR 2 in (x, ξ ). In particular, the required TP 2 and RR 2 properties of g are essentially assumptions on the function p.
In the following we will only prove (b), (a) can be shown similarly. Let λ 1 , λ 2 ∈ Λ and
Notice that f is is RR 2 in (λ, x), TP 2 in (λ, ξ ) and RR 2 in (x, ξ ). From the proof of Lemma A.1 in [8] it follows that the assertion is equivalent to the non-positivity of the expression
Therefore, it is sufficient to show that the integrand is non-positive. If λ 1 , λ 2 , x 1 , x 2 , u, ξ are chosen such that any g's or ϕ's corresponding to the f 's are zero, then it can be easily shown by utilizing the TP 2 and RR 2 assumptions on g and ϕ that the integrand is non-positive. Consequently, without loss of generality, it is assumed that λ 1 , λ 2 , x 1 , x 2 , u, ξ are chosen such that all g's and ϕ's and, consequently, all f 's in the integrand are positive. By arguing similarly to [8] , the following inequalities for the integrand can be verified:
The first inequality follows from the non-positivity of the expression in square brackets (since f is RR 2 in (λ, x) and (x, ξ )) and the fact that this expression is multiplied with a positive ratio which is bounded by one (since f is TP 2 in (λ, ξ )). The second inequality is valid because f is RR 2 in (λ, x). This proves the assertion.
Now we are in the position to prove the claimed result.
Theorem 2.14. Let the assumptions of Theorem 2.9 be given. Then (S
Proof. According to Theorem 2.9 the density of S
(1) * , . . . , S (n) * is MRR 2 under the given assumptions. Now we want to show the property given in Definition 2.12. Again, we define η j , 1 ≤ j ≤ n, as in the proof of Theorem 2.7. By assumption, every η j is log-concave on (α(F ), ω(F )). Let 1 ≤ k ≤ n − 2 and let (without loss of generality 
and β l , 1 ≤ l ≤ k, in a recursive way in order to study the integral (2.2). Let
Put j 0 := n + 1 and let
Notice that there exist positive functions p 0 , . . .
2) is zero). Now, to prove the S-MRR 2 property, we must
show that
is MRR 2 in the variables (s i ) i∈{1,...,n}\{j k ,...,j 1 } . The proof is divided into three steps:
Step 1: Reduction to assertion (A1)
is RR 2 in (s u , s v ).
Proof. In order to show that the MRR 2 -property of h can be reduced to assertion (A1), we notice that (2.6) is positive iff
Therefore, it is sufficient to show that (2.6) is RR 2 in pairs (see Remark 2.11). Due to the log-concavity of the η m 's, in (2.6) the product of η m 's outside the integral is immediately seen to be RR 2 in pairs. Consequently, it is sufficient to consider only the integral in (2.6). The change of variables s j k → s j k − s u in this integral leads to assertion (A1).
Step 2: Reduction to assertion (A2)
Proof. We will show that (A2) implies (A1). In order to prove this, we note at first that the factor
in the integrand of (2.7) is RR 2 in (s u , s v ), TP 2 in (s j k , s u ), and RR 2 in (s j k , s v ) which is seen from the following decomposition:
(usually some of the products are empty). Observe that due to the log-concavity of the η m 's the first product is TP 2 in (s j k , s u ) and the third product is RR 2 in (s j k , s v ). Because none of the products does depend on both s u and s v , the function is also trivially RR 2 in (s u , s v ). Consequently, if assertion (A2) is assumed to be valid, then the product
Consequently, in (2.7) the assumptions of Lemma 2.13(b) are fulfilled by choosing λ = s u , x = s v , ξ = s j k with c = c j k and
Thus, if (A2) holds, then (A1) also holds. It remains to show (A2).
Step 3: Proof of assertion (A2)
Let l ∈ {0, . . . , k − 1}. In the following, we will show that h l : (s u , s v ) ,
Then the choice l = k − 1 yields (A2). The proof proceeds by induction. For l = 0 we obtain from (2.3) that
Since indicator functions of intervals possess the PF 2 property, h 0 is RR 2 in (s j 1 , s v ) . Moreover, h 0 is trivially RR 2 in (s u , s v ) and TP 2 in (s j 1 , s u ) . Thus, the assertion is true for l = 0. Now suppose that the assertion is true for l − 1. Let
By utilizing (2.4), we obtain
The change of variables s j l → s j l − s j l+1 leads to
and (because j l+1 < j l and j k < j l )
Consider the decomposition 
has the same properties. Moreover, because j l+1 < j l < j l−1 and j k < j l−1 we conclude from (2.5) that (s j l , s u ), and RR 2 in (s j l , s v ) . In addition to that, ϕ l (s j l − s j l+1 ) trivially satisfies the same properties. By choosing λ = s u , x = s v , ξ = s j l with c = −∞ and The proof is complete.
Remark 2.15. (i) Similar to Theorem 2.7, 2.14 yields a stronger result than Theorem 2.3 by strengthening the assumptions. This is obvious from the preceding proof and the fact that S-MRR 2 implies CDS (cf. [29] , Propositions 2.7 and 3.5; there the result is stated only for positive random vectors, however it is valid for general random vectors). (ii) Theorem 2.14 can be regarded as an extension of a well known result for usual order statistics to a larger class of models and underlying distribution functions. Let X = (X 1 , . . . , X n ) be a random vector which follows a Dirichlet distribution with parameters θ 0 , . . . , θ n > 0, that is, its density on R n is given by
Block et al. [30] (see also [21] , Example 2.2) have shown that X is S-MRR 2 
then X has the same distribution as spacings of usual order statistics from a standard uniform distribution (see [31] , p. 238). Here, this relation can be easily seen from (2.1) by choosing the appropriate model parameters (γ j = n − j + 1, 1 ≤ j ≤ n). Notice that the density of the uniform distribution is trivially log-concave. Therefore, this result for usual order statistics is just a particular case of Theorem 2.14. (iii) Log-concavity of the density function implies strong unimodality (see [32] , Theorem 1.10). Due to this connection it is well known that, for instance, normal, Weibull (with shape parameter ≥ 1), Gamma (with shape parameter ≥ 1) and logistic distributions have log-concave densities (cf., e.g., [33] ). Moreover, it can be shown that even the hazard rates of these distributions are log-concave. Therefore, Theorem 2.14 can be applied to get results for records from these distributions.
(iv) It is easily seen from the preceding proof that the joint density function of (S (1) * , . . . , S (n) * ) is multivariate log-concave (cf.
[32], p. 47) when the conditions of Theorem 2.14 are satisfied. Then each univariate marginal distribution function is strongly unimodal (see [32] , p. 61, Thm. 2.16). In the particular setting of generalized order statistics, this extends a result given in [23] for univariate marginal distributions of inter-epoch times of a relevation counting process.
We collect some consequences of Theorems 2.7 and 2.14. The first corollary states that the dependence properties transfer to the joint distribution and survival functions.
Corollary 2.16. Let the assumptions of Theorem 2.7 (Theorem 2.14) be given. Then the distribution function
and the multivariate survival function
Proof. The assertions can be deduced from [30] , Remark (ii), p. 767. For completeness, we give a short derivation here. At first, we observe that the functions 1 (y,∞) (x) = 1 (0,∞) (x − y) and 1 (−∞,y] (x) = 1 (−∞,0] (x − y) are TP 2 in (x, y) due the PF 2 property of indicator functions of intervals. Now we treat the MTP 2 situation. Consider
Since the product of indicator functions inside the integral is MTP 2 in (s 1 , . . . , s n , x 1 , . . . , x n ) the MTP 2 property of the joint distribution function follows from [5] , Proposition 3.4. The proof for the survival function is carried out analogously. We turn to the MRR 2 situation. Lee [29] proves that S-MRR 2 The following corollary is concerned with the RTIS and RTDS concepts of dependence (see, e.g., [17] i.e.
and negative lower orthant dependent (NLOD), i.e.
Proof. See [21] , p. 501-2.
Remark 2.20.
There is some kind of asymmetry in the assumptions of Corollaries 2.5 and 2.19. Because of Theorem 2.3 one might conjecture that it is sufficient to require F to be IFR in order to conclude negative orthant dependence. However, there is a counterexample stated in Remark 3.2.
Application to best linear unbiased estimation
Suppose a sample of generalized order statistics X (1) * , . . . , X (n) * is given based on a distribution from the location-scale family
If the generalized order statistics have finite second moments, then the best linear unbiased estimators (BLUEs) of the location parameter µ ∈ R and the scale parameter ϑ > 0 exist. In the setting of usual order statistics Arnold et al. [35] , p.
174, raised the question whether the BLUE of the (positive) scale parameter in the location-scale family is always positive. Results of Bai et al. [36] and Balakrishnan and Papadatos [37] lead to partial answers to this question. Balakrishnan and Papadatos [37] (see also [38] ) point out that negative correlation of spacings is sufficient for non-negativity of the BLUE. According to Bai et al. [36] (see also [24] ) this property is satisfied for underlying distributions with log-concave densities. Based on the results in the previous section, we extend their result to other models of ordered random variables. It can be easily seen from [37] that, also in the setting of generalized order statistics, negative correlation of spacings implies that the BLUE is non-negative. To be precise, the condition
is sufficient. It is well known that, if the covariance exists, it can be expressed as
Thus, Corollaries 2.5 and 2.19 yield the following results concerning the correlation of spacings and, in particular, the nonnegativity of the BLUE. 
Remark 3.2. (i)
The assumption on the second moments of generalized order statistics is only relevant in the second part of Theorem 3.1. If a distribution has a log-concave density then all its moments are finite (see [32] , p. 23).
(ii) According to Theorem 3.1(ii) (see also Remark 2.4), the sufficient condition of negative correlation of spacings is too restrictive for DFR distributions (notice the exceptional role of the exponential distribution). However, Bai et al. [36] illustrate with a Pareto distribution (which has a log-convex density with ω(F ) = ∞ and is consequently DFR) that negative correlation of spacings is not a necessary condition for non-negativity. Burkschat [39] shows that there exist choices of the model parameters of generalized order statistics such that the BLUE of the scale parameter is negative with positive probability. (iii) The assumptions of Theorem 2.14 yield that F is IFR. The following example illustrates that this property is too weak to conclude negative correlation of spacings: The distribution
is IFR for every q > 0, but its density is log-concave only for q ∈ (0, 1]. In [40] it is shown that the covariance of generalized order statistics based on F is given by
By utilizing this result, we get after some calculations
Clearly, the numerator is positive for sufficiently large q > 0. Moreover, it is easily seen that given assumption (a) of Theorem 2.14 the condition q > 1 is necessary for positivity of the numerator (in agreement with the assertion of the theorem). Thus, the covariance of spacings of generalized order statistics from an IFR distribution may be positive (even if the assumptions on the model parameters in Theorem 2.14 are satisfied). Note that although the density of F is log-convex on (0, 1) for q > 1, Theorem 2.7 cannot be used here (because ω(F ) < ∞ !).
(iv) In the bivariate situation both concepts of positive (negative) dependence in Corollary 2.5 (Corollary 2.19) are identical. Therefore, it is also seen from the preceding example and Theorem 2.3 that CDS does not imply NUOD or NLOD. (v) Mann [41] obtained best linear equivariant estimators of the location and scale parameter, the so-called BLIEs. Since the BLIE of the scale parameter differs from the corresponding BLUE only by a positive factor (cf. [37] , Lemma 2.1; see also [42] ), the result of Theorem 3.1 is also valid for this type of estimator.
Bai et al. [36] have proven that spacings of usual order statistics from a distribution with log-concave density are negatively correlated. Clearly, this is a particular case of Theorem 2.14. In the following we will show that this assumption can be slightly weakened in the model of usual order statistics. We apply the same method of proof as [36] . However, our derivation will be somewhat more transparent. We make use of the following generalization of a result for order statistics given in [43] . As a byproduct, we get deeper insight into the covariance structure of generalized order statistics. 
is decreasing (increasing) on (α(F ), ω(F )) for every increasing φ : R → R. In particular,
Proof. Since F is continuous, we conclude from Theorem 3.1 in [18] that
where W l+1,m denotes a product of m−l power distributed random variables which are independent of X
3)
The aging properties imply that F is strictly increasing on (α(F ), ω(F )). Moreover, the inverse function S F , say, of the hazard function R F = − ln F is concave (convex). Due to the representation 
by utilizing a well known property of the covariance (see, e.g., [16] , p. 31).
A closer look at the proof of Bai et al. [36] reveals that essentially log-concavity of the distribution function F and the survival function F are exploited in order to conclude negative correlation of spacings. Both properties are satisfied if F has a log-concave density (see, e.g., [36] , Lemma 2.3). We point out that log-concavity of F and F is equivalent to F being DRFR and IFR. Note that a continuous distribution function F has the DRFR (IRFR) property iff ln F is concave (convex) on (α(F ), ω(F )).
If F is absolutely continuous, then F is DRFR (IRFR) if the reversed hazard rate
is decreasing (increasing) on (α(F ), ω(F )). For an interpretation of the reversed hazard rate and further properties we refer the reader to [44] and the references cited there. Taking this aging notion into consideration, results of Burkschat et al. [45] suggest a connection to the theory of dual generalized order statistics. This model of decreasingly ordered random variables is introduced in that paper as a natural counterpart to generalized order statistics. By arguing similarly to the proof of Lemma 3.3 or by applying Theorem 3.3 of [45] , the following result for dual generalized order statistics is established. By applying the approach of Bai et al. [36] , we obtain this refinement of their result from the preceding lemmas. Theorem 3.5. Let X 1:n , . . . , X n:n denote the order statistics from n iid random variables with a distribution from the location-scale family (3.1). If F is IFR and DRFR, then the spacings S j:n = X j:n − X j−1:n , 2 ≤ j ≤ n, are negatively correlated, i.e.
Cov(S j:n , S l:n ) ≤ 0, 2 ≤ j < l ≤ n.
In particular, the BLUE of the scale parameter in the location-scale family (3.1) is non-negative (almost sure).
Proof. Let 2 ≤ j < k ≤ l ≤ n. Analogously to the proof of Lemma 3.3, we may assume that
with random variables W k,l−1 and W k,l which are independent of X k−1:n . It is easily seen from (3.5) that S j:n and S l:n , given X k−1:n , are conditionally independent. Consequently, Cov(S j:n , S l:n ) = Cov(E(S j:n |X k−1:n ), E(S l:n |X k−1:n )). Thus, according to Lemma 3.4 the DRFR property of F yields that x → E(S j:n |X k−1:n = x) is increasing on (α(F ), ω(F )). Hence, (3.6) implies Cov(S j:n , S l:n ) ≤ 0. Remark 3.6. (i) We point out that the exclusive property of usual order statistics to be contained in both the model of generalized order statistics and the dual model is of crucial importance for the preceding derivation. Due to the application of dual generalized order statistics the underlying symmetry becomes obvious. (ii) Since log-concavity of a density f implies log-concavity of F and F , the assumptions of Theorem 3.5 are weaker than those of Theorem 3.1(i). The following example illustrates that there exists an absolutely continuous distribution function which is IFR and DRFR, but its density is not log-concave. Consider
with density
The distribution has the increasing hazard rate λ F (x) = 
Consequently, F is IFR and DRFR. However, its density f is not log-concave, but log-convex on (1, 2).
(iii) Bai et al. [36] considered the more general situation of a multiply type-II censored sample of order statistics, i.e. order statistics X j 1 :n , . . . , X j k :n with pairwise different increasingly ordered indices j 1 , . . . , j k ∈ {1, . . . , n}. Clearly, the result of Theorem 3.5 is also valid in this setting, since the corresponding spacings X j ν :n − X j ν−1 :n , 2 ≤ ν ≤ k, satisfy
Cov(X j ν :n − X j ν−1 :n , X j κ :n − X j κ−1 :n ) = Cov(S j:n , S l:n ), 2 ≤ ν < κ ≤ k.
