Abstract Quantile regression forests (QRF), a tree-based ensemble method for estimation of conditional quantiles, has been proven to perform well in terms of prediction accuracy, especially for range prediction. However, the model may have bias and suffer from working with high dimensional data (thousands of features). In this paper, we propose a new bias correction method, called bcQRF that uses bias correction in QRF for range prediction. In bcQRF, a new feature weighting subspace sampling method is used to build the first level QRF model. The residual term of the first level QRF model is then used as the response feature to train the second level QRF model for bias correction. The two-level models are used to compute bias-corrected predictions. Extensive experiments on both synthetic and real world data sets have demonstrated that the bcQRF method significantly reduced prediction errors and outperformed most existing regression random forests. The new method performed especially well on high dimensional data.
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Introduction
Random forests (RF) (Breiman 2001 ) is a non-parametric regression method that builds an ensemble model of regression trees from random subsets of features and bagged samples of the training data. Given a training data set:
where N is the number of training samples (also called objects) and M is the number of features, a regression RF independently and uniformly samples with replacement the training data L to draw a bootstrap data set L * k from which a regression tree T * k is grown. Repeating this process for K replicates produces K bootstrap data sets and K corresponding regression trees T * 1 , T * 2 , . . . , T * K which form a regression RF. Given an input X = x, a regression RF is used as a function f : R M → R 1 to estimate the unknown value y of input x ∈ R M , denoted asf (x). Write the regression RF in the common regression form
where E(ε) = 0, V ar(ε) = σ 2 ε . The function f (·) is estimated from L and the prediction f (x) is obtained from an independent test case x.
For point regression with a regression RF, each tree T k gives a predictionf k (x) and the predictions of all trees are averaged to produce the final RF prediction
This is the estimation of f (x) = E(Y |X = x). The mean-squared error of the prediction measures the effectiveness off , defined as (Hastie et al. 2009 )
The first term is the variance of the target around its true mean f (x). This cannot be avoided no matter how wellf (x) is estimated, unless σ 2 ε = 0. The second term is the squared bias and the last term is the variance. The last two terms need to be addressed for a good performance of the prediction model.
Given an input object x, a regression RF predicts a value in each leaf node which is the mean of Y values of the objects in that leaf node. This value can be biased because large and small values in the objects of the leaf node are often underestimated or overestimated. The prediction accuracy can be improved if the median is used (instead of the mean) as the prediction and the median surpasses the mean in robustness towards extreme values/outliers. Meinshausen (2006) proposed quantile regression forests (QRF) for both point and range prediction. QRF uses the median in point regression. For range prediction, QRF requires the estimated distribution of F(y|X = x) = P(Y < y|X = x) at each leaf node, not only the mean. Given two quantile probabilities α l and α h , QRF predicts the range [Q α l (x) , Q α h (x)] of Y with a given probability τ that
Besides range prediction, QRF also performs well in situations where the conditional distributions are not Gaussian. However, similar to regression RF, QRF can still be biased in point prediction even though the median is used instead of the mean in prediction.
To illustrate this kind of bias, we generated 200 objects as a training data set and 1000 objects as the testing data set using the following model:
where X 1 , X 2 , X 3 , X 4 , X 5 and are from U (0, 1). We ran the QRF program in R package (Meinshausen 2012) on the generated data with the default settings. Figure 1 shows the predicted median values against the true values for point regression and range prediction. The bias in the point estimates is large when the true values are small or big. In case of range prediction, we can see that the predicted values are unevenly distributed in the range area of quantiles represented in the grey bars.
It is known that the performance of both regression random forests and quantile regression forests suffers when applied to high dimensional data, i.e., data with thousands of features. The main cause is that in the process of growing a tree from the bagged samples, the subset of features randomly sampled from thousands of features in L to split a node of the tree is often dominated by less important features. The tree grown from such a subspace features has a low accuracy in prediction, which affects the final prediction of the random forests. Breiman (1996) introduced bagging in RF as a way to reduce the prediction variance and increase the accuracy of the prediction. However, the bias problem remained. In his later work (Breiman 2001) , an iterative bagging algorithm was developed to reduce both variance and bias in general prediction problems. However, this iterative bagging approach was not well understood in applications to improve RF predictions (Xu 2013) . Recently, Zhang and Yan (2012) proposed five techniques for using RFs to estimate the regression functions. They considered that the bias of the model is related to both the predictor features and the response feature. A simple non-iterative approach was introduced to use a regular RF to correct the bias in regression models. The results were compared favorably to other bias-correction approaches. However, their approach can only be applied to point prediction. Moreover, the mean values were used in predictions at leaf nodes, which, as mentioned before, could suffer from extreme values in data. Besides, the techniques were tested only on small low dimensional data sets with the number of features less than or equal to 13. Xu (2013) proposed a bias correction method in random forests which corrects the bias of RFs using a second RF (Liaw and Wiener 2002) . They demonstrated that the new approach performed better in debiasing and improving RF predictions than a standard de-biasing technique in the R-package randomForest. They also proposed a generalized version of iterative bias correction in RFs by applying a similar bias correction when predicting the out-of-bag bias estimates from RF, and showed that predictions on some data sets may be improved by more iterations of bias correction.
In this paper, we propose a new bias correction method called bcQRF to correct the bias in QRF models. The bcQRF method is based on the QRF model to correct the bias in regression models instead of the adaptive bagging proposed by Breiman (1999) . bcQRF consists of two levels of QRF models. In the first level model, a new subspace feature weighting sampling method is used to grow trees for regression random forests. Given a training data set L, we first use a feature permutation method to measure the importance of features and produce raw feature importance scores. Then, we apply p-value assessment to separate important features from the less important ones and partition the set of features in L into two subsets, one containing important features and one containing less important features. We independently sample features from the two subsets and put them together as a new feature subspace for splitting the data at a node. Since the subspace always contains important features which can guarantee a better split at the node, this subspace feature weighting sampling method enables generating trees from the bagged sample data with smaller regression errors.
After the first QRF model is built, the residual value is used to replace the response feature of the original training data set and the second level QRF model is built to estimate the bias values of the first level QRF model. The bias-corrected values are computed based on the difference between the values predicted by the first level QRF model and the second level QRF model. With bcQRF, both point regression bias and range prediction bias can be corrected. Our experimental results on both synthetic and real world data sets have shown that the proposed algorithm with these bias-correction techniques dramatically reduced the prediction errors and outperformed existing regression random forests models.
Random forests for regression

Regression random forests
Given a training data L, a regression random forests model is built as follows.
-Step 1: Draw a subset of samples L k from L using bagging (Breiman 1996 (Breiman , 1999 , i.e., sampling with replacement. -Step 2: Grow a regression tree T k from L k . At each node t, the split is determined by the decrease in impurity that is defined as N (t) , where N (t) is the number of objects andȲ t is the mean value of all Y i at node t. At each leaf node,Ȳ t is assigned as the prediction value of the node.
-
Step 3: LetŶ k be the prediction of tree T k given input X . The prediction of regression random forests with K trees isŶ
Since each tree is grown from a bagged subset of samples, it is grown with only two-third of objects in L. About one-third of objects are left out and these objects are called out-ofbag (OOB) samples which are used to estimate the prediction errors (Breiman 1996 (Breiman , 2001 Breiman et al. 1984 ).
Quantile regression forests
Quantile regression forests (QRF) uses the same steps as used in regression random forests to grow trees (Meinshausen 2006 Using the notations by Breiman (2001) , let θ k be the random parameter vector that determines the growth of the kth tree and = {θ k } K 1 be the set of random parameter vectors for the forests generated from L. In each regression tree T k from L k , we compute a positive weight
In this way, all cases in L k are assigned positive weights and the cases not in L k are assigned weight zero.
For a single tree prediction, given X = x, the prediction value iŝ
The weight w i (x) assigned by random forests is the average of weights by all trees, that is
The prediction of regression random forests iŝ
We note thatŶ is the average of conditional mean values of all trees in the regression random forests.
Given an input X = x, we can find the leaf nodes l k (x, θ k ) from all trees where X falls and the set of Y i in these leaf nodes. Given all Y i and the corresponding weights w(i), we can estimate the conditional distribution function of Y given X aŝ
where I(·) is the indicator function that is equal to 1 if Y i ≤ y and 0 otherwise. Given a probability α, we can estimate the quantile Q α (X ) aŝ
For range prediction, we have
where α l < α h and (α h − α l ) = τ . Here, τ is the probability that prediction Y will fall in the range of
For point regression, the prediction can be a value in the range, such as the mean or median of Y i values. The median surpasses the mean in robustness towards outliers. We use the median of Y values in the range of two quantiles as the prediction of Y given input X = x.
3 Feature weighting for subspace selection
Importance measure of features by permutation
Given a training data set L and a regression random forests model R F, Breiman (2001) described a permutation method to measure the importance of features in the prediction. The procedure for computing the importance scores of features consists of following steps.
Choose a predictor feature j and randomly permute the value of feature j of case X i with the value of another case in L oob k . Use tree T k to obtain a new prediction denoted asf k, p, j i (X i ) on the permuted X i where p is the index of permutations. Repeat the permutation process P times. 3. For K i trees grown without X i , compute the out-of-bag prediction by RF in the pth permutation of the jth predictor feature aŝ
4. Compute the two mean square residuals (MSR) with and without permutations of predictor feature j on X i as Iter.
To normalize the importance measures, we have the raw importance score as
where M is the total number of features in L. We can rank the features on the raw importance scores according to Eq. (11).
p-value feature assessment
The permutation method only gives the importance ranking of features. However, for better feature selection at each node of a tree, we need to separate important features from less important ones. This can be done with Welch's two-sample t-test (Welch 1947 ) that compares the importance score of a feature with the maximum importance score of the generated noisy features called shadows. The shadow features do not have prediction power to the response feature. Therefore, any feature whose importance score is smaller than the maximum importance score of the noisy features is considered as less important. Otherwise, it is considered as important. This idea was introduced by Stoppiglia et al. (2003) and further developed in Kursa and Rudnicki (2010) , Tuv et al. (2006 ), Tung et al. (2014 , Zuccolotto (2008, 2010) . We build a random forests model R F from this extended data set with shadow features. Following the importance measure by the permutation procedure, we use R F to compute 2M importance scores for 2M features. We repeat the same process R times to compute R replicates. Table 1 illustrates the importance measures of M input features and M shadow features by permutating the values of the corresponding features in the data.
From the replicates of shadow features, we extract the maximum value from each row and put it into the comparison sample V * = max{A r j }, (r = 1, ..R; j = M + 1, ..2M). For each input feature X j , we compute t-statistic as:
where s 2 1 and s 2 2 are the unbiased estimators of the variances of the two samples, V I X j is the average of R importance scores on the jth input feature and V * is the average of R comparison values in V * . For significance test, the distribution of t j in Eq. (12) is approximated as an ordinary Student's distribution with the degree of freedom d f calculated as
where n 1 = n 2 = R. Having computed the t statistic and d f , we can compute the p-value for the feature and perform hypothesis test on V I X j > V * . Given a statistical significance level, we can identify important features. This test confirms that if a feature is important, it consistently scores higher than the shadow over multiple permutations.
Feature partition and subspace selection
The p-value of a feature indicates the importance of the feature in prediction. The smaller the p-value of a feature, the more correlated the predictor feature to the response feature, and the more powerful the feature in prediction. Given all p values for all features, we set a significance level as the threshold λ, for instance λ = 0.05. Any feature whose p-value is smaller than λ is added to the important feature subset X high , and otherwise it is added to the less important feature subset X low . The two subsets partition the set of features in data. Given X high and X low at each node, we randomly select some features from X high and some from X low to form the feature subspace for splitting the node. Given a subspace size, we can form the subspace with 80 % of features sampled from X high and 20 % sampled from X low .
Bias correction algorithm
A new quantile regression forests algorithm
Now we can extend the quantile regression forests with the new feature weighting subspace sampling method to generate splits at the nodes of decision trees and select prediction value of Y from the range of low and high quantiles with high probability. The new quantile regression forests algorithm eQRF is summarized as follows. This means that adding more iterative stages will lead to bias which tends to zero, while the variance will keep increasing. Thus, addressing more than two stages is not necessary. We propose a two-level bias-correction algorithm bcQRF to correct the prediction bias, instead of Breiman's approach. The first level quantile regression forests model is built from the training data. The prediction errors from the first level QRF model replace the values of the response feature in the original training data. The new training data with the prediction errors as the response feature is used to build the second level quantile regression forests model. The final bias-corrected values are calculated as the prediction value of the first level model minus the prediction value of the second level model.
The bcQRF algorithm in range prediction is summarized as follows.
-Step 1: Grow the first level QRF model from the training data L with response feature Y . -Step 2: Obtain the predicted quantile valuesQ α (X = x) of x from the training data. Estimate the bias as the median of the predicted values in the quantiles minus the true response value of input data, defined as
-Step 3: Given X = x new , use the first level QRF model to produce the quantile values and
Step 4: Extend the training data set L with the bias errors E as a new response feature to generate an extended data set L e = {L, E}. Grow the second level QRF model from L e with the response feature E. Use the second level QRF model to predict the training data and obtain a new set of errors E new . -Step 5: The bias-corrected quantiles are computed as
For point prediction, the predicted values are chosen asQ 0.5 .
Experiments and evaluations
Data sets
Synthetic data sets
We have defined Model 1 in Eq. (4) for synthetic data generation. Here, we define Model 2 as follows. Y = 0.1e
where ∼ N (0, 1.5 2 ) and 5 iid predictor features were from U (0, 1). The two models were used in Friedman (1991) to generate data sets with multiple non-linear interactions between predictor features. Each model has 5 predictor features. In generating a synthetic data set, we first used a model to create 200 objects in 5 dimensions plus a response feature and then expanded the 200 objects with five noisy features. Two data sets were generated with the two models and saved in files LM10 1 and LM10 2 where the subscripts indicate the models used to generate the data, M10 indicates the number of dimensions and L is the training data. In the same way, we also generated two test data sets, HM10 1 and HM10 2 where H indicates test data. Each test data set contained 1000 objects.
To investigate the effect of irrelevant or noisy features on prediction errors, we used Model 1 of Eq. (4) to generate two groups of data sets with three different dimensions {M5, M20, M50} and three noise levels σ = 0.1, 1 and 5. Totally, we created 9 synthetic training data sets as {LM5S0.1, LM5S1, LM5S5, LM20S0.1, LM20S1, LM20S5, LM50S0.1, LM50S1, LM50S5}, where S indicates a noise level. Each data set contained 200 objects. In the same way, we created 9 test sets {HM5S0.1, HM5S1, HM5S5, HM20S0.1, HM20S1, HM20S5, HM50S0.1, HM50S1, HM50S5}. Finally, we used Model 1 to generate 3 pairs of high dimensional data sets {LM200S5, HM200S5, LM500S5, HM500S5, LM1000S5, HM1000S5} to evaluate the new algorithm on high dimensional noise data. Again, each training data set had 200 objects and each test data had 1000 objects. Table 2 lists the real-world data sets used to evaluate the performance of regression forests models. The table is divided into two sections. The top section contains 10 real world data sets in low dimensions. Seven of them were taken from UCI. 1 We removed the object records with missing values and feature "car name" from data set Auto MPG because the feature has too many categorical values. Twenty-five predictor features were removed from data set Communities and Crime. Three data sets Childhood, Horse Racing and Pulse Rates were obtained from the DASL 2 database.
Real-world data sets
The bottom section of Table 2 lists 5 high-dimensional data sets. The computed tomography (CT) data was taken from UCI and used to build a regression model to calculate the relative locations of CT slices on the axial axis. The data set was generated from 53,500 images taken from 74 patients (43 males and 31 females). Each CT slice was described by two histograms in a polar space. The first histogram describes the location of bone structures in the image and the second represents the location of air inclusions inside the body. Both histograms are concatenated to form the feature vector. The microarray data Diffuse Large B-cell Lymphoma (DLBCL) was collected from Rosenwald et al. (2002) . The DLBCL data consisted of measurements of 7399 genes from 240 patients with diffuse large B-cell lymphoma. The outcome was the survival time, which was either observed or censored. We used observed survival time as a response feature because censored data only had two states, dead or alive. A detailed description can be found in Rosenwald et al. (2002) .
Embryonal Tumours C and Prostate Tumor are two gene data sets taken from NCBI. 3 Each of those data sets contained two classes. We changed one class label to 1 and the other label to 0, and treat them as continuous values. The classification problem was converted to a regression one. We built a regression random forests model to estimate the outcome and used a given threshold to divide the outcomes into two classes.
The TFIDF-2006 4 data set represents a set of financial reports. Each document is associated with an empirical measure of financial risk. These measures were the log transformed volatilities of stock returns. All records from 2001 to 2005 were used to train regression random forests models and the last year records (2006) were used as test data.
Experimental settings
Two evaluation metrics are used to measure the performance of a model in prediction. They are the mean of square residuals (M S R) and the mean absolute prediction error (M AP E) calculated as follows, respectively.
and
wheref (x i ) is the prediction on X = x i , N is the number of objects in the test data and y i is the true value. The M AP E evaluation is used to measure how close the predictions are to Y values. A low M S R and M AP E of a model corresponds to a better prediction performance.
In the experiments, four random forests methods were used to build regression models from the training data sets. They were the regression random forests RF, unbiased conditional random forests cRF, quantile regression forests QRF and the proposed bcQRF. We used the latest R-packages of RF, cRF and QRF, randomForest, cForest, quantregForest in these experiments (Liaw and Wiener 2002; Hothorn et al. 2011; Meinshausen 2012 ). We implemented a new feature weighting subspace sampling method and a new bias-correction method in bcQRF. In the experiment environment, we ran R code to call the corresponding C/C++ functions. The experiment results were evaluated using two measures MSR and MAPE as defined in Eqs. (17) and (18).
For the two large data sets computed tomography (CT) and TFIDF-2006, we only experimented one model with 500 trees in each random forests method. In CT data, two-third was used for training, and one-third for testing. In TFIDF-2006 data, the given training data was used to learn the models and the test data was used to evaluate the models.
For other remaining synthetic and real-world data sets, we used 10-fold cross-validation to evaluate the prediction performance of regression random forests algorithms. In each fold, we built 30 regression models, each with 500 trees and tested 30 models with the corresponding test data sets. The number of features used to split a node are M/3 for low dimensional data sets and √ M for high dimensional data, respectively. The parameter nodesize in a regression forests model was five. The performance of each algorithm was measured by the average of MSR and MAPE.
Results and evaluations
Comparison of results on synthetic data sets
The result comparisons of the four regression random forests RF, cRF, QRF and bcQRF from 11 pairs of synthetic data sets evaluated in MAPE and MSR are listed in Table 3 . The second pair of the data sets LM10 2 and HM10 2 were generated with Model 2 of Eq. (16) and the rest 10 pairs of data sets were generated from Model 1 of Eq. (4). The upper part of the table shows the MAPE evaluations of the four algorithms on the test data and the lower part is the MSR evaluations of the four algorithms. We can clearly see that bcQRF significantly reduced MAPE and MSR errors, especially on the data sets with the large noise level (σ = 5). These results demonstrated that the bias correction algorithm bcQRF produced more accurate prediction results and was robust to noisy (irrelevant) features. Figure 2 shows the MAPE and MSR evaluations of the four regression forests algorithms on three high dimensional test data sets. Thirty regression models were created with each algorithm from each training data set. The MAPE and MSR values of each algorithm on each data set are the averages of MAPE and MSR values of 30 models. At the top of each bar is the variance of the 30 results. We can see that bcQRF performed much better than other algorithms on these high dimensional synthetic data. This was because the feature weighting subspace sampling method was used in generating trees in bcQRF. Figure 3 shows prediction results of two test data sets HM10 1 and HM1000S5 by QRF without bias correction in Fig. 3a , c and bcQRF with bias correction in Fig. 3b, d . HM10 1 is a small synthetic data set generated with Model 1. The biased predictions can be clearly Fig. 3b . HM1000S5 is a high dimensional data set. We can see that predictions with bias correction by bcQRF were clearly improved as shown in Fig. 3d in comparison with the predictions by QRF in Fig. 3c . Table 4 lists the MAPE and MSR evaluations of the four regression random forests algorithms RF, cRF, QRF and bcQRF on 10 small real world data sets listed in Table 2 . The MAPE and MSR values were the averages of 30 evaluation values from 30 models by each algorithm on each data set. The RFM/RFLADWM column lists the best prediction results of the corresponding data sets obtained by Roy and Larocque (2012) . We can see that bcQRF outperformed other three algorithms and the best results by Roy and Larocque (2012) on most data sets. In the data sets where bcQRF did not obtain the best results, the differences from the best results were minor. These results indicate that bcQRF is able to produce the-state-of-the-art prediction results. Figure 4 shows comparisons of the point and 90 % range predictions of the 10 small real world data sets by QRF and bcQRF. The point predictions were the median values of Y . The value of bold in each row indicates the best result from the corresponding data among the algorithms
Comparison of prediction performance on real-world data sets
The left figure on each data set shows the predictions by QRF and the right figure shows the predictions by bcQRF. Clear improvements in predictions can be observed in the right figures of most data sets from the facts that the predicted points are closer to the diagonal lines which indicates that the predicted values were close to the true values in data, and there are less red points in the right figures which indicates that a large number of predictions were within the predicted ranges. These results clearly demonstrate the advantages of bcQRF over QRF. Table 5 lists the MAPE and MSR evaluations of three regression random forests algorithms RF, QRF and bcQRF on 5 high dimensional real world data sets. Since cRF could not run on the two large data sets CT and TFIDF-2006, we exclude it from this experiment. Except for the MSR result of data set Embryonal Tumours C, bcQRF outperformed other two algorithms in both MAPE and MSR evaluations. Error reductions on most data sets are significant. Even with data set Embryonal Tumours C, the difference of MSR evaluation of bcQRF from the best MSR evaluation of RF is minor. These results demonstrate that bcQRF has advantages over other algorithms on high dimensional data. Figure 5 shows the point and 90 % range prediction results of two large high dimensional data sets CT and TFIDF-2006 by QRF and bcQRF. It can be seen that prediction errors of CT 
Conclusions
We have presented a new bias-correction quantile regression forests algorithm bcQRF that uses two-level models to correct bias in point and range predictions and improve the performance of prediction models. The first level model is an extended quantile regression forests model that uses a feature weighting subspace sampling method in tree growth to improve prediction accuracy of the tree models. The second level regression forests model is built with the residuals of the first level model as the response feature in the training data so it can predict the bias of the first level model. With these two techniques, bcQRF can effectively correct the prediction bias that often occurs in predictions of other regression random forests models. We have presented a series of experiment results on both synthetic and real world data sets to demonstrate the capability of the bcQRF models in bias correction and advantages of bcQRF over other commonly used regression random forests algorithms.
In our future work, we will increase the scalability of the bcQRF algorithm by parallelizing it on the cloud platform to deal with big data.
