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ABSTRACT. Let M be a differentiable manifold endowed with a foliation F .
A Poisson structure P on M is F -coupling if ♯P (ann(TF)) is a normal bundle
of the foliation. This notion extends Sternberg’s coupling symplectic form of a
particle in a Yang-Mills field [11]. In the present paper we extend Vorobiev’s
theory of coupling Poisson structures [16] from fiber bundles to foliated mani-
folds and give simpler proofs of Vorobiev’s existence and equivalence theorems
of coupling Poisson structures on duals of kernels of transitive Lie algebroids
over symplectic manifolds. Then we discuss the extension of the coupling con-
dition to Jacobi structures on foliated manifolds.
The symplectic structure that describes the coupling of a particle and a
field was discovered by S. Sternberg [11] (for more details, see [3]). In [16]
Sternberg’s symplectic form is extended to a general notion of a coupling
Poisson structure on a fiber bundle and the coupling Poisson structures are
used to get information about any Poisson structure in the neighborhood of
a symplectic leaf. In the present paper we reprove Vorobiev’s results in the
context of foliated manifolds and we extend the coupling condition to Jacobi
structures. In particular, we give simpler proofs for Vorobiev’s existence
and equivalence theorems of coupling Poisson structures on duals of kernels
of transitive Lie algebroids over symplectic manifolds. The motivation for
studying Poisson and Jacobi structures on a foliated manifold comes from
*2000 Mathematics Subject Classification: 53D17.
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the fact that a foliated manifold may play the role of the phase space of
a physical system with gauge parameters, the latter being the coordinates
along the leaves.
Acknowledgement. The author is grateful to Yurii Vorobiev for useful
remarks during the work on this paper.
1 Preliminaries
Our framework is the C∞ category. Let Mm be an m-dimensional differ-
entiable manifold and Fp a regular foliation with p-dimensional leaves on
M (0 ≤ p ≤ m). We denote by Γ spaces of global cross sections of vector
bundles and by
(1) Vk(M) = Γ ∧k TM, Ωk(M) = Γ ∧k T ∗M (k = 1, . . . , m)
the spaces of multivector fields and differential forms, respectively.
Furthermore, let us choose a q-dimensional, complementary subbundle H
of F = TF (q + p = m) i.e.,
(2) TM = H ⊕ F.
H is called a normal bundle of the foliation and we will denote by πH , πF the
projections of TM onto the subbundles H,F , respectively.
The decomposition (2) induces a natural bigrading of multivector fields
and differential forms, and a corresponding decomposition of the exterior
differential
(3) d = d′1,0 + d
′′
0,1 + ∂2,−1,
where the indices denote the bidegree of the components in the direction of
H,F , respectively [12].
In this section, we give some computation formulas for Schouten-Nijenhuis
brackets (e.g., see [13]) on an arbitrary differentiable manifold and on a
foliated manifold with a fixed decomposition (2).
Proposition 1.1 For any bivector field P ∈ V2(M) one has
(4) [P, P ](α, β, γ) = 2[dγ(♯Pα, ♯Pβ)− (L♯P γP )(α, β)], α, β, γ ∈ Ω
1(M),
where L denotes the Lie derivative and ♯P : T
∗M → TM is defined by
β(♯Pα) = P (α, β).
2
Proof. It would suffice to notice that the two sides of (4) are tensor fields,
then check the formula for α, β, γ equal to differentials of local coordinates
on M . Instead, in order to recall some more very important formulas, we
will proceed as follows. For the bracket of 1-forms
(5) {α, β}P = i(♯Pα)dβ − i(♯Pβ)dα+ d(P (α, β)),
one has the Gelfand-Dorfman formula [1]
(6) [P, P ](α, β, γ) = 2{γ(♯P{α, β}P − [♯Pα, ♯Pβ])}.
If expression (5) is inserted in (6), a computation that uses the classical
relation between the operators d, i, L leads to (4). Q.e.d.
By polarizing formula (4) we get
Corollary 1.1 For any two bivector fields P1, P2 ∈ V
2(M) one has
(7) [P1, P2](α, β, γ) = dγ(♯P1α, ♯P2β) + dγ(♯P2α, ♯P1β)
−(L♯P1γP2)(α, β)− (L♯P2γP1)(α, β).
Corollary 1.2 The bivector field P ∈ V2(M) satisfies the Poisson condition
[P, P ] = 0 iff
(8) (L♯P γP )(α, β) = dγ(♯Pα, ♯Pβ).
Remark 1.1 In [1], one also finds the following formula:
(9)
∑
Cycl(α,β,γ)
< {{α, β}, γ}, X >= [P, LXP ](α, β, γ)
+
1
2
∑
Cycl(α,β,γ)
[P, P ](α, β, d < γ,X >), α, β, γ ∈ Ω1(M), X ∈ V1(M).
Formulas (6) and (9) show that the cotangent bundle T ∗M of a Poisson
manifold (M,P ) with the bracket (5) is a Lie algebroid of anchor ♯P , a fact
which is of fundamental importance in Poisson geometry.
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Now, assume the bivector field P ∈ V2(M) is regular, i.e., s = rank P =
const., and chose a decomposition
(10) TM = E ⊕D, T ∗M = E∗ ⊕D∗ (E∗ = annD, D∗ = annE),
where D = im ♯P and we have corresponding natural projections pE , pD.
Then, we get an isomorphism ♯P : annE → D (by ann we denote the
annihilator of a vector bundle), with an inverse −♭P : D → annE, and there
exists a well defined differential 2-form of rank s, θ ∈ Γ ∧2 D∗, defined by
(11) θ(X, Y ) = P [♭P (pDX), ♭P (pDY )].
Conversely, (11) allows us to reconstruct P from θ, such that ker ♯P = annD.
We will say that θ is equivalent to P modulo E.
Proposition 1.2 For a regular bivector field P , [P, P ](α, β, γ) = 0 if at least
two of the arguments belongs to annD, and
(12)
[P, P ](α, β, γ) = 2γ([♯Pα, ♯Pβ, α, β ∈ annE, γ ∈ annD
[P, P ](α, β, γ) = 2dθ(♯Pα, ♯Pβ, ♯Pγ), α, β, γ ∈ annE.
Proof. We use the decomposition (10). If not all the arguments are in
annE the result immediately follows from either (4) or the following Gelfand-
Dorfman expression of the Schouten-Nijenhuis bracket of two bivector fields
[1]
(13) [P, P ](α, β, γ) = 2
∑
Cycl(α,β,γ)
< γ, ♯P (L♯Pαβ) > .
For arguments in annE, we have α = ♭PX, β = ♭PY, γ = ♭PZ, withX, Y, Z ∈
ΓD, and (13) yields
[P, P ](α, β, γ) = −2
∑
Cycl(α,β,γ)
< LXβ, Z >
= 2
∑
Cycl(X,Y,Z)
{X(θ(Y, Z))− θ([X, Y ], Z)}.
Q.e.d.
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Corollary 1.3 The regular bivector field P is Poisson iff the distribution
D = im ♯P is involutive and there exists a decomposition TM = E ⊕D such
that the equivalent to P , mod. E, 2-form θ satisfies the condition dθ|D = 0,
and, then, the same holds for any such decomposition of TM .
In the case of a foliated manifold (M,F) with a normal bundle H , if
P ∈ V2(M) is an arbitrary bivector field, it has a decomposition
(14) P = P ′2,0 + P¯1,1 + P
′′
0,2,
and we can compute the corresponding decomposition of the Schouten-Nijenhuis
bracket [P, P ] by applying formula (4) to 1-forms α, β, γ ∈ Ω1,0(M) and
λ, µ, ν ∈ Ω0,1(M). The results are contained in the following formulas
(15)
[P ′, P ′]3,0(α, β, γ) = 2[d
′γ(♯P ′α, ♯P ′β)− (L♯P ′γP
′)(α, β)],
[P ′, P ′]2,1(α, β, λ) = 2∂λ(♯P ′α, ♯P ′β) = −2λ([♯P ′α, ♯P ′β]),
[P ′, P ′]1,2(α, λ, µ) = 0, [P
′, P ′]0,3(λ, µ, ν) = 0,
(16)
[P¯ , P¯ ]3,0(α, β, γ) = 0,
[P¯ , P¯ ]2,1(α, β, λ) = 2[d
′′λ(♯P¯α, ♯P¯β)− (L♯P¯ λP¯ )(α, β)],
[P¯ , P¯ ]1,2(α, λ, µ) = −2[d
′µ(♯P¯λ, ♯P¯α) + (L♯P¯ µP¯ )(α, λ)],
[P¯ , P¯ ]0,3(λ, µ, ν) = 2[∂ν(♯P¯λ, ♯P¯µ)− (L♯P¯ νP¯ )(λ, µ)],
(17)
[P ′′, P ′′]3,0(α, β, γ) = 0, [P
′′, P ′′]2,1(α, β, λ) = 0,
[P ′′, P ′′]1,2(α, λ, µ) = 0,
[P ′′, P ′′]0,3(λ, µ, ν) = 2[d
′′ν(♯P ′′λ, ♯P ′′µ)− (L♯P ′′νP
′′)(λ, µ)],
(18)
[P ′, P¯ ]3,0(α, β, γ) = d
′′γ(♯P ′α, ♯P¯β)− d
′′γ(♯P ′β, ♯P¯α)
−(L♯P ′γP¯ )(α, β)− (L♯P¯ γP
′)(α, β),
[P ′, P¯ ]2,1(α, β, λ) = d
′λ(♯P ′α, ♯P¯β)− d
′λ(♯P ′β, ♯P¯α)
−(L♯P¯ λP
′)(α, β),
[P ′, P¯ ]1,2(α, λ, µ) = ∂µ(♯P ′α, ♯P¯λ)− (L♯P¯ µP
′)(α, λ)
= −(L♯P ′αP¯ )(λ, µ), [P
′, P¯ ]0,3(λ, µ, ν) = 0,
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(19)
[P ′, P ′′]3,0(α, β, γ) = 0, [P
′, P ′′]0,3(λ, µ, ν) = 0,
[P ′, P ′′]2,1(α, β, λ) = −(L♯P ′′λP
′)(α, β)
[P ′, P ′′]1,2(α, λ, µ) = d
′µ(♯P ′α, ♯P ′′λ)− (L♯P ′′µP
′)(α, λ)
= (L♯P ′αP
′′)(λ, µ),
(20)
[P¯ , P ′′]3,0(α, β, γ) = 0, [P¯ , P
′′]2,1(α, β, λ) = 0,
[P¯ , P ′′]1,2(α, λ, µ) = d
′′µ(♯P¯α, ♯P ′′λ)− (L♯P¯ µP
′′)(α, λ)
−(L♯P ′′µP¯ )(α, λ),
[P¯ , P ′′]0,3(λ, µ, ν) = d
′ν(♯P¯λ, ♯P ′′µ)− d
′ν(♯P¯µ, ♯P ′′λ)
−(L♯P¯ νP
′′)(λ, µ)− (L♯P ′′νP¯ )(λ, µ).
Finally, we indicate a way to compute the bigraded components of any
Schouten-Nijenhuis bracket. Let us recall the following general formula of
Lichnerowicz (e.g., see [13]):
(21) i([P,Q])ϕ = (−1)q(p+ 1)i(P )d(i(Q)ϕ)
+(−1)pi(Q)d(i(P )ϕ)− i(P ∧Q)dϕ,
where P ∈ Vp(M), Q ∈ Vq(M), and ϕ ∈ Ωp+q−1(M). The operator i is the
interior product. If g is an arbitrary Riemannian metric on M , i(P ) is the
transposed operator of the wedge product by ♭gP [6], whence, it follows that
(22) i(P ∧Q) = i(Q) ◦ i(P ).
Now, if P is of bidegree (a, b) (a + b = p) and Q is of bidegree (h, k)
(h+ k = q), the component [P,Q]u,v (u+ v = p+ q− 1) is provided by using
(21) for ϕ ∈ Ωu,v(M). With (3), we see that the only possibilities to get
non-zero components correspond to the replacement of d by d′, d′′, ∂ in (21),
which leads to the cases
(23) u = a+ h− 1, v = b+ k; u = a+ h, v = b+ k − 1;
u = a+ h− 2, v = b+ k + 1.
All the other components vanish because of degree incompatibility.
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2 Leaf-tangent Poisson structures
In this section we discuss Poisson structures along the leaves of a foliation
since these will be a basic ingredient of the coupling Poisson structures. The
notation is that of Section 1.
Definition 2.1 The Poisson structure defined by the bivector field P ∈
V2(M) is leaf-tangent to F if its symplectic leaves are submanifolds of the
leaves of F , equivalently, if the leaves of F are Poisson submanifolds of (M,P )
[13].
Obviously, P is F -leaf-tangent iff P ∈ Γ ∧2 F (F = TF), which is equiv-
alent with the fact that, for all the choices of a normal bundle H satisfying
(2), the decomposition (14) of P satisfies the conditions
(24) P ′1,1 = 0, P¯1,2 = 0.
Proposition 2.1 A bivector field P ∈ Γ ∧2 F is a Poisson bivector field on
M iff
(25) d′′ν(♯Pλ, ♯Pµ)− (L♯P νP )(λ, µ) = 0, ∀λ, µ, ν ∈ Ω
0,1(M),
equivalently, iff the restrictions of P to the leaves are Poisson bivector fields
of the leaves.
Proof. P is Poisson iff [P, P ] = 0 and, by (15)-(20), this condition reduces
to (25). Q.e.d.
Therefore, a leaf-tangent Poisson structure may be identified with a family
PL of Poisson structures of the leaves L of F such that, ∀f, g ∈ C
∞(M), the
function
{f, g}(x) = {f |L(x), g|L(x)}P |L(x)(x),
where x ∈M and L(x) is the leaf of F through x, also belongs to C∞(M).
It is worthwhile noticing that, if P is F -leaf-tangent, F may be seen as
a regularizing foliation of the symplectic foliation S of P (usually, S has
singular points). This idea leads to a global, numerical invariant of a Poisson
structure on a manifold Mm , the regularizing dimension, to be defined as
the smallest possible dimension p ≤ m of a regularizing foliation.
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Example 2.1 Put Rm = R3×Rm−3 and take the Poisson structure P defined
by the Lie-Poisson structure of the factor R3 seen as the Lie algebra so(3)
(e.g., [13]). P is leaf-tangent to the foliation defined by the factor R3 of Rm,
and the regularizing dimension of P is 3.
Example 2.2 Consider the compact nilmanifold M(1, n) = Γ(1, n)\H(1, n)
where
(26) H(1, n) =



 Idn X Z0 1 y
0 0 1

 /X, Z ∈ Rn, y ∈ R


is the generalized Heisenberg group, and Γ(1, n) is the subgroup of matrices
with integer entries. M(1, n) has a natural atlas with the transition functions
(27) x˜i = xi + ai, y˜ = y + b, z˜i = zi + aiy + ci,
where xi, zi (i = 1, ..., n) are the entries of X,Z, respectively, and ai, b, ci are
integers, and it is parallelizable by the global vector fields
(28)
∂
∂xi
,
∂
∂y
+
p∑
i=1
xi
∂
∂zi
,
∂
∂zi
.
It follows that
(29) P = sin (2πy)
∂
∂x1
∧
∂
∂z1
yields a Poisson structure of M(1, n) which is leaf-tangent to the (n + 1)-
dimensional foliation
(30) y = const., xt = const. (t = 2, ..., n).
But, P is also leaf-tangent to the 2-dimensional foliation span{∂/∂x1, ∂/∂z1},
and the regularizing dimension of P is 2.
Example 2.3 [16] Let p : G∗ → B be a bundle of Lie coalgebras (i.e., the
dual of a bundle p : G → B of Lie algebras) over a manifold B. Then the
Lie-Poisson structures of the fibers yield a leaf-tangent Poisson structure L
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of G∗. If (xi) are local coordinates on B and (ya) are linear coordinates along
the fibers of G∗, one has [13]
(31) L =
1
2
αcab(x)yc
∂
∂ya
∧
∂
∂yb
,
where the Einstein summation convention is used and αcab(x) are the struc-
tural constants of the corresponding fibers of G. The invariant expression
of L on differentials at z ∈ G∗ of fiberwise linear functions on G∗, seen as
elements X, Y ∈ Gp(z), is
(32) Lz(X, Y ) =< z,Cp(z)(X, Y ) >,
where the “tensor field” C ∈ Γ[(∧2G∗)⊗ (G)] is defined by
(33) Cp(z)(X, Y ) = [X, Y ]Gp(z).
The properties of a leaf-tangent Poisson structure reflect corresponding
properties along the leaves. An interesting situation appears for the Poisson
cohomology.
Proposition 2.2 Let P be a leaf-tangent Poisson structure on (M,F) and
let σ be the Lichnerowicz coboundary operator of P . Then, for every normal
bundle H of F , one has a decomposition
(34) σ = σ′−1,2 + σ
′′
0,1
where the terms are homogeneous components of σ of indicated bidegree and
(35) σ′2 = 0, σ′′2 = 0, σ′ ◦ σ′′ + σ′′ ◦ σ′ = 0.
Proof. The Lichnerowicz coboundary operator is σQ = −[P,Q], ∀Q ∈
V∗(M) (e.g., [13]). From (23), since P is homogeneous of bidegree (0, 2),
it follows that σ may have only components of bidegree (−1, 2), (0, 1) and
(−2, 3). We will prove that the (−2, 3)-component of σ vanishes.
Indeed, σ−2,3 is obtained by computing i([P,Q])ϕ, Q ∈ V
h,k(M), ϕ ∈
Ωh−2,k+3 via (21). Since in this case i(Q)ϕ = 0 (it should be of bidegree
(−2, 3)), using (22) we get
(36) i([P,Q])ϕ = i(Q)[di(P )ϕ− i(P )dϕ],
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where, in fact, only the component ∂ of d may bring a non zero contribution.
Now, let us evaluate a Lie derivative LY ψ where Y ∈ ΓF and ψ ∈ Ω
s,t(M)
for arguments X1, ..., Xu ∈ V
1,0
pr (M), Y1, ..., Yv ∈ V
0,1(M), where V1,0pr (M) is
the subspace of the (1, 0)-vector fields that project onto the space of leaves of
F , which means that, ∀Y ∈ ΓF , [Y,Xi] ∈ ΓF (i = 1, ..., u). (It is enough to
use only this kind of arguments X because LY ψ is a tensor, hence, its values
at each point depend on the values of the arguments at that point only.) We
have
(LY ψ)(X1, ..., Xu, Y1, ..., Yv) = Y (ψ(X1, ..., Xu, Y1, ..., Yv))
−
u∑
i=1
ψ(X1, ..., Xi−1, [Y,Xi], Xi+1, ..., Xu, Y1, ..., Yv)
−
v∑
j=1
ψ(X1, ..., Xu, Y1, ..., Yj−1, [Y, Yj], Yj+1, ..., Yv) = 0,
and it follows that LY ψ may have only components of bidegree equal either
to (s, t) or to (s− 1, t+ 1).
From the previous remark, it follows that, ∀Q ∈ Vh,k(M), ∀ψ ∈ Ωh−2,k+3⊕
Ωh−2,k+2 and ∀Y ∈ ΓF , one has
(37) i(Q)LY ψ = i(Q)[di(Y ) + i(Y )d]ψ = 0.
Furthermore, for ϕ ∈ Ωh−2,k+3, (22) and (37) imply
i(Q)[i(Y1 ∧ Y2)d− di(Y1 ∧ Y2)]ϕ = i(Y2 ∧Q)i(Y1)dϕ− i(Q)di(Y2)i(Y1)ϕ
= −i(Y2 ∧Q)di(Y1)ϕ+ i(Q)i(Y2)di(Y1)ϕ = 0.
Since P is spanned over R by wedge products Y1∧Y2 of vector fields tangent
to F , the expression given by (36) vanishes.
The properties (35) follow from σ2 = 0. Q.e.d.
Even though we have (35), the degrees are not right for a double cochain
complex. However, (Wh,k = Vk,h(M), σ) is a double, semipositive, cochain
complex, and the cohomology of such a complex is the limit of a spectral
sequence [12]. More exactly, we have
Proposition 2.3 Let P be a leaf-tangent Poisson structure on (M,F) and
denote by HhLP (F , P ) the cohomology spaces of the cochain complex (V
0,∗, σ′′).
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Then, the Poisson cohomology of P is the limit of a spectral sequence (Ehkr , dr)
where
(38) Ehk2 = V
k,0(M)⊗R H
h
LP (F , P )
and d2 is induced by the operator σ
′.
Proof. The spaces
Wl(M) = ⊕k≥l ⊕h V
hk(M)
yield a regular filtration of the Lichnerowicz-Poisson complex (V(M), σ) and
the required spectral sequence is the spectral sequence (Ehkr , dr) defined by
this filtration. From the definition of a spectral sequence we get
Ekh0 = V
h,k(M), d0 = 0.
The cohomology of E0 yields
Ekh1 = V
h,k(M), d1 = τ
′′.
Finally, the cohomology spaces of the complex E1 are the spaces given by
formula (38) and d2 is induced by τ
′. Q.e.d.
Remark 2.1 The leaf-tangent Poisson bivector field P ∈ Γ ∧2 F may be
seen as a Poisson bivector of the Lie algebroid F defined by the foliation.
As such, it induces a Lie algebroid structure on the dual bundle F ∗, and
HhLP (F , P ) are the cohomology spaces of this Lie algebroid (e.g., [8]).
3 Coupling Poisson structures
In this section we present the general results concerning coupling Poisson
structures on foliated manifolds. Again, the notation is that of Section 1,
we consider the manifold M , the foliation F , the normal bundle H , and the
bivector field P written under the form (14).
Definition 3.1 The bivector field P is F -almost coupling via H if, ∀x ∈M ,
(39) ♯P (annFx) ⊆ Hx.
ii) The bivector field P is F -coupling if ♯P (annF ) is a normal bundle H of
F . In both cases, if P is Poisson, the coupling property is attributed to the
Poisson structure.
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With (14), it follows that the almost coupling condition is equivalent with
the vanishing of the (1, 1)-component P¯ = 0, hence, also with ♯P (annH) ⊆
F . The coupling condition is equivalent with
(40) dim(♯P (annF )) = q,
the codimension of F . The first term of (40) is the rank of the term P ′ of
(14) for any choice of H , hence, coupling may exist only if q is even. In the
case of a coupling field P , we always shall take H = ♯P (annF ).
Example 3.1 Consider again the manifold M(1, n) of Example 2.2. With
the notation of that example, define the foliation F by the tangent distribu-
tion
(41) F = span
{
∂
∂x1
,
∂
∂z1
,
∂
∂y
+
n∑
i=1
xi
∂
∂zi
}
and the Poisson bivector field
(42) P =
n∑
t=2
∂
∂xt
∧
∂
∂zt
+ sin 2πy
∂
∂x1
∧
∂
∂z1
.
Obviously, P is F -coupling.
Example 3.2 Let P be an arbitrary Poisson bivector field on the foliated
manifold (M,F). Assume that there exists a symplectic leaf S of P which
is embedded in M and transversal to F . (Generally, such a situation may
appear on an open subset U ofM .) Then condition (40) holds on S, therefore,
also on some open neighborhood V of S, and P is F -coupling on V . In
particular, for any Poisson structure P and any symplectic leaf S of P which
is embedded in M , there exists a tubular neighborhood V of S where P is
coupling with respect to the fibers of the tubular structure of V . This remark
is due to Vorobiev [16].
Proposition 3.1 An almost coupling bivector field P is Poisson iff
(43)
d′γ(♯P ′α, ♯P ′β)− (L♯P ′γP
′)(α, β) = 0,
(L♯P ′′λP
′)(α, β) + λ([♯P ′α, ♯P ′β]) = 0,
(L♯P ′αP
′′)(λ, µ) = 0,
d′′ν(♯P ′′λ, ♯P ′′µ)− (L♯P ′′νP
′′)(λ, µ) = 0,
∀α, β, γ ∈ Ω1,0(M), ∀λ, µ, ν ∈ Ω0,1(M).
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Proof. Use (15)-(20) to express [P, P ] = 0 for
(44) P = P ′ + P ′′.
Q.e.d.
The last condition (43) is (25), again, and it means that the component
P ′′ is an F -leaf-tangent Poisson bivector field.
In the coupling case, the Poisson condition may be put in the form given
by Vorobiev [16] for fiber bundles.
Proposition 3.2 A coupling Poisson structure of a foliated manifold (M,F)
is equivalent with a triple (P ′′, H, σ), where P ′′ is a leaf-tangent Poisson
structure, H is a normal bundle of F and σ is a non-degenerate cross section
of ∧2(annF ) such that
(45) d′σ = 0,
(46) ♯P ′′{d[σ(X, Y )]} = −pF [X, Y ], ∀X, Y ∈ V
1,0
pr (M),
(47) LXP
′′ = 0, ∀X ∈ V1,0pr (M).
Proof. Let P be a coupling Poisson bivector field written under the form
(44). The coupling condition defines H and P ′′, and the last condition (43)
is equivalent with the fact that P ′′ is a Poisson bivector field. Furthermore,
P ′ is a regular bivector field with im ♯P ′ = H , and we may write P
′ = ♯P ′(σ)
= ♯P (σ), where σ ∈ ∧
2(annF ) is equivalent with P ′ mod. F and has the
maximal rank. Accordingly, for the 1-forms of bidegree (1, 0) of (43) we may
write
(48) α = ♭σX, β = ♭σY, γ = ♭σZ, X, Y, Z ∈ V
1,0(M),
where X, Y, Z are uniquely defined. With this representation, formulas (4),
(12) show that the first condition (43) becomes (45).
Conditions (43) are tensorial. Thus, in particular, the second condition
(43) holds iff it holds for X, Y ∈ V1,0pr (M) in (48). In this case, using the
definition of the Lie derivative, we see that the second condition (43) becomes
(46).
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Finally, the third condition (43) is equivalent to (47) because, for a pro-
jectable vector field X , LXP
′′ vanishes if at least one of its arguments is of
bidegree (1, 0).
For the converse, first notice that we may define a triple (P ′′, H, σ) for any
coupling bivector field P . The 2-form σ will be called a coupling form of the
leaf-tangent bivector field P ′′ and one has an isomorphism ♭σ : H → annF .
Then, we can reconstruct P from such a triple by the formula
(49) P (ξ, η) = σ(♭−1σ ξ
′, ♭−1σ η
′) + P ′′(ξ′′, η′′),
where
ξ = ξ′ + ξ′′, η = η′ + η′′, ξ′, η′ ∈ annF, ξ′′, η′′ ∈ annH.
If we reconstruct P from (P ′′, H, σ) that satisfy (45), (46), (47), and where
P ′′ is Poisson, conditions (43) will hold. Q.e.d.
Remark 3.1 If the triple (P ′′, H, σ) satisfies all the conditions of Proposition
3.2, these conditions are also satisfied by any triple (P ′′, H, σ+ ǫτ) where τ ∈
∧2(annF ) is closed and ǫ ∈ R. If ǫ is small enough, σ+ ǫτ is non degenerate
on H , and the new triple also provides a coupling Poisson structure.
Remark 3.2 If the coupling Poisson tensor field P of (44) is defined by a
symplectic form ω of a manifold M , P ′′ is equivalent with a closed 2-form θ
of bidegree (0, 2) that defines a symplectic structure on each leaf of F , and
the form σ of the corresponding triple is a corresponding coupling form in
the sense of [3].
We also notice the following, rather clear, assertion
Proposition 3.3 Two coupling bivector fields P1, P2 are equivalent by a fo-
liated diffeomorphism Φ iff the corresponding triples are equivalent by Φ.
Proof. By equivalence we mean that Φ∗(P1) = P2, i.e.,
(50) ♯P2(φ(x)) = Φ∗(x) ◦ ♯P1(x) ◦ Φ
∗(Φ(x)), (x ∈M),
and a diffeomorphism Φ : M → M is foliated if it preserves the foliation F ,
whence, Φ∗(Fx) = FΦ(x) and Φ
∗(annFΦ(x)) = annFx. These properties, and
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(50), imply that, if P1 is coupling, P2 necessarily is coupling as well and it
defines the normal bundle H2 = Φ∗(H1). Now, using the decompositions
TM = H1 ⊕ F = H2 ⊕ F
it follows that P ′′2 = Φ∗(P
′′
1 ) and σ2 = Φ
∗σ1. Conversely, the equivalence of
the triples implies that of the bivector fields in view of formula (49). Q.e.d.
Remark 3.3 A Poisson equivalence of coupling Poisson structures which is
not a foliated diffeomorphism does not preserve the elements of the associated
triples.
The conditions indicated in Proposition 3.2 can be expressed in a more
detailed way if P ′′ is a regular bivector field.
Proposition 3.4 A regular coupling Poisson structure of a foliated manifold
(M,F) is equivalent with a class of objects (S,G,H, σ, θ), where S,G,H are
vector subbundles of TM such that: i) S is integrable, F = G ⊕ S and
TM = H ⊕ F ; ii) σ ∈ Γ ∧2 (annF ) is non degenerate and satisfies the
condition d′σ = 0; iii) θ ∈ Γ∧2 (ann(H⊕G)) is non degenerate and satisfies
the condition dθ|S = 0; iv) for any projectable vector field X ∈ ΓH and any
vector fields U, V ∈ ΓS one has [X,U ] ∈ ΓS and (LXθ)(U, V ) = 0; v) for
any projectable vector fields X, Y ∈ ΓH, the projection pF [X, Y ] ∈ ΓS and
♭θ(pF [X, Y ]) = d[σ(X, Y )], where ♭θ is the isomorphism S → ann(H ⊕ G)
defined by θ.
Proof. Consider the associated triple (P ′′, H, σ) that satisfies the conditions
of Proposition 3.2, and ask P ′′ to have a constant rank. Let S be the tan-
gent bundle of the symplectic foliation of P ′′, let G be an arbitrary tangent
subbundle such that F = G ⊕ S, and let θ be the equivalent 2-form of P ′′,
mod. H ⊕ G. Then formulas (4), (12) and the integrability of S show that
the last condition (43) is exactly dθ|S = 0.
As indicated in the proof of Proposition 3.2, (47) holds iff it holds for
arguments λ, µ ∈ Γ(annH), which may be further decomposed as λ = λ1 +
λ2, µ = µ1 + µ2, where λ1, µ1 ∈ Γ(ann(H ⊕ S)), λ2, µ2 ∈ Γ(ann(H ⊕ G)).
Then, ♯P ′′λ1 = 0, ♯P ′′µ1 = 0, and λ2 = ♭θU , µ2 = ♭θV with U, V ∈ ΓS, and
∀X ∈ V1,0pr (M) we get
(51) (LXP
′′)(λ1 + λ2, µ1 + µ2) = X(θ(V, U)) + θ(U, [X, V ])− θ(V, [X,U ])
+λ1([X, V ])− µ1([X,U ]) = −(LXθ)(U, V ) + λ1([X, V ])− µ1([X,U ]).
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Since λ1, µ1 ∈ Γ(ann(H ⊕ S)) are arbitrary arguments, the result of (51) is
zero iff condition iv) of the proposition holds.
The equivalence between (46) and condition v) is obvious.
The computations above also show that a system (S,G,H, σ, θ) which
satisfies the conditions of the present proposition produces a triple (P ′′, H, σ)
that satisfies the conditions of Proposition 3.2. Two systems of data (S,G,H ,
σ, θ) will be in the same class, in the sense of the proposition, if they produce
the same bivector field P ′′. Q.e.d.
In particular, we get the characteristic conditions of [3] for the symplectic
coupling forms:
Corollary 3.1 Let (M,F) be a foliated manifold endowed with a symplectic
form ω. Then ω is F-coupling iff the ω-orthogonal distribution H of F is a
normal bundle of F and one has a corresponding decomposition
(52) ω = σ2,0 + θ0,2
that satisfies the following conditions i) the form θ is symplectic on each leaf
of F , and the form σ is non degenerate with d′σ = 0; ii) ∀X ∈ V1,0pr (M), the
form LXθ vanishes on F , iii) ∀X, Y ∈ V
1,0
pr (M),one has
(53) ♭θ(pF [X, Y ]) = d{σ(X, Y )}
(i.e., pF [X, Y ] is the Hamiltonian vector field of the function σ(X, Y ) =
−ω(X, Y )).
Proof. Use Proposition 3.4 with G = {0}. Q.e.d.
Remark 3.4 By looking at the bidegree of the various terms in the decom-
position of dω, we see that an F -coupling form ω given by (52) is symplectic
iff
(54) d′σ = 0, d′′σ = −∂θ, d′θ = 0, d′′θ = 0.
Furthermore, if we give the pair (H, θ0,2) where d
′θ = d′′θ = 0, ∂θ is a
d′′-closed (2, 1)-form, and [∂θ] ∈ H1(M,Φ2), where Φ2 is the sheaf of germs
of projectable cross sections of ∧2(annF ), is a cohomological obstruction to
the existence of a coupling form σ2,0 associated with the given pair such that
the corresponding form ω of (52) is symplectic. (See [12] for the cohomology
space mentioned above.)
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Let P ′′ be a leaf-tangent bivector field on (M,F). A transversally non
degenerate extension of P ′′ is a bivector field P such that H = ♯P (annF ) is
a normal bundle of the foliation F and the corresponding (0, 2)-component
of P is the given bivector field P ′′. Then, of course, P is F -coupling. An
example is given by
Proposition 3.5 If the foliation F is a locally trivial fibration over a 2q-
dimensional basis B and if P ′′ is a regular leaf-tangent Poisson structure on
(M,F ), there exists a transversally non degenerate extension P of P ′′ which
satisfies condition (47).
Proof. By Weinstein’s local structure theorem (e.g., [13]), M may be cov-
ered by open, connected, neighborhoods endowed with local coordinates
(xa, yν, pµ, q
µ) such that xa = const. define F , xa = const., yν = const.
define the symplectic foliation S of P ′′, and
P ′′ =
∑
µ
∂
∂pµ
∧
∂
∂qµ
.
Then,
q∑
a=1
∂
∂xa
∧
∂
∂xa+q
+
∑
µ
∂
∂pµ
∧
∂
∂qµ
are local transversally non degenerate extensions of the required type. They
can be glued up to a global extension, which satisfies (47), by the pull-backs
to M of a partition of unity of the basis B of the fibration F . Q.e.d.
In [3], the process started by Proposition 3.5 is continued up to the con-
struction of a coupling symplectic structure in the case where P ′′ is leaf-
tangent symplectic and the fibers are connected, simply connected and com-
pact. But, the difficulty to get transversally non degenerate, Poisson exten-
sions of more general, leaf-tangent, Poisson structures P growth if the rank
of P is lower. In particular, let us ask whether the structure P ′′ = 0 can be
extended to a coupling Poisson structure P . For P ′′ = 0, (47) is satisfied,
and (46) shows that the normal bundle H must be integrable. Therefore
extensions may exist only on a locally product manifold with structural fo-
liations F , H, and, in view of (45), an extension is determined by a smooth
family σ of symplectic structures of the leaves of H.
It is natural to inquire about the existence of a coupling Poisson structure
(44) that is projectable onto the space of leaves of the given foliation F .
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Projectability holds iff (LY P
′)(α, β) = 0, ∀Y ∈ ΓF , ∀α, β ∈ Γ(annF ),
where, in fact, it is enough to take projectable 1-forms α, β. The answer is
given by
Proposition 3.6 P given by (44) is a projectable coupling Poisson bivector
field iff i) P ′′ is Poisson, ii) H is integrable; iii) the mod. F equivalent 2-form
σ of P ′ is a transversal symplectic form of F ; iv) (47) holds.
Proof. If P ′ is projectable, so is the equivalent 2-form σ, and we see that
(45) implies iii) and that (46) implies the integrability of H . Conversely, iii),
iv) imply (45), (47) and the projectability of σ and P ′, which, together with
ii), shows that the two sides of (46) are zero. Q.e.d.
Thus, projectable, F -coupling Poisson tensors exist only on locally prod-
uct manifolds M with structural foliations F ,H where H is a leafwise sym-
plectic foliation.
Remark 3.5 If an almost coupling, projectable, bivector field P , given by
(44) is Poisson, P ′ alone necessarily is a Poisson bivector field, since by (15)
the first two conditions (43) imply [P ′, P ′] = 0. In the terminology of [15],
P ′ yields a tame Hamiltonian structure of the foliation F . Conversely, if
we have such a tame structure with a corresponding Poisson structure P ′ of
M , and a leaf-tangent Poisson structure P ′′, and if the third condition (43)
holds, we get a projectable, almost coupling, Poisson structure on (M,F). Of
course, we may always take P ′′ = 0, hence, the tame Hamiltonian structures
of F and the projectable, almost coupling, Poisson structures of (M,F) are
equivalent objects (not in a one-to-one correspondence, however).
4 Vorobiev-Poisson structures
In [16], Vorobiev extends an earlier construction of Montgomery-Marsden-
Rat¸iu [10] to a large class of bundles of Lie coalgebras and obtains coupling
Poisson structures in a neighborhood of the zero section of these bundles.
Here, we give a simpler presentation of Vorobiev’s results.
Let p : G∗ → B be a bundle of Lie coalgebras as in Example 2.3 with the
supplementary conditions: i) B is a symplectic manifold with the symplectic
form ω; ii) the dual Lie algebras bundleG→ B is the kernel of the (surjective)
anchor ρ : A → TB of a transitive Lie algebroid p : A → B. (We refer the
reader to [7] for the general theory of Lie algebroids.)
18
Let
(55) A = Q⊕G
be a splitting of the vector bundle A, and pQ, pG the corresponding natural
projections. Then ρ|Q : Q → TB is an isomorphism and we denote by
γ : TB → Q its inverse. Obviously, we have
(56) γ(ρ(s)) = pQ(s), ∀s ∈ A.
Since we will make some local coordinate checks later, we fix the following
notation now. Let U ⊆ B be an open local-trivialization neighborhood of all
the vector bundles above and (xi) (i = 1, ..., n = dimB) local coordinates on
U . Then, we get the local basis qi = γ(∂/∂x
i) of Q, and we may complete it
by a local basis (ga) of G (a = 1, ..., k = rankG) to a local basis of A. We
will denote by (θa) the dual basis of (ga) for the vector bundle G
∗. These
bases define fiberwise local coordinates (ya) and (ya) on G, G
∗, respectively.
Since G = ker ρ and ρ is a morphism of Lie algebroids, the local expressions
of the Lie bracket of A must be of the form
(57)
[ga, gb]A = α
c
ab(x)gc, [ga,qi]A = β
c
ai(x)gc,
[qi,qj]A = γ
c
ij(x)gc + γ
h
ij(x)qh.
(Again, we use the Einstein summation convention.) Finally, we indicate
that a free use of the following natural identifications will be made below:
(58) ηa
∂
∂ya
⇔ ηaga, µa
∂
∂ya
⇔ µaθa.
Now, again since G = ker ρ, the formula
(59) ∇Xη = [γ(X), η]A, X ∈ V
1(B), η ∈ ΓG,
defines a connection of the vector bundle G. In the usual way, ∇ yields a
dual connection on G∗ and connections on all the associated tensor bundles
of G, which we still denote by ∇, except for situations where we want to
emphasize the connection on G∗ and, then, we will denote it by ∇∗. Using
(57), we see that the local components of ∇ are given by
(60) ∇ ∂
∂xi
ga = Γ
b
aigb, Γ
b
ai = −β
b
ai.
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The Jacobi identity of the A-bracket is equivalent with
(61) ∇C = 0
for the tensor C defined by (33). Furthermore, notice that
ρ([γ(X), γ(Y )]A) = [X, Y ]
implies
pQ[γ(X), γ(Y )]A = γ([X, Y ]).
Then, by a straightforward computation, we see that the curvature R∇ sat-
isfies the condition
(62) R∇(X, Y )η = [pG[γ(X), γ(Y )]A, η]A.
Finally, we write
(63) TG∗ = H⊕ V,
with the projections pH, pV , where V is tangent to the fibers and H is the
horizontal distribution of ∇∗.
On G∗, we have a triple (P ′′, H, σ) as in Proposition 3.2, where P ′′ = L,
L being the leaf-tangent Poisson bivector field defined by (32), H = H and
(64) σz(X ,Y) = ωp(z)(X, Y )− z(pG[γ(X), γ(Y )]A),
where z ∈ G∗, X ,Y ∈ ΓH are the horizontal lifts of X = p∗X , Y = p∗Y . The
definition of σ is completed by asking it to have bidegree (2, 0) with respect
to (63).
The local expressions of the distribution H and the form σ follow from
well known formulas of differential geometry, and they are:
(65) H = span{Xi =
∂
∂xi
+ Γbaiyb
∂
∂ya
},
(66) σz(Xi,Xj) = ωij(x)− γ
c
ijyc,
where Xi is the horizontal lift of ∂/∂x
i, the coefficients γ,Γ are those of (57)
and (60), and ωij are the natural local components of ω on B. (Notice from
(65) that the horizontal lifts of vector fields of B are projectable with respect
to the vertical foliation V of G∗.)
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Proposition 4.1 [16] There exists a neighborhood U of B, seen as the zero
section of G∗, where the triple (L,H, σ) defines a coupling Poisson bivector
field.
Proof. Using (65), one gets
(67) X (< z, η >) =< z,∇Xη > (z ∈ G
∗, η ∈ G, p(z) = p(η)).
Accordingly,
dσ(X ,Y ,Z) =
∑
Cycl(X ,Y ,Z)
{Xσ(Y ,Z) + σ(X , [Y ,Z])}
= dω(X, Y, Z)−
∑
Cycl(X,Y,Z)
< z,∇X(pG[γ(Y ), γ(Z)]A) >
−
∑
Cycl(X,Y,Z)
< z, pG[γ(X), pQ[γ(Y ), γ(Z)]A]A) >
= dω(X, Y, Z)−
∑
Cycl(X,Y,Z)
< z, pG[γ(X), [γ(Y ), γ(Z)]A)]A >= 0,
and, in view of the closedness of ω and of the Jacobi identity for A, (45)
holds.
Furthermore, we have
(LXL)z(η, ν) = X (< z,C(η, ν >)− Lz(LX η, ν)− Lz(η, LXν),
where η, ν ∈ ΓT ∗G∗ ⇔ ΓG. The Lie derivatives in the right hand side may be
evaluated at z ∈ G∗ by using the identification z ⇔ ya(∂/∂ya), and formulas
(65), (67):
< LXη, ya
∂
∂ya
>= X < z, η > − < η, [X , ya
∂
∂ya
] >=< z,∇Xη > .
As a consequence, we obtain
(68) (LXL)z(η, ν) =< z, (∇XC)(η, ν) >,
and (47) follows from (61).
Finally, (46) can be checked as follows. From (31), (33), and (62) we get
Lz(pG[γ(X), γ(Y )]A, η) =< z, [pG[γ(X), γ(Y )]A, η]A >
21
=< z,R∇(X, Y )η >= − < R∇∗(X, Y )z, η >,
where again z ⇔ ya(∂/∂ya). Equivalently,
♯Lz(pG[γ(X), γ(Y )]A) = −R∇∗(X, Y )z.
But, by classical connection theory, −R∇∗(X, Y )z is equal to pV [X ,Y ](z),
here identified with a vector of the fiber Gp(z). On the other hand, ∀µ ∈ ΓG
the (0, 1)-component of d < z, µz > with respect to (63) identifies with µ.
Accordingly, (64) yields
♯Lz{d[σ(X ,Y)]} = PV [X ,Y ],
which is (46) in our case.
Therefore, since σ is non degenerate on a neighborhood U of the zero
section of G∗, there exists a corresponding coupling Poisson structure on U .
Q.e.d.
Definition 4.1 The coupling Poisson structure defined by Proposition 4.1
on the neighborhood U of B will be called a Vorobiev-Poisson structure.
Remark 4.1 [16] If the distribution
D = {X ∈ TB / pG[γ(X), γ(Y )]A = 0, ∀Y ∈ TB}
is coisotropic with respect to ω, the Vorobiev-Poisson structure is globally
coupling (i.e., U = G∗). Indeed, the local equations of D are
(69) γaijX
i = 0 (X = X i
∂
∂xi
),
and D is coisotropic iff the equations (69) together with ωijX
iY j = 0 imply
γaijY
i = 0. Now, assume that X = X iXi ∈ ann σz i.e.,
(70) (ωij − ycγ
c
ij)X
iY j = 0, ∀Y = Y jXj .
Then, we get ωijX
iY j = 0 for all the vectors Y ∈ Dp(z) and X = X
i(∂/∂xi)
must belong to D. This reduces (70) to X ∈ annωp(z) and, since ω is non
degenerate, we get X = 0 and X = 0, i.e., σz is non degenerate.
Furthermore, one has the following important result.
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Proposition 4.2 [16] The Vorobiev-Poisson structures defined by two split-
tings
(71) A = Q⊕G, A = Q˜⊕G
on neighborhoods U1,U2 of B in G
∗ are Poisson-equivalent in a neighborhood
V ⊆ U1 ∩ U2.
Proof. The notation below is that of Proposition 4.1 with the addition of a
tilde for everything related to the second splitting .
The difference φ = γ˜ − γ is a G-valued 1-form on B and, if s ∈ ΓA has
the two decompositions
s = pG(s) + pQ(s) = p˜G(s) + pQ˜(s),
(56) implies
(72) p˜G(s) = pG(s)− φ(ρ(s)), pQ˜(s) = pQ(s) + φ(ρ(s)).
Furthermore, on G∗ we get a scalar 1-form ψ ∈ annV by means of the
formula
(73) ψz(X ) =< z, φ(X) >, z ∈ G
∗.
Using φ, we may define a homotopy, i.e., a family of splittings A = Qt⊕G,
given by the projectors
(74) pQt = pQ + t(φ ◦ ρ), t ∈ R,
which is such that Q0 = Q, Q1 = Q˜, with the corresponding homotopy class
Pt of Vorobiev-Poisson bivector fields defined by the triples (L,Ht, σt) of the
connection ∇t associated to (74) via (59).
With (60) and the definition of φ, it is easy to compute the connection
coefficients of ∇t and get
(75) Ht = span{Xt,i = Xi + tα
b
acφ
c
iyb
∂
∂ya
},
where the components φci are given by
(76) φ(
∂
∂xi
) = φcigc.
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The corresponding basis of annHt = V
∗ consists of the forms
(77) µt,a = µa − tα
b
acφ
c
iybdx
i,
where µa = µ0,a. From (75) we get the horizontal lift of X ∈ TB to Ht
(78) Xt(z) = X (z)− t coadφ(X)(E(z)), z ∈ G
∗, E(z) = ya
∂
∂ya
⇔ yaθ
a
(E is the infinitesimal homothety of G∗). Notice also that (77) may be seen
as a bijection λ 7→ λt between annH and annHt given by:
(79) λt = λ− tL♯Lλψ,
where ψ is the 1-form (73).
Now, we can compute the 2-form σt of the triple (L,Ht, σt). Since the
horizontal lifts are such that the differences X˜ − X , Y˜ − Y are vertical, and
using (72), we get
(80) σt(z)(Xt,Yt) = σt(z)(X ,Y) = σ(z)(X ,Y)
− < z, t[γ(X), φ(Y )]A − t[γ(Y ), φ(X)]A − tφ([X, Y ]) + t
2[φ(X), φ(Y )]A > .
Furthermore, using (67), (80) becomes
(81) σt(Xt,Yt) = σ(X ,Y)− tdψ(X ,Y)− t
2
L(φ(X), φ(Y )).
As in [16], at this point we define a time-dependent vector field Ξt ∈ Γ(Ht)
by
(82) Ξt = ♯Ptψ.
Equivalently, and with the notation of (44), we have
(83) ♭σtΞt = i(Ξt)σt = −ψ.
The vector field Ξt is equivalent with the autonomous vector field Ξ˜ = Ξt +
∂/∂t on G∗ ×R, and we will prove that the flow Φt of Ξ˜ preserves the lift of
the tensor field Pt to G
∗ ×R. Then the projection of the diffeomorphism Φ1
onto G∗ will be the required equivalence of coupling Poisson structures.
Thus, the proof will be accomplished if we show that
(84) LΞ˜Pt = 0.
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Condition (84) obviously holds if one of the arguments is dt. In the other
cases, we shall see that (84) is a consequence of the fact that Pt satisfies the
characteristic conditions (43) of the coupling Poisson tensors for all t.
Indeed, the third condition (43) for α = ψ yields
(LΞtPt)(λt, µt) = 0
and (79) yields
L ∂
∂t
Pt(λt, µt) =
∂
∂t
(L(λ, µ) = 0.
Therefore (84) holds for arguments in annHt.
For mixed arguments α ∈ annV, λt ∈ annHt we get
(LΞtPt)(α, λt) = α([♯P ′′t λt, ♯P ′tψ])− λt([♯P ′tα, ♯P ′tψ])
and, if the second term is replaced in agreement with the second condition
(43) and λt is expressed by (79), the result is
(LΞtPt)(α, λt) = P
′
t (L♯P ′′t λt
ψ, α) = P ′t (L♯Lλψ, α).
On the other hand, using (79) again, we get
(L ∂
∂t
Pt)(α, λt) = −Pt(α,
∂λt
∂t
) = P ′t (α, L♯Lλψ).
Therefore, (84) holds for mixed arguments.
Finally, for α, β ∈ annV, and if Xt = ♯P ′tα,Yt = ♯P ′tβ, the first condition
(43) for γ = ψ yields
(LΞtPt)(α, β) = dψ(Xt,Yt).
Furthermore, with (75), we deduce
(LΞtPt)(α, β) = dψ(X ,Y) + 2tL(φ(X), φ(Y )),
where the notation is that of the formulas (78), (81). Then,
(L∂∂tPt)(α, β) =
∂
∂t
[Pt(α, β)] =
∂
∂t
[σt(Xt,Yt)]
= −dψ(X ,Y)− 2tL(φ(X), φ(Y )).
Therefore, (84) also holds for two arguments in annV. Q.e.d.
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Remark 4.2 It is important to notice that the equivalence of Poisson struc-
tures given by Proposition 4.2 does not preserve the foliation V. On the
other hand, we also notice that the triple (−L, H, σ˜), where
(85) σ˜z(X ,Y) = ωp(z)(X, Y ) + z(pG[γ(X), γ(Y )]A),
is also a coupling Poisson structure on a neighborhood of B in G∗. This
follows from Remark 3.2 since −σ˜ = σ − 2p∗ω. The new structure also
satisfies the equivalence property of Proposition 4.2. The proof is the same
except for a change of sign in the definition of the vector field Ξt. This
structure will also be called a Vorobiev-Poisson structure.
Following [16], it is possible to apply the previous construction to an
embedded leaf S of a Poisson manifold (M,P ). The Lie algebroid structure of
the cotangent bundle T ∗M restricts to a transitive Lie algebroid T ∗M |S −→
S and the kernel of the anchor of this algebroid is the conormal bundle of
S, i.e., the annihilator of TS in T ∗M |S . Let NS be a normal bundle of S
(i.e., TM |S = TS ⊕NS) and U a tubular neighborhood of S with the fibers
tangent to NS. At the points of S there exist local adapted coordinates
(xα, xκ) (α = 1, ..., codim(S); κ = codim(S) + 1, ..., dim(M)) such that the
local equations of S are xα = 0 and
(86) N∗S = ann(TS) = span{dxα|S}, T
∗S = ann(NS) = span{dxκ|S}.
The vector bundles N∗S and T ∗S may play the role of G and Q of Vorobiev’s
construction, respectively, and the bases (86) may have the role of the bases
(ga), (qi) of (57). If P
αβ, P ακ, P κν are the local components of P with respect
to the local coordinates defined above, one has P αβ|S = P
αν |S = 0 , whence
∂P αβ
∂xκ
|S = 0,
∂P αν
∂xκ
|S = 0.
Accordingly, the brackets (57) of the present case will be
(87)
{dxα|S, dx
β|S} =
∂Pαβ
∂xγ
|Sdx
γ |S, {dx
α|S, dx
κ|S} =
∂Pακ
∂xγ
|Sdx
γ |S,
{dxκ|S, dx
ν |S} =
∂Pκν
∂xγ
|Sdx
γ|S +
∂Pκν
∂xθ
|Sdx
θ|S.
(In the formulas above, β, γ have the same domain as α and ν, θ have the
same domain as κ.)
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Therefore, one has a Vorobiev-Poisson structure on a neighborhood of S
and the local formulas (31), (65) and (66) show that the associated triple is
given by
(88)
P ′′ = 1
2
ξγ ∂P
αβ
∂xγ
|xγ=0
∂
∂ξα
∧ ∂
∂ξβ
,
H = span
{
∂
∂xκ
− ξγ ∂P
ακ
∂xγ
|xγ=0
∂
∂ξα
}
,
σ = 1
2
(pκν − ξ
γ ∂Pκν
∂xγ
|xγ=0)dx
κ ∧ dxν ,
where ξα are fiber coordinates in the normal bundle NS, pκνP
νθ = δθκ and
the indices take the same values as in (87). The invariant expression of the
2-form σ of (88) is
(89) σZ(X ,Y) = ωp(Z)(X, Y )− < Z, {ξ, η}P >,
where Z ∈ NS, ξ, η ∈ T ∗S, X = ♯P ξ, Y = ♯Pη and the bracket of 1-forms is
that given by (5).
The Vorobiev-Poisson structure (88) is defined up to Poisson equivalence
and its S-transversal part may be seen as a linear approximation of the S-
transversal part of the original Poisson structure P .
5 Jacobi structures on foliated manifolds
In this section we discuss similar problems for Jacobi structures. We recall
that a Jacobi structure is a Lie bracket of the local type on the algebra of
differentiable functions on a manifold, C∞(M). Such a bracket must be of
the form
(90) {f, g} = Λ(df, dg) + f(Eg)− g(Ef) (f, g ∈ C∞(M))
where Λ ∈ V2(M), E ∈ V1(M) satisfy the conditions
(91) [Λ,Λ] = 2E ∧ Λ, LEΛ = 0.
Accordingly, we refer to such a pair (Λ, E) as a Jacobi structure. For a Jacobi
structure, im ♯Λ + span{E} is an integrable generalized distribution, called
the characteristic distribution, with either locally conformal symplectic or
contact leaves. As general references on Jacobi structures, we quote [2] and
[14].
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We also recall the fundamental fact that the Jacobi structure (Λ, E) on
the manifold M is equivalent with the homogeneous Poisson structure
(92) P = e−t
(
Λ +
∂
∂t
∧ E
)
, t ∈ R,
on M × R [2, 14].
The general conditions for a couple (Λ, E) to define a Jacobi structure on
the foliated manifold (M,F) with a normal bundle H of F may be written
down using (15)-(20) to express (91).
Definition 5.1 A pair (Λ, E) that consists of a bivector field Λ and a vector
field E on a manifold M is pre-coupling with respect to a foliation F if
♯Λ(annF ) ∩ F = {0} (F = TF). If E is tangent to F and Λ ∈ Γ ∧
2 F the
pair (Λ, E) is said to be a leaf-tangent pair.
In the remaining part of the paper all the pairs (Λ, E) on (M,F) will be
pre-coupling. In particular, a leaf-tangent pair obviously is pre-coupling.
Definition 5.2 1) The pre-coupling pair (Λ, E) is of the F-tangent or the
F-normal type if the vector field E is always tangent, respectively, never
tangent to F . 2) (Λ, E) is F -almost coupling via H if ♯Λ(annF ) ⊆ H for
the normal bundle H of F . 3) (Λ, E) is F-coupling of the first kind if it is
of the tangent type and ♯Λ(annF ) is a normal bundle H of F . 4) (Λ, E) is
F-coupling of the second kind if ♯Λ(annF ) is a normal bundle H of F that
contains E. 5) (Λ, E) is F-coupling of the third kind if it is of the normal
type and H ′ = ♯Λ[ann(F ⊕ span{E})] is a complementary distribution of
F ⊕ (span{E}).
In the first and second coupling cases, we always take the normal bundle
H defined by the coupling condition and in the third case we always take
H = H ′ ⊕ span{E}. For any foliation F and any bivector field Λ we have
F ∩ ♯Λ(annF ) = ♯Λ(kerΛ|annF ).
Hence, ♯Λ(annF ) is normal to F iff
(93) rank(Λ|annF ) = codimF .
Thus, if E ∈ ΓF , condition (93) is equivalent with coupling of the first kind
while, on the contrary, if E ∈ im ♯Λ, (93) is equivalent with second kind
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coupling. Similarly, we see that the third kind coupling condition holds iff E
is never tangent to F and
(94) rank(Λ|ann(F⊕span{E})) = codimF − 1.
Example 5.1 Assume that a characteristic leaf L of the Jacobi manifold
(M,Λ, E) is transversal to the foliation F . If L is locally conformal sym-
plectic, the condition that E is not in F and (93) hold along L hence, by
continuity, also hold in a neighborhood U of L. Therefore, (Λ, E) is F -
coupling of the second kind on U . If L is a contact manifold, the conditions
for (Λ, E) to be coupling of the third kind hold along L hence, also on a
neighborhood U of L. In particular, for any Jacobi structure, any embedded
even-dimensional leaf L, has a tubular neighborhood U where the Jacobi
structure is coupling of the second kind with the fibers of the tubular struc-
ture and any embedded odd-dimensional leaf L has a tubular neighborhood
U of L where the Jacobi structure is coupling of the third kind with the fibers
of the tubular structure.
Example 5.2 Let G −→ B be a bundle of Lie algebras, which is the kernel
of a transitive Lie algebroid over a symplectic manifold, and assume that
there exists a global cross section ζ of the dual bundle G∗ that vanishes on
the derived algebras of the fibers of G. Then ζ may be seen as a vertical
vector field on G∗, and straightforward computations show that the pair
(95) Λ = L+ E ∧ ζ, E = −ζ,
where L,E are defined by (32), (78), is a leaf-tangent Jacobi structure on G∗
with the vertical foliation V). (This is a particular case of the general result
of [4].) Furthermore, if P is a Vorobiev-Poisson structure on a neighborhood
of B in G∗ with the vertical part L, the pair ΛP = P + E ∧ ζ, E = −ζ is
coupling of the first kind on the same neighborhood, which is not a Jacobi
structure, however.
It is clear that coupling implies almost coupling, and coupling of either
the second or the third kind implies the normal type condition. Coupling of
the second kind may exist only if the codimension of F is even and coupling
of the third kind may exist only if the codimension of F is odd. Obviously,
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condition (93) holds iff the bivector field P defined on M × R by (92) is
coupling for the foliation F×R. Therefore, this property of P holds for (Λ, E)
coupling of the first or second kind, and the two situations are differentiated
by E ∈ ΓF , E ∈ ♯Λ(annF ), respectively. Finally, if (Λ, E) is of the normal
type, coupling of the third kind holds iff P is coupling for the pullback of
F to M × R and, then, the corresponding normal bundle is H˜ ⊕ span{ ∂
∂t
},
where H˜ is the pullback of ♯Λ[ann(F ⊕ span{E})] to M × R.
Furthermore, we remark that a conformal change
(96) {f, g}a =
1
a
{af, ag} (a = eb, b ∈ C∞(M))
of an F -coupling Jacobi structure of either the second or the third kind {f, g}
leads to a Jacobi structure of the same type. Indeed, if the original structure
is given by (Λ, E), the new structure is given by [2, 14]
(97) Λa = aΛ, Ea = aE + ♯Λ(da).
If the original structure is coupling of the first kind, (97) is coupling of the
first kind iff a = const.
With the definitions above, we get
Proposition 5.1 On a foliated manifold (M,F), a pair (Λ, E) of the tangent
type, which is almost coupling via a normal bundle H, is a Jacobi structure
iff
(98) Λ = Λ′2,0 + Λ
′′
0,2
with respect to the bigrading defined by H and
(99)
d′γ(♯Λ′α, ♯Λ′β)− (L♯Λ′γΛ
′)(α, β) = 0,
(L♯Λ′′λΛ
′)(α, β) + λ([♯Λ′α, ♯Λ′β]) = λ(E)Λ
′(α, β),
(L♯Λ′αΛ
′′)(λ, µ) = 0,
d′′ν(♯Λ′′λ, ♯Λ′′µ)− (L♯Λ′′νΛ
′′)(λ, µ) = (E ∧ Λ′′)(λ, µ, ν)
(100) LEΛ
′′ = 0, LEΛ
′ = 0
for 1-forms α, β, γ of bidegree (1, 0) and λ, µ, ν of bidegree (0, 1).
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Proof. From (15)-(20), and since E ∈ ΓF , we see that the first condition
(91) is equivalent to (98). Then, by looking at LEΛ = 0 for arguments
of bidegree (1, 0), (0, 1) we get the first condition (100) first, and then the
second. Q.e.d.
Together, the last condition (99) and the first condition (100) are equiv-
alent with the fact that (Λ′′, E) is a leaf-tangent Jacobi structure on (M,F),
and a pair (Λ0,2, E0,1) is a leaf-tangent Jacobi structure iff these two condi-
tions hold.
Furthermore, if (Λ = Λ′+Λ′′, E) is coupling of the first kind, we may use
the (2, 0)-form σ that is equivalent, mod. F with Λ′, as we did in the Poisson
case (see Proposition 3.2), and we get
Proposition 5.2 If the pair (Λ, E) is coupling of the first kind, it is a Jacobi
structure iff (Λ′′, E) is leaf-tangent Jacobi and
(101)
d′σ = 0, LXΛ
′′ = 0,
−pF [X, Y ] = ♯Λ′′{d[σ(X, Y )]} − σ(X, Y )E,
LEΛ
′ = 0.
for all the vector fields X, Y ∈ V1,0pr (M).
Notice also that the last condition (101) is equivalent with
(102) E(σ(X, Y )) = 0, [E,X ] = 0 X, Y ∈ V1,0pr (M).
Similarly, we get
Proposition 5.3 An almost coupling pair (Λ, E) of the normal type is a
Jacobi structure iff (98) holds and the following conditions are satisfied:
(103)
d′γ(♯Λ′α, ♯Λ′β)− (L♯Λ′γΛ
′)(α, β) = E ∧ Λ′(α, β, γ),
(L♯Λ′′λΛ
′)(α, β) + λ([♯Λ′α, ♯Λ′β]) = 0,
(L♯Λ′αΛ
′′)(λ, µ) = α(E)Λ′′(λ, µ),
d′′ν(♯Λ′′λ, ♯Λ′′µ)− (L♯Λ′′νΛ
′′)(λ, µ) = 0,
(104) (LEΛ
′)(α, β) = 0, (LEΛ
′′)(λ, µ) = 0, (LEΛ
′)(α, λ) = (LEΛ
′′)(λ, α).
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In the situation of Proposition 5.3, the last condition (103) is equivalent
with the fact that Λ′′ is a leaf-tangent Poisson structure on (M,F) and E is
an infinitesimal automorphism of the former. If E is a projectable vector field
conditions (104) become again (100). Furthermore, in the case of a coupling
pair of the second kind, we may again use a (2, 0)-form σ mod. F -equivalent
with Λ′, and get
Proposition 5.4 If the pair (Λ, E) is F-coupling of the second kind, it is a
Jacobi structure iff Λ′′ is a leaf-tangent Poisson structure, (104) hold and
(105) d′σ = (♭σE) ∧ σ, LXΛ
′′ = σ(X,E)Λ′′, −pF [X, Y ] = ♯Λ′′{d[σ(X, Y )]},
for all the vector fields X, Y ∈ V1,0pr (M).
On the other hand we have
Proposition 5.5 The F-coupling of the third kind pair (Λ, E) is a Jacobi
structure iff M is a locally product manifold between the foliation F and a
foliation H and, with respect to this locally product structure, Λ′′ = 0 and
(Λ′, E) is a Jacobi structure on M such that its restrictions to the leaves of
H are contact structures of these leaves.
Proof. The third kind coupling conditions imply the existence of a (1, 0)-
form ξ ∈ ker ♯Λ′ such that ξ(E) = 1. Then, if we take α = ξ in the third
condition (103), we get Λ′′ = 0, and we remain with the first condition (103)
and with
λ([♯Λ′α, ♯Λ′β]) = 0, LEΛ
′ = 0.
This implies the integrability of the normal distribution H , which provides
the foliation H, and shows that (Λ′, E) is the required Jacobi structure.
Q.e.d.
Remark 5.1 Proposition 5.5 may be applied to a tubular neighborhood of
a contact characteristic leaf of an arbitrary Jacobi manifold (M,Λ, E) (see
Example 5.1) and it tells us that all the neighboring characteristic leaves also
are contact manifolds. This fact may be seen straightforwardly as follows.
The characteristic leaf Lx0 through the point x0 ∈ M is a contact leaf iff
there exists a 1-form θ ∈ ann(im ♯Λ) such that θx0(Ex0) 6= 0, and, if this
condition holds at x0, it holds on an open neighborhood of x0. The situation
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is different for a locally conformal symplectic leaf Lx0 . For instance, take
M = R4 = {(q, p, u, t)},
Λ = u
∂
∂q
∧
∂
∂p
+ (t
∂
∂t
) ∧ (p
∂
∂p
), E = t
∂
∂t
,
and x0(q = 1, p = 0, u = 1, t = 0). Then, Lx0 is 2-dimensional but, any
neighboring leaf Lx1 where x1(q = 1, p = 0, u = 1, t 6= 0) is 3-dimensional,
hence, a contact leaf.
It is interesting to discuss the coupling conditions for the transitive Jacobi
structures. i.e., locally conformal symplectic structures and contact struc-
tures [2, 14].
Recall that a locally conformal symplectic structure of a differentiable
manifold M is a non degenerate 2-form ω, which satisfies the condition
(106) dω = ǫ ∧ ω,
where ǫ is a closed 1-form (the Lee form). Then, the bivector field Λ defined
by ♯Λ = −♭
−1
ω and the vector field E = ♯Λǫ define a Jacobi structure on
M . In the general case of a manifold M endowed with a pair (ω, ǫ) where
ω is a non degenerate 2-form and ǫ is a 1-form, a pair (Λ, E) can be defined
similarly, and it may be coupling of either the first or the second kind for
a foliation F . This happens iff the pullback of ω to F is non degenerate,
and then H = ♯Λ(annF ) is the ω orthogonal distribution of F , and E is
always tangent or nowhere tangent to F , respectively. In these cases, we also
attribute the coupling property to the pair (ω, ǫ) itself. Accordingly, if we
want the coupling property in the locally conformal symplectic case, ω must
be of the form (52) with respect to the bigrading defined by the symplectic-
orthogonal decomposition TM = H ⊕ F and satisfy (106). The result is
Proposition 5.6 Let
ω = σ2,0 + θ0,2
be a non degenerate F-coupling 2-form on (M2n,F2s). If the coupling is of
the first kind (E ∈ ΓF ), ω is locally conformal symplectic iff
(107) d′σ = 0, d′θ = 0, d′′σ + ∂θ = ǫ ∧ σ, d′′θ = ǫ ∧ θ.
If the coupling is of the second kind, ω is locally conformal symplectic iff
(108) d′σ = ǫ ∧ σ, d′′σ + ∂θ = 0, d′θ = ǫ ∧ θ, d′′θ = 0.
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Proof. The Lee form ǫ has bidegree (0, 1) in the first case, and (1, 0) in
the second. The results follow by equating the corresponding homogeneous
components of the two sides of (106). Q.e.d.
In the first kind coupling case, the leaves of F get the induced locally
conformal symplectic structure (θ, ǫ) and in the second kind coupling case
the leaves get the induced symplectic structure θ. If the forms (ǫ0,1, θ0,2),
which define leafwise locally conformal symplectic structures of the leaves of
F , and the normal bundle of F are given, and we look for the form σ that
extends the given data to a locally conformal symplectic form ω, we may
encounter obstructions. In particular, (M, ǫ) (dǫ = 0) has a twisted de Rham
cohomology H∗ǫ (M), which is that of the cochain complex (Ω
∗(M), dǫ =
d − ǫ∧). Using the degree decomposition of d2 = 0, we see that the form
∂θ is dǫ-closed, and the cohomology class [∂θ] ∈ H
3
ǫ (M) is an obstruction to
the existence of σ. The same holds for a given pair (ǫ1,0, θ0,2) which satisfies
the last two conditions (108) and which we would like to extend to a locally
conformal form ω on M .
A contact form φ on a differentiable manifold M2n+1 is a 1-form such
that φ ∧ (dφ)n 6= 0 at each point of M . The contact form φ defines the
field of contact hyperplanes π of equation φ = 0 and the Reeb vector field E
characterized by
(109) φ(E) = 1, i(E)dφ = 0,
and we may write
(110) TM = π ⊕ span{E}, T ∗M = π∗ ⊕ span{φ}.
The mapping ♭dφ is an isomorphism of π onto π
∗, and we may define a bivector
field Λ by asking ♯Λ to be zero on span{φ} and −♭
−1
dφ on π
∗. It turns out that
the pair (Λ, E) is a Jacobi structure [2, 14].
Let (M,φ) be a contact manifold. We will look at two kinds of foliations
F ofM : foliations of the contact type, characterized by the condition E ∈ ΓF
(F = TF), and foliations of the symplectic type, characterized by F ⊆ π.
If F is of the contact type, only coupling of the first kind can occur. More
exactly, if E ∈ ΓF , F and π are transversal, F ∩ π is a vector subbundle of
TM , annF ⊆ π∗ and ♭−1dφ (annF ) = (F ∩π)
⊥dφ . The coupling condition holds
iff dφ is non degenerate on (F ∩ π)⊥dφ, equivalently, dφ is non degenerate on
(F ∩ π). This means that the Jacobi structure defined by the contact form
φ is coupling for F iff the pullbacks of φ to the leaves of F are contact forms
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of the leaves. The corresponding normal bundle H of F is (F ∩ π)⊥dφ. The
problem of extending a smooth family of contact structures of the leaves of
F to a coupling contact structure of M (in the sense of Jacobi structures)
was recently studied for fiber bundles by Lerman [5].
If F is of the symplectic type, ann(F⊕E) = (annF )∩π∗ and ♭−1dφ [(annF )∩
π∗] = F⊥dφ ⊆ π, which does not contain E. Accordingly, only couplings of
the third kind might occur, and the Jacobi structure defined by the contact
form φ would be coupling for F iff the pullbacks of dφ to the leaves of F
would be symplectic forms of the leaves. This is impossible since dφ = 0
along any integral submanifold of the contact distribution π.
We end this paper by indicating some possible applications of the Vorobiev-
Poisson structures (Section 4) to Jacobi manifolds.
First we recall that, if (M,Λ, E) is a Jacobi manifold, the jet bundle
J1(M,R) ≈ T ∗M ⊕R has a natural structure of a Lie algebroid, induced by
the restriction toM ≈M×{0} of the cotangent Lie algebroid of the Poisson
manifold (M×R, P ) with P given by (92) (e.g., see [14]). The corresponding
Lie bracket is
(111) {(α, f), (β, g)} = ({α, β}Λ + fLEβ − gLEα
−α(E)β + β(E)α, {f, g} − Λ(df − α, dg − β)),
where α, β ∈ Ω1(M), f, g ∈ C∞(M), the bracket of functions is (90) and the
Λ-bracket of 1-forms is (5). the The corresponding anchor map is
(112) ρ(α, f) = ♯Λα + fE.
Since the characteristic leaves of the Jacobi structure are integral sub-
manifolds of the distribution span{im ♯Λ, E}, the bracket (111) actually
computes along these leaves and, for any characteristic leaf S of (Λ, E),
J1(M,R)|S is a transitive Lie algebroid with the basis S.
Furthermore, we have
Proposition 5.7 For any characteristic leaf S, the kernel K = ker ρ of
the anchor map (112) restricted to S is isomorphic with the annihilator
annM×R(TS) of S seen as the submanifold S × {0} of M × R.
Proof. If the dimension of S is even S is a locally conformal symplectic
manifold, TS = im ♯Λ|S , and there exist 1-forms ǫ ∈ T
∗M |S such that E|S =
♯Λ(ǫ). As in formula (92), we denote by t the coordinate on R. The mapping
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(α, f) 7→ (α+fǫ)+fdt yields an isomorphismK → annM×R(TS) as required,
which is not unique since it depends on the choice of ǫ.
If the dimension of S is odd S is a contact manifold with the Reeb vector
field E|S, which neither vanishes nor belongs to im ♯Λ at each point of S. Ac-
cordingly, (112) yields K = ker ♯Λ along S. On the other hand, annM (TS) =
(ker ♯Λ) ∩ ann(E). Hence, if we choose the 1-form ξ ∈ Γ(ker ♯Λ) such that
ξ(E) = 1 along S, we get an isomorphism K ≈ annM(TS) ⊕ span{ξ},
which allows us to represent the elements of K under the form β + hξ where
β ∈ annM (TS), h ∈ C
∞(M). Furthermore, the mapping (β+hξ, 0) 7→ β+hdt
yields an isomorphism K → annM×R(TS) as required. Again this isomor-
phism is not unique since it depends on the choice of ξ. Q.e.d.
Now, assume that S is an embedded characteristic leaf of the Jacobi
manifold (M,Λ, E) and that the induced structure of S is globally conformal
symplectic, i.e., there exists on S a symplectic form ω and a function f ∈
C∞(M) such that the Jacobi structure of S is defined by the 2-form efω.
The symplectic form ω allows us to define a Vorobiev-Poisson structure Π on
a neighborhood U of S seen as the zero section of the total space of the Lie
coalgebras bundle K∗. By Proposition 5.7, U may also be seen as a tubular
neighborhood of S × {0} defined by a normal bundle of this submanifold in
M × {R}. Using formula (97) with a = ef ,Λ = Π, E = 0 we get a Jacobi
structure on U for which S is a characteristic leaf with the same induced
Jacobi structure as the one induced by the original (Λ, E). Notice that we
cannot just use Vorobiev’s construction along a locally conformal symplectic
leaf since the form (64) associated to a locally conformal symplectic form ω
does not satisfy conditions (105).
On the other hand, if S is a contact, embedded, characteristic leaf of
the Jacobi manifold (M,Λ, E), S × {R} is a symplectic leaf of the Poisson
structure P ofM×{R} and its symplectic structure is the so-called symplec-
tification of the contact structure of S. Using this symplectic structure, we
get a Vorobiev-Poisson structure on a neighborhood of the zero section of a
normal bundle N(S ×{R}) in M ×{R}. This neighborhood may be seen as
having the form V × {R} where V is a neighborhood of S seen as the zero
section of a normal bundle NS of S in M . Therefore, S has a neighborhood
V ⊆ NS which is a hypersurface of a Vorobiev-Poisson manifold.
Remark 5.2 If Lx0 is a locally conformal symplectic leaf of (M,Λ, E) with
the 2-form ω and the (closed) Lee form ǫ, the symplectic leaf of (M × R, P )
through (x0, 0) is the hypersurface of (Lx0 × R, P ), which integrates the
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equation ǫ− dt = 0, and passes through x0.
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