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Outlier detection is an important research branch of data mining, used to identify 
the objects significantly different from the other data. In practical applications, such 
as financial risk assessment, structural defects detection and intrusion detection, 
outliers often represent important or special events. Through analysis of the detected 
outlier data, we can obtain lots of valuable information which can be used for decision 
and prediction of future trends. Thus, outlier detection is a very interesting research 
field. 
This dissertation focuses on outlier mining and improving the outlier detection 
performance of the categorical data. Based on the introduction of the relevant concept 
of outlier and the major detection methods, this dissertation conducts an in-depth 
study of the outlier detection algorithms based on the weighted frequency and 
clustering and semi-supervised learning using information entropy.  
1. The categorical data are multivariate and different attributes have different 
effect on outlier degree. This dissertation improves the current algorithms of 
regarding all attributes of equal importance. The outlier detection strategy based on 
the weighted frequency is put forward. Different attributes are endowed with different 
weights according to their contribution degree to the outliers feature. Then, the 
weighted frequency value of the data objects is calculated based on the attribute 
frequency of the data. The value of the weighted frequency can reflect the outlier 
degree of data.  
2. Since the algorithm based on the frequency is not favorable while detecting 
outliers jointly influenced by multiple frequent attributes. An improved outlier 
detection algorithm based on the cluster and weighted frequency is put forward in this 
dissertation. By distinguishing two types of outliers and combining the weighted 
frequency algorithm and improved cluster algorithm to rank the outlier degree of 
different types of outliers, the data set of the candidate outliers is obtained. The 














outlier detection accuracy. 
3. Because most current categorical outlier detection algorithms are 
non-supervised algorithm with high false alarm rate and low precision, this 
dissertation improves these problems by putting forward the semi-supervised outlier 
detection algorithm based on the information entropy. This algorithm adopts the 
concept of the semi-supervised learning and the improved information entropy, 
considering the special conditions of a few positive examples as the training set. The 
positive examples (outliers) are regarded as the training set to eliminate partial data 
and reduce the scale of the data set. After all these, the outlier detection is conducted, 
which can reduce the calculation complexity and improve the detection accuracy.   
The experiment results show that the improved algorithms put forward by this 
dissertation can improve the accuracy of outlier detection and can be applied to the 
large categorical data set. Thus, these improved algorithms are valid.  
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