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In this paper, we consider a discrete delay problem with negative feedback
x˙(t)=f(x(t), x(t−1)) along with a certain family of time discretizations with
stepsize 1/n. In the original problem, the attractor admits a nice Morse decomposi-
tion. We proved in (T. Gedeon and G. Hines, 1999, J. Differential Equations 151,
36–78) that the discretized problems have global attractors. It was proved in
(T. Gedeon and K. Mischaikow, 1995, J. Dynam. Differential Equations 7, 141–190)
that such attractors also admit Morse decompositions. In (T. Gedeon and G. Hines,
1999, J. Differential Equations 151, 36–78) we proved certain continuity results
about the individual Morse sets, including that if f(x, y)=f(y), then the individual
Morse sets are upper semicontinuous at n=.. In this paper we extend this result
to the general case; that is, we prove for general f(x, y) with negative feedback that
the Morse sets are upper semicontinuous. © 2002 Elsevier Science (USA)
I. INTRODUCTION
In a previous paper, [GH], we considered the relationship between
Morse sets (when they existed) for the following problems.
x˙(t)=f(x(t), x(t−1))
x(t)=f(t), t ¥ [−1, 0]
(1.1).
and
y˙0(t) = f(y0 , yn)
y˙1(t) = n(y0−y1)
x
y˙n(t) = n(yn−1−yn)
y0(0) = f(0)
y1(0) = f 1−1n2
x
yn(0) = f(−1).
(1.1)n
Problem (1.1). is a discrete delay problem with negative feedback and
(1.1)n is a time discretization of (1.1). which we choose so that y˙k(0) is the
slope of the secant line from f(−k/n) to f(−(k−1)/n).
Basically, our previous result [GH] says that if {Snk}
Nn
k=1 are Morse sets
for (1.1)n and {S
n
k}
N.
k=1 are Morse sets for (1.1)., then, under assumptions
A1 through A3 in [GH], for any e > 0, there exists N so that for all
n > N, Snk is in an e-neighborhood of
Mk :=10
j [ k
S.j 2 2 1 0
j, l [ k
C.(j, l)2
for all 1 [ k [Ng. C.(j, l) is the set of all connecting orbits with a-limit set
in S.j and w-limit set in S
.
l .
In the case that (1.1). has the form
x˙(t)=f(x(t−1))
we proved the stronger result that, under assumptions A1 through A3, for
any e > 0, there exists N so that for all n > N, Snk is in an e-neighborhood
of S.k for all 1 [ k [N. .
In this paper, we prove that the stronger result indeed holds for the more
general problem (1.1). without any further assumptions.
We require many of the ideas, assumptions, definitions, and results from
[GH] and we refer the reader to the Introduction of that paper. For the
purposes of this introduction, we repeat the definitions and lemmas that we
will be referring to explicitly. Suppose that (1.1). admits a global attractor
in C :=C([−1, 0], R) (the normal space in which to view the flow—see
[GH]) and let T.(t) be the solution operator associated with (1.1). in C.
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We denote the set of all bounded solutions x(t), t ¥ (−.,.), of (1.1). as
Aˆ. … C((−.,.), R) and defineA. … C (the global attractor) as the set of
all initial conditions which give rise to a solution in Aˆ.. Under certain
assumptions, it was proved in [M-P] that Aˆ. admits a Morse decomposi-
tion. This decomposition is defined using a discrete Lyapunov function on
Aˆ., which we denote by V: C((−.,.), R)QN. Define s :=inf {t \ 0 : xˆ(t)
=0} if it exists. Then, if s exists, define V(xˆ) to be the number of zeroes,
counting multiplicity, of xˆ in the interval (s−1, s]. Otherwise, define
V(xˆ)=1. [M-P] proved that, in Aˆ., V is bounded above and takes odd
integer values and V(xˆt) is nonincreasing in t.
The Morse sets will be invariant sets in Aˆ. on which the Lyapunov
function is constant. The Morse sets are ordered in the sense that if j < k,
then S j. < S
k
. meaning that there are orbits connecting S
j
. and S
k
. with
w-limit set in S j. and a-limit set in S
k
.. One of the Morse sets will be the set
{0}. The number of Morse sets which are below {0} in the ordering
depends on the number of eigenvalues of the linearization at zero which
have positive real part (see [GH]). If N is the number of roots with posi-
tive real parts, there are Ng :=N/2+1 Morse sets below {0} (it is proved
in [M-P] that N is even). Suppose there are M Morse sets all together.
They are then defined as follows. For 1 [ k [Ng−1 and Ng+1 [ k [M
Sk :={xˆ ¥ Aˆ. 0{0} : V(xt)=2k−1 for all t and 0 ¨ a(xˆ) 2 w(xˆ)}
and
SNg :={0}.
For problems (1.1)n, we denote the solution operator in Rn+1 by T˜n(t). In
[GH], it is also proved that if (1.1). admits a global attractor then so does
(1.1)n for large n. We denote these attractors by A2n. It was proved in
[GM] that these attractors admit Morse decompositions. In [M-PS],
Mallet-Paret and Smith define a discrete Lyapunov function for (1.1)n. For
1 [ i [ n, define di=1 and define d0=−1. For a vector Ox0 , ... xnP ¥ Rn+1
with xi ] 0, define
V˜n(Ox0 , x1 , ..., xnP)= card{i: dixixi−1 < 0},
where we define x−1=xn. V˜n counts the number of sign changes in the
vector and adds one if the first and last element have the same sign. We
extend V˜n by continuity whenever possible. If the vector x(t)=Ox0(t),
x1(t), ..., xn(t)P is a solution of (1.1)n, then V˜n(x(t)) is nonincreasing. More
precisely, if x(t) is in a region where V˜n is defined, then V˜n(x(t)) is constant.
If V˜n is not defined at x(t), then for small e, V˜n(x(t− e))=2+V˜n(x(t+e))
(V˜n(x(t+e)) < V˜n(x(t− e))). Clearly, V˜n is bounded and takes odd integer
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values. We will use this Lyapunov function to define the Morse sets. In
[GH] we prove that if A3 holds then the zero solution of the linearization
of (1.1)n is hyperbolic. Let Kn be the number of eigenvalues with positive
real part. If Kn is even, define K
g
n :=Kn/2+1; if Kn is odd, define
Kgn :=(Kn+1)/2+1. There are K
g
n Morse sets below {0}. Suppose there
are Jn Morse sets all together. They are defined as follows. For
1 [ k [Kgn −1 or Kgn [ k [ Jn
S˜nk :={x ¥A2n : V˜n(T˜n(t) x)=2k−1 for all t, 0 ¨ a(x) 2 w(x)}
and
S˜nKg :={0}.
Hence for each problem (1.1)n, n [., we have an attractor and a Morse
decomposition. These Morse decompositions are not unrelated. But it is
not clear how we can compare these two problems. It turns out that both
the infinite dimensional problem and the finite dimensional one are
connected to the following distributed delay problem.
x˙(t)=f 1x(t), F 0
−.
x(t+s) Qn(s) ds2
x0=f, f ¥ C((−., 0]),
(1.2)n
where
Qn(s)=nn
(−s)n−1
(n−1)!
ens.
With this kernel, we obtain the system in (1.1)n if we make the following
change of variables (see [BT])
y0(t)=x(t)
yk(t)=F
0
−.
x(t+s) rnk(s) ds,
where
rnk(s)=n
k (−s)
k−1
(k−1)!
ens.
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The initial conditions will be
y0(0)=f(0)
yk(0)=F
0
−.
f(s) rnk(s) ds.
(1.3)
Problem (1.1). is the limit of the problems (1.2)n in the sense that the
kernels Qk converge weakly to the d-function at −1; that is, for bounded
functions x (in fact, for functions in the space X defined below), we have
F 0
−.
x(s) Qn(s) dsQ x(−1) as nQ..
The convergence of the kernels allows us to make use of results in [H]
about the dependence of attractors on the delay. To compare the problems
for different values of n, we must give a space in which all the problems can
be studied. This choice is discussed extensively in [H]. We choose
X :={f: (−., 0]Q R | f is continuous on [−2, 0] and ||f||X <.},
where
||f||X := sup
−2 [ s [ 0
|f(s)|+F 0
−.
|f(s)| Q1(s) ds.
For the remainder of the paper, we will consider the flows for (1.2)n and
(1.1). in X. We use Tn(t), 1 [ n [. , for the solution operators andAn for
the attractors in X. The Morse decomposition in A2n gives rise to a Morse
decomposition inAn . Define
Snk :=3f ¥An |7f(0), F 0
−.
f(s) rn1(s) ds, F
0
−.
f(s) rn2(s) ds, ...,
F 0
−.
f(s) rnn(s) ds8 ¥ S˜nk 4 .
We proved in [GH] that this indeed gives a Morse decomposition ofAn.
To see a precise statement of the results of [GH], the reader is referred
to Theorems 1.1 and 1.2 in that paper. Now we state the result which will
be proved in this paper.
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Theorem 1.1. Consider the general problem (1.1). and (1.2)n where f is
allowed to depend both on x(t) and on x(t−1). Assume that assumptions A1
through A3 are satisfied. Then for any e > 0, there exists N so that for all
n > N, Snk is in an e-neighborhood of S
.
k for all 1 [ k [M. That is, the sets
{Snk} are upper semicontinuous at n=..
Before we go on to the proof of Theorem 1.1, we should explain what we
mean when we say that {Snk} is upper semicontinuous in the case that
Ng [ k [M. We do not know if the problems (1.1)n and (1.1). have the
same number of Morse sets above {0}. However, if given k, there are an
infinite number of n > N, call them nj, such that S
nj
k is not empty, then S
.
k
is not empty and the sets {Snjk } are upper semicontinuous. If there exists N
such that for n > N the sets Snk are empty, then even if S
.
k is not empty, the
sets {Snk} are upper semicontinuous by definition.
II. SOME RESULTS FROM [GH]
Here we state several central results from [GH]. The first is given as a
theorem in [M-P].
Theorem 2.1a. Assume that A1 through A3 hold. If x ¥ Aˆ. then either
x(t)Q 0 as tQ. or x satisfies the following.
1. lim inftQ.(|x(t)|+|x˙(t)|) > C where C > 0 is independent of x.
2. There exist t1 > 0 such that all zeroes of x which lie in [t1 ,.) are
simple.
3. There exist t2 > 0 and d > 0 such that if z1 and z2 are two zeroes of
x in [t3 ,.), then we have |z1−z2 | > d.
Since the solution operator is a group in A., Theorem 2.1 also holds for
negative time (see Corollary 3.1b in [GH]). In this paper, we refer to the
result for negative time as Corollary 2.1b.
The next result is a Hartman–Grobman type result which we use in the
form of the corollary following. This result is proved in [GH].
Lemma 2.2 (Lemma 3.2 in [GH]). Let us denote the vector field given
by (1.1)n by Fn(x). There is a constant z > 0 such that for all n there is a
homeomorphism hn such that
DFn(0) p hn(x)=hn p Fn(x)
for all ||x||1 [ z.
Corollary 2.3. If a solution xn of (1.1)n satisfies |xn(t)| < z for all t < 0
then xn ¥Wu(0).
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The remaining results are various convergence results with respect to the
parameter n.
Lemma 2.4 (Lemma 4.1 in [GH]). Suppose xn ¥An and xnQ x ¥A.
where the convergence is in the X-norm. Then, given e and T, there exists
N(e, T) so that for n > N, |xn(t)−x(t)| < e for all t ¥ [−T, 0].
Lemma 2.5 (Lemma 4.5 in [GH]). Suppose xn ¥An and xnQ x ¥A.
in X. Then, given e and T, there exists N(e, T) so that for n > N,
|x˙n(t)− x˙(t)| < e for all t ¥ [−T, 0].
To state the next lemma, we introduce the notation
xnj (t)=F
0
−.
xn(t+s) rnj (s) ds.
Fix 0 [ l [ 1 and choose a sequence k(n)/nQ l, 0 [ k(n) [ n.
Lemma 2.6. Suppose xn ¥An and xnQ x ¥A. in X. For every e > 0 and
T > 0 there exists N so that for all n > N and for all t ¥ [−T, 0],
:x(t− l)−F 0
−.
xn(s+t) rnk(n)(s) ds :=|x(t−l)−xnk(n)(t) | < e.
Proof. By Lemma 4.2 in [GH], the sequence {xn} is bounded and
equicontinuous and so satisfies the hypotheses of Lemma 4.3 in [GH]. The
conclusion is then a direct result of Lemma 4.3 [GH]. L
Lemma 2.7. Suppose xn ¥An and xnQ x ¥A. in X. Then given a ¥ R
and e > 0 there exists N such that for all n > N,
|x˙(a−l)− x˙nk(n)(a)| < e.
The choice of N is independent of l ¥ [0, 1] and independent of the sequence
k(n)/n.
Proof. Let vn=x˙n. From Lemma 2.5, we know that there exists N(e, a)
so that for n > N, |x˙n(t)− x˙(t)| < e for all t ¥ [a−2, 0]. By Lemma 4.2 in
[GH], the sequence {vn}
.
0 is equicontinuous and equibounded. Hence the
sequence {vn} satisfies the hypotheses of Lemma 4.3 [GH] and so
: x˙(a−l)−F 0
−.
x˙n(s+t) r
n
k(n)(s) ds : < 2e
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for all t ¥ [a, 0]. In particular, this holds for t=a. To see that N is inde-
pendent of l ¥ [0, 1] and independent of the sequence k(n)/n, we must
check that the steps in the proof of Lemma 4.3 [GH] are independent.
This is indeed the case because of the following facts: >0−. rnj (s) ds=1 for
all j, n; rnj (−2) has a bound which depends only on n, not on j; and the
integral of rnk(n) outside some small interval containing k(n)/n has a bound
which depends only on n (for details, see the proof of Lemma 4.3 in
[GH]). L
III. COUNTING SIGN CHANGES AND ZEROES
Suppose that for an infinite number of n, xn ¥ Snk. It is shown in [GH]
that the sequence {xn} has a convergent subsequence xni Q x where x ¥A.
and x(t) is a solution of (1.1). for all t. We will prove that, in fact, x ¥ S.k .
This completes the proof since
Lemma 3.1. Suppose that every sequence {xn} with xn ¥ Snk has a con-
vergent subsequence which converges to an element x ¥ S.k . Then for every e
there is an N such that for all n > N, Snk …Ne(S.k ).
This was proven in [GH] replacing S.k with Mk defined in the Intro-
duction. The proof is the same for S.k . From here on we write x
n for the
subsequence.
In order to prove that x ¥ S.k , we make use of Theorem 2.1a and
Corollary 2.1b. Hence we must make sure that the hypotheses of the
theorem and corollary hold. We require
(S1) x(t)7 0 as tQ.
(S2) x(t)7 0 as tQ −..
In [GH] we proved that if k < Ng (recall that Ng is the number of
Morse sets below {0}), then (S2) holds (see Lemma 6.7). Also in [GH] we
proved that if (S2) holds then V(xt) [ 2k−1 for all t. Here we prove that
(S2) also holds for k > Ng and (S1) holds for k < Ng and k > Ng (remember
that for k=Ng Skn={0} for all n [.). We prove that if (S1) holds then
V(xt) \ 2k−1. We write these as the following four propositions.
Proposition 3.2. If k > Ng then x(t)7 0 as tQ −..
Proposition 3.3. If k < Ng then x(t)7 0 as tQ..
Proposition 3.4. If k > Ng then x(t)7 0 as tQ..
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Proposition 3.5. If (S1) holds, then V(xt) \ 2k−1 for all t.
3.1. The Proof of Proposition 3.5
Since (S1) holds, we can apply Theorem 2.1. There exists t1 such that for
all t > t1, |x(t)|+|x˙(t)| > C. There exists t2 such that all zeroes of x in
(t2 ,.) are simple. There exists t3 such that if z1 and z2 are two zeroes of x
in (t3 ,.) then |z1−z2 | > d. Since V is bounded below and above and takes
only integer values, there exists t4 such that V(xt) is constant for all t > t4.
If we define g¯ so that
g¯ :=min 12 dC
d+4
,
C
2
2
then we have the following lemma.
Lemma 3.6. There is an a >max(t1 , t2 , t3 , t4) and an g < g¯ so that
|x(a)| > g and |x(a−1)| > g.
Define the vectors
Xn :=7xn(a), F 0
−.
xn(a+s) rn1(s) ds, ..., F
0
−.
xn(a+s) rnn(s) ds8
and
Dn :=7xn(a), xn(a), xn 1a−1
n
2 , xn 1a−2
n
2 , ..., xn 1a−1+1
n
28 .
According to Lemma 2.6, we expect the coordinates of these vectors to
be close in some sense.
We proved in [GH] that if n is large enough, Dn catches all the sign
changes of xn; that is
Lemma 3.7 (Proposition 6.6b in [GH]). If n is large enough then
V˜(Dn)=N(Tn(a) xn), where
N(y) := the number of sign changes of y in (−1, 0]+
sgn (y(0) y(−1))+1
2
Here we assume that n is large enough to satisfy Lemma 3.7. From
Section 2 (Lemmas 2.4 and 2.5) we know that we can pick n large enough
so that |xn(t)|+|x˙n(t)| > C/2 for all t ¥ [a−1, a]. Hence in any region
of [a−1, a] where |xn(t)| < C/4, we must have |x˙n(t)| > C/4 so xn(t)
must be monotone in such a region. Let [b1 , b2] … [a−1, a] be such that
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|xn(b1)|=C/4 and |xn(b2)|=C/4 and xn is monotone in [b1 , b2], so in the
interval [b1 , b2], |xn(t)| < C/4 and |x˙n(t)| ] 0. Without loss of generality
assume x˙n(t) > 0 for t ¥ [b1 , b2]. Given n, there exists i and k such that
a−j/n ¥ [b1 , b2] for all i [ j [ k and a−j/n ¨ [b1 , b2] if j < i or j > k. For
these k−i+1 consecutive elements of the vector Dn we have
xn(a−j/n) > xn(a−(j+1)/n)
for all j=i, ..., k−1. Then we have the following lemma.
Lemma 3.8. For large enough n, if xn(a−j/n) > xn(a−(j+1)/n), for all
j=i, ..., k−1, then also
xnj (a) > x
n
j+1(a)
for all j=i, ..., k−1.
Proof. Suppose a−l ¥ [b1 , b2] and k(n)/nQ l, 0 [ k(n) [ n. By
Lemma 2.7, for all e > 0 there exists N such that for all n > N,
|x˙(a−l)− x˙nk(n)(a)| < e.
N can be chosen independently of l ¥ [0, 1] and independently of the
sequence k(n)n . Let L=x˙(a−l) > 0 and e=L/2. Then there exists N such
that for all n > N we have
|L− x˙nk(n)(a)| <
L
2
so x˙nk(n)(a) > 0. But
x˙nk(n)(a)=n(x
n
k(n)−1(a)−x
n
k(n)(a)) > 0
so
xnk(n)−1(a) > x
n
k(n)(a).
This proves the result since for any 1 [ j [ n, there exists an l and a
sequence k(n) so that for some n, k(n)/n=(j+1)/n. L
From Lemma 3.8, we can conclude that the ith through (k−1)st terms
in the vector Xn are monotone decreasing. The analogous result holds if
xn(a−j/n) < xn(a−(j+1)/n) for all j=i, ..., k−1. We use this to prove
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Lemma 3.9. For n large enough V˜n(Dn) \ V˜n(Xn).
Proof. By Lemma 2.6 and the fact that xnQ x, we can pick n large
enough so that
|xn(a−j/n)−xnj (a)| <
g
2
(3.1)
for all j=1, ..., n. Let
b1={inf t: t > a−1 and |x(t)|=C/4}
b2={inf t: t > b1 and |x(t)|=C/4}
b3={inf t: t > b2 and |x(t)|=C/4}
x
bq={sup t: t < a and |x(t)|=C/4}.
Then [a−1, a]=[a−1, b1] 2 [b1 , b2] 2 · · · 2 [bq−1 , bq] 2 [bq , a]. In an
interval [bi , bi+1], either |xn(t)| \ C/4 for all t ¥ [bi , bi+1] or |xn(t)| [ C/4
for all t ¥ [bi , bi+1] because the derivative x˙n(t) can only change sign if
|xn(t)| > C/2. If for t ¥ [bi , bi+1] we have that |xn(t)| \ C/4 then for j such
that a−j/n ¥ [bi , bi+1], xnj (a) ] 0 by (3.1). If for t ¥ [bi , bi+1] we have
that |xn(t)| [ C/4 then let m and k be such that for all m [ j [ k,
a−j/n ¥ [bi , bi+1] and for j < m and j > k, a−j/n ¨ [bi , bi+1]. Then Dn is
monotone between its mth and kth elements and, by Lemma 3.7, so is Xn.
Hence Xn has no more than one sign change between the mth and kth
elements (it may have no sign changes if the mth and kth elements of Dn
are strictly less than C/4 in magnitude).
We consider the far right and left intervals separately. We know that we
can pick n large enough so that for all n > N |xn(a−1)| > g/2. There are
two possiblities for xn in [a−1, b1]. Either g/2 < |xn(t)| < C/4 in
[a−1, b1] or |xn(t)| > C/4 in [a−1, b1]. In either case, we cannot change
the sign of the vector elements of Dn by adding a perturbation of size less
than g/2. Since we can consider the vector Xn as a perturbation of the
vector Dn of size less than g/2, we can conclude that xnj for a−j/n ¥
[a−1, b1] all have the same sign. A similar argument holds for the interval
[bq , a].
Hence V˜n(Dn) \ V˜n(Xn), for n large enough. L
Remark 3.10. With a slightly more careful proof, we can prove in this
same way that, in fact, V˜n(Dn)=V˜n(Xn), but Lemma 3.9 is enough for our
purposes.
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Now we can conclude the proof of Proposition 3.5. We proved in [GH]
that V(xa)=V˜n(Dn). By definition, we know that V˜n(Xn)=2k−1. So
V(xa) \ 2k−1. Since V(xt) is decreasing along solutions, V(xt) \ 2k−1 for
all t [ a. Since V(xt) is constant for all t \ a, we can conclude that
V(xt) \ 2k−1 for all t.
3.2. The Proofs of Propositions 3.2, 3.3, and 3.4
We require the following lemmas.
Lemma 3.11. Supposex ¥A. andx(t)Q 0 as tQ.. Thenx ¥W s(0) …X.
Proof. Since x ¥A., it is bounded in X by a constant which we will
callM. So
|x(t)| [ sup
−2 [ s [ 0
|xt(s)|+F
0
−.
|xt(s)| Q1(s) ds=||xt || [M.
Since x(t)Q 0 as tQ., then, given e > 0, there exists a y1 > 0 such that for
all t > y1, |x(t)| < e/3. By the nature of the kernel Q1, we can pick y2 so
that
F −T2
−.
Q1(s) ds <
e
3M
.
Pick y > y1+y2. Then for all t > y we have
||xt ||= sup
−2 [ s [ 0
|xt(s)|+F
0
−.
|xt(s)| Q1(s) ds
[
e
3
+F −y2
−.
|xt(s)| Q1(s) ds+F
0
−y2
|xt(s)| Q1(s) ds
[
e
3
+
e
3
+F 0
−y2
|xt(s)| Q1(s) ds.
In the last integral above, since s > −y2, t+s > t−y2 > y1+y2−y2=y1, so
for all s ¥ [− y2 , 0], |x(t+s)| < e3. So, since >0−. Q1(s) ds=1, we have
||xt || <
e
3
+
e
3
+
e
3
.
Hence ||xt ||Q 0 as tQ. and so x ¥W s(0). L
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Similarly we can show
Lemma 3.12. Suppose x ¥A. and x(t)Q 0 as tQ −.. Then x ¥Wu(0)
…X.
Proof of Proposition 3.4. Suppose xnQ x in X and |x(t)|Q 0 as tQ..
Define L > 0 so that for all t ¥ [L, −.), |x(t)| < z/4, where z is defined in
Lemma 2.2. Define
qn=inf{t > L : |xn(t)|=z/2}
We want to show that there is a subsequence qni Q.. Suppose instead that
there is a Q <. such that qn [ Q for all n. Let q˜ > Q. Pick k so that
L+2(k−1) < q˜ < L+2k. Consider Tn(L) xn, Tn(L+2) xn, ..., Tn(L+2k) xn.
For each j=1, ..., k there exists Nj so that for all n > Nj
||Tn(L+2j) xn−T(L+2j) x||X < z/4
and so
|[Tn(L+2j) xn](h)−[T(L+2j) x](h)| < z/4
for all h ¥ [−2, 0] and j=0, ..., k. Hence for each j, if n > Nj,
|[Tn(L−2j) xn](h)| < z/2
for all h ¥ [−2, 0]. Choose N=maxj Nj. Then for all n > N, we have
|xn(t)| < z/2
for t ¥ [L, L+2k]. Hence for n > N, qn > q˜ and we have reached a contra-
diction. So such a subsequence exists. For convenience, we also call the
subsequence {qn}.
Now define
yn(t)=xn(t+qn)
for all t. Since Snk is invariant, y
n ¥ Snk for all n. There is a subsequence,
which we again call yn, so that ynQ y in X. Then y ¥A.. We want to
show that |y(t)| < z for all t < 0. Suppose there is a t˜ < 0 so that |y(t˜)|=z.
Consider T(t˜) y. Tn(t˜) yn Q T(t˜) y in X so there exists an N˜ so that for all
n > N˜,
||Tn(t˜) yn−T(t˜) y||X < z/2
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and so
|[Tn(t˜) yn](0)−[T(t˜) y](0)| < z/2.
Pick N \ N˜ so that for all n > N, L−qn > t˜. Notice that L=L−qn+qn [
t˜+qn < qn so for all n > N, |xn(t˜+qn)|=|[Tn(t˜) yn](0)| < z/2 and so
|y(t˜)|=|[T(t˜) y](0)| < z
and we have arrived at a contradiction. Hence |y(t)| < z for all t > 0.
Therefore, by Corollary 2.3, y ¥Wu(0). If also y ¥W s(0), then y would
be a homoclinic orbit, but according to [M-P] this is impossible. Hence, by
Lemma 3.11, y(t)7 0 as tQ.. Hence for y, (S1) holds. By Proposition
3.5, N(y) \ 2k+1 \ 2Ng+1. But since y ¥Wu(0), we must have N(y) [
2Ng+1 and so we have reached our final contradiction. This proves the
lemma. L
Proof of Proposition 3.3. If x(t)Q 0 as tQ., we have shown in
Lemma 3.11 that x ¥W s(0), but in that case we must have V(x) \ 2Ng+1
and hence k > Ng. L
Proof of Proposition 3.2. If x(t)Q 0 as tQ −., we have shown in
Lemma 3.12 that x ¥Wu(0), but in that case we must have V(x) [ 2Ng−1
and hence k < Ng. L
3.2. Completion of the Proof of Theorem 1.1
To prove that x ¥ S.k it only remains to show that 0 ¨ w(x) 2 a(x).
Lemma 3.12. 0 ¨ w(x) 2 a(x)
Proof. We will prove that 0 ¨ w(x). The proof that 0 ¨ a(x) follows
similarly.
Suppose 0 ¥ w(x). Then there exists a sequence tj Q. as jQ. such
that ||T.(tj) x||Q 0 as jQ.. Then for every e > 0 there exists J such that
for all j > J we have
||T.(tj) x||= sup
s ¥ [−2, 0]
|x(tj+s)|+F
0
−.
|x(tj+s)| Q1(s) ds < e
so
sup
s ¥ [−2, 0]
|x(tj+s)| < e.
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Let e < C/2. Then for some j with tj > y+2, where y is as in the proof of
Lemma 3.2, we have |x(s)| < e for all s ¥ [tj−2, tj]. In this interval, we
cannot have x˙(s)=0 since by Lemma 2.1a we would then have |x(s)| > C,
so in this interval x must be monotone, hence there can be at most one zero
of x in [tj−2, tj]. This, along with the fact that |x(s)| < e in [tj−2, tj],
implies that the maximum of |x˙| is 2e/2=e, so in [tj−2, tj] we have
|x(t)|+|x˙(t)| < e+e < C and this contradicts Theorem 2.1a. L
Hence we conclude that x ¥ S.k and Theorem 1.1 holds.
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