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In this paper, we present a nonmonotone conic trust region method based on line
search technique for unconstrained optimization. The new algorithm can be regarded as
a combination of nonmonotone technique, line search technique and conic trust region
method. When a trial step is not accepted, the method does not resolve the trust region
subproblem but generates an iterative point whose steplength satisfies some line search
condition. The function value can only be allowed to increase when trial steps are not
accepted in close succession of iterations. The local and global convergence properties are
proved under reasonable assumptions. Numerical experiments are conducted to compare
this method with the existing methods.
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1. Introduction
In this paper, the following unconstrained optimization is considered,
min
x∈Rn
f (x) (1.1)
where f : Rn → R is twice continuously differentiable function.
Trust regionmethods for unconstrained optimization have been studied bymany researchers [1–5]. Trust regionmethods
are robust, can be applied to ill-conditioned problems and have strong global convergence properties. Another advantage
of trust region methods is that there is no need to require the approximate Hessian matrix of the trust region subproblem
to be positive definite. For problem (1.1), Nocedal and Yuan [6] showed that a trust-region trial step is always a descent
direction for any approximate Hessianmatrix. It is well known that for line searchmethods one generally has to assume the
approximate Hessian matrix to be positive definite in order to ensure that the search direction is a descent direction.
In [18], we proposed a new trust region subproblem based on conic model for unconstrained optimization,
min ck(s) = g
T
k s
1− hTk s
+ 1
2
sTBks
(1− hTk s)2
s.t.1− hTk s > 0‖s‖ ≤ 1k
(1.2)
where ck(s) is called conicmodelwhich is an approximation to f (xk+s)−f (xk), Bk is an approximateHessian of f at xk and1k
is the trust radius. The vector hk is the associated vector for the colinear scaling in the kth iteration, and it is normally called
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the horizontal vector. If hk = 0, the conic model reduces to a quadratic model. Therefore, the conic model methods are the
generalization of the quadraticmodelmethods. They have several advantages. First, if the objective function has strong non-
quadratic behavior or its curvature changes severely, the quadratic model methods often produce a poor prediction of the
minimizer of the function. In this case, conic model approximates the objective function better than a quadratic, because
it has more freedom in the model. Second, the quadratic model does not take into account the information concerning
the function value in the previous iteration which is useful for algorithms. However, the conic model possesses richer
interpolation information and satisfies four interpolation conditions of the function values and the gradient values at the
current and the previous points. Using these rich interpolation informationmay improve the performance of the algorithms.
Third, the initial and limited numerical results provided in [8,9] etc. show that the conic model method gives improvement
over the quadratic model method. Finally, the conic model method has the similar global and local convergence properties
as the quadratic model method.
Some criterion is used to decidewhether or not the trial step sk is accepted. If the trial step is not accepted, the subproblem
(1.2) with a reduced trust region radius should be resolved until an acceptable step is found. Hence, the subproblem may
be solved several times at an iteration and the total cost of computation for one iteration might be expensive for large scale
problem.
In recent years, a variety of trust region methods have been proposed in the literatures. For example, Nocedal and
Yuan [19], and Gertz [20] presented methods which combine line search technique and trust region method. When the
trial step is not successful, their methods performs a line search to find a iterative point instead of resolving the subproblem.
Therefore, theirmethods require less computation than classic trust regionmethods. On the other hand, Sun and Zhang [21],
Chen and Sun [22], and Mo and Zhang [12] proposed a fixed steplength method for unconstrained optimization. In their
approaches, without using line search, they computed the steplength by a formula at each iteration. Thus their methods
might be practical in cases where the line search is expensive or hard.
Recently, nonmonotone line search techniques have been studied bymany authors since Grippo et al. [10]. Many authors
generalized the nonmonotone technique to trust regionmethods and proposed nonmonotone trust regionmethods [11–13].
Theoretical analysis and numerical results show that the algorithms with nonmonotone properties are more efficient than
the algorithms with monotone properties. These papers indicated that the nonmonotone algorithm is efficient, especially
for ill-conditioned problems.
To our knowledge, the nonmonotone trust region methods listed above are mostly based on quadratic model, but there
are less nonmonotone trust region methods based on conic model [18]; and the trust region methods based on line search
techniques listed above are all based on quadratic model.
In our paper,we combine the subproblem (1.2)with nonmonotone and line search techniques to propose a nonmonotone
trust regionmethod based on conic model and line search techniques. This method is different from the one in [18], since in
this paper themethod is based on line search, i.e. at every iteration, the subproblem (1.2) is only solved once and the solution
of (1.2) is used as the search step. The local and global convergence properties of the nonmonotone trust regionmethodbased
on conicmodel are proved under some reasonable assumptions. Finally, we report some preliminary numerical experiments
and compare the performance of the newmethod with the performance of the method in [18]. The numerical results show
that the new method performs better.
The rest of the paper is organized as follows. In Section 2, we present the nonmonotone trust region method based on
conic model and line search. In Section 3, the global and local convergence properties are studied. Numerical results in
Section 4 indicate that the algorithm is efficient. Concluding remarks are addressed in Section 5.
2. The algorithm
In this section, we describe a method which combines nonmonotone technique, linear search technique and conic trust
region method. In each iteration, a trial step sk is generated by solving the trust region subproblem (1.2). Then either xk+ sk
is accepted as a new iteration point or the trust-region radius is reduced according to a comparison between the actual
reduction of the objective function
aredk(sk) = fl(k) − f (xk + sk) (2.1)
and the reduction predicted by the conic model
predk(sk) = − g
T
k sk
1− hTk sk
− 1
2
sTkBksk
(1− hTk sk)2
. (2.2)
i.e.,
rk = aredk(sk)predk(sk)
, (2.3)
where
fl(k) = max
0≤j≤m(k)
{fk−j}, k = 1, 2, . . . , (2.4)
516 S.-J. Qu et al. / Journal of Computational and Applied Mathematics 224 (2009) 514–526
andm(k) is an integer defined by
m(k) =
{
0 if rk−1 ≥ c2
min{m(k− 1)+ 1,M} otherwise, (2.5)
whereM ≥ 1 is an integer constant andm(0) := 0. That is, if the reduction in the objective function is satisfactory, then we
finish the current iteration by taking
xk+1 = xk + sk (2.6)
and adjusting the trust-region radius; otherwise a new iterative point by xk+1 = xk + αksk is generated, where αk := ρ jk is
a steplength satisfying
fk − f (xk + ρ jsk) ≥ −δρ jgksk, (2.7)
here δ > 0, ρ ∈ (0, 1) are constants and jk is the smallest integer, j = 0, 1, 2, . . . such that the above inequality holds.
Algorithm 2.1 (The Nonmonotone Conic Trust Region Algorithm Based on Line Search Technique for Unconstrained
Optimization). Step 0. Choose parameters 0 < c2 < 1 < c1, 0 < c3 < c4 < 11min > 0 and ε ≥ 0; give a starting point
x1 ∈ Rn, B1 ∈ Rn×n, h1 ∈ Rn, an integer constant M ≥ 0 and an initial trust-region radius 1min ≤ 11 < 1max; set k := 1,
m(0) := 0.
Step 1. If ‖gk‖ < ε, then stop with xk as the approximate optimal solution; otherwise go to Step 2.
Step 2. Solve the conic minimization subproblem (1.2) and let sk be one solution of the subproblem (1.2).
Step 3. Computem(k) by (2.5). Compute aredk(sk), predk(sk) and
rk = aredk(sk)predk(sk)
.
If rk ≥ c2, then set
xk+1 := xk + sk, (2.8)
and go to Step 1.
Step 4. Compute αk by (2.7) and set
xk+1 := xk + αksk. (2.9)
Step 5. Set
1k+1
{= max[c11k,1min], if rk ≥ c2
∈ [c31k, c41k] otherwise. (2.10)
Step 6. Generate hk+1 and Bk+1; set k := k+ 1, and go to Step 1.
Remarks. (i) For the trust-region-based methods, the main computation is spent to solve the trust-region subproblem. It
is well known that solving the trust-region subproblem exactly is expensive. Hence developing approximate methods for
the trust-region subproblem has been a popular research topic since 1980s and numerous algorithms have been proposed.
Recently, for solving the subproblem (1.2) an efficient approximate Algorithm 4.1 of [7] has been proposed. In this paper,
we will use this algorithm to solve the conic trust-region subproblem (1.2).
(ii) The method for generating αk+1 and Bk+1 can be seen, for example, in [14–16]. The conditions that we assume for
proving global convergence are that the matrices Bk are uniformly bounded and
∀k, ∃σ ∈ (0, 1) : ‖hk‖1k ≤ σ (2.11)
which ensures that the conicmodel function ϕk(s) is bounded over the trust-region {s|‖s‖ ≤ 1k}. Wewould like to reiterate
the fact that our algorithm reduces to a quadratic model based algorithm if hk = 0 for all k. Note that, under the smoothness
assumptions taken in this paper, the objective function is locally convex quadratic around a local minimizer. It means that
choosing hk ' 0 asymptotically is suitable when xk is near the minimizer.
(iii) IfM = 0, this algorithm reduces to monotone one.
3. Global convergence
In this section, we establish the global convergence results of our algorithm given in the previous section.
Before we address some theoretical issues, we would like to make the following assumptions.
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Assumption 3.1. (i) The level set L(x1) = {x ∈ Rn|f (x) ≤ f (x1)} is bounded.
(ii) The sequences {Bk} are positive definition and there exists µ1 > 0 such that
dTBkd ≥ µ1dTd, ∀d ∈ Rn and k = 1, 2, . . . . (3.1)
(iii) The function f is LC1 in Rn, i.e., there exists µ2 > 0 such that
‖∇f (x)−∇f (y)‖ ≤ µ2‖x− y‖, ∀x, y ∈ Rn. (3.2)
For simplicity, we define two index sets as follows:
I = {k : rk ≥ c2} and J = {k : rk < c2}. (3.3)
Define
τ ∗ = g
T
k gk
C
(3.4)
where C = gTk Bkgk − hTkgkgTk gk. τk is defined as
τk :=

τ ∗, if |τ ∗| · ‖gk‖ ≤ ∆k and τ ∗ > 0
∆k
‖gk‖ , otherwise.
(3.5)
The following theorem implies that the search direction sk = −τkgk can guarantee the sufficient predicted reduction.
Lemma 3.1. Suppose that hk and1k are all bounded above, τk is defined as (3.5), then
ω(τk) = fk − ck(−τkgk) ≥ δ1‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
(3.6)
where δ1 = min{1, 12(1+1max)Mh },∆max ≥ ∆k, Mh ≥ ‖hk‖, ∀k.
Proof. a. If | τ ∗ | ·‖gk‖ ≤ ∆k and τ ∗ > 0, τk = τ ∗. Hence
ω(τk) = fk − ck(−τkgk) = τ
∗gTk gk
1+ τ ∗hTkgk
− (τ
∗)2gTk Bkgk
2(1+ τ ∗hTkgk)2
.
By (3.4), we get gTk gk = τ
∗gTk Bkgk
1+τ∗hTk gk
.
So
ω(τk) = τ
∗gTk gk
1+ τ ∗hTkgk
− τ
∗gTk gk
2(1+ τ ∗hTkgk)
= τ
∗gTk gk
2(1+ τ ∗hTkgk)
= (g
T
k gk)
2
2gTk Bkgk
≥ (g
T
k gk)
2
2‖gk‖2‖Bk‖ ≥
gTk gk
2‖Bk‖ . (3.7)
b. If τ ∗ · ‖gk‖ > ∆k, τk = ∆k‖gk‖ . Obviously, τ ∗ =
gTk gk
C >
∆k
‖gk‖ , then we have,
gTk gk‖gk‖ +∆khTkgkgTk gk > ∆kgTk Bkgk (3.8)
and
C = gTk Bkgk − hTkgkgTk gk > 0. (3.9)
Therefore
ω(τk) = τkg
T
k gk
1+ τkhTkgk
− τ
2
k g
T
k Bkgk
2(1+ τkhTkgk)2
= ∆kg
T
k gk
‖gk‖ +∆kαTk gk
− ∆
2
kg
T
k Bkgk
2(‖gk‖ +∆khTkgk)2
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>
∆kgTk gk
‖gk‖ +∆khTkgk
− ∆kg
T
k gk
2(‖gk‖ +∆khTkgk)
= ∆kg
T
k gk
2(‖gk‖ +∆khTkgk)
≥ ∆k‖gk‖
2(1+∆maxMh) (3.10)
where the first inequality comes from (3.8); the second inequality comes from ‖gk‖ +∆khTkgk ≤ ‖gk‖(1+∆maxMh).
c. If τ ∗ < 0 or τ ∗ does not exist, τk = ∆k‖gk‖ .
If τ ∗ < 0, we have C = gTk Bkgk − hTkgkgTk gk < 0.
If τ ∗ does not exist, we have C = 0.
Thus in both cases we always have C ≤ 0, this together with Bk positive definite implies that hTkgk > 0.
Therefore,
ω(τk) = τkg
T
k gk
1+ τkhTkgk
− τ
2
k g
T
k Bkgk
2(1+ τkhTkgk)2
= ∆kg
T
k gk
‖gk‖ +∆khTkgk
− ∆
2
kg
T
k Bkgk
2(‖gk‖ +∆khTkgk)2
>
∆kgTk gk
‖gk‖ +∆khTkgk
− ∆kg
T
k gk
2(‖gk‖ +∆khTkgk)
= ∆kg
T
k gk
2(‖gk‖ +∆khTkgk)
≥ ∆k‖gk‖
2(1+∆maxMh) (3.11)
where the first inequality comes from hTkgk > 0.
Then by combining a., b., c., we have that
ω(τk) ≥ ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ ,
∆k
2(1+∆maxMh)
}
. (3.12)
Let δ = min{1, 12(1+∆max)Mh }. Because ‖sk‖ ≤ ∆k, so from (3.12),
ω(τk) = fk − ck(−τkgk) ≥ δ‖gk‖ ·min
{ ‖gk‖
‖Bk‖ , ‖sk‖
}
. 
Based on the above theorem, we have that the solution sk of subproblem (1.2) can guarantee the sufficient predicted
reduction.
Theorem 3.2. Suppose that hk and1k are all bounded above. Then
predk(sk) ≥ δ1‖gk‖min
[
1k,
‖gk‖
‖Bk‖
]
, ∀k, (3.13)
where sk is the solution to (1.2), δ1 is defined as in Lemma 3.1.
Proof. According to the definitions of sk, we have that
ϕk(0)− ϕk(sk) ≥ ϕk(0)− ϕk(−τkgk). (3.14)
This together with Lemma 3.1 implies that this theorem is true.
Under assumption (2.11) and Assumption 3.1(ii), the above theorem implies that
sTkgk ≤ −δ2‖gk‖min
[
1k,
‖gk‖
‖Bk‖
]
, (3.15)
which implies that there must be some αk such that (2.7) holds, where δ2 = (1 − σ)δ1. Furthermore the above theorem
shows that sk generated by (1.2) is one descent direction and then there must exist αk such that (2.7) holds. Furthermore,
the following lemma can be obtained by Lemma 3.2 of [18].
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Lemma 3.3. Suppose that {xk} ⊆ L(x1), (2.11) and Assumption 3.1 hold, then there exists one positive constant δ3 such that
|fk − f (xk + sk)− predk(sk)| ≤ δ3‖sk‖2, ∀k. (3.16)
The following theorem shows that the line search (2.7) must stop finitely.
Theorem 3.4. Let {xk} be the sequence generated by Algorithm 2.1. If Assumption 3.1 and (2.11) hold, then there exits η > 0
such that
f (xk + αksk)− fl(k) ≤ ηgTk sk, ∀k ∈ J. (3.17)
Proof. First, we will show that there must be α¯ ∈ (0, 1), such that αk ≥ α¯, ∀k. Consider the function
φk(α) = f (xk + αsk)− f (xk)− δαgTk sk. (3.18)
By Assumption 3.1, f (xk + αsk) is bounded below, and gTk sk < 0 immediately follows from (3.15) if algorithm does not
terminate finite. Therefore limα→∞ φk(α) = ∞. The first and second derivatives of φk at zero are
φ′k = (1− δ)gTk sk and φ′′k = sTk∇2f (xk)sk.
Since gTk sk is negative, then so is φ
′
k(0). Because φk(0) equals zero and φ
′
k(0) is negative, φk(α) is negative for all sufficiently
small positive α ∈ (0, 1]. Because there are α ∈ (0, 1] with φk(α) < 0 but φk(α) is continuous and limα→∞ φk(α) = ∞,
there is a β > 0 with φk(β) = 0. Without loss of generality, we assume that β ∈ (0, 1]. Let α∗ be the global minimizer of
φk(α) in [0, β]. The minimum value cannot occur at the end points because φk(0) = φk(β) = 0, but there are α ∈ [0, β]
with φk(α) < 0. Thus α∗ is also a local minimizer of φk(α), and φk(α∗) < 0.
Let α′ by any local minimizer of φk(α)with φk(α′) < 0. Then
f (xk + α′sk)− f (xk)− δα′gTk sk < 0,
so
f (xk + α′sk)− f (xk) < δα′gTk sk.
Therefore α′ satisfies (2.7) and the existence of an appropriate α¯ ∈ (0, 1) then follows immediately from the existence of a
local minimizer and the continuity of φk(α).
Now we prove (3.17). The definition of fl(k) implies that fk ≤ fl(k) for all k. Then the conclusion follows immediately from
the above conclusion and gTk sk ≤ 0 with η = δα¯. 
This theorem also indicates that steplength αk satisfying (2.7) can be found in finite iterations.
The following theorem shows that the algorithm is well defined.
Theorem 3.5. Suppose that (2.11) and Assumption 3.1 hold. Then Algorithm 2.1 is well defined.
Proof. The conclusion follows from both Theorem 3.2 and the proof of Theorem 3.4. 
The following lemma shows that the sequence {xk} generated by Algorithm 2.1 is contained in the level set L(x1).
Lemma 3.6. Let {xk} generated by Algorithm 2.1. If Assumption 3.1 and (2.11) hold, then {fl(k)} is monotonically decreasing.
Furthermore, {xk} ⊂ L(x1).
Proof. We firstly show that the sequence {fl(k)} is monotonically decreasing, i.e.,
fl(k+1) ≤ fl(k) (3.19)
for all k.
For k ∈ I , it follows from rk ≥ c2, Algorithm 2.1 and Lemma 3.1 that f (xk+1) ≤ fl(k). On the other hand, by rk ≥ c2 and
(2.5), we havem(k+ 1) = 0. Hence, f (xk+1) = fl(k+1) and then (3.19) holds for k ∈ I .
Suppose that k ∈ J . It follows from gTk sk ≤ 0 and the line search that
fk+1 ≤ fl(k). (3.20)
If m(k + 1) = 0, then fk+1 = fl(k+1) and the above inequality implies that (3.19) holds. If m(k + 1) > 0, then
m(k+ 1) ≤ m(k)+ 1. By the definition of fl(k) and (3.20), we have (3.19) holds. Then (3.19) holds for all k.
Now, we prove the last conclusion. The definition of fl(k) and Step 5 of Algorithm 1 imply that fk ≤ fl(k) and fl(1) = f1. By
(3.19), we have fl(k) ≤ fl(1), ∀k. Hence, {xk} ⊂ L(x1). 
The next theorem shows that if Algorithm 2.1 does not stop finite, then there will be sufficient real reduction.
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Theorem 3.7. Suppose that Assumption 3.1 and (2.11) hold, and there exists ε > 0 such that ‖gk‖ ≥ ε for all k. Then there exists
a constant δ4 > 0 such that
fl(k) − fk+1 ≥ δ4min
{
1k,
ε
‖Bk‖
}
(3.21)
holds for all k.
Proof. If k ∈ I or equivalently rk ≥ c2, it follows from Theorem 3.2 that
fl(k) − fk+1 ≥ c2predk(sk) ≥ c2δ1εmin
{
1k,
ε
‖Bk‖
}
. (3.22)
If k ∈ J , from Theorem 3.4 and (3.15), it follows that
fl(k) − fk+1 ≥ δ2ηεmin
{
1k,
ε
‖Bk‖
}
. (3.23)
Thus (3.22) and (3.23) imply that (3.21) holds for all kwith δ4 = min{c2δ1ε, δ3ηε}. 
Lemma 3.8. Suppose that Assumption 3.1 and (2.11) hold, and there exists ε > 0 such that ‖gk‖ ≥ ε for all k. Then there exists
ν ∈ (0, 1) such that
lim
k→∞min
{
ν1k,
ε
Zk
}
= 0 (3.24)
where Zk = 1+max1≤i≤k ‖Bk‖.
Proof. We define S to be the set of integer k such that m(k) = 0. Let {ij : j = 1, 2, . . .} be a infinite set of integer which
contains S and satisfies
1 ≤ ij+1 − ij < M + 1 (3.25)
for all j, and
ij+1 − ij = M + 1 (3.26)
if ij+1∈¯S. Note that i1 = 1 form(1) = 0.
Next, we show that inequality
fl(ij) − fl(ij+1) ≥ δ4min
{
1ij+1
c1
,
ε
Zij+1
}
(3.27)
holds for all j. We consider two cases separately.
Case 1. ij+1− ij = 1. By (3.26) andM ≥ 1, we have ij+1 ∈ S. This impliesm(ij+1) = 0. Then from the definition of fl(k), we
obtain fl(ij+1) = fij+1 . On the other hand,m(ij+1) = 0, (2.5) and (2.10) imply that
1ij ≥
1ij+1
c1
. (3.28)
From Theorem 3.7, (3.28) and the monotonicity of {Zk}, it follows that (3.27) holds.
Cases 2. ij+1 − ij > 1. For s = 1, 2, . . . , ij+1 − ij − 1, by the definition of {ij}, we havem(ij + s) > 0. It follows from (2.5)
that rij+s < c2. Then from (2.10), we have
1ij ≥ 1ij+1 ≥ 1ij+2 ≥ · · · ≥ 1ij+1−1 ≥ 1ij+1 (3.29)
if rij < c2, or
c11ij ≥ 1ij+1 ≥ 1ij+2 ≥ · · · ≥ 1ij+1−1 ≥ 1ij+1 (3.30)
if rij ≥ c2.
If ij+1 ∈ S, thenm(ij+1) = 0 and fl(ij+1) = fij+1 . From Theorem 3.7, we have
fl(ij+1−1) − fij+1 ≥ δ4min
{
1ij+1−1,
ε
Zij+1−1
}
. (3.31)
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From (3.21), it follows that fl(ij) ≥ fl(ij+1−1). Thus from (3.29)–(3.31) and the monotonicity of {Zk}we obtain
fl(ij) − fl(ij+1) ≥ δ4min
{
1ij+1 ,
ε
Zij+1
}
. (3.32)
Now, we assume that ij+1∈¯S. For s = 1, 2, . . . , ij+1 − ij − 1, by c1 > 1, Theorem 3.7, (3.29) and (3.30) and the definition
of Zk, we have
fl(ij+s) ≥ fij+s+1 + δ4min
{
1ij+s,
ε
Bij+s
}
≥ fij+s+1 + δ4min
{
1ij+1
c1
,
ε
Zij+1
}
. (3.33)
By (3.19) and (3.26), it follows that
fl(ij) ≥ max{fij+s+1 : 0 ≤ s ≤ M} + δ4min
{
1ij+1
c1
,
ε
Zij+1
}
≥ fl(ij+1) + δ4min
{
1ij+1
c1
,
ε
Zij+1
}
, (3.34)
where the last inequality follows from the definition of fl(k) andm(ij + 1) ≤ M . Since c1 ≥ 1, from (3.32) and (3.34), we see
that (3.27) holds.
Now, we prove the conclusion of this lemma holds, i.e., (3.24) holds. By Lemma 3.6 and Assumption 3.1, the sequence
{fl(ij)} is convergent. Then summing inequalities (3.27), we obtain
∞∑
j=1
min
{
1ij+1
c1
,
ε
Zij+1
}
≤ fl(i1) − limj→∞ fl(ij+1) < +∞. (3.35)
From (3.25), (3.29), (3.30) and the monotonicity of {Zk}, we get
∞∑
k=1
min
{
1k
c21
,
ε
Zk
}
=
∞∑
j=1
ij+1−1∑
s=ij
min
{
1s
c21
,
ε
Zs
}
≤
∞∑
j=1
(ij+1 − ij)min
{
1ij
c1
,
ε
Zij
}
< (M + 1)min
{
1ij
c1
,
ε
Zij
}
< +∞.
This implies that (3.24) holds with v = 1
c21
∈ (0, 1). 
Lemma 3.9. Suppose that Assumption 3.1 and (2.11) hold, and there exists ε > 0 such that ‖gk‖ ≥ ε for all k. Then the following
inequality
‖sk‖ ≥ min{1, δ1ε(1− c2)(1− σ)2}/Zk (3.36)
holds for k ∈ J sufficiently large.
Proof. Notice that Algorithm 2.1 ensures that ‖sk‖ ≤ 1k. If the inequality ‖sk‖ > δ1ε(1 − c2)(1 − σ)2/(2µ) holds for
sufficiently large k ∈ J , it follows from the conclusion of Lemma 3.8 that
1/Zk ≤ δ1ε(1− c2)(1− σ)2/(2µ)
holds for sufficiently large k ∈ J . Then
‖sk‖ > 1/Zk (3.37)
holds for sufficiently large k ∈ J .
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Now assume that ‖sk‖ ≤ δ1ε(1− c2)(1− σ)2/(2µ) for k ∈ J . Since rk < c2 for k ∈ J , by the definition of rk and fl(k) ≥ fk,
we have
fk − f (xk + sk) < c2predk(sk). (3.38)
Using Mean-value theorem and Assumption 3.1(iii), we obtain
fk − f (xk + sk) = −g(x¯k)T sk = −gTk sk + (gk − g(x¯k))T sk
≥ −gTk sk − µ‖sk‖2 ≥ −gTk sk − δ1ε(1− c2)(1− σ)2‖sk‖/2 (3.39)
where x¯k ∈ [xk, xk + sk]. It follows from (2.11), (3.38) and (3.39) that
(1− c2)
(
gTk sk
1− hTk s
+ δ1ε‖sk‖/2
)
≥
(
1− 1
1− hTk sk
)
gTk sk + c2
sTkBksk
2(1− hTk sk)2
> c2
sTkBksk
2(1− hTk sk)2
. (3.40)
From ‖gk‖ ≥ ε and Theorem 3.2, we have
predk(sk) ≥ δ1εmin
[
1k,
ε
‖Bk‖
]
. (3.41)
Then, it follows from− sTk Bksk
(1−hTk sk)2
≤ ‖sk‖2‖Bk‖
(1−σ)2 , (3.40) and (3.41) that
‖sk‖2‖Bk‖ ≥ δ1ε(1− c2)(1− σ)2min{‖sk‖, 2ε/‖Bk‖ − ‖sk‖}. (3.42)
If ‖sk‖ > 2ε/‖Bk‖ − ‖sk‖, it holds
‖sk‖ > ε/‖Bk‖. (3.43)
Otherwise, we have
‖Bk‖‖sk‖ ≥ δ1ε(1− c2)(1− σ)2. (3.44)
Therefore from the definition of Zk, (3.37), (3.43) and (3.44), it follows that (3.36) holds for sufficiently large k ∈ J . 
Lemma 3.10. Suppose that Assumption 3.1 and (2.11) hold, and there exists ε > 0 such that ‖gk‖ ≥ ε for all k. Then the
following inequality
1k ≥ c3min{1, δ1ε(1− c2)(1− σ)2}/Zk (3.45)
holds for sufficiently large k.
Proof. If J is a finite set, there exists a positive constant 1¯ such that 1k ≥ 1¯ for all k, then Lemma 3.8 implies that
limk→∞ 1/Zk = 0, hence (3.45) holds for all large k. Now assume that J is an infinite set. By Lemma 3.9, there exists a
k¯ ∈ J such that (3.36) holds for k ∈ J and k ≥ k¯. For any k ∈ I and k ≥ k¯, let kˆ = max{j : j ∈ J and j ≤ k}. The definition of kˆ
implies that
‖skˆ‖ ≥ min{1, δ1(1− c2)(1− σ)2}/Zkˆ (3.46)
and
kˆ+ s ∈ I (3.47)
for all s = 1, 2, . . . , k− kˆ. Moreover, (3.47) implies that rkˆ+s ≥ c2, for all s = 1, 2, . . . , k− kˆ. From this and (2.10), we have
1kˆ+1 ≥ 1kˆ+2 ≥ · · · ≥ 1k. (3.48)
On the other hand, from (2.10),wehave1kˆ+1 ≥ 1kˆ if rkˆ ≥ c2, or c3‖skˆ‖ ≤ 1kˆ+1 if rkˆ < c2. Since c3 ∈ (0, 1) andAlgorithm2.1
ensures ‖sk‖ ≤ 1k for all k, then
c3‖skˆ‖ ≤ 1kˆ+1. (3.49)
By the monotonicity of {Zk}, (3.46), (3.48) and (3.49), we see that (3.45) holds for k ∈ I and k ≥ k¯. 
Now we prove the global convergence of Algorithm 2.1.
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Theorem 3.11. If Assumption 3.1 and (2.11) hold, and {Bk} satisfies
∞∑
k=1
1/Zk = ∞ (3.50)
where Zk = 1+max1≤j≤k ‖Bk‖, then the sequence {xk} generated by Algorithm 2.1 satisfies
lim inf
k→∞ ‖gk‖ = 0. (3.51)
Proof. If (3.51) does not hold, there is a constant ε > 0 such that ‖gk‖ ≥ ε for all k. From Lemma 3.10, there exists a integer
k¯ such that
min{1k, /Zk} ≥ δ5/Zk (3.52)
holds for all k ≥ k¯, where δ5 = min{ε, δ1(1− c2)(1− σ)2}.
Let k be any integer such that k ≥ k¯. From Theorem 3.7 and (3.52), the following inequality
fl(k+1) ≥ fk+s+1 + δ4min{1k+s, ε/‖Bk+s‖} ≥ fk+s+1 + δ4δ5/Zk+s (3.53)
holds for s = 0, 1, . . . ,M . From Lemma 3.8 and the monotonicity of {Zk}, it follows that
fl(k) ≥ max{fk+s+1 : 0 ≤ s ≤ M} + δ4δ5/Zk+M+1
≥ fl(k+M+1) + δ4δ5/Zk+M+1, (3.54)
where the last inequality follows from the definition of fl(k). From Assumption 3.1 and Lemma 3.8, {fl(k)} is monotonically
decreasing and convergent. Combining with (3.49), we obtain∑
k≥k¯
1/Zk+M+1 ≤ (1/δ4δ5)
∑
k≥k¯
(fl(k) − fl(k+M+1))
≤ (1/δ4δ5)
∑
k≥k¯
M∑
s=0
(fl(k+s) − fl(k+s+1))
≤ (1/δ4δ5)
∑
k≥1
(fl(k) − fl(k+1)) <∞. (3.55)
This contradicts (3.50). Therefore (3.51) is true. 
4. Superlinear convergence
In order to explore the superlinear convergence we give the following assumptions.
Assumption 4.1. (i) The sequence {xk} generated by Algorithm 2.1 converges to a stationary point x∗, i.e.,
lim
k→∞ xk = x
∗ and lim
k→∞ ‖gk‖ = ‖g
∗‖ = 0. (4.1)
(ii) If
‖B−1k gk‖
1− gTk B−1k hk
≤ 1k, (4.2)
then
sk = − B
−1
k gk
1− gTk B−1k hk
. (4.3)
The following lemma shows that for sufficiently large k, the iteration step sk will be eventually defined as (4.3).
Lemma 4.1. Suppose that (2.11), Assumptions 3.1 and 4.1 hold, then after finite iterations sk must be defined as (4.3).
Proof. Define
K =
{
k
∣∣∣∣∣ ‖B−1k gk‖1− gTk B−1k hk > 1k
}
. (4.4)
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Now we will prove that the set K is finite. By (2.11), Assumption 3.1(ii) and 4.1(i), there exists δ6 > 0 such that
‖gk‖ ≥ δ61k ≥ δ6‖sk‖, ∀k ∈ K . (4.5)
By Lemma 3.3 and ‖sk‖ → 0, we have that
|fk − fk+1 − predk(sk)| = o(‖sk‖2). (4.6)
By contradiction, if K is infinite, then by Assumption 4.1(i), we have that
lim
k→∞1k = 0, (4.7)
which together with fl(k) ≥ fk implies that the inequality
c2 > rk = fl(k) − fk+1predk(sk)
≥ fk − fk+1
predk(sk)
(4.8)
holds for all sufficiently large k. On the other hand, by Theorem 3.2, (4.5)–(4.7), there exists δ7 > 0 such that∣∣∣∣ fk − fk+1predk(sk) − 1
∣∣∣∣ ≤ o(‖sk‖2)δ7‖sk‖2 → 0, k→∞, (4.9)
which means that fk−fk+1predk(sk) ≥ c2 for sufficiently large k, a contradiction to (4.8). Then we complete the proof. 
Based on the above lemma, we can established the superlinear convergence result for Algorithm 2.1.
Theorem 4.2. Suppose that (2.11), Assumptions 3.1 and 4.1 hold. If ∇2f (x∗) is positive definite and
lim
k→∞
‖[Bk −∇2f (x∗)]sk‖
‖sk‖ = 0, (4.10)
then the sequence {xk} converges to x∗ superlinearly.
Proof. By Lemma 3.12, we have that for large enough k, ‖B
−1
k gk‖
1−gTk B−1k hk
≤ 1k. Then according to Assumption 4.1(ii), for large
enough k, sk = B
−1
k gk
1−gTk B−1k hk
. In the following proof without loss generality, we assume that sk is defined as (4.3) for all k. In the
follows we will prove that rk ≥ c2, for sufficiently large k.
Let xk+1 = xk + λksk, where
λk+1 =
{
1, if rk ≥ c2
αk, otherwise
(4.11)
and αk satisfies (2.7). According to the proof of Lemma 3.3, it follows that αk ≥ α¯, ∀k, where α¯ is defined as in the proof of
Lemma 3.3. This together with (4.11) means that
λk ≥ α¯ and ‖xk+1 − xk‖ ≥ α¯‖sk‖,∀k, (4.12)
which together with Assumption 4.1(i) implies that
‖sk‖ → 0, k→∞.
It follows Assumption 4.1(ii) that
fk − f (xk + sk) = −gTk sk −
1
2
sTk∇2f (x∗)sk + o(‖sk‖2). (4.13)
By (2.11) and Assumption 4.1(i), there exists δ8 > 0 such that
predk(sk) ≥ δ8sTkBksk. (4.14)
It follows (2.11), Assumption 3.1(ii), Assumption 4.1(i), (4.13) and (4.14) that there exist δ9 > 0 and δ10 > 0, such that∣∣∣∣ fk − f (xk + sk)predk(sk) − 1
∣∣∣∣ ≤ δ9 ‖[Bk −∇2f (x∗)]sk‖‖sk‖ + δ10‖gk‖2 + o(‖sk‖
2)
sTkBksk
. (4.15)
This together with Assumptions 3.1(ii) and 4.1(i) implies that
fk − f (xk + sk)
predk(sk)
≥ c2
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Table 1
Test results
Algorithm 2.1 Algorithm in [18]
Pro. n ITR NF ITR NF
Biggs exp 6 6 154 210 476 513
Trigonometric 102 77 79 84 104
Extended Pow. 42 61 72 65 83
124 82 94 70 107
282 68 81 66 124
Extended ros. 20 79 83 Failed
40 85 91 Failed
Discrete bou. 30 44 52 43 87
55 43 62 67 118
200 79 84 214 320
Penalty I 10 19 20 13 44
102 24 31 21 56
holds for sufficiently large k. Then by fl(k) ≥ fk and the definition of rk, we have that
rk ≥ c2
holds for all sufficiently large k, i.e.,
xk+1 = xk + sk = xk − B
−1
k gk
1− gTk B−1k hk
holds for all sufficiently large k. So similar to the proof of Theorem 5.5.1 in [5], we can prove that Algorithm 2.1 is superlinear
convergence. 
5. Numerical experiments
In this part, we will carry out numerical experiments for the Algorithm 2.1 and compare it with the performance of
the method in [18]. All programs are written in C++, numerical test in PC, CPU Main Frequency 1.43G, EMS 256M, run
circumstance VC++6.0, numeric type double float. The parameters in algorithm are:
c1 = 1.5, c2 = 0.1, c3 = 0.5, c4 = 0.7, 1max = 50, 1min = 10 = 5, B0 = I.
The convergence criterion
‖gk‖ ≤ 10−6 or f (xk−1)− f (xk) ≤ 10−6max{0.1, |f (xk−1)|}
is used for the termination test; that is,when one of the two conditions is satisfied, computation stop.We also set amaximum
iteration number of 500 to terminate the computation when this limit is reached.
The test problems come from [17] with fewer than 282 variables. Table 1 lists the number of iterations used for the
algorithms. The column headings in this table ‘ITR’ and ‘NF’ stand for the number of iterations and the number of the
valuations of functions fk, respectively. ‘Failed’ means that algorithms fail to terminate at a stationary point of the problem
within 500 iterations.
The results in Table 1 show that in most cases, Algorithm 2.1 performs better than the method in [18]. This means that
Algorithm 2.1 is competitive.
6. Conclusions
A new trust region method is proposed for solving unconstrained optimizations. The new algorithm can be regarded as a
combination of nonmonotone technique, line search technique and conic trust region method. Note that the newmethod is
different from the classic conic trust region method, when a trial step is not accepted, the newmethod does not resolve the
trust region subproblem but generates an iterative point whose steplength satisfies some line search condition. The function
value can only be allowed to increase when trial steps are not accepted in close succession of iterations. The local and global
convergence properties are proved under reasonable assumptions. Numerical experiments are conducted to compare this
method with the existing methods and results show that new method is competitive.
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