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Resumen– Un proyecto en continuo desarrollo por la Agencia Espacial Europea (ESA), y disen˜ado
para comprender el origen de la expansio´n acelerada del universo, es Euclid. Este proyecto, realiza
un proceso de captacio´n de ima´genes y datos a trave´s de un sate´lite, los cuales son almacenados,
y posteriormente procesados en sus respectivos centros de datos. Antes de llegar a esta fase de
ejecucio´n, los cientı´ficos de Euclid, deben desarrollar las aplicaciones, que permitira´n el ana´lisis
de estos datos, en un entorno llamado Eden. Debido a las dependencias crı´ticas, que produce la
construccio´n de este entorno, con el sistema operativo residente y algunas librerı´as o compiladores,
Euclid proporciona al desarrollador de estas aplicaciones, la configuracio´n necesaria para este
entorno, construida sobre una ma´quina virtual. Esta solucio´n tiene un gran consumo de recursos
en el sistema local del usuario. En este documento, se realiza un ana´lisis, sobre las posibilidades
actuales para la integracio´n e implementacio´n del entorno de Euclid, con servicios de desarrollo
de aplicaciones, integrados en un entorno de cloud. Se comparan dos posibles implementaciones
sobre el servicio de desarrollo, construidos sobre una arquitectura centralizada y otra distribuida.
Se observa como el servicio ejecutado en un entorno centralizado, proporciona una evolucio´n del
servicio ma´s lineal, pero limitando el numero de usuarios a pequen˜a escala.
Palabras clave– namespaces, cgroups, containers, Docker, cloud computing, IDE, Eclipse
Che, Openshift, Kubernetes, nfs, pnfs, Big data, OpenLdap, Keycloak, Postgres.
Abstract– A project in continuous development by the European Space Agency (ESA), and designed
to understand the origin of the accelerated expansion of the universe, is Euclid. This project performs
a process of capturing images and data through a satellite, which are stored, and then processed in
their respective data centers. Before reaching this phase of execution, Euclid scientists must develop
the applications, which will allow the analysis of this data, in an environment called Eden. Due to the
critical dependencies, produced by the construction of this environment, with the resident operating
system, and some libraries or compilers, Euclid provides the developer of these applications, the
necessary configuration for this environment, built on a virtual machine. This solution has a large
consumption of resources in the user’s local system. In this document, an analysis is made about
the current possibilities for the integration and implementation of the Euclid environment, with
application development services, integrated in a cloud environment. Two possible implementations
are compared on the development service, built on a centralized architecture and a distributed one.
It is observed how the service executed in a centralized environment, provides a more linear service
evolution, but limiting the number of users on a small scale.
Keywords– namespaces, cgroups, containers, Docker, cloud computing, IDE, Eclipse Che,
Openshift, Kubernetes, nfs, pnfs, Big data, OpenLdap, Keycloak, Postgres.
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1 INTRODUCCIO´N
EUCLID es un proyecto actual en desarrollo, que seencarga de observar cientos de millones de galaxiasen regiones del cielo divididas en octantes. En es-
tas observaciones se registran ima´genes y datos sobre las
evidencias que va dejando la materia oscura, la energı´a os-
cura y la gravedad. Estos registros, se producen mediante
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captacio´n por sate´lite a trave´s de un espectrofoto´metro de
infrarrojo cercano, y una ca´mara en el o´ptico. Este proce-
so produce a los investigadores del proyecto de Euclid, la
obtencio´n de datos y referencias, con las cuales se puede
determinar una posible geometrı´a del universo y una evo-
lucio´n del cosmos, en la formacio´n de sus estructuras. Una
parte de esta misio´n espacial, esta dedicada al desarrollo de
las aplicaciones necesarias, para el ana´lisis sobre los datos
recibidos, y almacenados en sus correspondientes centros
de datos.
El proceso sobre la configuracio´n del sistema, para la ins-
talacio´n de un entrono de desarrollo para estas aplicacio-
nes, despliega una problema´tica en la comunidad cientı´fica
dedicada a este proyecto. En la mayor parte de los entor-
nos de desarrollo de escritorio, existe alguna distribucio´n
compatible con el sistema operativo residente del usuario,
y permiten la instalacio´n de diferentes librerı´as, compilado-
res, y/o otros requisitos, que puedan ser necesarios para el
correcto desarrollo de la aplicacio´n. Como se observa en la
tabla 1, en el caso de Euclid, por ejemplo, una de las depen-
dencias crı´ticas, se encuentra el la distribucio´n, y versio´n
del sistema operativo residente del usuario. Existen muchas
otras dependencias sobre librerı´as, compiladores u otras he-
rramientas necesarias. En la tabla 1, se muestran algunas de
ellas.
Item Eden v1.2 Eden v2.0




Gmock 1.7.0 in Google test 1.8
Fitsio 0.9.6 0.9.11
TABLA 1: ALGUNOS DE LOS REQUERIMIENTOS DEL EN-
TORNO DE EUCLID.
Si se desea una correcta configuracio´n local del sistema,
para el entorno de Euclid, primero se debe disponer de la
distribucio´n y versio´n, del sistema operativo requerido por
Euclid instalada. La posterior configuracio´n de cada uno de
los requisitos necesarios, para el entorno de desarrollo antes
de empezar a trabajar, requieren de un tiempo adicional, a
las tareas que desarrollan los cientı´ficos que trabajan en el
proyecto de Euclid, los cuales deberı´an emplear la mayor
parte de su tiempo en hacer ciencia, no software.
Como se puede observar en la figura 1, el ciclo de vida de
las aplicaciones del proyecto de Euclid, esta compuesto de
las siguientes fases sobre la integracio´n continua:
1. A : En esta parte principal del ciclo de desarrollo,
se observa la primera fase de almacenamiento y con-
trol sobre las versiones de la aplicacio´n, en reposito-
rios Git. Estos repositorios esta´n compuestos por dos
ramas, en los que se encuentran la rama principal o
maestra, y la rama de desarrollo. Aquı´ es donde el
usuario realiza la primera actualizacio´n del co´digo, so-
bre el desarrollo de sus aplicaciones.
2. B : Cada vez que se desarrolla una nueva versio´n, Estos
repositorios se actualizan en Codeen, siguiendo el mis-
mo patro´n de ramas. Codeen es una plataforma que co-
labora con el proyecto de Euclid. Esta plataforma pro-
porciona diferentes servicios basados principalmente
en herramientas de integracio´n continua y otras simi-
lares. Una vez en Codeen, cada actualizacio´n se com-
para con las versio´n anterior, y en caso de ser distinta
realiza una nueva compilacio´n de la aplicacio´n, y pos-
teriormente una ejecucio´n de los tests de validacio´n. Si
los tests son pasados con e´xito, se almacenan en repo-
sitorios YUM, como paquetes rpm.
3. C : Una vez compilados y almacenados en repositorios
YUM, posteriormente son actualizadas en CernVM-
FS. Este servidor del proyecto, es el encargado de per-
mitir el acceso a los sistemas de ficheros compartidos,
por todos los usuarios de Euclid. Aquı´ es donde se al-
macenara´n las versiones debidamente testeadas
4. D : En esta u´ltima fase sobre el ciclo de vida de las
aplicaciones de Euclid se pueden observar dos seccio-
nes. En la parte superior se puede observar SDC-X,
el cual hace referencia al centro de datos, donde fi-
nalmente se lanzara´n y se ejecutara´n las aplicaciones,
almacenadas en el sistema de ficheros compartido de
CernVM-FS. En la parte inferior, se puede observar
Lodeen, este mo´dulo hace referencia a la maquina vir-
tual que actualmente, es el recurso que ofrece Euclid,
para acceder al entorno de desarrollo de la aplicacio´n.
Fig. 1: Ciclo de vida de las aplicaciones del proyecto de
Euclid.
En el caso de que el usuario, no pueda configurar el en-
torno especifico de desarrollo, en su host, ya sea por pro-
blemas de compatibilidad con el sistema operativo, u otros
motivos, tiene la opcio´n, como se observa en la figura 2,
de hacer uso de Lodeen. Lodeen es el recurso actual que
ofrece Euclid a sus desarrolladores. Se construye sobre una
ma´quina virtual debidamente configurada para el proyecto,
pero la virtualizacio´n sobre un hipervisor, tiene una gran
desventaja, y es que provoca un gran consumo de recursos
en el entorno local del usuario. Esta problema´tica, permite
enfocar la propuesta de este proyecto, a buscar una herra-
mienta que permita desarrollar las aplicaciones de Euclid,
con una abstraccio´n sobre la configuracio´n y los recursos
necesarios, por parte del usuario.
A continuacio´n, se describen las dos problema´ticas prin-
cipales del entorno actual de Euclid, para las que se buscara´
una posible solucio´n en este proyecto.
1. Configuracion: Se busca un entorno transparente a la
configuracio´n necesaria para Euclid, de acceso local,
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Fig. 2: Probema´tica sobre el consumo de recursos del en-
torno actual.
y que permita la integracio´n de librerı´as o otras he-
rramientas necesarias para el desarrollo de las aplica-
ciones. Es necesario, que sea independiente de la ver-
sio´n de sistema operativo utilizado por el usuario, y
que permita el acceso a sistemas de ficheros remotos,
con protocolos NFS y/o pNFS.
2. Recursos: Otro problema importante, en el actual
desarrollo de las aplicaciones de este proyecto, se ge-
nera a consecuencia del gran consumo de recursos, que
requiere la ejecucio´n de la ma´quina virtual que actual-
mente proporciona Euclid, en un entorno local. Esto
permite enfocar la integracio´n del entorno de desarro-
llo de Euclid, con un IDE en el cloud, lo que permitirı´a
una abstraccio´n de los recursos necesarios por parte del
sistema del usuario.
Con referencia a la configuracio´n sobre el entorno de
desarrollo, y en especial a los problemas que puede generar
la versio´n de sistema operativo residente del usuario, esto
proporciona un enfoque sobre una posible implementacio´n
de este entorno, mediante subsistemas aislados e indepen-
dientes en el host anfitrio´n. Estos subsistemas, se crean con
su propio espacio de usuario, sistema de ficheros, interfa-
ces de red y versio´n del kernel compatible con los requisi-
tos del proyecto. Este enfoque sobre el aislamiento de las
aplicaciones ejecuta´ndose en un mismo sistema, se puede
implementar a trave´s de la tecnologı´a de contenedores. Los
contenedores o subsistemas, en te´rminos de consumo de re-
cursos del sistema, son alrededor de tres veces ma´s ligeros
que una ma´quina virtual. Se crearon como entornos seguros,
en los que un administrador podı´a compartir con diferentes
usuarios, dentro o fuera de una organizacio´n, diferentes ti-
pos de aplicaciones o servicios. El objetivo de estos subsis-
temas, estaba destinado a que los procesos, se crearan en un
entorno modificado, en el que el acceso al sistema de archi-
vos, a las redes y a los usuarios, estuviera virtualizado y no
pudiera comprometer al sistema, de una manera gene´rica.
Ma´s adelante, aparece LXC o contenedores Linux. Como
se puede observar en la figura 3, esta´ formado por grupos
de control o cgroups, que son una funcio´n kernel que con-
trola y limita el uso de recursos para un proceso o grupo de
procesos. Adema´s, los cgroups utilizan systemd, un siste-
ma de inicializacio´n que configura el espacio de usuario y
gestiona sus procesos, para proporcionar un mayor control
de estos de manera aislada. Otra parte importante de este
tipo de contenedores, se observa en la parte superior de la
figura 3, son los espacios de nombres de usuarios o names-
paces, que permiten asignaciones por espacio de nombre de
usuario y grupos, al sistema de ficheros del contenedor.
Fig. 3: Arquitectura de Lxc de Linux.
En el contexto de los contenedores, esto significaba que
los usuarios y los grupos, podı´an tener privilegios para cier-
tas operaciones dentro del contenedor, sin tener esos privi-
legios fuera del contenedor. Esto era parecido a la primera
idea sobre contenedores, pero con una seguridad adicional,
que proporcionaba un mayor aislamiento de los procesos,
en lugar del concepto de subsistema de un entorno modifi-
cado.
Una tecnologı´a actual de contenedores es Docker [1] como
se puede observar en la figura 4, Docker extiende el trabajo
de LXC con herramientas mejoradas para los desarrollado-
res, como el motor de Docker o Docker engine, que facilita
au´n ma´s el uso y la creacio´n de contenedores, enfocados a
las aplicaciones. Docker es una tecnologı´a open source, y
actualmente es el proyecto y el me´todo ma´s conocido para
implementar y administrar contenedores. Una de las dife-
rencias ma´s significativas con los contenedores de Linux o
LXC, es que Docker no ejecuta un sistema operativo den-
tro del contenedor, sino que esta´ orientado a ejecutar lineas
de comando dentro de un contenedor. Con relacio´n a la po-
tencia que nos ofrece la virtualizacio´n sobre contenedores
y Docker, es posible usar este concepto, para la ejecucio´n
de algunos servicios en el cloud, ya que Docker tiene la ca-
pacidad de implementarse en varios servidores fı´sicos, ser-
vidores de datos y plataformas en la nube. Esto es posible,
por la independencia que proporciona el sistema entre los
contenedores, y a su vez la cooperacio´n entre ellos, para
formar estructuras ma´s complejas con intercambio de men-
sajes entre ellos. Se realiza, a trave´s de una red interna que
proporciona la tecnologı´a de Docker. Con esta reflexio´n, se
puede enfocar el proyecto de Euclid, hacia la posible inte-
gracio´n de su entorno de desarrollo, en una tecnologı´a de
contenedores o Docker, y su ejecucio´n en el cloud. Adema´s
esta idea podrı´a permitir la integracio´n de espacios de tra-
bajo compartidos por los usuarios de Euclid, trabajando en
una misma aplicacio´n de forma paralela, y a tiempo real.
Con relacio´n a los entornos de desarrollo que se ejecu-
tan sobre contenedores Docker, y en un entorno de cloud,
se encuentran distribuciones actuales como, Codeanywhere
[2], Codenvy [3] o Eclipse Che [4]. Todas estas herramien-
tas facilitan la codificacio´n y ejecucio´n de sus aplicaciones,
permitiendo el acceso al entorno a trave´s de un navegador
web.
Con la idea de Docker, y la ejecucio´n de servicios de desa-
rrollo en el cloud mediante Docker, es posible realizar un
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Fig. 4: Arquitectura de Docker.
nuevo enfoque, sobre la integracio´n del proyecto de Euclid
sobre esta tecnologı´a. Se busca la posibilidad sobre la inte-
gracio´n del entorno de desarrollo de Euclid ejecutado en un
Docker, dentro del servicio de desarrollo, que se ejecutara´
en otro Docker. Aquı´ es donde se presentara´ la propuesta
del proyecto, sobre el paradigma de ”Docker en Docker”.
Este proyecto, por una parte, se centra en la integracio´n de
un entorno configurado para el desarrollo de las aplicacio-
nes de Euclid, dentro de un IDE en el cloud, y el cual de
momento se ejecutara´ en un entorno centralizado. Posterior
a esta idea, se realiza un estudio, sobre integrar este servi-
cio, en una plataforma destinada a la orquestracio´n o ad-
ministracio´n de contenedores en el cloud, a mayor escala.
Esto se analiza con la finalidad de observar la escalabilidad
del servicio en el caso que fuera necesario. Esto puede ser
aplicable para esta, o cualquier otra aplicacio´n de desarro-
llo en el campo de la ciencia, que requiera de co´mputo de
altas prestaciones o infraestructuras de Big data [5]. En la
parte de obtencio´n de resultados del documento se realiza
un ana´lisis sobre estas dos ideas, con la finalidad de obtener
una estimacio´n sobre los recursos necesarios, para la imple-
mentacio´n de un servicio de estas caracterı´sticas, ası´ como
permitir un mayor control sobre los contenedores, en un en-
torno de cloud.
2 ESTADO DEL ARTE
En este apartado se realiza un estudio, sobre las posibili-
dades actuales de servicios de desarrollo de aplicaciones en
el cloud, que se ejecutan sobre ima´genes de Docker.
En las siguientes tablas, se identifican las caracterı´sticas
ma´s relevantes de las herramientas actuales ejecutadas bajo
el paradigma de Docker, de manera que son posibles can-
didatas al enfoque para una posible solucio´n al problema.
Se pueden observar caracterı´sticas como, temas de coste de
licencias del software, o aspectos importantes en una herra-
mienta de este tipo, como pueden ser la integracio´n con re-
positorios Git, o soporte multi-usuario, este u´ltimo, a efec-
tos de proporcionar al usuario la capacidad de compartir
espacios de trabajo en tiempo real.
Se pueden observar en la tabla 2 y 3, que las herramien-
tas actuales son bastante completas. Se han seleccionado
herramientas libres de licencias y de co´digo abierto, ya que
de esta manera permitira´n la modificacio´n del co´digo fuen-
te para su adaptacio´n al entorno, en el caso de que fuera
necesario. En el caso de este proyecto se utilizara´ Eclipse
Che, ya que es un requisito por parte de la organizacio´n que
supervisa el proyecto.
Con referencia a la ampliacio´n y escalado del servicio,
en la tabla 4, se observan diferentes herramientas que esta´n
Caracterı´stica CodeAnyWhere Codenvy
Precio free 0-500






TABLA 2: SERVICIOS DE DESARROLLO
DE APLICACIONES EN EL CLOUD.
Caracterı´stica CodeTasty Eclipse Che
Precio free free






TABLA 3: SERVICIOS DE DESARROLLO
DE APLICACIONES EN EL CLOUD.
disponibles en el mercado para la gestio´n de servicios basa-
dos en contenedores en el cloud. Una de las caracterı´sticas
ma´s relevantes que se observan en la tabla 4, puede ser el
aspecto relacionado con la escalabilidad de la plataforma y
la administracio´n de los contenedores en ejecucio´n. Opens-
hift [6] en una opcio´n destinada a infraestructuras de ma-
yor escala, ya que tiene un mayor consumo de recursos al
implementar la plataforma de administracio´n, y proporcio-
na configuraciones enfocadas a balanceadores de carga, ası´
como la posibilidad de generar replicas del servicio en otros
nodos, si uno de estos se encontrara´ caı´do o en estado de pa-
rada por mantenimiento. Tambie´n proporciona la capacidad
para montar sistemas de ficheros distribuidos como Glus-
terFS [7]. Otra herramienta con menor complejidad, como
se puede observar en la tabla 4 es Docker Swarm, no ofrece
tantos recursos integrados destinados a la escalabilidad de
la infraestructura y a la administracio´n, pero es una buena
solucio´n para infraestructuras medias, ya que requiere de
una menor complejidad por lo que a configuracio´n se refie-
re, ası´ como un menor consumo de recursos de sistema por
parte de la infraestructura.
Caracterı´stica DockerSwarm Openshift
Precio free free/pay
extensio´n de la API moderada amplia
Instalacio´n no compleja compleja
Soporte si si
Escalabilidad media alta
Curva de aprendizaje media alta
Equilibrio de la carga si si
Monitorizacio´n si si
TABLA 4: PLATAFORMAS DE ORQUESTRACIO´N
DE CONTENEDORES.
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3 PROPUESTA
La propuesta de este proyecto, para una posible solucio´n
para Euclid, esta´ dividida en dos implementaciones.
Se propone una primera implementacio´n funcional de prue-
bas, sobre la integracio´n del contenedor de Docker construi-
do para la finalidad de Euclid, en el entorno de desarrollo en
el cloud de Eclipse Che. Esta primera prueba se ejecutara´
en una infraestructura centralizada en un solo nodo. Eclipse
Che, como se ha descrito anteriormente, se ejecuta median-
te contenedores, tanto el servidor, como cada uno de los
espacios de trabajo que ejecutan los usuarios.
Los contenedores en Eclipse Che, se ejecutan mediante la
idea de Docker Compose [8], el cual usa un archivo YAML
para configurar los servicios de su aplicacio´n. Docker Com-
pose, crea e inicia todos los servicios desde su configura-
cio´n, para proporcionar un espacio multi-usuario, destinado
a compartir espacios de trabajo entre los usuarios, en los
que es posible ejecutar y comunicar diferentes aplicaciones
sobre la administracio´n de usuarios, como pueden ser bases
de datos, o sistemas de autenticacio´n de usuarios. Posterior-
mente se obtienen las estimaciones necesarias, sobre cual
sera´ la capacidad de los recursos de sistema necesarios, pa-
ra cada usuario del proyecto en este primer entorno. A partir
de los resultados sobre el comportamiento en un solo nodo,
se presenta la idea sobre la ampliacio´n del servicio, a dos
nodos de co´mputo. Esto se realiza a efectos de obtener un
primer prototipo, para realizar un estudio sobre la viabilidad
de portar el servicio a un entorno distribuido, y potencial-
mente escalable. Esta segunda implementacio´n propone in-
tegrar todas las funcionalidades que proporciona el entorno
de Euclid, sobre el servicio de desarrollo en el cloud, con
una parte adicional dedicada al despliegue del servicio, en
una plataforma de gestio´n de servicios destinada a infraes-
tructuras de mayor escala.
3.1. Integracio´n de Euclid sobre Eclipse Che
Para el desarrollo del proyecto de Euclid, se ha optado
por la herramienta de co´digo abierto Eclipse Che, que a di-
ferencia de su versio´n de escritorio conocida por gran par-
te de la comunidad informa´tica, esta versio´n de Eclipse, se
presenta como un entorno de desarrollo en el cloud ejecuta-
do como un servidor, dentro de un contenedor, y a trave´s de
un navegador web. Esto permite una abstraccio´n de los re-
cursos para el funcionamiento de la herramienta, ası´ como
de la configuracio´n por parte del usuario del entorno local.
Con referencia a la integracio´n del entorno de Euclid sobre
el servicio de Eclipse Che, Docker proporciona posibilida-
des adicionales, como la creacio´n de contenedores a trave´s
de ima´genes construidas por el usuario. Estas ima´genes se
construyen a partir de ficheros Docker o Dockerfiles [9].
Este me´todo es el propuesto para la integracio´n del entorno
de Euclid dentro de Eclipse Che, construir una imagen de
Docker con los requisitos sobre la versio´n del kernel, depen-
dencias y librerı´as necesarias, entre otros para´metros. Una
vez realizado este proceso se propone integrar esta imagen
dentro del servicio de Eclipse Che, a trave´s de la imagen
personalizada de Docker. El objetivo de esta primera pro-
puesta centralizada, es ejecutar el contenedor que contiene
el entorno de Euclid, dentro del servicio de Eclipse Che,
para proporcionar al usuario su entorno de desarrollo.
A efectos de proporcionar a todos los usuarios, su espa-
cio de trabajo, y la capacidad de poder compartir sus pro-
yectos, el servicio de Eclipse Che debe ejecutarse en mo-
do multi-usuario, esto implicara´ la sincronizacio´n con otras
dos aplicaciones, ejecutadas con la misma idea de conte-
nedores. En esta modalidad, como se puede observar en la
figura 5, juntamente al servidor de Eclipse Che, es necesario
implementar un contenedor de Docker destinado al almace-
namiento de los diferentes usuarios, y sus atributos en una
base de datos de Postgres [10], y un contenedor del servicio
de la herramienta de Keycloak [11], que proporciona al en-
torno la capacidad de administrar y validar la identidad de
los usuarios pertenecientes al entorno de Eclipse Che.
Como se puede observar en la figura 5, el servidor de Che
creara´ tantos contenedores como espacios de trabajo tengan
los usuarios, y a trave´s de la sincronizacio´n con un servi-
dor de usuarios OpenLdap [12] y Keycloak, proporcionara´
al usuario un espacio de nombres mapeado a su identidad
sobre OpenLdap.
Fig. 5: Arquitectura de Eclipse Che en modo multi-usuario.
Como se muestra en la parte central de la figura 6, esta
primera implementacio´n se compone de un solo nodo (che-
astro.pic.es), donde se ejecutara´ el esquema de la figura 5.
Por u´ltimo y no menos importante de este primer prototipo,
como se muestra en la parte superior derecha de la figura
6, los espacios de trabajo que lo requieran, debera´n dispo-
ner de la capacidad montar sistemas de ficheros externos a
trave´s de protocolos NFS y/o pNFS. Estos puntos de mon-
taje, sera´n los encargados de permitir el acceso a los datos
correspondientes para la ejecucio´n de los tests de validacio´n
de la aplicacio´n del usuario, los cuales se pueden observar
resaltados en la parte derecha de la figura 6. Estos puntos
de montaje debera´n ser independientes por cada espacio de
trabajo del usuario de Euclid.
3.2. Eclipse Che de Euclid sobre Openshift
En esta fase del proyecto, se define una propuesta sobre
la viabilidad de portar el servicio de desarrollo de Eclipse
Che, a un entorno distribuido. Esta portabilidad se analiza, a
efectos de poder obtener una estimacio´n, sobre los recursos
necesarios para el usuario, al escalar el servicio, con esta
o con otro tipo de aplicaciones con necesidad de ejecucio´n
en arquitecturas distribuidas, y con alta necesidad de alma-
cenar y procesar datos. En los casos que se busca poner en
produccio´n un servicio a este tipo de escala, se deberı´a ha-
cer una estimacio´n sobre todos los costes que supondra´ la
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Fig. 6: Arquitectura centralizada sobre Docker.
instalacio´n y el mantenimiento de la infraestructura nece-
saria, tanto en te´rminos de personal como de tecnologı´a. A
menudo, dependiendo de la capacidad que tenga el desplie-
gue del servicio, y con el fin de poder optimizar estos costes,
podemos encontrar en el mercado actual diferentes solucio-
nes de este tipo de servicios en el cloud. Algunas propuestas
comerciales pueden ser AWS (Amazon Web Service) [13],
o Azure de Microsoft [14]. Estas dos opciones comerciales
como AWS o Azure, pueden ser muy adecuadas en segu´n
que casos. Estos proveedores de servicios en el cloud, ofre-
cen una arquitectura que tiene la capacidad de desplegar una
plataforma de orquestacio´n de contenedores, donde es po-
sible ejecutar y administrar de igual manera, las instancias
del servicio de Eclipse Che. Otra alternativa es implementar
una de estas herramientas de gestio´n en un clu´ster propio y
disponible. En este caso el administrador cargara´ con todos
los procesos de instalacio´n, configuracio´n y mantenimien-
to. Para este estudio se propone desplegar el servicio sobre
Openshift [6], debido a que por sus caracterı´sticas sobre ad-
ministracio´n y robustez en entornos distribuidos, se ha de-
cidido que es el ma´s adecuado para la experimentacio´n.
Openshift, se presenta como una plataforma como servi-
cio (PaaS) desarrollada por RedHat, que actu´a como una
capa ma´s de abstraccio´n sobre la herramienta de adminis-
tracio´n de contenedores Kubernetes[15]. Openshift, propor-
ciona una plataforma de gestio´n de estos servicios, y un en-
torno de desarrollo y test de las aplicaciones, que permite
al desarrollador, crear y actualizar servicios que funcionen
a trave´s de internet.
Cabe decir que Openshift ofrece diferentes alternativas para
el despliegue de esta plataforma en el cloud. Con referencia
al proyecto de este documento enfocado a entornos distri-
buidos, RedHat nos ofrece 3 versiones distintas de Opens-
hift [6] para desplegar la plataforma.
1. Openshift.io : En esta entrega de Openshift, RedHat
ofrece una plataforma de pago. Esta plataforma cuen-
ta con la capacidad gestionar nuestros recursos en el
cloud, ofreciendo un servicio de reserva de recursos
bajo demanda y con un servicio de soporte mas efi-
ciente que la herramientas libres del mismo fabricante.
Esta versio´n tambie´n ofrece aplicaciones ya instaladas
y configuradas en la plataforma, como puede ser Eclip-
se Che entre otras.
2. Openshift Cluster Platform : Una versio´n de pago, y
muy parecida a la descrita anteriormente, es OCP. Esta
entrega, a diferencia de la anterior, el administrador del
servicio de Opneshift, debe hacerse cargo de los cos-
tes sobre los recursos del sistema. Esta fase se puede
realizar a trave´s de otras empresas que ofrezcan estos
servicios en el cloud, como pueden ser Azure o AWS.
Otra alternativa es montar la plataforma en un sistema
propio.
3. Openshift Origin : La u´nica que ofrece RedHat total-
mente abierta y sin ningu´n tipo de coste, es Origin. El
inconveniente de esta versio´n de la herramienta, es que
a parte que el administrador del servicio debe hacerse
cargo de todos los gastos de recursos, mantenimien-
to y configuracio´n, en comparacio´n con las versiones
de pago, el servicio de soporte es muy limitado, y en
consecuencia mucho ma´s complejo de instalar y con-
figurar.
En este caso, se ha escogido la opcio´n de Openshift
Origin [16], ya que es la versio´n totalmente libre. El
centro de datos Port d’informacio´ cientı´fica ofrece a este
proyecto los recursos, y la infraestructura necesaria, para el
desarrollo y evaluacio´n de este servicio.
Una diferencia principal en las construcciones de Kuber-
netes y OpenShift son el controlador de entrada frente a
la ruta y el enrutador. Estas entradas, son contenedores
dentro de OpenShift, donde la ruta se utiliza para definir
las reglas que se aplicara´n a las conexiones entrantes. La
construccio´n correspondiente en Kuberentes para el mismo
propo´sito se denomina Ingress. Al ser desarrollado sobre
Kubernetes, OpenShift proporciona ma´s caracterı´sticas
funcionales. Como se puede observar en la figura 7, esta
plataforma a parte de gestionar y desarrollar servicios en
el cloud, nos proporciona recursos para tener la posibilidad
de poder escalar y desplegar Openshift, en un entorno
distribuido. Esto se describe de manera que permite la
posibilidad de montar sistemas de ficheros distribuidos
como GlusterFS, ası´ como balanceadores de carga y/o
bases de datos distribuidas como MongoDB.
Fig. 7: Esquema de Openshift.
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Despue´s de haber descrito algunas propuestas disponi-
bles para la actualizacio´n del servicio en un entorno distri-
buido, se presenta el disen˜o propuesto para esta implemen-
tacio´n en dos nodos de co´mputo. Como se puede observar
en la figura 8, el disen˜o es parecido a la primera implemen-
tacio´n sobre Docker. La diferencia entre este disen˜o y el
anterior, es la plataforma de Openshift, la cual se encarga
de gestionar los servicios en los nodos, y en este caso las
entradas externas de datos, o los servidores de usuarios pa-
ra sincronizarlos con Keycloak. Esta nueva infraestructura,
es posible que suponga un incremento sobre el rendimiento
del servicio. Este resultado no sorprende, debido a que los
recursos de memoria y de co´mputo son ma´s del doble de la
capacidad de su versio´n predecesora, de manera que serı´a lo
esperado. La gran diferencia entre la primera versio´n sobre
Docker en un entorno centralizado, y esta sobre Openshift,
en uno distribuido, es la gestio´n del servicio de Eclipse Che
en esta la plataforma que ofrece RedHat. En este caso, el
administrador de Openshift tendra´ la capacidad de gestio-
nar de entre otros recursos disponibles, los siguientes desti-
nados a la administracio´n de Eclipse Che:
1. Creacio´n y gestio´n de los contenedores que integran
las aplicaciones que participan en el entorno multi-
usuario (Keycloak y Postgres data base), ası´ como los
contenedores que ejecutan los espacios de trabajo de
los usuarios.
2. Configuracio´n de la red, y el enrutamiento de las apli-
caciones para su correcto funcionamiento a trave´s de
un navegador web.
3. Asignacio´n de nombres de dominios y subdominios de
las aplicaciones, y resolucio´n de nombres de DNS.
4. Montaje de volu´menes de datos necesarios de acceso
compartido entre todos los nodos del sistema.
Fig. 8: Arquitectura del servicio implementado sobre
Openshift.
Como se puede observar en la figura 9 El disen˜o del ser-
vicio ejecutado en un entorno distribuido con la plataforma
proporcionada por Openshift, es probable que muestre una
evolucio´n sobre administracio´n y la escalabilidad del pro-
yecto de Euclid, si esto fuera necesario. El objetivo de este
disen˜o distribuido, es obtener un sistema potencialmente es-
calable y robusto del servicio de Eclipse Che, con una mejor
administracio´n para entornos a gran escala. Este prototipo
podrı´a estar destinado tanto al entorno de Euclid, como a
otras aplicaciones cientı´ficas orientadas al Big data.
Una caracterı´stica importante sobre la implementacio´n de
un servicio, en este tipo de infraestructuras, es la alta dis-
ponibilidad que ofrece. Esto puede ser significativo, cunado
un servidor de la infraestructura, y que ejecuta el servidor de
Eclipse Che, o otro servicio complementario a e´l (Postgres
y Keycloak), se encuentra fuera de servicio. Esta situacio´n
se puede producir debido a mantenimiento del servidor, o
por un fallo de este. En estos casos Openshift, proporciona
al administrador la capacidad de replicar el servicio a otro
nodo activo, consiguiendo ası´, una pe´rdida pra´cticamente
imperceptible por parte del usuario de la aplicacio´n.
Fig. 9: Arquitectura final de la propuesta sobre Openshift.
4 EXPERIMENTACIO´N Y RESULTADOS
A partir de la propuesta inicial del disen˜o, sobre el servi-
cio de desarrollo en el cloud de Euclid, se despliega una pri-
mera versio´n centralizada de Eclipse Che sobre un entorno
de Docker, en una modalidad multi-usuario. Dentro del ser-
vidor de Eclipse Che, que se ejecutara´ en un contenedor de
Docker y con una imagen adaptada al proyecto de Euclid,
construida a partir de un fichero de Docker o Dockerfile. La
metodologı´a de ensamblaje y construccio´n del Dockerfile





Como se puede observar en la parte superior de la figura
10, en la fase de codificacio´n, se realiza la escritura o re-
ceta del fichero, que posteriormente servira´ para construir
la imagen. Esta codificacio´n, se realiza con unos esta´ndares
que recomienda Docker:
1. Debe empezar con la directiva FROM, que definira´
la versio´n del kernel del sistema operativo con el que
construira´ el contenedor de Docker.
2. Definir para´metros como el autor y administrador de
la imagen (MAINTAINER).
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3. Definir todas las dependencias que debera´ tener la ima-
gen mediante el comando RUN.
4. Pueden establecer directorios del usuario, o copia de
ficheros a la aplicacio´n, en caso que sea necesario.
5. Pueden establecerse entrypoints o CMD. Los entry-
points o puntos de entrada, configuran el contenedor
para que tenga la capacidad de ejecutarse como aplica-
cio´n para el usuario, de manera que podra´ ser utilizada
para ejecutarse en diferentes espacios, por diferentes
usuarios.
En la fase 2 de la figura 10, se construye este ensamblaje
a trave´s de una llamada al sistema, que ejecuta el servicio
de Docker destinado a la construccio´n de ima´genes.
Fig. 10: Proceso de ensamblaje y construccio´n de la imagen
de Docker.
Por u´ltimo en la fase 3 de la figura 10, se observa, como
una vez construido el contenedor que ejecutara´ el entorno
de Euclid, solo falta integrarlo dentro de Eclipse Che. Este
proceso se realiza a trave´s de la interfaz web del servicio de
desarrollo, enlazando el identificador de la imagen dentro
del sistema, con el entorno de Eclipse.
4.1. Versio´n centralizada sobre Docker
En esta primera implementacio´n del servicio, despue´s de
generar la imagen personalizada de Euclid, sobre un con-
tenedor de Docker y a partir de la codificacio´n de un Doc-
kerfile, se realiza su integracio´n en el entorno de Eclipse
Che. A continuacio´n se describen las tareas de aspecto ma´s
relevante de esta versio´n del proyecto.
1. Configuracio´n de permisos en SElinux, y configura-
cio´n del servicio de firewall del sistema, de esta mane-
ra permitira´ ejecutar el servicio correctamente.
2. Configuracio´n del servicio de Docker.
3. Creacio´n del fichero de entorno de Eclipse Che, para
pasar los para´metros necesarios a la ejecucio´n del ser-
vicio de Eclipse Che.
4. Ejecucio´n del servicio de Eclipse Che sobre el entorno
multi-usuario.
5. Integracio´n y sincronizacio´n del servidor externo
OpenLdap, con la herramienta de Keycloak, esto per-
mite habilitar el servicio para todos los usuarios del
proyecto.
6. Almacenamiento de los usuarios sincronizados en
Keycloak, en la base de datos Postgres, creada en
Openshift.
7. Construccio´n de la imagen de Docker, de acuerdo a
los requerimientos de Euclid. Esta tarea se realiza, a
efectos de integrar Euclid en el entorno de Eclipse Che
por defecto.
8. Montar sistemas de ficheros NFS y pNFS sobre el es-
pacio de trabajo del usuario.
9. Ejecutar tests de validacio´n, con entradas de datos ac-
cesibles desde sistemas de ficheros remotos, con pro-
tocolos NFS y/o pNFS.
10. Obtencio´n de resultados.
4.2. Versio´n distribuida sobre Openshift
En esta parte del desarrollo del proyecto, se realiza la por-
tabilidad del entorno de Euclid integrado en Eclipse Che, a
un entorno distribuido y gestionado en una plataforma de
administracio´n de servicios en el cloud, sobre contenedores.
La plataforma de Openshift, se ajusta al objetivo del proyec-
to, ya que utiliza como base del servicio, el paradigma de
Docker. Como se ha descrito anteriormente, la versio´n esco-
gida para este proyecto es Openshift Origin. Los requisitos













TABLA 6: RECURSOS NODE01.
En esta parte del desarrollo, primero se deben configurar
los nodos en los que se realizara´ la instalacio´n del servi-
cio de Openshift. La fase de configuracio´n de los nodos se
realiza a trave´s de un esta´ndar sobre la automatizacio´n de
la infraestructura y el software. Para esta accio´n Openshift
en las versiones anteriores a la 3.0, usaba Puppet como he-
rramienta para este fin. A partir de la versio´n 3.0, RedHat
confı´a en Ansible [17]. Las dos herramientas, proporcio-
nan la capacidad de configurar diferentes nodos a trave´s de
ficheros de configuracio´n, que se propagan por los nodos
asignados para la instalacio´n y configuracio´n de Openshift.
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4.3. Evaluacio´n del sistema
centralizado
En este apartado se realizan las primeras pruebas sobre el
entorno centralizado. Esta implementacio´n integra la cons-
truccio´n de un Docker con los requisitos de Euclid, y su
integracio´n en un entorno de desarrollo en el cloud como
Eclipse Che, que se ejecuta en otro contenedor de Docker.
4.3.1. Rendimiento del sistema
El primer caso de prueba se realiza sobre la respuesta al
consumo de recursos del sistema. Este proceso es realizado
por 2 usuarios activos del proyecto de Euclid. Estos se en-
cuentran en la fase de ejecucio´n de las aplicaciones de test
que debe soportar el sistema, juntamente con la entradas de
datos a trave´s de los puntos de montaje NFS y pNFS del
usuario.
Se puede observar en la figura 11, como el incremento es
pra´cticamente de forma lineal en te´rminos de consumo de
recursos de CPU, es decir, a medida que los usuarios empie-
zan a ejecutar sus aplicaciones, se puede apreciar un consu-
mo de una cuarta parte de los recursos totales del sistema
por cada usuario. Esto en aspectos de recursos asignados a
Docker, implica tener un consumo interno del total de los
recursos de co´mputo asignados a cada contenedor. Tambie´n
se puede observar en la figura 11, como el modo de ejecu-
cio´n en modo supervisor es mayor que el modo usuario, esto
puede ser debido a que el acceso a los sistemas de ficheros
externos, requieran de procesos con privilegios de sistema.
Haciendo una estimacio´n aproximada, y suponiendo que los
otros recursos no se encontraran en estado de saturacio´n, la
capacidad de co´mputo del sistema soportarı´a alrededor de 4
usuarios activos ejecutando este tipo de aplicaciones.
Llegado a ese punto el recurso de computo del sistema
podrı´a suponer un potencial cuello de botella.
En la figura 12, en relacio´n al recurso de memoria prin-
cipal, tambie´n se puede observar como el consumo de esta,
en general aumenta entorno a los 2GB por usuario de una
forma lineal. Esto implica que en te´rminos de memoria asig-
nada a Docker, esta estarı´a al limite de su capacidad. Tam-
bie´n se puede observar como el consumo sobre el recurso
de memoria principal, tiene un aumento pra´cticamente pro-
porcional al consumo que tenı´a el recurso de co´mputo, es
decir soportarı´a entorno los 4 usuarios simulta´neos.
Fig. 11: Consummo de recursos de co´mputo.
Otro aspecto relevante, como se puede observar en la fi-
gura 13, es el flujo sobre el paso de mensajes, o uso del
recurso de red. Como puntos a destacar se pueden ver los
picos de entradas y salidas de datos, esto podrı´a ser a con-
Fig. 12: Consumo de recursos de memoria.
secuencia de la entrada de datos a trave´s de los sistemas de
ficheros externos con protocolos NFS y pNFS.
Fig. 13: Consumo de recursos de entrada y salida de datos.
4.3.2. Rendimiento sobre la disponibilidad del sistema
Este caso de prueba, se realiza para determinar la satura-
cio´n del recurso de memoria principal, con usuarios conec-
tados al servicio al mismo tiempo.
En este caso se realizan las pruebas del sistema para obte-
ner una estimacio´n sobre la reserva de recursos que realiza
el sistema, y que es necesaria para soportar los usuarios lla-
mados inactivos. Estos se identifican por encontrarse en una
fase de desarrollo de su aplicacio´n dentro del servicio, pero
sin realizar ningu´n tipo de ejecucio´n.
Fig. 14: Monitorizacion de recursos de sessio´n del usuario.
Como aspectos a destacar de la figura 14, se observa en
la parte inferior izquierda de la como el recurso de co´mputo
tiene un consumo pra´cticamente mı´nimo. De igual mane-
ra en la misma seccio´n se puede observar como aumentan
los procesos ejecutados por el nu´cleo en comparacio´n a la
anterior, esto puede ser debido al gran nu´mero de contene-
dores creados por el sistema, y que se ejecutan en modo
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privilegiado. Tambie´n se puede observar en la parte inferior
derecha, como aumenta el consumo del recurso de red, esto
puede provocarse debido a la comunicacio´n que se genera
con la ejecucio´n de mu´ltiples contenedores sobre el entorno
de Eclipse Che, y en su modo compartido multi-usuario.
Por u´ltimo en la parte superior derecha, se observa como
el recurso de memoria, va recibiendo peticiones de reserva
por parte de los usuarios, y se consume de forma lineal, a
medida que los usuarios del servicio inician sesio´n y crean
sus espacios de trabajo.
4.4. Evaluacio´n del sistema distribuido
En la evaluacio´n del sistema distribuido se analiza el con-
sumo de recursos de la plataforma y sus servicios en los
respectivos nodos, ası´ como los recursos consumidos por
los espacios de trabajo de los usuarios, creados en Eclipse
Che. Se puede observar en la figura 15, como el nodo maes-
tro (che-astro), es el encargado de realizar toda la reserva de
memoria para gestionar los servicios ejecutados en Opens-
hift, en este caso realiza una reserva total de memoria, des-
tinada a buffers y memorias ra´pidas o cache´s. Tambie´n se
observa como los 2 espacios de trabajo en ejecucio´n, junto
con toda la gestio´n del nodo maestro, respecto al servicio de
Openshift, consumen un 75 % de los recursos de memoria
principal de este nodo.
Fig. 15: Consumo de recursos de memoria.
En la figura 16, se observa como el recurso de red del
nodo maestro, se encuentra permanentemente activo. Esto
puede ser debido a que la comunicacio´n de este nodo, con
el nodo de co´mputo, es necesaria en todo momento. Los ser-
vicios de Eclipse Che, en este caso se ejecutan en el nodo
de computo, pero el nodo maestro, es el encargado de reci-
bir las peticiones del servicio como punto final por parte del
usuario, y posteriormente redireccionarlas al nodo que con-
tiene el servicio. El nodo maestro tambie´n es el encargado
de ejecutar la interfaz web, destinada a la administracio´n de
los contenedores en Openshift.
La otra parte sobre la ejecucio´n de la plataforma de
Openshift, se encuentra en el consumo de recursos por parte
del nodo de co´mputo (che-node01). Este nodo es el encar-
gado de ejecutar los servicios del servidor de Eclipse Che,
Keycloak y la base de datos de Postgres. En la figura 17,
se puede observar como el recurso de memoria del nodo de
co´mputo queda limitado a la mitad de su capacidad, sola-
mente con la puesta en funcionamiento de la plataforma de
Openshift y el servicio de Eclipse Che, con sus respectivos
servicios complementarios que permiten la ejecucio´n de un
entorno multi-usuario. Esto puede dar una ligera idea del
Fig. 16: Consumo de recursos de entrada y salida de datos.
alcance a nivel de servicio que puede abarcar la puesta en
funcionamiento de esta plataforma de RedHat.
Fig. 17: Consumo de recursos de memoria.
Por u´ltimo se puede observar en la figura 18, como la en-
trada y salida de datos en el nodo de co´mputo es ma´s cons-
tante que en el nodo ma´ster, sobretodo en los datos de en-
trada. Esto puede ser debido a que los servicios que forman
Eclipse Che en su entorno multi-usuario, esta´n en perma-
nente intercambio de informacio´n con el maestro, sobretodo
en lo que refiere a datos de entrada, que son enviados desde
el maestro, para responder a las peticiones del servicio por
parte del usuario.
Fig. 18: Consumo de recursos de entrada y salida de datos.
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4.5. Centralizado vs Distribuido
Si se realiza una pequen˜a comparativa sobre la evolucio´n
del servicio de Euclid, se puede observar como la versio´n
centralizada sobre Docker (Fig. 19 ), al no necesitar de re-
cursos por parte de una plataforma sobre la gestio´n y admi-
nistracio´n de contenedores en el cloud, permite una escala-
bilidad mucho ma´s, lineal que en el entorno distribuido. La
desventaja es que en este tipo de infraestructuras centrali-
zadas sobre Docker, en el caso de un aumento considerable
de usuarios, o de la necesidad de ejecucio´n de aplicaciones
de mayor consumo de recursos, podrı´a quedar limitado.
Fig. 19: Evolucio´n del servicio en un entorno centralizado
sobre Docker.
En la evolucio´n sobre la implementacio´n del servicio en
un entorno distribuido gestionado por Openshift, se puede
observar en la figura 20, como la instalacio´n de la plata-
forma de RedHat, consume muchos mas recursos que en
el caso de Docker. Esto se observa en que los 16 Gbytes
de memoria principal del maestro, y 8 Gbytes del nodo de
co´mputo, permiten solamente la ejecucio´n de 4 espacios de
trabajo por parte de los usuarios, es decir, necesita ma´s del
doble de la capacidad de memoria principal, que la imple-
mentacio´n sobre Docker, en un solo nodo, con 8 Gbytes.
La ventaja de construir el servicio sobre Openshift, se en-
cuentra en la potencia que ofrece, tanto en administracio´n,
como en escalabilidad, una vez son reservados los recursos
destinados a la infraestructura.
Fig. 20: Evolucio´n del servicio en un entorno distribuido
sobre Openshift.
5 CONCLUSIONES
En primer lugar, remarcar la potencia de Docker en la ne-
cesidad de este proyecto. Estos contenedores, han permitido
la construccio´n de un entorno para Euclid, con independen-
cia del sistema operativo del ususario, para su posterior in-
tegracio´n en un IDE en el cloud. Despue´s de la puesta en
pra´ctica de los dos entornos en los que se ha desarrollado el
proyecto, se puede decir que el proyecto de Euclid, debido a
que la cantidad de usuarios que por el momento esta´n dedi-
cados a este tipo de desarrollo de aplicaciones, y que debe
soportar el sistema, son alrededor de unos 50, no necesita
de una gran infraestructura que lo soporte, de manera que
un u´nico nodo podrı´a ser construido con 128 Gbytes de me-
moria principal y 32 unidades de co´mputo, y cubrirı´a el ser-
vicio a los actuales usuarios. Otra conclusio´n surge a raı´z de
la implementacio´n del servicio de Eclipse Che en la infra-
estructura de Openshift. Se podrı´a decir que esta plataforma
esta ma´s enfocada a aplicaciones con mayor necesidad so-
bre el consumo de recursos, como podrı´an ser aplicaciones
HPC. Esto se puede deducir, debido a la cantidad de herra-
mientas enfocadas a grandes infraestructuras que permite
integrar, como pueden ser sistemas de ficheros distribuidos
como GlusterFS, ası´ como bases de datos distribuidas como
MongoDB. De esta manera, al proporcionar la capacidad de
montar sistemas de ficheros distribuidos, proporciona una
visio´n general del sistema, lo que podrı´a permitir un menor
tiempo de acceso a los datos, y en consecuencia un menor
tiempo de ejecucio´n de las aplicaciones. Tambie´n se puede
observar la gran cantidad de para´metros que son posibles
configurar en Openshift, en el momento de su instalacio´n,
ası´ como la integracio´n de contenedores destinados al enru-
tamiento de las aplicaciones y a la resolucio´n de nombres
de DNS. Esto refleja un poco la complejidad que requie-
re la instalacio´n y la configuracio´n de esta plataforma, y su
integracio´n con servicios de desarrollo en el cloud [18].
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