I. INTRODUCTION
For linear dynamic systems with white process and measurement noise, the Kalman filter is known to be an optimal estimator. In the application of Kalman filters there is often known model or signal information that is either ignored or dealt with heuristically [1] . This work presents a way to generalize the Kalman filter in such a way that known relations among the state variables (i.e., state constraints) are satisfied by the state estimate.
Some researchers have treated state constraints by reducing the system model parameterization [2, 3] , but there are a couple of disadvantages with this approach. First, it may be desirable to maintain the form and structure of the state equations due to the physical meaning associated with each state. The reduction of the state equations makes their interpretation less natural and more difficult. Second, the equality constraint solution presented here can be extended to inequality constraints by checking the inequality constraints at each time step of the filter [4] . If the inequality constraints are satisified at a given time step, then the inequality constrained problem is solved. If the inequality constraints are not satisifed, then the constrained solution presented here can be used to enforce the constraints.
Some researchers treat state constraints as perfect measurements [5, 6] . This results in a singular covariance matrix but does not present any theoretical problems [7] . In fact, Kalman's original paper [8] presents an example that uses perfect measurements (i.e., no measurement noise). However, there are a couple of considerations that indicate against the use of perfect measurements in a Kalman filter implementation. First of all, although the Kalman filter does not formally require a nonsingular covariance matrix, in practice a singular covariance increases the possibility of numerical problems [9, p. 249] , [10, p. 365] . Secondly, the incorporation of state constraints as perfect measurements increases the dimension of the problem, which in turn increases the size of the matrix that needs to be inverted in the Kalman gain computation. For instance, if we have a Kalman filtering problem with m measurements, then we need to invert an m £ m matrix in order to compute the Kalman gain. If in addition we have s state constraints that we treat as perfect measurements, then we need to instead invert an (m + s) £ (m + s) matrix. An alternative method, a constrained Kalman filter, which incorporates the state constraints into the state estimation framework is proposed. The proposed solution does not have any numerical problems, does not increase the dimension of the problem, and has known and proven statistical properties. At each time step the unconstrained Kalman filter solution is projected onto the constraint surface. This is similar to the solution of the constrained parameter identification problem [11] .
Section II presents a brief summary of the Kalman filter solution without any state constraints. Section III shows three different ways that the Kalman filter solution can be projected onto the state constraint surface. Section IV develops a number of attractive theoretical properties of the constrained Kalman filter. Section V discusses nonlinear Kalman filtering in the presence of state constraints, and Kalman filtering in the presence of nonlinear state constraints. Section VI presents some simulation results, and Section VII closes with some concluding remarks and suggestions for further work.
II. UNCONSTRAINED STATE ESTIMATION
This section reviews unconstrained state estimation via the Kalman filter, along with some important properties of the Kalman filter that is used later in this paper. The results and notation are taken from [12] .
Consider the discrete linear time-invariant system given by
where k is the time index, x is the state vector, u is the known control input, y is the measurement, and fw k g and fe k g are noise inputs. The problem is to find an estimatex k+1 of x k+1 given the measurements fy 0 , y 1 , :::, y k g. We use the symbol Y k to denote the column vector that contains the measurements fy 0 , y 1 , :::, y k g. We assume that the following conditions are satisifed:
where E[¢] is the expectation operator, x is the expected value of x, and ± km is the Kronecker delta function (± km = 1 if k = m, 0 otherwise). Q and R are positive semidefinite covariance matrices. The Kalman filter equations are given by
Note that this is the prediction form of the Kalman filter equations, so x k is estimated on the basis of measurements up to and including time k ¡ 1. The filter is initialized withx 0 = x 0 , and § 0 given above. It can be shown [12] 
where 
where n is the dimension of x and § = § xx ¡ § xy § ¡1 yy § yx (16) where § xx is the covariance matrix of x k . The Kalman filter estimate is that value of x that maximizes the conditional probability density function P(x j Y), and § is the covariance of the Kalman filter estimate.
III. CONSTRAINED STATE ESTIMATION
This section extends the well-known results of the previous section to cases where there are known relationships among the state components. That is, given the dynamic system of (1), we are given the additional constraint
where D is a known s £ n constant matrix, d k is a known s £ 1 vector, s is the number of constraints, n is the number of states, and s · n. It is assumed in this paper that D is full rank, i.e., that D has rank s. This is an easily satisfied assumption. If D is not full rank that means we have redundant state constraints. In that case we can simply remove linearly dependent rows from D (i.e., remove redundant state constraints) until D is full rank. A weaker but more general constraint may exist on the expected value of the state
For both constraints (17) and (18), we can require that the constrained state estimatex k satisfy the constraint at each point in time. The derivation for the Kalman filter with constraint (17) is the same as the derivation with constraint (18), but the statistical properties of the two estimates are different [13] . Here we conentrate on the Kalman filter with constraint (17) . Three different approaches to the constrained state estimation problem are given in this section. The time index k is omitted in the remainder of this section for ease of notation.
A. Maximum Probability Method
In this section we derive the constrained Kalman filter by using the maximum probability method of the Kalman filter. From [12, pp. 93 ff.] we know that the Kalman filter estimate is that value of x that maximizes the conditional probability density function P(x j Y), which is given in (15) . The constrained Kalman filter can be derived by finding an estimatẽ x such that the conditional probability P(x j Y) is maximized andx satisfies the constraint (17) . Maximizing P(x j Y) is the same as maximizing its natural logarithm. So the problem we want to solve can be given by
To solve this problem we form the Lagrangian
We formulate the first-order conditions necessary for a minimum as
This gives the solutioņ
Since x (the conditional mean of x) is the Kalman filter estimate, the constrained Kalman estimatex can be derived from the unconstrained estimate as
Note that this constrained estimate depends on the conditional Gaussian nature ofx, which in turn depends on the Gaussian nature of x 0 , fw k g, and fe k g in (1). This derivation is a generalization of the approach taken in [14, pp. 166 ff.] for the integration of robot sensor measurements in a partially known environment. The present paper is based on research in [13] that was conducted prior to [14] .
B. Mean Square Method
In this section we derive the constrained Kalman filter by using a mean square minimization method. We seek to minimize the conditional mean square error subject to the state constraints.
where k ¢ k denotes the vector two-norm. If we assume that x and Y are jointly distributed, the mean square error can be written as
The Lagrangian of the constrained problem is
Noting that the conditional mean of x can be written asx
we formulate the first order conditions necessary for a minimum as
Note that thex given in (31) is the Kalman filter estimate of x only if x 0 , fw k g, and fe k g are jointly Gaussian. However, even if they are not jointly Gaussian, we can still use the conditional mean given in (31) to define an unconstrained estimate of x, which in turn leads to the constrained estimate given in (35).
C. Projection Method
In this section we derive the constrained Kalman filter by directly projecting the unconstrained state estimatex onto the constraint surface. That is, we solve the problem
where W is any symmetric positive definite weighting matrix. The solution of this problem is given bỹ
The constrained estimates derived by the maximum probability method (24) and the mean square method (35) can be obtained from this equation by setting W = § ¡1 and W = I, respectively. Note that this derivation of the constrained estimate does not depend on the conditional Gaussian nature ofx; i.e., x 0 , fw k g, and fe k g in (1) are not assumed to be Gaussian.
If D is a square matrix (i.e., the number of constraints is equal to the number of states) then the state is fully constrained. In this case, remembering our assumption from the beginning of this section that D is full rank, (37) reduces tõ
IV. PROPERTIES OF CONSTRAINED STATE ESTIMATE
In this section we study some of the statistical properties of the constrained Kalman filter. We usê x to denote the state estimate of the unconstrained Kalman filter, andx to denote the state estimate of the constrained Kalman filter as given by (37), recalling that (24) and (35) are special cases of (37). In the development below, if A and B are square matrices with the same dimension, we use the notation A > B to indicate that A ¡ B is positive definite, and A¸B to indicate that A ¡ B is positive semidefinite.
THEOREM 1
The constrained state estimatex as given by (37) is an unbiased state estimator for the system (1) subject to the constraint (17) for any known symmetric positive definite weighting matrix W. That is,
PROOF We know from (37) that for any symmetric positive definite weighting matrix W
If W is a known matrix that is independent of x, we can take the expectation of both sides to obtain
But the right side of the above equation is zero, because we know that E(x) = E(x) (i.e., the unconstrained Kalman filter provides an unbiased estimate of x). 
PROOF From (42) we see that if W = § ¡1 then
where J is defined by the above equation; i.e.,
So the covariance of the constrained estimation error is given by
= (I ¡ J)Cov(x ¡x)(I ¡ J)
But it can be easily shown from the definition of J that §J T = J §J T . Therefore the previous equation reduces to Cov(x ¡x) = § ¡ J §:
We know that J § is positive definite [12, p. 335 ].
(Here we are assuming that D is full rank as stated at the beginning of Section III.) Therefore we conclude that
which means that
In other words, the covariance of the error of the constrained state estimatex with W = § ¡1 , where § is the covariance of the unconstrained estimate, is smaller than §.
Q.E.D.
THEOREM 3 Among all the constrained Kalman filters of (37), the filter that uses W = § ¡1 has the smallest estimation error covariance.
PROOF We use the symbol ¤ W to indicate the estimation error covariance of the constrained Kalman filter of (37). That is,
wherex is given by (37). We can use (42) to derive
If we replace W with § ¡1 in the above equation we obtain
Taking the difference of the two preceding equations gives
where
T is positive semidefinite for all M, which gives
Thus we have shown that W = § ¡1 in (37) gives the constrained state estimate with the minimum error covariance.
Q.E.D. 
Now note that the unconstrained and constrained estimates can be written aŝ
where® is the unconstrained estimation error and® is the constrained estimation error.® is an n-dimensional vector which can be written aŝ
where the® i s are all orthogonal to each other, f® 1 , :::,® s g are in the range space of D T (DD T ) ¡1 D, and f® s+1 , :::,® n g are in the null space of
Subtracting both sides from x and substituting (17) for d gives
But the last term on the right side of the above equation is just the projection of® onto the range space of
Thus we can use (63) to obtain®
where the second equality follows from the orthogonality of the® i s. But (63) gives
Combining the two preceding equations gives
We have thus proved the inequality of the theorem. Note that equality holds only if PROOF We can write the covariance of the unconstrained estimation error as
where we have simplified the expression by using the fact that the unconstrained estimation error® is zero-mean and uncorrelated with the state [12] . Now, for a general random vector z we can write [12, p. 93]
We can use this equation and (77) to write
where the® i s are the same as those given in (63). In a similar manner we can show that
We can now use (67) to write
Combining (80) and (82) gives the desired result
Note that equality holds only if
which means that the unconstrained estimation error lies entirely in the null space of D T (DD T ) ¡1 D, which in turn indicates that the unconstrained state estimate satisfies the state constraint.
V. NONLINEARITIES
The development of the preceding sections has been restricted to linear systems (1) and linear state constraints (17) . The constrained Kalman filter can be applied to nonlinear systems and nonlinear state constraints by linearizing about the current estimate. This is analogous to the extension of the standard Kalman filter to nonlinear systems via linearization of the system around the estimated state.
Consider the discrete nonlinear time-invariant system given by
where f(¢), b(¢), and h(¢) are arbitrary nonlinear functions. As before, fw k g and fe k g are assumed to be white noise with covariance matrices Q and R, respectively. If this nonlinear system is linearized about the current state estimatex, we obtain the extended Kalman filter [12, p. 195] .
(86)
where H k is the partial derivative of h(¢) with respect to x evaluated atx k , and F k is the partial derivative of f(¢) with respect to x evaluated atx k . In this case we cannot make very many claims about the optimality of the filter, but in practice the extended Kalman filter works quite nicely. Now consider the nonlinear system of (85) with the state constraint of (17) . The development of the constrained state estimator as given in the preceding sections is still valid. Dropping the k subscript for ease of notation, we obtain the constrained state estimatex
where W is any symmetric positive definite matrix. For linear systems, W = § ¡1 gives the best constrained estimator, but we cannot make that claim for the nonlinear estimator. Now consider the nonlinear state constraint
Dropping the k subscript for ease of notation, we note that this can be linearized about the current constrained state estimatex as
which indicates that
So now we have an approximately linear constraint that is of the form of (17) where D is replaced with
VI. SIMULATION RESULTS
In this section we present a simple example to illustrate the efficacy of the constrained Kalman filter. Consider a land-based vehicle that is equipped to measure its range relative to two reference points, (r n1 , r e1 ) and (r n2 , r e2 ), where each reference point is specified by its northerly and easterly positions. The vehicle dynamics and measurements can be approximated by the equations 
where the first two elements of x are the northerly and easterly positions, the last two elements of x are the northerly and easterly velocities, w represents process disturbances due to potholes and the like, e represents measurement errors, and u is the commanded acceleration. T is the sample period of the position estimator, µ is the heading angle (measured counterclockwise from due east), and e is the measurement error. The dynamic equations are We can use a Kalman filter to estimate the position of the vehicle. During certain times the vehicle may be travelling off-road, or on an unknown road, in which case the problem is unconstrained. At other times it may be known that the vehicle is travelling on a given road, in which case the state estimation problem is constrained. For instance, if it is known that the vehicle is travelling on a road with a heading of µ then the matrix D and the vector d of (17) can be given by
The sample period T is 3 s and the heading µ is set to a constant 60 deg. The commanded acceleration is alternately set to §1 m/s 2 , as if the vehicle was alternately accelerating and decelerating in traffic. Note that with the 60 deg heading, the vehicle and the two reference points form a straight line, which makes the state estimation problem more difficult. This scenario is depicted in Fig. 1 The unconstrained and constrained Kalman filters were simulated using MATLAB for 300 s. The figures in this paper show typical simulation results. shows the true vehicle position. Fig. 3 shows the position estimation error of the unconstrained Kalman filter, and Fig. 4 shows the position estimation error of the constrained Kalman filter. It can be seen that the constrained filter results in much more accurate estimates than the unconstrained filter. The unconstrained filter results in average position errors of about 5 m, while the constrained filter results in position errors of about 0.2 m. In addition, for this particular example, the Kalman filter performs identically whether we incorporate state constraints using perfect measurements, or whether we incorporate state constraints using the approach presented here with either W = I or W = § ¡1 . A MATLAB m-file that implements the algorithms in this paper and that was used to produce these simulation results can be downloaded from the World Wide Web page http://academic.csuohio.edu/simond/ kalmanconstrained/.
VII. CONCLUSION
We have presented a method for incorporating linear state constraints in a Kalman filter. Simulation results demonstrate the effectiveness of this method. If the state constraints are nonlinear they can be linearized, although this may result in convergence problems. Further work along these lines could focus on combining our work with [7] in order to guarantee convergence in the presence of nonlinear constraints. Other efforts could explore the incorporation of state constraints for optimal smoothing, or the use of state constraints in H 1 filtering [15] .
Various applications of this work are possible. For example, this work has been extended to state inequality constraints along the lines of [16] and applied to health parameter estimation for aircraft engines [4] . Another possible aerospace application might be the estimation of navigation parameters for an aircraft where it is known from physical laws that the vehicle is operating within some known flight envelope. A fuzzy logic related application of this method is the extension of [17, 18] to optimize fuzzy logic systems in such a way that the membership functions remain sum normal [19] .
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