We consider the acoustic wave equation in dimension n in situations where the bulk modulus and the density of the medium are only bounded. We show that under a Cordes type condition the second order derivatives of the solution with respect to harmonic coordinates are in L 2 (instead of H −1 with respect to Euclidean coordinates) and the solution itself is in L ∞ (0, T, H 2 (Ω)) (instead of L ∞ (0, T, H 1 (Ω)) with respect to Euclidean coordinates). It follows that it is possible to homogenize the wave equation without assumptions of scale separation or ergodicity by pre-computing n solutions of the associated elliptic equation.
Introduction and main results
Let Ω be a bounded and convex domain of class C 2 of R n . Let T > 0. Consider the following hyperbolic partial differential equation
u(x, t) = 0 for (x, t) ∈ ∂Ω × (0, T ). u(x, t) = u(x, 0) for (x, t) ∈ Ω × {t = 0}. ∂ t u(x, t) = u t (x, 0) for (x, t) ∈ Ω × {t = 0}.
This equation is important in applications such as geophysics, seismology and electromagnetics [39, 10, 41, 5] . For example, in geophysical and seismic prospecting, K stands for the bulk modulus, ρ the density and u the unknown pressure. The velocity c and acoustic impedance σ are given by c = K/ρ and σ = Kρ (1.2)
Write Ω T := Ω × (0, T ) and a := ρ −1 . We assume that a is a n × n uniformly elliptic matrix on the closure of Ω whose entries are in L ∞ (Ω). K is assumed to be scalar such that K and K −1 belong to L ∞ (Ω). We assume that g belongs to L 2 (Ω T ). This papers addresses the numerical homogenization of equation (1.1) in situations where the medium does not satisfy the standard assumptions of scale separation and ergodicity. By numerical homogenization we mean (for instance) solving (1.1) with 9 degrees of freedom instead of 65000. It is based on a technique introduced in [33] for elliptic equations and extended in [32] to parabolic equations characterized by a continuum of scales in space and time.
The main difference with parabolic equations lies in the fact that with hyperbolic equations, energy is conserved and after homogenization there is no hope of recovering the energy (or information) lying in the highest frequencies. However when the medium is highly heterogeneous the eigenfunctions associated to the highest frequencies are localized, thus energy is mainly transported by the lowest frequencies. That is why, when one is only interested in the large scale transport of energy it is natural to approximate the solutions of (1.1) by the solutions of an homogenized operator. For localization of waves in heterogeneous media, we refer to [38, 4, 26, 27, 28] 
Compensation phenomenon
Let F := (F 1 , . . . , F n ) be a n-dimensional vector field such that each of its entries satisfies div a(x)∇F i (x) = 0 in Ω F i (x) = x i for x ∈ ∂Ω (1. (1.7)
Throughout the paper, we made the following assumptions Assumption A. Assume that σ satisfies condition CTC. β σ < 1, and (Trace[σ])
Assumption B. Assume that the forcing term g satisfies
. From now on we always suppose without explicitly mentioning that Ω is convex, Assumption A and Assumption B are satisfied.
We need the convexity of Ω to prove theorem 1.1. The constant C can be written
.
We use the notation λ min (a) := inf
Remark 1.2. In dimension n ≤ 2 it is known that F is an homeomorphism [1] and according to [3] if a is smooth then β σ < 1 and (
In dimension higher or equal to three F can be non injective ( [3] and [13] ) even when a is smooth. However, the condition β σ < 1 can guarantee that F is an homeomorphism. Remark 1.3. In fact the condition (Trace(σ)) −1 ∈ L p (Ω) for p < ∞ depending on n is sufficient to obtain theorem 1.1 and the following compensation theorems. For the sake of clarity we prefer to restrict ourselves to (Trace(σ))
It is easy to check that µ σ is bounded by an increasing function of (1 − β σ ) −1 and in dimension two β σ < 1 is equivalent to µ σ < ∞.
(Ω T ) is sufficient to obtain theorem 1.1 and the following theorems. For the sake of clarity we have preferred to restrict ourselves to g ∈ L ∞ (0, T, L 2 (Ω)).
Discretization in Space.
Let X h be a finite dimensional subspace of
with the following approximation properties: there exists a constant C X such that
These properties are known to be satisfied (see section 1.7 of [17] ) when X h is a space of WEB (Weighted Extended B-splines) finite element of resolution h. See [23] for the definition of WEB finite element. Write
(1.14)
For v ∈ H 1 0 (Ω) write R h v the projection of v on V h with respect to the bilinear operator a[., .], i.e. the unique element of V h such that for all
We use the following notation
Write u h the solution in Y T of the following system of ordinary differential equations:
16) The following theorem shows the stability and accuracy of the semidiscrete solution. We need some improved assumption on the regularity of the forcing term and the initial data with respect to time, which guarantees the regularity for time derivatives of the solution. On the other hand, we can see that even g and all the initial data are smooth with respect to space variables, under the assumption
. From now on we always suppose without explicitly mentioning that Assumption C is satisfied.
(1.17)
. If n ≥ 5 it also depends on Trace[σ] L ∞ (Ω T ) .
Discretization in Time and Space
and the function t → c i (t) are continuous on [0, T ] and piecewise linear on each intervals (t n , t n+1 ]. Write test space V the subspace of Y T such that its elements ψ can be written
where the mappings t
Write v h the solution in Z T of the following system of implicit ordinary differential equations: for n ∈ {0, . . . , M − 1} and ψ ∈ V ,
The unknowns are ∂ t v h (t), once we know the values of them at t n , we use the following relation to get v h (t n+1 ).
The trial space Z T and test space V introduced in section 1.3 is actually of different degree of freedom, therefore we are solving a least square problem at each time step.
Denote mass matrix M by where the matrix C is
Since M and K are positive definite, the least square problem has unique solution, which also proves the existence and uniqueness of v h . Also, since we are solving this problem on a coarse mesh, the computational cost should not be a problem.
The following theorems show the stability and accuracy of the implicit scheme.
Theorem 1.5.
(which is bounded by Theorem 1.3) .
Literature and further remarks.
We refer to [39] for a review of the acoustic wave equation in relation to seismic imaging. Different numerical schemes have been developed to solve that equation (with different degrees of assumption on the degree of regularity of the coefficients), we refer to [10] , [5] , [41] , [7] and this is an incomplete list.
For an extensive work on the wave equation in complex or random media we refer to [36] , [9] , [8] , [25] , [35] , [34] , [15] , [28] , [37] , [26] and [27] .
The numerical scheme proposed in this paper is a finite element method. The idea of using oscillating tests functions in relation to homogenization can be backtracked to the work of Murat and Tartar on homogenization and H-convergence, in particular we refer to [40] and [30] (recall also that the framework of H-convergence is independent from ergodicity or scale separation assumptions).
The numerical implementation and practical application of oscillating test functions in finite element numerical homogenization have been called multi-scale finite element methods and have been studied by several authors [6] , [16] , [31] , [24] , [22] , [19] , [20] , [2] . The finite element method proposed in this paper is closer in spirit to the work of Hou and Wu [24] and Allaire and Brizzi [2] , the main difference lying in the fact that we use a global change of coordinates instead of perturbing the test functions with the solution of a local cell problem. The global change of coordinates allows to avoid the so called cell resonance problem and obtain a scheme converging in situations where the medium has no separation between scales.
As it has been done in [33] , once one understand that the key idea for the homogenization of (1.1) lies in its higher regularity properties with respect to harmonic coordinates one can homogenize (1.1) through a different numerical method (such as a finite volume method).
Moreover, it could be observed that one could use any set of n linearly independent solutions of (1.1) instead of the harmonic coordinates. The key property allowing the homogenization of (1.1) lies in the fact that if g has enough integrability then the space of solutions is at small scales close in H 1 norm to a space of dimension n. Thus once one has observed at least n linearly independent solutions of (1.1), one has seen all of them at small scales. Let us further explain this in the following:
Write
The elements of V is close in H 1 norm to a space of dimension n (the dimension of the physical space Ω) in the following sense.
Let T h be a triangulation of Ω ⊂ R n of resolution h (where 0 < h < diam(Ω)). Let Λ set of mappings from T h into the unit sphere of R n+1 (if λ ∈ Λ then λis constant on each triangle K ∈ T h and λ(K) = 1), then
Equation (1.28) is saying that any n + 1 elements of V are (at an h approximation in H 1 norm) linearly dependent. Recall that n + 1 vectors are linearly dependent in a linear combination (with non null coefficients) of these vectors in the null vector. In (1.28) the linear combination of the n + 1 vectors is at relative distance of order h (resolution of the triangulation) from 0.
Proofs
The proofs have been organized into three subsections corresponding to the three subsections of section 1.
Compensation
Lemma 2.1. We have
Proof. In case a is smooth, differentiating (1.1) with respect to t, we have
multiplying by ∂ 2 t u, and integrating over Ω, we obtain that 1 2
Integrating the latter equation with respect to t from 0 to T and using CauchySchwartz inequality we obtain that
Consider the following differential inequality
It follows that
In the case where a is nonsmooth we use Galerkin approximations of u in (1.1) and then pass to limit. This technique is standard and we refer to [18] 
Proof. Multiplying 1.1 by ∂ t u, and integrating over Ω, we obtain that 1 2
The remaining part of the proof is similar to the proof of lemma 2.1.
We now need a variation of Campanato's result [14] on non-divergence form elliptic operators. Let us write for a symmetric matrix M,
We consider the following Dirichlet problem:
The following theorems 2.1 are straightforward adaptations of theorem 1.2.1 of [29] . They are proven in [29] under the assumption that M is bounded and elliptic. It is easy to check that the conditions β M < 1 and ν M ∈ L ∞ (Ω) are sufficient for the validity of those theorems. We refer to [33] and [32] for that adaptation.
(Ω) the Dirichlet problem (2.12) has a unique solution satisfying
Remark 2.1. β M is the Cordes parameter associated to M defined by
Let us now prove the compensation theorems, this is an adaptation of the proof of theorem 1.1 in [32] . Choose
It is easy to check that β σ < 1 implies that F is an homeomorphism from Ω onto Ω, thus (2.15) is well defined. Moreover observe that β M = β σ and
Observe that by the change of variable y = F (x) one obtains that
It follows from theorem 2.1 that there exists a unique v ∈ H 2 (Ω) satisfying the equation
We use the notationK :
Using the change of variable y = F (x) and using the property div a∇F = 0 we obtain that (2.19) can be written
(Ω) and g(., t) ∈ L 2 (Ω) we can use the uniqueness property of the solution of the divergence form elliptic equation with Dirichlet boundary condition.
to obtain that v • F = u. Thus we have proven theorem 1.1.
In the following sections we will prove the convergence of semidiscrete and fully discrete problem.
Discretization in Space.
Lemma 2.3. We have
Proof. The proof is similar to the proof of lemma 2.1.
Proof. The proof is similar to the proof of lemma 2.2.
To simplify notations we also write R h the projection operator mapping
(Ω), we write R h,t v(., t) the solution of:
It's obvious that R h u(., t) = R h,t u(., t). For example, we can choose a series of test functions which is separable in space and time, v = T (t)X(x), T (t) is smooth in t and has δ(t) function as its weak limit. We will need the following lemma 2.5, 2.6, 2.7, 2.8 and 2.9 to obtain the approximation property of ρ and ∂ t ρ by the projection operator R h , Lemma 2.5. Assume the mapping x → F (x) to be invertible, then for v ∈ H 1 0 (Ω) we have
Remark 2.2. Recall that µ σ is given by equation (1.10)and it is easy to check that µ σ is bounded by an increasing function of (1 − β σ ) −1 .
Proof. Using the change of coordinates y = F (x) we obtain that (letv : Using the definition of R h,t v we obtain that
Using property (1.11) we obtain that
It is easy to obtain that
Remark 2.3. The constant C is the one given in theorem 1.1.
Proof. The proof follows from the differentiation of (1.1) and is an application of theorem 1.1.
Lemma 2.7. We have
A T [∂ t ρ] ≤Ch 2 ∂ t g L ∞ (0,T,L 2 (Ω)) + ∂ 2 t g L 2 (Ω T ) + ∂ 3 t u(x, 0) L 2 (Ω) + ∂ 2 t u(x, 0) H 1 (Ω) .
(2.36)
Proof. The proof is a straightforward application of lemma 2.6 and lemma 2.5.
(2.37) Remark 2.4. The constant C in lemma 2.7 and 2.8 depends on C X , n, Ω, β σ , λ min (a), K min , K max , λ max (a) and (
Proof. The proof follows from standard duality techniques (see for instance [12, theorem 5.7.6] ). We choose v ∈ L 2 (0, T, H 
Using Cauchy Schwartz inequality we deduce that
Using theorem 2.1 we obtain that
Using lemma 2.5 we obtain that
We deduce the lemma by applying lemma 2.7 to bound
Lemma 2.9. We have the following estimate for initial data,
Proof. We can estimate ∂ t ρ L 2 (Ω) similar to Lemma 2.8, then use triangle inequality to obtain the first inequality. Since u h (x, 0) = R h,0 u, we can apply Lemma 2.5 to get the second inequality.
Lemma 2.10. We have
integrate with respect to t, using Cauchy-Schwartz, we have
Lemma 2.11. We have
Proof. The proof is a straightforward application of lemma 2.1, lemma 2.3,lemma 2.7, lemma 2.8, lemma 2.10 and lemma 2.9.
Discretization in space and time.
Stability Choose ψ ∈ V in equation (1.21) such that ψ(x, t) = ∂ t v h (x, t) for t ∈ (t n , t n+1 ]. We obtain that
(2.50)
Observing that
using Cauchy-Schwartz inequality we obtain
(2.52)
Summing from 0 to M,
We conclude the proof of theorem 1.3 in a way similar to the proof of lemma 2.1.
Estimate We obtain from equation (1.21) and (1.16) that
∂ t w h (x, t) dt = 0 we need the following lemma.
Where the constant C in (2.59) depends on
and Trace[σ] L ∞ (Ω) . Summing (2.55) over n, notice y h (0) = 0, ∂ t y h (0) = 0 we obtain that
(2.60) Theorem 1.4 is a straightforward consequence of equation (2.60), the estimates (2.57), (2.59), lemma 2.3 and lemma 2.9.
L
2 Error Estimate In the spirit of [7] , write y(t) := T t
(u h − v h )ds and ψ(t) the linear interpolation of y(t) on Z T . Write z(t) = y(t) − ψ(t). Using the test function ψ in (2.54) we obtain that
Observe that
It follows by induction that
. Moreover using theorem 1.3, 1.4 and lemma 2.4, since
is of order ∆t, we obtain that
where C depends on T , K min , K max , λ min , λ max . Similarly using the inverse Sobolev inequalities associated to X h we obtain that
Where the constant C depends on
. This concludes the proof of theorem 1.5.
Numerical Experiments
In this section, we will give the numerical algorithm first. Several illustrations of the implementation of the method presented in this paper will be given. The domain is the unit square in dimension two. Equation (1.1) is solved on a fine tessellation characterized by 16129 interior nodes (also called degree of freedoms). Three different coarse tessellations are considered, one with 9 degrees of freedoms (noted dof in the tables), one with 49 and the last one with 225.
The hyperbolic operator associated to equation (1.1) has been homogenized onto these coarse meshes using the method presented in this paper. We have chosen web extended B-spline based finite element [23] to span the space X h introduced in subsection 1.2. For all the numerical examples, we compute the solution up to time T = 1. The initial condition is u = 0 and u t = 0.
The fine mesh solver for the wave equation is Matlab routine hyperbolic, which uses linear finite element basis in space and adaptive integrator in time. The fine mesh solver for F is Matlab routine assempde.
Algorithm 1 (Algorithm for Homogenization).
1. Compute F on fine mesh 2. Construct multiscale finite element basis ψ = φ • F , then compute stiffness matrix K and mass matrix M (ψ is piecewise linear on the fine mesh). 3. Time marching of (1.21) and (1.22) on coarse mesh.
To reduce the computation cost of the pre-computation of F , it is possible to change the fine mesh elliptic solver to Hierarchical matrix method [11, 21] with O (N(ln N) n+3 ) operations or iterative methods with asymptotically O(N) operations (see [42] and [43] ), where N is the degrees of freedom of the finite mesh discretization, n is the dimension of the problem. Also, we will save time if we need to calculate solutions for multiple right hand side g. Example 1. Time independent site percolation.
In this example we consider the site percolating medium associated to figure 1. The fine mesh is characterized by 16129 nodes. (1.1) has been homogenized to three different coarse meshes with 9, 49 and 225 interior nodes using the method described here and splines for the space X h . (1.1) has been solved with the fine mesh operator and the coarse mesh operators with g = 1 and g = sin(2.4x−1.8y + 2πt). The fine mesh and coarse mesh errors are given in tables 1, 2, 3, 4. We have also used a Gaussian source function given by
with σ = 0.05, errors are given in tables 5 and 6. Notice that as σ → 0, the source function will become more singular. Figure 2 shows u computed on 16129 interior nodes and u h computed on 9 interior nodes in the case g = 1 at time 1. Table 1 and 2 show the comparison between different numerical homogenization methods, here we use the notation in [33] section 3. LFEM is a multi-scale finite element method where F is computed locally (instead of globally) on each triangle K of the coarse mesh as the solution of a cell problem with boundary condition F (x) = x on ∂K. FEM ψ lin is the Galerkin scheme using the finite elements ψ i = φ i • F , where φ i are the piecewise linear nodal basis elements. FEM ψ sp is the Galerkin scheme using the finite elements ψ i = φ i • F , where φ i are the weighted cubic B-spline basis elements. From the table, we know that methods In this example a is random and characterized by a fine and long ranged high conductivity channel. We choose a(x) = A ≫ 1, if x is in the channel, and a(x) = O(1) and random, if x is not in the channel. The media is illustrated in figure 3 Figure 3: High Conductivity Channel superposed on a random medium. Tables 7 and 8 give the coarse and fine meshes errors for g = 1 with fixed coarse mesh (dof 49) and A = 10, 100, 1000 respectively. From the table we can see that the errors grow with A increasing, but the growth is moderate. The fine mesh and coarse mesh errors for g = sin(2.4x − 1.8y + 2πt) are given in tables 9 and 10. In this example we consider the site percolating medium. The fine mesh is characterized by 16129 interior nodes. (1.1) has been homogenized to three different coarse meshes with 9, 49 and 225 interior nodes using the method described here and splines for the space X h . (1.1) has been solved with Neumann boundary condition. The source term is given by g(x, t) = T (t)X(x, y), X(x, y) is the Gaussian source function described by
with σ = 0.05, T (t) = T 1 (t)T 2 (t)
T 1 (t) = errors are given in tables 11 and 12 for fine mesh with dof 16129, in tables 13 and 14 for fine mesh with dof 65025. Figure 5 shows u computed on 16129 interior nodes and u h computed on 9 interior nodes at time 1. Conclusion From above computation and analysis, we show that we can get reasonable error using much fewer degrees of freedom. Compared with the multiscale finite element method which compute the basis locally, our method has much better accuracy. When the heterogeneity grows, numerical behavior the method is stable.
