Abstract-Robust codes are new nonlinear systematic error detecting codes that provide uniform protection against all errors, whereas classical linear error-detection code detects only a certain class of errors. Therefore, defence by the linear codes can be ineffective in many channels and environments, when error distribution is unknown. This drawback makes the linear codes vulnerable to side channel attacks. In turn,resistance of the robust code to side channel attacks can deteriorate if codeword distribution is non-uniform. The probability of error masking can increase depending on codeword distribution. However, mapping the most probable codewords to a predefined set can reduce the maximum of the error masking distribution, thus preventing attackers from using this vulnerability. In this paper, we propose a general approach to the algorithm construction of splinewavelet decompositions of linear space over an arbitrary field. This approach is based on the generalization of calibration relations and functional systems, which are biorthogonal to basic systems of relevant space. The obtained results permit the construction of spline-wavelet robust code. The algorithm proposed in this paper is based on the second-order wavelet decomposition of B-splines under non-uniform nets. The encoding function of the obtained code construction was investigated. In this article, we prove that this encoding function is a bentfunction. We also provide a proof that the proposed spline-wavelet robust code is optimal. This paper explores the characteristics of the code in the case of non-uniform codeword distribution.
I. INTRODUCTION
Error detecting codes are widely used for telecommunication channels. They ensure the reliability and security of devices from soft and hard errors, and side channel attacks. Robust and partially robust codes have been designed for defence cryptosystems against side channel attacks. Currently, the problem of finding new constructions of robust and partially robust codes is significant. Constructions of systematic robust codes were first introduced in [5] and applied to protect cryptographic hardware against fault attacks in [8] . Different types of robust codes, partially robust codes, and minimum distance robust codes were offered in [1, 2, 3, 6, 7] . Also robust codes can be constructed by spline wavelet decompositions were introduced in [9, 10, 11] . However, one disadvantage of robust codes is that these codes assume that the information bits are uniformly distributed and are not known to an attacker. In [4] is shown the application of the Quadratic-Sum codes and codes derived from the cubic code in case of non-uniform codeword distribution.
This article explores the robustness of code, that is derived from spline-wavelet transforms. If also investigates the characteristics of this robust code in the case of non-uniform codeword distribution. Using a specific method of net selection and element discarding, the second-order spline-wavelet reconstruction formula can be reduced to a bent-function. Bentfunctions are well suited for building robust codes [2] , because the codes that construct these functions are the most optimal. The case of non-uniform codeword distribution, the proposed spline-wavelet robust code can be improved by Gray mapping.
II. THEORY OF THE SPLINE-WAVELET DECOMPOSITION
Let Z be the set of all integers. On finite or infinite interval (α, β) of the real axis R 1 consider the net: X {x j } j∈Z , X : . . . < x −1 < x 0 < x 1 < . . . , (1.1)
(The same result is valid for the finite net, enough to consider the trace of all objects in the interval embedded in (α, β)).
Segments [x j , x j+1 ] are called elementary net segments of the net X. Denote the linear space of functions that are continuously differentiable in points of the open interval (α, β) as C 1 (α, β). On the net X, consider polynomial second-order spline ω j (j ∈ Z):
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In the space C 1 (α, β) we consider the linear functionals g (i) , i ∈ Z defined by formula
For convenience, we will write it in the form: g
, where I is the identity operator, d dt is the differentiation operator, t=xi+1 denotes substitution t = x i+1 . The result of the functional g (i) to the function u defined by the value of the function and its derivative at the point x i+1 ; this point is called the support of the functional g (i) and is written as
From (1.9) we obtain
In calculating the value of the functional g (j+1) to the function ω j , we use the formula (1.5), and we find
From (1.11) we derive the relation
For i ≤ j − 1 and i ≥ j + 2 under substitution t = x i+1 , interval x i+1 can always be chosen incident, where function ω j (t) is identical to zero. Because of this, for these i we have the relation
The relations (1.10), (1.12) and (1.13), which are defined above, proves the theorem. For a fixed k ∈ Z let
and consider the new net X : . . . < x −1 < x 0 < x 1 < . . ..
Second-order splines ω j , based on the new net X, are represented by formulas (1.3) -(1.6) with replacement nodes x j of the net X on the nodes x j of the net X. Obviously, for j / ∈ {k − 3, k − 2, k − 1}, splines ω j coincide with splines discussed previously:
For j ∈ {k − 3, k − 2, k − 1}, splines ω j can be represented as a linear combination of splines ω j and ω j+1 . According to Theorem 1, the system of functionals
) is biorthogonal to the spline system {ω j } j∈Z . It is easy to see that
and
is not contained in the functional set {g (j) } j∈Z , and functionals g (k−2) and g (k−1) are not contained in the functional set {g (i) } i∈Z . Consider the representation of spline ω j , j = k−3, k−2, k− 1 through the spline ω i , i = k − 3, k − 2, k − 1, k and derive the reconstruction and decomposition formulas, allowing the representation of splines obtained on the new net through splines constructed on the original net. This article will present only formulas of reconstruction and decomposition without proofs; proofs of these formulas are represented in [9, 10, 11] . Assume that the coefficients a i and b i of element projection decomposition u ∈ Ω(X) on the spaces Ω(X) and W :
Theorem 2. For the second-order spline-wavelet decomposition of the space Ω(X), formulas of the reconstruction are:
For the second-order spline-wavelet decomposition of the space Ω(X), formulas of the decomposition are:
III. THE CONSTRUCTION OF THE ROBUST CODE BASED ON THE SECOND-ORDER SPLINE-WAVELET TRANSFORMATION
Mapping GF (2 n ) → GF (2) is called a boolean function of n variables. Each boolean function can be defined by
.., i k ares different and together run all k -subset elements of set {1, ..., n}. The coefficients a i1,...,i k , a 0 take values 0 or 1. N f is called a nonlinearity of a boolean function. Nonlinearity N f of an arbitrary function f is closely related to its WalshHadamar coefficient:
Then smaller the maximum of the module W f (ν), the higher nonlinearity of the function f . A Bent function is a boolean function of n variables (n is even) such that the module of each Walsh-Hadamard coefficient for this function is equal to 2 n/2 .
Robust codes are new nonlinear systematic error detecting codes that provide uniform protection against all errors without any (or which minimize) assumptions on the error and fault distributions, capabilities and methods of an attacker. One of the main criteria for evaluating the effectiveness of a robust code is the error masking probability. The error masking probability Q(e) can be defined as:
where C is the robust code, x is a codeword that belongs to the code C, e is an error, and M is the number of codewords in the code C.
Optimum robust code (n, M, R) q is robust code that has the maximum possible number of codewords M for a given n and robustness R with respect to:
This section describes the algorithm for obtaining the robust code from the formulas of reconstruction of the second-order splines. In the proposed code construction, the elements from the information part will not be discarded. The elements of the additional (wavelet) flow will be added to the codeword as a checking mechanism. Elements of the presented code will be checked for being the result of the spline-wavelet transform b k−1 . In view of the above, let present formulas of reconstruction (1.16) to the next form:
where c = {c 1 , c 2 , ..., c N } is an original information flow, b is an element of additional flow, k is the number of elements (or blocks) that is discarded from the original flow and from the net. x = {x 1 , x 2 , ..., x N −1 } is a net with one discarded element: ξ = x k (x = {x 1 , x 2 , ..., x N )} is an original net. Let the elements of the net depend on the current codeword and respectively equal:
Then the expression (2.2) can be converted to the next boolean function:
The resulting function (2.3) is the coding function of the code construction proposed in this article. Give the encoding function (2.3) the algebraic normal form:
is a bent function and its nonlinearity coefficient is 1/2. Proof. Encoding function f (c k−3 , c k−2 , c k−1 , c k ) is a boolean function of n = 4 variables. Find domain f 2 n of this function:
The Walsh-Hadamard transform W f of the encoding function is the following integer function:
Denote the set of all spectral coefficients ω kn = W f (ν k ), 0 ≤ k < 2 n of function f as vector ω 2 n = (ω 0 , ω 1 , ..., ω 2 n −1 ). It is known that the Walsh-Hadamard spectrum can be found as: ω 2 n = f 2 n H 2 n , where H 2 n is the Sylvester-Hadamard matrix of 2 n order. It is necessary for the proof to construct a Hadamard matrix of 2 4 = 16 order, which has to form:
where
is a Sylvester-Hadamard matrix of the 4th order. To find the Walsh spectrum ω 16 of the function f , we multiply ω 16 = f 16 H 16 = (6, −2, −2, 2, 2, −2, −2, −2, −2, −2, −2, 2, 2, 2). Modules of the Walsh spectrum coefficient coincide with each other and equal 2. Hence, function f is a bent function with nonlinearity 1/2.
Theorem 5. Spline-wavelet code with encoding function
Proof. Code characteristics depend on the nonlinearity of the encoding function. Let c and l be the codewords of spline-wavelet (n, k) code. Then the code consists of codewords (x, f (x)), where f is an encoding function e 2 ) , where e 1 ∈ GF (q k ),e 2 ∈ GF (q n−k ) will not be detected if and only if f (x + e 1 ) = f (x) + e 2 , that is, when directional derivative f (x + e 1 ) − f (x) = D e1 will be equal to e 2 . Since the last condition is feasible for a bent function, the code based on encoding function f is robust systematic code. Check code for optimality:
It is clear from inequality this that the code , which satisfies the bounds of (2.1), is an optimum code. The proposed construction of the spline-wavelet code is (k + r, 2 k , 2 k−r ) 2 optimal robust systematic code, where k is the number of information elements, and r is the number of redundant elements. The maximum of the error masking probabilities max Q(e) for uniform distribution of codewords is equal to 1/2.
IV. CHARACTERISTICS OF THE ROBUST SPLINE-WAVELET CODE UNDER NON-UNIFORM DISTRIBUTION OF CODEWORDS
Codes are usually constructed under the assumption that the codewords are equiprobable. However, this assumption is almost always violated. In reality, the distribution of the codewords in a telecommunication channel are often nonuniform. An adversary can control the outputs and inputs of the cryptosystem and can gather information about distribution character. Subsequently, the attacker can use this information to choose an error that is difficult to detect. But using the mapping of most probable codewords to a predefined set can decrease error masking probabilities of certain robust code [4] . This section demonstrates using such mapping for splinewavelet code.
Example 1. Provide an example of computing the error masking probability under non-uniform distribution. Take the spline-wavelet code with the parameters n=5, k=4. The encoding function of the (5;4) robust spline-wavelet code has the following form:
where c 1 , c 2 , c 3 , c 4 are information bits, and c 5 is a check bit. The errors and their masking codewords are presented in Table  1 .
Assume that we compute the error masking probability under a non-uniform distribution of the codewords. Let the codewords {0, 2, 4, 6, 9, 11, 13, 15} occur with the high probability. As we can see from Table 1 , the error 01000 has the maximum error masking probability in that case. Use the Gray mapping to the most probable codewords {0, 2, 4, 6, 9, 11, 13, 15}: The fourth column of Table 1 shows the error masking probability of each vector after Gray mapping. Obviously, max Q(e) reduces from 1 − e to 0.75(1 − e).
Errors
Integer Table 1 . Q(e) are the error masking probabilities in the case of non-uniform codeword distribution. Q G (e) are the error masking probabilities when mapping the most probable codewords to a predefined set {0, 3, 5, 6, 9, 11, 13, 15} .
In this paper, the construction of the robust code with Gray mapping was modelled on the computer. The implemented model measured error masking probability for six different probability distributions and different predefined sets. The results of the model are presented in Table 2 .
Spline-wavelet code parameters max Q(e) max Q G (e) n=5, k=4 0.73 0.62 n=10, k=8 0.68 0.61 n=20, k=16 0.80 0.67 Table 2 . Comparison of the maximum error masking probability with Gray mapping and without it. n is length of the code, k is number of information symbols in codewords.
As a result, using Grey mapping of the most probable codewords to a predefined set reduces error masking probabilities of the spline-wavelet code. Therefore, this mechanism can be used for improving the characteristics of the presented robust spline-wavelet code in cases where the codewords are nonuniform.
V. CONCLUSION
In this paper, we have described an algorithm for obtaining robust code based on the spline-wavelet decomposition of second-order splines. Detection error probability of the resulting robust code considers the cases of non-uniform and uniform code distributions. In case a codeword has a nonuniform distribution, it is proposed that Gray mapping be used to reduce the error masking probability of the maximum.
