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Abstract
This thesis advances the understanding of charge propagation in a clas-
sical background through the study of the canonical quantisation of a
charged particle in an intense laser background and the associated two-
point function. We will clarify how the causal propagator can be extrac-
ted. In addition, in this thesis we will provide an interpretation of this
propagator in terms of degenerate quantum processes. We show how to
use the Feynman diagram technique to build up a perturbative descrip-
tion of the interaction with the laser background. This also includes how
multi-pole structures emerge as a perturbative feature. For all orders in
perturbation theory we calculate the associated multiple wave-function
renormalisations. We use Bessel functions to describe the distortion of
the plane wave solutions due to the interaction with the laser. This is
done for both a circularly and a linearly polarised laser.
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Chapter 1
Introduction and Motivation
1.1 Background and motivation
The theory of quantum electrodynamics (QED), which describes the interaction
between light and charged particles, was discoverd by Dirac in the 1930’s with the
invention of the relativistic wave equation bearing his name [1]. QED applies to
all electromagnetic phenomena associated with charged fundamental particles, such
as electrons and positrons, and the associated phenomena such as pair produc-
tion, electron-positron annihilation, Compton scattering, etc. It was used to model
precisely some quantum phenomena which had no classical analogs, such as the
Lamb shift and the anomalous magnetic moment of the electron. QED was the first
successful quantum field theory, incorporating ideas such as particle creation and
annihilation into a self-consistent framework. The development of the theory was
the basis of the 1965 Nobel Prize in physics, awarded to Richard Feynman, Julian
Schwinger and Sin-itiro Tomonaga [2] . Most work in QED is driven by the need
for high energy physics experiments and as such is concerned with charged particles
moving and interacting in a vacuum. This is certainly the theoretical underpinning
of the famous LEP series of experiments conducted at CERN. However, recent ad-
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vances in laser technology have opened the window on new regions of QED that
can be explored experimentally [3]. There is already a long history of theoretical
discussions of such interactions, and the first work was by Volkov in 1935 [4]. Several
particle physicists have looked at this problem since that time, most notably Brown
and Kibble [5], and Ritus [6]. However, it is fair to say that the bulk of the work in
this area has been dominated by laser theorists who use some QED methods. A firm
theoretical formulation of an interacting field in a background is still lacking, and its
applications go beyond a simple laser background. For example, the infrared pro-
blem in QED is traditionally resolved by viewing the charged particles interacting
with a soft or collinear background, see [7] and [8]. However, a recent analysis of
this method for dealing with the infrared [9] has shown that there are fundamental
problems with this approach, some of which can be traced back to how the mass of
the charged particle changes in such a background. A similar phenomenon is predic-
ted for a particle in a laser [5]. There is also a mass changing effect associated with
quarks moving in a gluonic background which accounts for the difference between
the current and constituent mass of quarks.
The first functional laser appeared in 1960 [10] which stimulated extensive theo-
retical investigations into the effect of such a background on the propagation and
interactions of matter [11]. Also in 1964 the authors A. Nikishov, V. Ritus, and
I. Goldman, studied the non-linear corrections to Compton scattering in such a
background [12, 13]. The experimental demonstration of such non-linear Compton
scattering appeared in the 1990s [14], and resulted in an increase of the theoretical
interest in the field [15,16].
The new point of view we want to develop in this work is inspired by earlier work
on the infra-red. In 1937 Bloch and Nordsieck [7] worked on soft infra-red effects,
followed by the works of Kinoshita [17] and Lee and Nauenberg [8] on the collinear
structures that arise both for massless charges and in the high intensity regime. From
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these studies it can be concluded that we must sum over all degenerate processes to
arrive at a physical cross-section. This methodology for the infra-red underpins all
attempts at calculating standard model cross-sections [18]. In spite of this, there are
deep theoretical issues that arise when there are both initial and final state degene-
racies [9]. The infra-red structures need to be canceled against a background of real
degenerate (soft or collinear) processes and the physical nature of this background is
hard to resolve in such gauge theories. The plane-wave laser provides a well defined
background, and this is the attraction of this problem from this point of view. Thus,
if we have a particle propagating in laser that emits and absorbs the same number
of laser photons, these processes need to be summed over in order to describe the
physical propagation of the charge. In our current work we want to develop this
point of view and try to understand how such a system is quantised.
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1.2 Overview of thesis
In the thesis we give a detailed description of the methods used to calculate the
propagator of a charge in a laser background in two different ways as well as in
different laser backgrounds. This thesis is organised as follows:
In Chapter 2 we introduce the fundamentals of field theory with no background in
order to understand the basis of the scalar field theory, which is the simplest field
theory. This will include a discussion of the Klein-Gordon solution, the commutation
relations at equal time and also a study of the propagator. These are useful in
clarifying some of the fundamental issues we will extend to the Volkov field in the
rest of the thesis.
In Chapter 3 we study in detail the construction of the Volkov field used to describe a
charge propagating in the background of a classical laser field. In order to investigate
polarisation effects, both circularly and linearly polarised plane wave lasers will be
considered. In both cases, the field is coupled to the laser through the minimal
coupling prescription where the derivative in the Klein-Gordon equation is replaced
with the appropriate covariant derivative. This introduces many new issues not seen
in the free case. In particular, gauge invariance becomes an important point that
needs careful consideration. However, many of the free field results can be extended
to this Volkov case and we shall show, for the first time, how to identify Volkov
modes.
In Chapter 4 we use the equal-time canonical commutators of Volkov fields to
calculate the commutator relations between the Volkov modes and its adjoint for
both a circularly and linearly polarised laser. This will allow us to build up the
Volkov states.
In Chapter 5 we develop a different approach to the Volkov field by introducing a
diagrammatic construction of the propagator for a scalar field in a laser background.
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We find the Feynman rule for both cases of circularly polarised laser and linearly
polarised laser and then calculate the leading and next to leading order contributions
to the propagator.
In Chapter 6, we show how the operator language and this diagrammatic method
are related by deriving an all orders expression for the propagator. This will extend
the calculation of Chapter 5 and help put the construction on a firm theoretical
foundation.
Finally in Chapter 7, we present our conclusions and summarise the results. There
are then three appendices, which contain technical but important results that were
needed in the main thesis. Appendix A shows how to build up the distortion plane
wave for both a circularly and linearly polarised laser. While in Appendix B we
explain how to use Bessel functions to describe the distortion of the plane wave for
the both a circularly and linearly polarised laser. This uses the standard Bessel
function and the generalised formulation of the Bessel function. In addition, this
appendix contains the expansions for the power series of standard Bessel function to
the lowest order and helps to visualise the generalised Bessel function. Appendix C
contains the details of how to calculate the particle mode for the linearly polarised
Volkov field where we follow the same road as for the circularly polarised Volkov
field.
Chapter 2
Field theory with no background
The aim of this chapter is to understand the fundamentals of the free scalar field.
The scalar field is chosen as it is the simplest field to study, and this will allow us to
build up the approach to field theory in a way that can be generalised for the fields
in a laser background. In addition, we use, natural units throughout ~ = c = 1.
2.1 The scalar field
The free scalar field φ(x) is a solution to the Klein-Gordon equation. In this chapter
we will focus on the complex scalar field [19, 20]. In this case the Klein-Gordon
equation describes two independent field degrees of freedom φ(x) and φ†(x), where
the field operator is not Hermitian.
The Lagrangian for a complex scalar field is
L = ∂µφ†∂µφ−m2φ†φ . (2.1)
The Klein-Gordon equation is
(∂2 +m2)φ(x) = 0 , (2.2)
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where ∂2 = ∂µ∂
µ and m is the mass of the associated scalar particles [21]. Equa-
tion (2.2) can be solved in terms of plane waves e±ipˆ·x as these satisfy the equation
∂2e±ipˆ·x = −pˆ2e±ipˆ·x = −m2e−ip̂·x . (2.3)
Here, we have introduced the on-shell four momenta pˆ = (Ep, p) where
Ep =
√
|p|2 +m2 so that
pˆ 2 = E2p − |p|2 = m2 . (2.4)
The fields can be expanded as a superposition of these plane waves
φ(x) =
∫
d3p
2Ep
(
a(p)e−ipˆ·x + b†(p)eipˆ·x
)
φ†(x) =
∫
d3p
2Ep
(
a†(p)eipˆ·x + b(p)e−ipˆ·x
)
. (2.5)
In the measure we use the slash to denote the conventional measure with factors
of 2pi, so
d3p =
d3p
(2pi)3
In the above equations the modes a(p) and b†(p) are interpreted as quantum opera-
tors, therefore these solutions represent quantum fields.
The commutation relations at equal time for such scalar fields are the standard ones,
[φ(x), φ(y)]x0=y0 = 0 = [pi(x), pi(y)]x0=y0 ,
[φ(x), pi(y)]x0=y0 = iδ
3(x− y) , (2.6)
where the canonically conjugate field is
pi(x) =
∂L
∂φ˙(x)
= φ˙†(x) . (2.7)
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We can use relations (2.6) to calculate the commutation relation between the modes
a(p) and b†(p) once we have an expression for the modes in terms of the fields.
The expression of the modes a(p), b†(p), etc, in terms of φ(x) is
a(p) = −i
∫
∑ d3x
(
(∂0e
ipˆ·x)φ(x)− eipˆ·x∂0φ(x)
)
. (2.8)
b†(p) = i
∫
∑ d3x
(
∂0e
−ipˆ·x)φ(x)− e−ipˆ·x∂0φ(x)
)
, (2.9)
where
∑
denotes the hypersurface x0 = const. These expressions are far from trivial
and it is useful here to investigate these in some detail. In particular the modes are
time independent yet the right hand sides of (2.8) have fields with apparent time
dependence. So first we show that these integrals are time independent. We take
the time derivative (∂0) to show that the expression for a(p) is time independent
d
dt
a(p) = −i
∫
d3x
(
∂0
(
∂0e
ipˆ·x)φ(x)− ∂0(eipˆ·x∂0φ(x)))
= −i
∫
d3x
(
−E2peipˆ·xφ(x)− eipˆ·xφ¨(x)
)
(2.10)
Using equation (2.2) where ∂µ∂
µ = ∂20 −∇2 we see that
φ¨−∇2φ+m2φ = 0 .
Hence
φ¨ = (∇2 −m2)φ .
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We use this and the on-shell condition (2.4) in equation (2.10) to obtain
d
dt
a(p) = −i
∫
d3x
(
−(m2 + |p|2) eipˆ·x φ(x)− eipˆ·x(∇2φ(x)−m2φ(x)))
= −i
∫
d3x
(
(−|p|2) eipˆ·x φ(x)− eipˆ·x∇2 φ(x)
)
= −i
∫
d3x
(
(−|p|2) eipˆ·x φ(x)− (∇2eipˆ·x)φ(x)
)
= −i
∫
d3x
(
(−|p|2) eipˆ·x φ(x)− (−|p|2)eipˆ·x φ(x)
)
= 0 .
(2.11)
Therefore a(p) is time independent. The same result follows for b†(p).
We now perform the integral in (2.8) inserting the expression (2.5) to demonstrate
that it is correct. We find
a(p) = −i
∫
d3x
d3q
2Eq
(
∂0(e
ipˆ·x)
(
e−iqˆ·x a(q) + eiqˆ·x b†(q)
)
− eipˆ·x ∂0
(
e−iqˆ·x a(q) + eiqˆ·x b†(q)
))
= −i
∫
d3x
d3q
2Eq
(
iEp e
ipˆ·x(e−iqˆ·x a(q) + eiqˆ·x b†(q))
− eip·x(−iEq e−iqˆ·x a(q) + iEqeiqˆ·x b†(q))) .
(2.12)
In the above equation we can take the common factor, so we have
a(p) =
∫
d3x
d3q
2Eq
{
(Ep + Eq) e
i(pˆ−qˆ)·x a(q) + (Ep − Eq)ei(pˆ+qˆ)·x b†(q)
}
. (2.13)
We can write the above equation as
a(p) =
∫
d3x
d3q
2Eq
{
(Ep + Eq) e
i(Ep −Eq)·x0 e−i(p −q)·x a(q)
+ (Ep − Eq)ei(Ep +Eq)·x0 e−i(p+q)·x b†(q)
}
. (2.14)
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The x−integral gives
a(p) =
∫
d3q
2Eq
{
(Ep + Eq) e
i(Ep −Eq)x0 δ(3)(p− q) a(q)
+ (Ep − Eq)ei(Ep +Eq)x0 δ(3)(p+ q) b†(q)
}
, (2.15)
In the above equation we have two different delta functions, for the first term, the
delta function gives p = q while for the second term, the delta function gives p = −q.
However, the energy is Eq =
√
|q|2 −m2 = Ep, hence the second term vanishes and
we have
a(p) =
∫
d3q
2Eq
2Eqδ
3(p− q)a(q) = a(p) , (2.16)
which is clearly correct.
2.2 The commutators for free fields
We will build up the commutation relations for the creation and annihilation ope-
rators. By using the expression (2.8), we have
[a(p), a†(q)] =
[
−i
∫
d3x
(
∂0e
ipˆ·xφ(x)− eipˆ·x∂0φ(x)
)
,
i
∫
d3y
(
∂0e
−iqˆ·yφ†(y)− e−iqˆ·y∂0φ†(y)
)]
=
∫
d3x d3y
{
(∂0 e
ipˆ·x)(∂0 e−iqˆ·y)[φ(x), φ†(y)]−(∂0 eipˆ·x) e−iqˆ·y)[φ(x), φ˙†(y)]
−eipˆ·x(∂0 e−iqˆ·y)[φ˙(x), φ†(y)] + eipˆ·x e−iqˆ·y)[φ˙(x), φ˙†(y)]
}
.
(2.17)
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The key point in evaluating this is to use the time independency to set x0 = y0.
Using the commutation relations (2.6) we obtain
[a(p), a†(q)] =
∫
d3x d3y
{
(−iEpei(Ep−Eq)·x0)e−ip·x eiq·y (iδ3(x− y))
+ (−iEqei(Ep−Eq)·y0) eip·x eiq·y (iδ3(x− y))
}
=
∫
d3x(Ep + Eq)e
i(Ep−Eq)·x0ei(p−q)·x . (2.18)
Hence, the above equation becomes
[a(p), a†(q)] =
∫
d3x(2Ep)e
i(Ep−Eq)·x0ei(p−q)·x , (2.19)
then, by using the definition of the Dirac delta function, we see that
[a(p), a†(q)] = (2pi)3 2Ep δ3(p− q) . (2.20)
In a similar way, we can show using (2.9)
[b(p), b†(q)] = (2pi)3 2Ep δ3(p− q)
and that
[a(p), a(q)] = [b(p), b(q)] = 0 .
The state |0〉 represents the vacuum state, which is destroyed by the annihilation
operators
a(p)|0〉 = 0 = b(p)|0〉 (2.21)
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The one-particle state |p〉 of momentum p in Fock space is created by the creation
operator action on the vacuum state as, for example
a†(p)|0〉 = |p〉 . (2.22)
2.3 Propagators
So far we have been looking at homogeneous solutions to the Klein-Gordon equation.
In order to introduce interactions we need to solve the inhomogeneous equations
where there is a delta function on the right hand side, these solution are usually
called Green functions or propagators. The Green function G(x, y) for the Klein-
Gordon equation, is defined as a solution to the equation
(+m2)G(x− y) = −iδ4(x− y) , (2.23)
subject to suitable boundary conditions. There are many possible solutions to this
equation depending on how the boundary conditions are introduced. For example, in
classical field theory advanced or retarded solutions are very important. In quantum
field theory the solution that is very important is that of the causal propagator
defined in terms of the time-ordered product of the free fields. That is,
G(x− y) := 〈0|Tφ(x)φ†(y)|0〉 . (2.24)
The definition of the time-ordered product is
T (φ(x)φ†(y)) = θ(x0 − y0)φ(x)φ†(y) + θ(y0 − x0)φ†(y)φ(x) , (2.25)
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where the step function is
θ(x0 − y0) = − lim
→0+
∫ ∞
−∞
dλ
2pi
1
λ− i e
iλ(x0−y0) . (2.26)
We now want to calculate the R.H.S in (2.24)
〈0|Tφ(x)φ†(y)|0〉 = θ(x0 − y0)〈0|(φ(x)φ†(y)|0〉+ θ(y0 − x0)〈0|φ†(y)φ(x)|0〉 . (2.27)
We know that from the equation (2.5) we can define
φ(x) = φ+(x) + φ−(x) , (2.28)
where positive and negative frequency parts are
φ+(x) =
∫
d3p
2Ep
a(p)e−ipˆ·x ,
φ−(x) =
∫
d3p
2Ep
b†(p)eipˆ·x .
(2.29)
Similarly, one has the adjoints
φ+†(y) =
∫
d3p
2Ep
a(p)eipˆ·y ,
φ−†(y) =
∫
d3p
2Ep
b†(p)e−ipˆ·y .
(2.30)
Thus, from (2.21),
φ+(x)|0〉 = 0 , 〈0|φ−(x) = 0 .
So we can write
φ(x)φ†(y) = φ+(x)φ+†(y) + φ−(x)φ+†(y)
+ φ+(x)φ−†(y) + φ−(x)φ−†(y) .
(2.31)
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Hence we can find
〈0|φ(x)φ†(y)|0〉 = 〈0|φ+(x)φ−†(y)|0〉
= 〈0|[φ+(x), φ−†(y)]|0〉 =
∫
d3p
2Ep
e−ipˆ(x−y) ,
(2.32)
where we used (2.20).
Using this result (2.27) becomes
〈0|Tφ(x)φ†(y)|0〉 = θ(x0 − y0)
∫
d3p
2Ep
e−iEp(x
0−y0) eip(x−y)
+ θ(y0 − x0)
∫
d3p
2Ep
eiEp(x
0−y0) e−ip(x−y) .
(2.33)
Inserting the expression of the step function (2.26), this becomes
〈0|Tφ(x)φ†(y)|0〉 =
∫
d3p
2Ep
dλ
1
λ− i
(
eiλ(x
0−y0)e−iEp(x
0−y0) eip(x−y)
+ e−iλ(x
0−y0)eiEp(x
0−y0) e−ip(x−y)
)
,
(2.34)
which yields
〈0|Tφ(x)φ†(y)|0〉 =
∫
d3p
2Ep
dλ
(
1
λ− ie
i(λ−Ep)(x0−y0) eip(x−y)
+
1
λ− ie
−i(λ−Ep)(x0−y0) e−ip(x−y)
)
.
(2.35)
We will identify λ as the missing four-momentum component p0. We can see this
integral as the sum of two integrals, so in each of these integrals we will make a
shift. In the first integral we identify
p0 = λ− Ep ,
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while in the second integral we have
−p0 = λ− Ep .
For the first and second integral respectively, we obtain
〈0|Tφ(x)φ†(y)|0〉 =
∫
d3p
2Ep
dp0 eip
0(x0−y0)
(
1
p0 + Ep − ie
ip(x−y)
+
1
Ep − p0 − ie
−ip(x−y)
)
.
(2.36)
We will transfer from on-shell expression for the momenta to off-shell to make this
expression look like a propagator, therefore we use the shift p0 → p0 + Ep. Also,
the above equation is a sum of two integrals, therefore we will also shift the 3-
momenta, p→ −p in the first term. Hence (2.36) becomes
G(x, y) =
∫
d4p
2 iEp
( 1
p0 + Ep − i +
1
−p0 + Ep − i
)
eip(x−y) . (2.37)
We can write the above equation as
G(x, y) =
∫
d4p
2 iEp
( −p0 + Ep − i+ p0 + Ep − i
(p0 + Ep − i)(−p0 + Ep − i)
)
eip(x−y) . (2.38)
The numerator becomes 2Ep which cancel with the factor in the measure. The
denominator becomes
(p0 + Ep − i)(−p0 + Ep − i) = (p0 + Ep)(Ep − p0)− i(p0 + Ep − p0 + Ep)− 2
= E2p − p20 − i(2Ep)− 2
= |p|2 +m2 − p20 − i (2.39)
= −p2 +m2 − i .
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Hence the causal propagator is given by
G(x, y) =
∫
d4p
i
(p2 −m2 + i) e
ip(x−y) . (2.40)
This is called the Feynman propagator, and we note that it is given in terms of a
four-momentum off-shell integral. In this expression the pole has been displaced by
the i prescription appropriate to the causal nature of the time-ordering. The limit
→ 0 is to be used once the integrals have been evaluated.
p0 p0
Figure 2.1: The contour for the Feynman propagator.
A consequence of this prescription is that we can now rotate the p0-integral from the
real axis to the imaginary one without hitting a pole. This allows for a Euclidean
evaluation of the propagator which can be very helpful.
Chapter 3
Volkov Field
In this chapter we will introduce and discuss the main properties of the Volkov field
used to describe a charge propagating in the background of a classical laser field. In
order to investigate polarisation effects we will consider both circularly and linearly
polarised lasers.
3.1 Describing a plane-wave laser
We now collect together the key notation and results needed to describe the laser.
In this thesis a plane-wave laser field is described by the vector potential
Aµ = Aµ(k · x). (3.1)
In (3.1) kµ is a null vector (k
2 = 0) pointing along the laser direction. We usually
take kµ = k0(1, 0, 0, 1) if we need to be explicit. For a field of the form (3.1) we
have ∂µA
µ = kµA´µ. So in this case the Landau gauge corresponds to the condi-
tion kµA´µ = 0, which is what we will assume. There is, though, some gauge freedom
left as we can replace Aµ by Aµ + ∂µθ(k · x) while still preserving the form of the
potential (3.1). From this it would be possible to refine the gauge so that A0 = 0 but
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we do not need to assume this. In fact the residual gauge freedom will be useful as
a test for the gauge transformation of some of our results. To further specify the
laser field we need to make a choice of polarisation.
The potential describing circularly polarised laser photons is
Aµc (x) = a
µ
1 cos(k · x) + aµ2 sin(k · x) , (3.2)
where the polarisations vector satisfy k·a1 = k·a2 = 0 = a1 ·a2 and a21 = a22 = a2 < 0.
The potential for a linearly polarised laser is
Aµ` (x) = a
µ cos(k · x) , (3.3)
the constant amplitude vector aµ satisfies a · k = 0.
It is useful to insert a note about gauge transformations as seen in the different po-
larisations. In the first case, circular polarisation, we take the gauge transformation
parameter to be of the form
θ(x) = θ1 sin(k · x) + θ2 cos(k · x), (3.4)
where θ1 and θ2 arbitrary constants. Hence, under (3.4), the terms (3.2) have par-
ticularly simple residual gauge transformation properties
Aµc → Aµc + kµθ1 cos(k · x)− kµθ2 sin(k · x)
= (aµ1 + θ1k
µ) cos(k · x) + (aµ2 − θ2kµ) sin(k · x). (3.5)
This gauge transformation therefore can be written in terms of the polarisation
vectors as
aµ1 → aµ1 + θ1kµ , aµ2 → aµ2 − θ2kµ. (3.6)
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Second case: for linear polarisation we take
θ(x) = θ sin(k · x), (3.7)
with θ a constant. Therefore, under (3.7) the terms (3.3) have particularly simple
gauge transformation properties
Aµ` → Aµ` + ∂µθ = aµ cos(k · x) + kµθ cos(k · x). (3.8)
So this gauge transformation can also be written in terms of the polarisation vectors
as
aµ → aµ + θkµ . (3.9)
Note that
AµcAcµ = a
2 , (3.10)
while
Aµ`A`µ = a
2 cos2(k · x) . (3.11)
This difference highlights the main impact of the polarisation. Therefore, detailed
calculations for each case need to be done separately.
In both cases, the process of coupling the field to the laser is encoded in the minimal
coupling prescription where the derivative in the Klein-Gordon equation (2.2) ∂µ is
replaced by the covariant derivative Dµ = ∂µ + ieAµ. A Volkov field φv(x) is then
identified as a solution to the Volkov equation,
(D2 +m2)φv(x) = 0 , (3.12)
where D2 = DµD
µ. The associated Lagrangian generalising (2.1) is given in (4.1).
We start by building up the Volkov version of the plane wave introduced in Chap-
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ter 2. This means we will replace
e−ip·x → D(x, p).
The distorted plane waves need to solve
D2D(x, p)|
on−shell = −m2D(x, p)|on−shell , (3.13)
for an appropriate on-shell momentum. To proceed we need to specify the polari-
sation and, from the simplicity of (3.10), we start with the simplest case where we
have circular polarisation. Solving an equation of the form (3.13) has an extensive
history and some of the details are given in Appendix A. However, in this thesis a
different approach is taken as we will need to focus in some detail on the appropriate
on-shell condition to use. So we will take a more direct approach to the distortion
terms and simply give the solutions and then investigate in what sense they are
solutions.
3.2 Circular polarisation
The circularly polarised laser is described by the potential (3.2). In this case the
distorted plane wave is
Dc(x, p) = e
−ip·x eie(w1p sin(k·x)+w2p cos(k·x)) , (3.14)
where
w
1p
= −p · a1
p · k and w2p =
p · a2
p · k . (3.15)
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Its derivation is discussed in Appendix A. The important point to note is, as will be
seen soon, that this satisfies
D2Dc(x, p) = (−p2 + δm2)Dc(x, p), (3.16)
where δm2 = −e2a2 > 0 . This means that we now go on-shell to solve the Volkov
equation (3.13) at p→ p with p = (E∗p , p) where E∗p =
√
|p|2 +m2∗ so that
p2 = m2 + δm2 = m2∗. This will then ensure that
D2Dc(x, p) = −m2Dc(x, p) . (3.17)
Given the importance of this result we now present a proof of equation (3.16), and
we do this using a Bessel function description of Dc(x, p). This will be useful as it
will introduce techniques that will be further developed in this thesis .
3.2.1 Bessel function for circular polarisation
The Bessel function Jn(x) is defined by the generating function
eix sin θ =
∞∑
n=−∞
einθJn(x) . (3.18)
In Appendix B, we have summarised some of the key properties of this function.
In order to use this expansion with Dc(x, p) we need to replace the cosine in the
exponent of (3.14) and we do this by using the double angle formula
w
1p
sin(k · x) + w
2p
cos(k · x) = w
p
sin(k · x+ ψ
p
)
= (w
p
cosψ
p
) sin(k · x) + (w
p
sinψ
p
) cos(k · x) , (3.19)
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where we have introduced w
p
and ψ
p
w
1p
= w
p
cosψ
p
, w
2p
= w
p
sinψ
p
(3.20)
where
w2
1p
+ w2
2p
= w2
p
, and tanψ
p
=
w
2p
w
1p
.
Therefore, we can now write the distorted plane wave (3.14) as
Dc(x, p) = e
−ip·x
∞∑
n=−∞
ein(k·x+ψp )Jn(ewp) . (3.21)
We will now show (3.17), this will allow us to see some Bessel function identities
that will be very useful in later calculation. We know that for a circularly polarised
laser that
D2 = ∂2 + 2ie(aµ1 cos(k · x) + aµ2 sin(k · x))∂µ − e2a2 . (3.22)
The L.H.S of (3.17) is
D2Dc(x, p) = ∂
2Dc(x, p) + 2ie(a
µ
1 cos(k · x) + aµ2 sin(k · x))∂µDc(x, p)
− e2a2Dc(x, p) . (3.23)
We now start adding the first two terms in the L.H.S. of this expression. The first
term in equation (3.23) becomes
∂2Dc(x, p) = ∂
2
(
e−ip·x
∞∑
n=−∞
ein(k·x+ψp ) Jn(ewp)
)
= −
∞∑
n=−∞
(p− nk)2e−i(p−nk)·xeinψp Jn(ewp) . (3.24)
We note that
(p− nk)2 = p2 − 2np · k + nk2 = m2∗ − 2np · k ,
23 Chapter 3. Volkov field
since k2 = 0. Therefore,
∂2Dc(x, p) = −m2∗Dc(x, p) + p · k
∞∑
n=−∞
2n e−i(p−nk)·x einψp Jn(ewp) . (3.25)
The recursion relation for Jn(wp) is (see (B.12))
2n Jn(ewp) = ewp
(
Jn−1(ewp) + Jn+1(ewp)
)
, (3.26)
consequently equation (3.25) becomes
∂2Dc(x, p) = −m2∗Dc(x, p)
+ (p · k)
∞∑
n=−∞
e−i(p−nk)·x einψpew
p
(
Jn−1(ewp) + Jn+1(ewp)
)
.
(3.27)
The last term in equation (3.27) involves
(p · k)
∞∑
n=−∞
e−i(p−nk)·x einψpew
p
(
Jn−1(wp) + Jn+1(wp)
)
= (p · k)
( ∞∑
n=−∞
e−i(p−nk)·x einψpew
p
Jn−1(wp) +
∞∑
n=−∞
e−i(p−nk)·xeinψpew
p
Jn+1(wp)
)
,
(3.28)
and equation (3.28) is calculated term by term .
The first term is
∞∑
n=−∞
e−i(p−nk)·x einψp ew
p
Jn−1(wp) = ewpe
ik·xeiψpDc(x, p) . (3.29)
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where we have made a shift n→ n+ 1 in the sum.
For the second term in equation (3.28) we similarly get
∞∑
n=−∞
e−i(p−nk)·x einψpew
p
Jn+1(wp) = ewpe
−ik·xe−iψpDc(x, p) . (3.30)
as with the first term we have made a shift n→ n− 1 in the sum.
By using equations (3.29) and (3.30) in equation (3.28) we get
ew
p
(
ei(k·x+ψp ) + e−i(k·x+ψp )
)
Dc(x, p) =2 ewp cos(k · x+ ψp)Dc(x, p)
= 2 e
(
w
p
cos(k · x) cosψ
p
− w
p
sin(k · x) sinψ
p
)
Dc(x, p)
= 2e
(
w
1p
cos(k · x)− w
2p
sin(k · x)
)
Dc(x, p) ,
(3.31)
where, we used definition of w
1p
and w
2p
(3.20). Consequently we can write the first
term in the L.H.S. of (3.23) as
∂2Dc(x, p) =
(
−m2∗ + 2e(p · k)
(
w
1p
cos(k · x)− w
2p
sin(k · x)))Dc(x, p) (3.32)
For the second term in equation (3.23) we get
2ie(aµ1 cos(k · x) + aµ2 sin(k · x))∂µDc(x, p)
= 2e
(
(a1 · p) cos(k · x) + (a2 · p) sin(k · x)
)
Dc(x, p) , (3.33)
where we have used k ·a1 = k ·a2 = 0 . By using equations (3.32) and (3.33) in (3.23)
we obtain
D2Dc(x, p) =
((−m2∗ + 2e(p · k)(w1p cos(k · x)− w2p sin(k · x)))
+ 2e
(
(a1 · p) cos(k · x) + (a2 · p) sin(k · x)
)−e2a2)Dc(x, p) . (3.34)
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As we have seen the definition of w
1p
, w
2p
in (3.15) hence we have
D2Dc(x, p) =
(
−m2∗ + 2e(p · k)
(−p · a1
p · k cos(k · x)−
p · a2
p · k sin(k · x)
)
+ 2e
(
(p · a1) cos(k · x) + (p · a2) sin(k · x)
)−e2a2)Dc(x, p)
=
(
−m2∗ − 2e
(
(p · a1) cos(k · x)− (p · a2) sin(k · x)
)
+ 2e
(
(p · a1) cos(k · x) + (p · a2) sin(k · x)
)−e2a2)Dc(x, p)
= −(m2∗ + e2a2)Dc(x, p) .
(3.35)
We know that m2∗ + e
2a2 = m2 therefore we get the desired result
D2Dc(x, p) = −m2Dc(x, p) . (3.36)
Having seen how to build up the distortion term for circular polarisation, we now
investigate the case of linear polarisation.
3.3 Linear polarisation
In this part we want to introduce the distortion term D
`
(x, p) appropriate for linear
polarisation. Again, we will just introduce the distortion term to show that it does
what it is supposed to do (see Appendix A).
We define
D
`
(x, p) = e−ip·xei(eup sin(k·x)+e
2vp sin(2k·x)), (3.37)
where
up = −p · a
p · k , vp =
1
8
a2
p · k (3.38)
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and we now will show
D2D
`
(x, p) = (−p2 + δm2)D
`
(x, p) , (3.39)
where now δm2 = − e2a2
2
> 0.
3.3.1 Generalised Bessel function for linear polarisation
The thing to note about (3.37) is that it does not have an expansion in terms of
normal Bessel functions due to the sin(2k·x) term. Instead we need to use generalised
Bessel functions [22] where
ei(eup sin(k·x)+e
2vp sin(2k·x)) =
∞∑
n=−∞
ein(k·x)Jn(eup, e2vp) . (3.40)
Therefore, the distortion for a linearly polarised laser when using the generalised
Bessel function Jn(u,v) (see Appendix B) becomes
D
`
(x, p) = e−ip·x
∞∑
n=−∞
eink·xJn(eup, e2vp) . (3.41)
where D2 for a linearly polarised laser is
D2 = ∂2 + 2ie aµ cos(k · x) ∂µ − e2a2 cos2(k · x) . (3.42)
The L.H.S. in equation (3.39) is
D2D
`
(x, p) = ∂2D
`
(x, p) + 2ie aµ cos(k · x)∂µD`(x, p)
− e2 a2 cos2(k · x)D
`
(x, p) , (3.43)
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The first term in equation (3.43) is
∂2D
`
(x, p) = ∂2
∞∑
n=−∞
e−i(p−nk)·xJn(eup, e2vp)
= −
∞∑
n=−∞
(p− nk)2 e−i(p−nk)·xJn(eup, e2vp) (3.44)
= −m2∗D`(x, p) + p · k
∞∑
n=−∞
2ne−i(p−nk)·xJn(eup, e2vp) . (3.45)
We use the following recursion relations for Jn(u, v) (see (B.32)),
2n Jn(u,v) = u
(
Jn−1(u,v) + Jn+1(u,v)
)
+2v
(
Jn−2(u,v) + Jn+2(u,v)
)
, (3.46)
to obtain
∂2D
`
(x, p) = −m2∗D`(x, p) + (p · k)
∞∑
n=−∞
e−i(p−nk)·x
×
{
eup
(
Jn−1(eup, e2vp) + Jn+1(eup, e2vp)
)
(3.47)
+ 2e2vp
(
Jn−2(eup, e2vp) + Jn+2(eup, e2vp)
)}
. (3.48)
In this calculation the argument of the Bessel function will not change, so we intro-
duce a condensed notation,
Jn = Jn(eup, e
2vp), Jn±1 = Jn±1(eup, e2vp), Jn±2 = Jn±2(eup, e2vp).
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We now take a look at the last term in equation (3.47)
∞∑
n=−∞
e−i(p−nk)·x
(
eup
(
Jn−1 + Jn+1
)
+2 e2vp
(
Jn−2 + Jn+2
))
=
∞∑
n=−∞
e−i(p−nk)·xeup Jn−1 +
∞∑
n=−∞
e−i(p−nk)·xeup Jn+1
+
∞∑
n=−∞
e−i(p−nk)·x 2e2vp Jn−2 +
∞∑
n=−∞
e−i(p−nk)·x 2e2vp Jn+2 . (3.49)
The above equation has four terms, which we calculate separately as in (3.29), hence
we get the following result
∂2D
`
(x, p) =
(
−m2∗ + (p · k)
(
eup
(
eik·x + e−ik·x
)
+2e2vp
(
e2ik·x + e−2ik·x
)))
D
`
(x, p)
= −
(
m2∗ + 2e(a · p) cos(k · x)−
1
2
e2a2 cos(2k · x)
)
D
`
(x, p) , (3.50)
where we used the definition of up, vp (3.38) and the identity of cos(2k ·x) = 2 cos2(k ·
x)− 1, we obtain
∂2D
`
(x, p) = −
(
m2∗+ 2e(a · p) cos(k ·x)− e2a2 cos2(k ·x) +
1
2
e2a2
)
D
`
(x, p) . (3.51)
The second term in (3.43) is
2 iaµ cos(k · x) ∂µD`(x, p) = 2iaµ cos(k · x)
∞∑
n=−∞
(−i)(p− nk)µe−i(p−nk)·xJn
= 2e (a · p) cos(k · x)D
`
(x, p) , (3.52)
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since a · k = 0 .
Using (3.51) and (3.52) in (3.43) yields
D2D
`
(x, p) =
(
−m2∗ − 2e(a · p) cos(k · x) + e2a2 cos2(k · x)
− 1
2
e2a2 + 2e(a · p) cos(k · x)− e2a2 cos2(k · x)
)
D
`
(x, p)
=
(−m2∗ − 12e2a2)D`(x, p)
= −m2D
`
(x, p) . (3.53)
Finally, we have seen how to build up the distorted plane wave for both types of
polarisation (circular and linear).
3.4 The Volkov field
In the previous sections we have seen how to generalise the plane waves to the
distorted plan waves (3.21) and (3.41) appropriate for both circular and linear po-
larisations. This now allows us to construct the Volkov field φv(x), which satisfies
the Volkov equation (3.12), as
φv(x) =
∫
d3p
2E∗p
(
D(x, p)av(p) +D(x,−p)b†v(p)
)
, (3.54)
where we are not, as yet, specifying circular or linear polarisation. The Volkov equa-
tion does not in itself explain why the momentum is given as in (3.54), as we could
equally well have used D†(x, p) b†v(p) in the second term. What we will now show
is that the gauge transformation properties of the field explain expression (3.54).
We require the Volkov field φv(x) to transform as φv(x) → e−ieθ(x)φv(x), under the
residual gauge transformation Aµ → Aµ + ∂µθµ(x). In terms of the distortion field,
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we see
D(x, p)→ e−ieθ(x)D(x, p). (3.55)
However, this means that
D(x, p)† → eieθ(x)D†(x, p) . (3.56)
So this cannot enter in the Volkov field. But from (3.55), we see that
D(x,−p)→ e−ieθ(x)D(x,−p). (3.57)
and this can be used in defining φv(x). Hence we arrive at (3.54).
In order to discuss the Volkov field as a quantum field, we need to generalise the
free result (2.5) where we express the modes a(p) , b(p) etc. in terms of the field.
This is now not as simple as in the free case due to the complicated nature of the
distortion terms. However, progress can be made by extending the free expression
a(p) = −i
∫
d3x
(
∂0e
ip·xφ(x)− eip·x∂0φ(x)
)
, (3.58)
in such a way that the following results holds. We must have:
(i) Gauge invariance.
(ii) Time independence.
The most obvious way to do this is to replace derivatives with covariant derivatives
and plane waves by distorted waves. In this way we arrive at the conjecture that
av(p) = −i
∫
d3x
((
D0D(x, p)
)†
φv(x)−D(x, p)†D0φv(x)
)
. (3.59)
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(i) Gauge invariance follows immediately from equations (3.55) and (3.56). We now
show time independence. It is now helpful to use the gauge invariance of (3.59).
That is, we know k · A = 0 which means that A0 = A3. Using the residual gauge
invariance we can replace
Aµ → Aµ + ∂µθ(x),
and chose θ(x) so that A0 = A3 = 0. In this case we can write (3.59) as
av(p) = −i
∫
d3x
((
∂0D(x, p)
)†
φv(x)−D(x, p)†∂0φv(x)
)
. (3.60)
Now we want to show that
d
dt
av(p) = 0 .
We have
d
dt
av(p) = i
∫
d3x
(
∂20D(x, p)
†φv(x)−D(x, p)†∂20φv(x)
)
. (3.61)
We know that (D2D(x, p))† = −m2D(x, p)†, therefore
(− 2ieAµ∂µ + e2A2)D(x, p)† = −m2D(x, p)† , (3.62)
where  = ∂µ∂µ = ∂20 −∇2. Hence
(∂20 −∇2 − 2ieAµ∂µ + e2A2)D(x, p)† = −m2D(x, p)† ,
which means that
∂20D(x, p)
† = (∇2 + 2ieAµ∂µ − e2A2 −m2)D(x, p)†
= (∇2 + 2ieAi∂i − e2A2 −m2)D(x, p)† .
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Equation (3.61) becomes (after integration by parts)
d
dt
av(p) = i
∫
d3x
(
D†(x, p)
(∇2 + 2ieAi∂i − e2A2 −m2)φv(x)−D(x, p)†∂20φv(x)) .
(3.63)
We now want to find ∇2φv(x), for this we use (D2 + m2)φv(x) = 0 so that we can
write this as
(+ 2ieAµ∂µ + e2A2 +m2)φv(x) = (∂20 −∇2 + 2ieAµ∂µ + e2A2 +m2)φv(x)
= 0 .
From this we obtain
∇2φv(x) = (∂20 + 2ieAµ∂µ + e2A2 +m2)φv(x) .
This leads to
d
dt
av(p) = i
∫
d3x
{
D†(x, p)
(
∂20 + 2ieAµ∂
µ − e2A2 +m2
− 2ieAi∂i + e2A2 −m2
)
φv(x)
−D†(x, p)∂20φv(x)
}
= 0 .
(3.64)
We have the same result for a†v(p).
(ii) Having proposed an expression for the Volkov modes, we now need to prove it.
At this stage we need to specify the polarisation of the laser.
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3.4.1 The particle mode for the circularly polarised Volkov
field
The particle mode for a circularly polarised Volkov field is conjectured to be given
by
av(p) = −i
∫
d3x
((
D0Dc(x, p)
)†
φv(x)−Dc(x, p)†D0φv(x)
)
. (3.65)
As we have seen this equation is gauge invariant and time independent. The R.H.S
equation (3.65) can be written as (using 3.54)
− i
∫
d3x
((
D0Dc(x, p)
)†
φv(x)−Dc(x, p)†D0φv(x)
)
= −i
∫
d3x
d3q
2E∗q
{((
D0Dc(x, p)
)†
Dc(x, q)−Dc(x, p)†D0Dc(x, q)
)
av(q)
+
((
D0Dc(x, p)
)†
Dc(x,−q)−Dc(x, p)†D0Dc(x,−q)
)
b†v(q)
}
.
(3.66)
So we can write the above equation as
−i
∫
d3x
((
D0Dc(x, p)
)†
φv(x)−Dc(x, p)†D0φv(x)
)
=
∫
d3q
2E∗q
(
Ic(p, q)av(q) + Ic(p,−q)b†v(q)
)
, (3.67)
where
Ic(p, q) = −i
∫
d3x
((
D0Dc(x, p)
)†
Dc(x, q)−Dc(x, p)†D0Dc(x, q)
)
. (3.68)
So, we need to show
Ic(p, q) = (2pi)
3(E∗p + E
∗
q )δ
3(p− q) , (3.69)
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from which we get Ic(p,−q) = (2pi)3(E∗p−E∗q ) δ3(p+q), and hence (3.65) will follow.
We work in a gauge where k · A = 0 and A0 = A3 = 0 . Then (3.68) becomes
Ic(p, q) =
∫
d3x
{(
(E∗p + E
∗
q )− k0e(w1p + w1q) cos(k · x)
+ k0e(w2p + w2q) sin(k · x)
)
D†c(x, p)Dc(x, q)
}
.
(3.70)
We now look at Dc(x, p)
†Dc(x, q) by using the generalised Bessel functions appro-
priate for a circular polarised laser of (3.14) (details are in Appendix B), to obtain
Dc(x, p)
† = eip·x
∞∑
n=−∞
e−ink·x J˜n(ew1p , ew2p) , (3.71)
and
Dc(x, q) = e
−iq·x
∞∑
n=−∞
eink·x J˜n(ew1q , ew2q) . (3.72)
Hence, by combining exponents and using the Bessel expression, (B.13),
Dc(x, p)
†Dc(x, q) = ei(p−q)·x
∞∑
n=−∞
eink·x J˜n(e(w1q − w1p), e(w2q − w2p)) . (3.73)
Note the L.H.S. in (3.73) is gauge invariant. On the R.H.S. this is a consequence
of terms such as (w
p
− w
q
) being gauge invariant for w
p
= w
1p
or w
2p
and w
q
=
w
1q
or w
2q
, and we note that (w
p
− w
q
) is gauge invariant, using (3.15),
w
1p
− w
1q
= −p · a1
p · k +
q · a1
q · k . (3.74)
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Therefore, we have
w′
1p
− w′
1q
= −(p · a1 + θ1p · k)
p · k +
(q · a1 + θ1 q · k)
q · k
= −p · a1
p · k − θ1 +
q · a1
q · k + θ1
= −p · a1
p · k +
q · a1
q · k
= w
1p
− w
1q
.
(3.75)
As before we introduce simplifying notation, so
J˜n = J˜n(e(w1q − w1p), e(w2q − w2p)) .
Then (3.70) becomes
Ic(p, q) =
∫
d3x
{(
(E∗p + E
∗
q )− k0e(w1p + w1q) cos(k · x)
+ k0e(w2p + w2q) sin(k · x)
)
ei(p−q)·x
∞∑
n=−∞
eink·xJ˜n
}
. (3.76)
Using the standard exponential description of cos(k · x) and sin(k · x) yields
Ic(p, q) =
∞∑
n=−∞
∫
d3x
{
(E∗p + E
∗
q )J˜n −
1
2
k0e(w1p + w1q)(J˜n+1 + J˜n−1)
− i
2
k0e(w2p + w2q)(J˜n−1 − J˜n+1)
}
×ei(E∗p−E∗q+nk)·x0 e−i(p−q+nk)·x . (3.77)
Performing the x -integral results in
Ic(p, q) = (2pi)
3
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p −E∗q +nk)·x0
×
(
(E∗p + E
∗
q )J˜n −
1
2
k0e(w1p + w1q)(J˜n+1 + J˜n−1)
− i
2
k0e(w2p + w2q)(J˜n−1 − J˜n+1)
)
. (3.78)
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To calculate this expression we have two possibilities when n = 0 and n 6= 0, for
that we need to consider separately these cases.
When n = 0 the delta function implies that E∗p = E
∗
q . This leads to w1p = w1q
and w
2p
= w
2q
so that the argument of the Bessel functions vanish. In addition,
using
J˜0(0, 0) = 1 , J˜n 6=0(0, 0) = 0 ,
(3.78) becomes
Ic(p, q) = (2pi)
3(E∗p + E
∗
q )δ
3(p− q) , (3.79)
as required.
When n 6= 0 the delta function and gauge condition imply that both w
1p
6= w
1q
,w
2p
6=
w
2q
. This means we can divide (and multiply) by w
1p
− w
1q
and w
2p
− w
2q
to
give (n 6= 0),
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q+nk)·x0
×
(
(E∗p + E
∗
q )J˜n −
1
2
k0
(w
1p
+ w
1q
)
(w
1p
− w
1q
)
e(w
1p
− w
1q
)(J˜n+1 + J˜n−1)
− i
2
k0
(w
2p
+ w
2q
)
(w
2p
− w
2q
)
e(w
2p
− w
2q
)(J˜n−1 − J˜n+1)
)
. (3.80)
Some of these terms look like the ones in the recurrence relation (B.25) but the
factors
w1p+w1q
w1p−w1q
and
w2p+w2q
w2p−w2q
would need to be the same. We show this by explicit
calculation, e.g.
w
1p
+ w
1q
w
1p
− w
1q
=
−p · a1
p · k −
q · a1
q · k
−p · a1
p · k +
q · a1
q · k
.
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Using k = k0(0, 0, 1) we see from the δ-function that p1 = q1 and p2 = q2 while p3 =
q3 − nk0. Hence, with A0 = A3 = 0, we have p · a1 = q · a1 . This shows
w
1p
+ w
1q
w
1p
− w
1q
=
q · k + p · k
q · k − p · k .
In a similar way we see that
w
2p
+ w
2q
w
2p
− w
2q
=
q · k + p · k
q · k − p · k .
In fact, using this we find
w
1p
+ w
1q
w
1p
− w
1q
=
w
2p
+ w
2q
w
2p
− w
2q
=
q · k + p · k
q · k − p · k =
E∗p + E
∗
q − 2p3 − nk0
E∗p − E∗q + nk0
. (3.81)
Plugging thus into (3.80) we obtain
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q+nk)·x0
×
(
(E∗p + E
∗
q )J˜n −
1
2
k0
(E∗p + E∗q − 2p3 − nk0
E∗p − E∗q + nk0
)
(
e(w
1p
− w
1q
)
(
J˜n+1 + J˜n−1
)
+ie(w
2p
− w
2q
)(J˜n−1 − J˜n+1)
))
. (3.82)
Now using the recursion relations for Bessel functions,
2nJ˜n = e(w1p − w1q)
(
J˜n+1 + J˜n−1
)
+ie(w
2p
− w
2q
)
(
J˜n−1 − J˜n+1
)
,
we obtain from (3.76) (for n 6= 0) the result
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q+nk)·x0
×
{
(E∗p + E
∗
q )J˜n −
1
2
k0
(E∗p + E∗q − 2p3 − nk0
E∗p − E∗q + nk0
)
2nJ˜n
}
. (3.83)
38 Chapter 3. Volkov field
Putting the bracketed terms of (3.83) over a common denominator, we have
{
(E∗p + E
∗
q )−
1
2
k0
(E∗p + E∗q − 2p3 − nk0
E∗p − E∗q + nk0
)
2n
}
J˜n
=
{
E∗p + E
∗
q − nk0
(E∗p + E∗q − 2p3 − nk0
(E∗p − E∗q + nk0
)}
J˜n
=
J˜n
(E∗p − E∗q ) + nk0
(
(E∗p + E
∗
q )(E
∗
p − E∗q + nk0)− nk0(E∗p + E∗q − 2p3 − nk0)
)
.
(3.84)
The final result is actually zero, since
(E∗p + E
∗
q )(E
∗
p − E∗q + nk0)− nk0(E∗p + E∗q − 2p3 − nk0)
= E∗p
2 − E∗q 2 + nk0(2p3 + nk0)
= p · p− q · q + nk0(2p3 + nk0)
= p21 + p
2
2 + p
2
3 − q21 − q22 − q23 + nk0(2p3 + nk0) .
Now recall p1 = q1 , p2 = q2 while p− q + nk = 0 . So we finally have
(E∗p + E
∗
q )(E
∗
p − E∗q + nk0)− nk0(E∗p + E∗q − 2p3 − nk0)
= p23 − (p3 + nk0)2 + nk0(2p3 + nk0)
= 0 .
When we use this result we complete the proof of (3.83).
The Volkov field’s adjoint modes are
av(q)
† = i
∫
d3y
(
D0Dc(y, q)φv(y)
† −Dc(y, q)
(
D0φv(y)
)†)
. (3.85)
Using the same way to calculate av(p)
† we have the same results which has been
shown for av(p). For linear polarisation similar results can be shown using the ap-
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propriate generalised Bessel functions. The key steps in that argument can be found
in Appendix. C.
In this Chapter, we described a charge propagating in the background via the
example of a Volkov field in a classical laser background. In order to investigate
polarisation effects, we considered both circularly and linearly polarised plane wave
lasers. In both cases, the derivative in the Klein-Gordon equation is replaced by
the appropriate covariant derivative. We have seen how the free field results can
be extended to the Volkov case and we shall next show, for the first time, how to
identify Volkov modes. We showed that Bessel functions can be used to describe
the distortion of the plane wave solutions.
Chapter 4
Commutators for Volkov modes
In this chapter we would like to calculate the commutator relations between the
Volkov modes and its adjoint, by using the equal-time canonical commutators of the
Volkov fields in both the circularly and linearly polarised situations.
The Lagrangian density L = L(φ(x), ∂µφ) for a complex scalar Volkov field is
L = (Dµφ)† Dµφ−m2φ† φ . (4.1)
The momentum conjugate to the field is
Π(x) =
∂L
∂φ˙
= φ˙† ,
Π∗(x) =
∂L
∂φ˙†
= φ˙ . (4.2)
As with the free field, we can write the canonical commutation relations between
the Volkov field φv(x, t) and the conjugate momentum Πv(y, t) at the equal-time
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commutation relations as
[φv(x, t), φv(y, t)]x0=y0 = 0
[Πv(x, t),Πv(y, t))]x0=y0 = 0,
[φv(x, t),Πv(y, t)]x0=y0 = iδ
3(x− y) . (4.3)
We have seen that the Volkov modes av(p) and a
†
v(q), expressed in terms of φv(x) and
φv(y) in equations (3.60) and (3.85), are gauge invariant and time independent.
Using the particle mode and its adjoint for the Volkov field, we can write the com-
mutator relation between the modes av(p) and a
†
v(q) as
[av(p), a
†
v(q)] =
[
−i
∫
d3x
(
(D0D(x, p))
† φv(x)−D(x, p)† (D0φv(x))
)
− i
∫
d3y
(
(D0D(y, q)) φ
†
v(y)−D(y, q) (D0φv(y))†
)]
. (4.4)
In the next two sections we will the commutation relations (4.4) for Volkov modes
for the circularly and linearly polarised laser field.
4.1 Volkov mode commutators for a circularly
polarised laser
In this section we calculate the commutation relations (4.4) for Volkov modes in the
case of a circularly polarised laser by using a generalised Bessel function. In this
case equation (4.4) becomes
[av(p), a
†
v(q)] = −i
[∫
d3x
(
(D0Dc(x, p))
† φv(x)−Dc(x, p)† D0φv(x)
)
,
+
∫
d3y
(
(D0Dc(y, q)) φ
†
v(y)−Dc(y, q) (D0φv(y))†
)]
, (4.5)
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where we replaced D by Dc. This equation subsequently becomes
[av(p), a
†
v(q)] = −i
∫
d3x d3y
{
(D0Dc(x, p))
†(D0Dc(y, q)[φv(x), φ
†
v(y)]
− (D0Dc(x, p))†Dc(y, q)[φv(x), D0φ†v(y)]
−Dc(x, p)†D0Dc(y, q)[D0φv(x), φ†v(y)]
+Dc(x, p)
†Dc(y, q)[Dφv(x), D0φ
†
v(y)]
}
. (4.6)
In Section 3.4 we showed that the Volkov mode equation (3.59) is gauge invariant
and time independent. This means the above equation also is gauge invariant and
time independent. Therefore, by using (4.3) and the distorted plane wave for a
circularly polarised laser (3.14) to replace the covariant derivatives, we have
[av(p), a
†
v(q)] = i
∫
d3xd3y
{(
−i(E∗p − ek0(w1p cos(k · x)− w2p sin(k · y))))
×Dc(x, p)†Dc(y, q)iδ3(x− y)
+
(
i
(
E∗q − ek0(w1q cos(k · y)− w2q sin(k · y))
))
×Dc(x, p)†Dc(y, q)iδ3(x− y)
}
. (4.7)
Performing the integral and using (3.73) this becomes
[av(p), a
†
v(q)] =
∫
d3x
(
(E∗p + E
∗
q )− k0e((w1p + w1q) cos(k · x))
− k0e((w2p + w2q) sin(k · x))
)
ei(p−q)x
∞∑
n=−∞
e−inkxJ˜n . (4.8)
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We use the standard exponential representation of cosine and sine to obtain
[av(p), a
†
v(q)] =
∫
d3x
{
(E∗p + E
∗
q )e
i(p−q)x
∞∑
n=−∞
e−inkxJ˜n
− 1
2
k0e(w1p + w1q)e
i(p−q)x
( ∞∑
n=−∞
e−inx
(
J˜n+1 + J˜n−1
))
− i
2
k0e(w2p + w2q)e
i(p−q)x
( ∞∑
n=−∞
e−inx
(
J˜n+1 − J˜n−1
))}
. (4.9)
We can write the above equation as
[av(p), a
†
v(q)] =
∞∑
n=−∞
∫
d3x
{
(E∗p + E
∗
q )J˜n −
1
2
k0e(w1p + w1q)(J˜n+1 + J˜n−1)
− i
2
k0e(w2p + w2q)(J˜n−1 − J˜n+1)
}
×ei(E∗p−E∗q+nk)·x0 e−i(p−q+nk)·x .
(4.10)
Note that we have evaluated this before, see (3.78) and (3.79), thus
[av(p), a
†
v(q)] = (2pi)
3 2E∗p δ
3(p− q) . (4.11)
4.2 Volkov mode commutators for a linearly
polarised laser
In this section, we will follow the previous approach for calculating the commutation
relations for Volkov modes in the case of a circularly polarised laser. The particle
mode for a linear polarised Volkov field (C.1) and (C.30) gives the commutation
relations,
[av(p), a
†
v(q)] =
[
−i
∫
d3x
(
(D0D`(x, p))
† φv(x)−D`(x, p)† (D0φv(x))
)
,
(−i)
∫
d3y
(
(D0D`(y, q)) φ
†
v(y)−D`(y, q) (D0φv(y))†
)]
. (4.12)
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The above equation becomes
[av(p), a
†
v(q)] = −i
∫
d3x d3y
{
(D0D`(x, p))
†(D0D`(y, q)[φv(x), φ
†
v(y)]
− (D0D`(x, p))†D`(y, q)[φv(x), D0φ†v(y)]
−D
`
(x, p)†D0D`(y, q)[D0φv(x), φ
†
v(y)]
+D
`
(x, p)†D
`
(y, q)[Dφv(x), D0φ
†
v(y)]
}
. (4.13)
Using (C.10) and (C.11) together with (4.3) we get
[av(p), a
†
v(q)] =
∫
d3x d2y
{((−i(E∗p − k0up cos(k · x)− 2k0vp cos(2k · x)))
D
`
(x, p)†D
`
(y, q)iδ3(x− y)
+
((
i(E∗q − k0uq cos(k · y)− 2k0vq cos(2k · y))
)
D
`
(x, p)†D
`
(y, q)iδ3(x− y)
}
. (4.14)
We perform the y-integral and use (C.14), then
[a(p), a†(q)] =
∫
d3x
{(
(E∗p + E
∗
q )− k0e(up + uq) cos(k · x)
− 2k0e2(vp + vq) cos(2k · x)
)
× ei(p−q)x
∞∑
n=−∞
e−inkxJn
}
. (4.15)
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From the standard exponential representation of the cosine we have
[a(p), a†(q)] =
∫
d3x
{
(E∗p + E
∗
q ) e
i(p−q)x
∞∑
n=−∞
e−inkx Jn
− 1
2
k0e(up + uq)e
i(p−q)x
( ∞∑
n=−∞
e−inx
(
Jn+1 + Jn−1
))
− k0e2(vp + vq)ei(p−q)x
( ∞∑
n=−∞
e−inx
(
Jn+2 + Jn−2
))}
. (4.16)
We evaluated this in (C.24), therefore we have
[av(p), a
†
v(q)] = (2pi)
3 2E∗p δ
3(p− q) . (4.17)
4.3 The Volkov states
Based on what has been reached in the previous section, we can now consider the
Volkov states. Equations (4.11) and (4.17), for both a circularly and linearly polari-
sed laser, show us that the Volkov modes satisfy the expected commutation relations,
which allows us to identify them as creation and annihilation operators. Based on
the presence of the relativistic normalisation given by the effective energy E∗p , the-
refore, acting on the Volkov vacuum we can write the Volkov states as
av|0〉v = bv|0〉v = 0 . (4.18)
As in the free theory, we can build up the Volkov state φv(x)|0〉v which yields a
much richer state space. We will write the Volkov states in terms of a superposition
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of Bessel functions as
φv(x)|0〉v =
∞∑
m=−∞
φm(x)|0〉v ,
φ†v(y)|0〉v =
∞∑
n=−∞
φ†n(y)|0〉v , (4.19)
where
φ†n(y)|0〉v =
∫
d3p
2E∗p
ei(p−nk)·ye−inψp Jn(ewp)a
†
v(p)|0〉v . (4.20)
This will be useful to build up the multi-pole structure of the Volkov propagator.
In this chapter, we have shown how to calculate the commutator relations (4.4) for
Volkov modes. This was done for both a circularly and a linearly polarised laser,
through use of the appropriate Bessel functions. Based on what we have done we
constructed the Volkov states which will be used in Chapter 6.
Chapter 5
Perturbation theory and Volkov field
In this chapter we will discuss perturbative corrections to the free propagator when
a charged particle is in an intense laser background. This section will focus on
the effects associated with the absorption and emission of laser photons and the
effect of polarisation. In our study we will sum over tree-level interactions with the
laser which are degenerate with the diagonal part of the propagator. Therefore the
momentum is the same in both the initial and final states. It is necessary that the
number of emitted photons is equal to the number of absorbed laser photons. The
diagrams of Fig. 5.1 show non degenerate processes, where the incoming and out
going electrons have different momenta. Such processes could be experimentally
distinguished from a free propagator and are not included below. We will use the
Feynman diagram technique to build up a perturbative description of the interaction
with the laser background. For this we will identify the basic interaction terms and
their Feynman rules. We will start with a circularly polarised laser and then look
at a linearly polarised laser.
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p p+ k
(a)
p p p+ k
(b)
p p+ k p+ 2k p+ k
(c)
Figure 5.1: Some leading and next to leading non-degenerate laser-particle interac-
tions
5.1 Feynman rules for circularly polarised laser
We know that circularly polarised laser photons are described by the potential (3.2) and
the Lagrangian with a circular polarisation background is
L = (Dµφ)†Dµφ−m2φ†φ
=
(
∂µ − ieAµ
)
φ†
(
∂µ + ieA
µ)φ−m2φ†φ
= ∂µφ
†∂µφ−m2φ†φ− ieAµφ†∂µφ+ ieAµ∂µφ†φ+ e2A2φ†φ
= L0 + Lint . (5.1)
Thus we can write the interaction Lagrangian Lint as
Lint = −ie
(
Aµ(φ†∂µφ− ∂µφ†φ
))
+e2A2φ†φ
= −ieAµ
(
φ†
←→
∂µφ
)
+ e2A2φ†φ . (5.2)
The two terms in the interaction Lagrangian (5.2) correspond to the two basic
interactions between the laser field and the matter. The three point interaction is
given by the cubic term. The four point vertex arises from the quartic term and is
called a seagull vertex. The two-point function is
iD(p) =
∫
d4x 〈0 | Tφ
H
(x)φ†
H
(0) | 0〉e−ip·x . (5.3)
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In this expression the fields are Heisenberg fields. To develop the perturbative
expansion we transform to the Furry picture to get [23]
iD(p) =
∫
d4x 〈0 | Tφv(x)φ†v(0)ei
∫
d4zLint(z) | 0〉e−ip·x . (5.4)
To lowest order in e we have
ei
∫
d4zLint(z) = 1 + i
∫
d4zLint(z)
= 1 + e
∫
d4zAµ
(
φ†v
←→
∂µφv
)
. (5.5)
We insert this expression for ei
∫
d4zLint(z) into (5.4) to obtain the three point vertex
Feynman rule
e
∫
d4x 〈0 | Tφv(x)φ†v(0)
∫
d4z Aµ(z)
(
φ†v(z)∂µφv(z)− ∂µφ†v(z)φv(z)
)
| 0〉e−ip·x
= e
∫
d4x d4z〈0 | Tφv(x)φ†v(0)
(
φ†v(z)∂µφv(z)− ∂µφ†v(z)φv(z)
)
| 0〉Aµ(z)e−ip·x .
(5.6)
We will use Wick’s theorem to obtain contractions,
Tφ(x)φ†(y)φ†(w)φ(w) =: φ(x)φ†(y)φ†(w)φ(w) : +φ(x) φ†(y) : φ†(w)φ(w) :
+ φ(x) φ†(w) : φ†(y)φ(w) + φ(x) φ(w) : φ†(y)φ†(w) :
+ φ†(y) φ†(w) : φ(x)φ(w) : +φ†(y) φ(w) : φ(x)φ†(w) :
+ φ(x) φ(w)φ†(y) φ†(w) + φ(x) φ†(w)φ†(y) φ(w) . (5.7)
We know that
φ(x) φ(y) = iD(x, y) = φ(y) φ(x) . (5.8)
The free propagator is
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p
=
i
p2 −m2 + i
Figure 5.2: Feynman rule for free scalar propagator
iD(x) = 〈0 | Tφ(x)φ†(y) | 0〉 = i
∫
d4q
i
q2 −m2 + ie
iq(x−y) , (5.9)
see Fig. 5.2 for the corresponding Feynman rules
Hence (5.6) becomes
e
∫
d4x d4z Aµ(z)
(
D(x, z)∂µzD(z, 0)− ∂µzD(x, z)D(z, 0)
)
e−ip·x
= e
∫
d4x d4z d4q d4ω Aµ(z)
(
i
q2 −m2 + ie
iq(x−z)∂µz
( i
ω2 −m2 + ie
iw·z)
− (∂µz iq2 −m2 + ieiq(x−z)) iω2 −m2 + ieiω·z
)
e−ip·x .
(5.10)
Using the potential for circularly polarised background (3.2) in the above expression
leads to
−e
∫
d4x d4z d4q d4ω (aµ1 cos(k · z) + aµ2 sin(k · z))×(
i ωµ
1
q2 −m2 + i
1
ω2 −m2 + ie
iq(x−z)eiω·ze−ip·x
+ i qµ
1
q2 −m2 + i
1
ω2 −m2 + ie
iq(x−z)eiw·ze−ip·x
)
.
(5.11)
Having performed the x-integral and the q-integral, we obtain the following
− e
∫
d4z d4ω (aµ1 cos(k · z) + aµ2 sin(k · z))i (ωµ + pµ)
×
( 1
p2 −m2 + i
1
ω2 −m2 + ie
iz(ω−p)
)
. (5.12)
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p p+ k
= ie(a1 + ia2)·p
(a)
p p− k
= ie(a1 − ia2)·p
(b)
Figure 5.3: Feynman rules for a circularly polarised laser
By using the standard exponential representation of the cosine and sine terms we
obtain
− ie
p2 −m2 + i
∫
d4z d4ω
(ωµ + pµ)
ω2 −m2 + i
×
(
1
2
(aµ1 − iaµ2)e−iz(p−ω−k) +
1
2
(aµ1 + ia
µ
2)e
−iz(p−ω+k)
)
. (5.13)
After performing the z-integral we get
− ie
p2 −m2 + i
∫
d4ω
ωµ + pµ
ω2 −m2 + i
×
(
1
2
(aµ1 − iaµ2)δ4(p− ω − k) +
1
2
(aµ1 + ia
µ
2)δ
4(p− ω + k)
)
, (5.14)
the delta functions allowing us to write the above expression as
− ie
p2 −m2 + i
(
2pµ − kµ
(p− k)2 −m2 + i
1
2
(aµ1 − iaµ2) +
2pµ + kµ
(p+ k)2 −m2 + i
1
2
(aµ1 + ia
µ
2)
)
.
(5.15)
Using ai · k = 0, therefore, we have to O(e),
i
p2 −m2 + iie(a1 · p+ ia2 · p)
i
(p+ k)2 −m2 + i
+
i
p2 −m2 + iie(a1 · p− ia2 · p)
i
(p− k)2 −m2 + i (5.16)
which corresponds to Fig 5.3 (a) and (b).
The four point vertex Feynman rule is obtained from the O(e2) part of (5.6). The
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following expression was derived from (5.6) in a similar way (note that here we
use A2 = a2 for a circularly polarised laser),
∫
d4x 〈0 | Tφ(x)φ†(0)ie2
∫
d4z a2φ(z)φ†(z)e−ip·x | 0〉
= ie2a2
∫
d4x d4z 〈0 | Tφ(x)φ†(0)φ(z)φ†(z) | 0〉e−ip·x . (5.17)
Using Wick’s theorem we get
ie2a2
∫
d4x d4z d4q d4ω
i
q2 −m2 + ie
iq(x−z) i
ω2 −m2 + ie
iω·ze−ip·x
= i3e2a2
∫
d4x d4z d4q d4ω
i
q2 −m2 + i
i
ω2 −m2 + ie
ix(q−p)eiz(ω−q)
=
i
p2 −m2 + i ie
2a2
i
p2 −m2 + i = D
(2)(p) (5.18)
This gives us the Feynman rule for the seagull term shown in Fig. 5.4.
Note our diagrammatic convention is that laser lines coming from the left correspond
to absorbtion of laser photons while lines going out to the right denote emission
processes where the emitted photons are degenerate with the laser.
5.2 Volkov propagator for a circularly polarised
laser
In this section we will discuss the construction of the propagator for a circularly
polarised laser at order e2 and at order e4.
5.2.1 The propagator at order e2
The matter propagator at order e2 for a circularly polarised laser is given by the
seagull term (Fig. 5.4) and the diagrams of Fig. 5.5. As Fig. 5.4 shows the matter
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p p
= ie2a2
Figure 5.4: Feynman rules for a circularly polarised laser
p p+ k p
(a)
p p− k p
(b)
Figure 5.5: Non-seagull O(e2) contribution to the propagator
lines carry momentum p, so we have
D
(2)
δm(p) =
i
p2 −m2 ie
2a2
i
p2 −m2 . (5.19)
We have suppressed the i terms in expression (5.19) and will continue to do so for
the remainder of this section.
Note that the expression (5.19) has a double pole at p2−m2. This is interpreted as
a mass shift effect. To see this we write the propagator as follows
i
p2 −m2 − δm2 =
i
(p2 −m2)
1
(1− δm2
p2−m2 )
. (5.20)
Then using the geometric series we obtain
i
p2 −m2 − δm2 =
i
(p2 −m2)
[
1 +
δm2
p2 −m2 +
(δm2)2
(p2 −m2)2 + . . .
]
,
=
i
p2 −m2
[
1 +
i
p2 −m2
(− iδm2)+ . . . ] . (5.21)
Hence from (5.21) and (5.19) we see that δm2 = −e2 a2 for a circularly polarised
laser in agreement with Section 3.2.
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In diagrams (a) and (b) of Fig 5.5, the matter lines between the absorption and emis-
sion vertices carry momentum p±k. When we put the diagrams (a) and (b) together
we obtain
−e2
(
i
p2 −m2
)2 (
(a1·p)2 + (a2·p)2
) [ i
(p+ k)2 −m2 +
i
(p− k)2 −m2
]
. (5.22)
When the terms in the square brackets are placed on a common denominator the
resulting numerator cancels one of the poles in (p2 −m2) to give
ie2
(
(a1·p)2 + (a2·p)2
) 1
(p2 −m2)2
[
2(p2 −m2)
((p+ k)2 −m2)((p− k)2 −m2)
]
= 2ie2w2p
(p·k)2
(p2 −m2) ((p+ k)2 −m2) ((p− k)2 −m2) , (5.23)
where we recall from (3.15) that
w2p =
(a1 · p)2 + (a2 · p)2
(p · k)2 . (5.24)
We use partial fractions to disentangle the fraction above
D(2)z (p) ∼
(p·k)2
(p2 −m2) ((p+ k)2 −m2) ((p− k)2 −m2)
= − 1
4(p2 −m2) +
1
8((p+ k)2 −m2) +
1
8((p− k)2 −m2) . (5.25)
In this equation we can identify three structures, firstly a single pole in p2−m2 hence
a wave-function renormalisation effect on the initial pole. The second and third
terms are new poles at (p± k)2 −m2. The new poles were previously obtained [24,
25] and [26] using non-perturbative arguments, but we confirm here in the lowest
order correction to the free propagator that they are completely perturbative. The
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terms involving poles in p2 −m2 are written in the following form
iZ
(0)
2
p2 −m2 − δm2 =
iZ
(0)
2
p2 −m2
[
1 +
i
p2 −m2
(−iδm2)+ . . . ] , (5.26)
note that the bracketed superscript in Z
(0)
2 denotes that this corresponds to a deno-
minator
(p+ 0k)2 −m2 = p2 −m2.
From (5.23) and (5.26) the residue of this pole at this order is
Z
(0)
2 (wp) = 1− e2
w2p
2
, (5.27)
We now look at the appropriate wave function renormalisation type constant Z
(±1)
2 for
the new pole structures at (p± k)2 −m2, hence we have
Z
(±1)
2 (wp) = e
2
w2p
4
. (5.28)
5.2.2 The propagator at order e4
We will now discuss the next order correction for a circularly polarised laser, which
can be obtained from the thirteen diagrams of Fig. 5.6 to Fig. 5.11 below. These
diagrams show that the internal matter lines carry momentum p , p± k as we saw
at O(e2) but now also (p± 2k)−m2 which will generate more new poles. To study
these diagrams we divide them into groups based on the number of four point and
three point vertices.
The diagram Fig. 5.6 only contains the four point vertex. It gives
( i
p2 −m2
)3
(ie2 a2)2 =
i
(p2 −m2)3 (e
4 a4) . (5.29)
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p p p
Figure 5.6: The O(e4) degenerate contributions to the propagator only including
seagull vertices.
Thus, at order e4 , we obtain the same mass shift as in (5.21). This means that
higher-order corrections do not change the mass shift,
i
p2 −m2 − δm2 =
i
p2 −m2
[
1 +
i
p2 −m2
(− iδm2)+( i
p2 −m2
)2(− iδm2)2+ . . . ] .
(5.30)
Diagrams in Figs. 5.7 a-d are similar in structure and give us
ie4a2
(a1 · p)2 + (a2 · p)2
(p2 −m2)3
[ 1
(p+ k)2 −m2 +
1
(p− k)2 −m2
]
. (5.31)
Again the terms in the square brackets are placed on a common denominator and
the resulting numerator cancels one of the poles in (p2 −m2) to give
2i e4 a2
(a1 · p)2 + (a2 · p)2
(p · k)3
(p · k)3
(p2 −m2)2((p+ k)2 −m2)((p− k)2 −m2) , (5.32)
We can write the above equation as
2i e4 a2
w2p
(p · k)
(p · k)3
(p2 −m2)2((p+ k)2 −m2)((p− k)2 −m2) . (5.33)
Using partial fractions again we obtain
(p·k)3
(p2 −m2)2 ((p+ k)2 −m2) ((p− k)2 −m2) =
− 1
4(p2 −m2)2 (p · k)−
1
16((p+ k)2 −m2) +
1
16((p− k)2 −m2) . (5.34)
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p p p− k p
(a)
p p− k p p
(b)
p p p+ k p
(c)
p p+ k p p
(d)
Figure 5.7: The O(e4) degenerate contributions to the propagator with one seagull
vertex at the start or end of the diagram
Equation (5.33) becomes
e4 a2
w2p
(p · k)
[
i
p · k
2
i
(p2 −m2)2 +
i
8((p+ k)2 −m2) −
i
8((p− k)2 −m2)
]
. (5.35)
We note that the above equation generates double and single poles.
The next diagrams, Figs. 5.8 a-b, give a contribution of
− i
2
e4 a2((a1 · p)2 + (a2 · p)2) 1
(p2 −m2)2
[ 1
((p+ k)2 −m2)2 +
1
((p− k)2 −m2)2
]
.
(5.36)
For this expression, when the terms in the square brackets are placed on a common
denominator, the resulting numerator cancels one of the poles in (p2 −m2) to give
− i
2
e4 a2
(
(a1 · p)2 + (a2 · p)2
) 1
(p2 −m2)2
[ 2(p2 −m2) + 8(p · k)2
((p+ k)2 −m2)2((p− k)2 −m2)2
]
= − i
2
e4 a2
(
(a1 · p)2 + (a2 · p)2
)[ 2(p2 −m2)
(p2 −m2)2((p+ k)2 −m2)2((p− k)2 −m2)2
+
8(p · k)2
(p2 −m2)2((p+ k)2 −m2)2((p− k)2 −m2)2
]
. (5.37)
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p p+ k p+ k p
(a)
p p− k p− k p
(b)
Figure 5.8: The O(e4) degenerate contributions to the propagator with one seagull
vertex in the middle
Hence it becomes
−ie4 a2 w
2
p
(p · k)
[ (p · k)3
((p+ k)2 −m2)2((p− k)2 −m2)2
+
4(p · k)5
(p2 −m2)2((p+ k)2 −m2)2((p− k)2 −m2)2
]
. (5.38)
After using the partial fractions of the first term and second term in equation (5.38) we
can write equation (5.38) as
e4 a2
w2p
(p · k)
[
−ip · k
4
i
(p2 −m2)2 −
1
8
i
((p+ k)2 −m2) +
1
8
i
((p− k)2 −m2)
+i
p · k
4
i
((p+ k)2 −m2)2 − i
p · k
4
i
((p− k)2 −m2)2
]
. (5.39)
By adding (5.35) and (5.39) we obtained only double poles (the single poles are
cancelled), therefore we have
e4
a2w2p
(p · k)
[
−ip · k
2
(
i
p2 −m2
)2
+ i
p · k
4
(
i
(p+ k)2 −m2
)2
+i
p · k
4
(
i
(p− k)2 −m2
)2 ]
. (5.40)
Using the same method for the diagrams of Fig. 5.9 to Fig. 5.11 generates single
pole and double pole structures. However, the double poles again cancel in the sum
of these diagrams. In the diagrams of Fig. 5.9 a-b the matter lines between the
absorbtion and emission vertices carry momentum p± k and p± 2k. Thus, putting
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p p+ k p+ 2k p+ k p
(a)
p p− k p− 2k p− k p
(b)
Figure 5.9: The O(e4) degenerate contributions to the propagator without seagull
vertex of type in-in-out-out
these diagrams together we obtain
ie4 ((a1 · p)4 + (a2 · p)4) 1
(p2 −m2)2
( 1
((p+ k)2 −m2)2((p+ 2k)2 −m2)
+
1
((p− k)2 −m2)2((p− 2k)2 −m2)
)
. (5.41)
We look at the first term in (5.41)
ie4 w4p
(p · k)4
(p2 −m2)2((p+ k)2 −m2)2((p+ 2k)2 −m2) . (5.42)
Using partial fractions to disentangle the fraction above we find
(p · k)4
(p2 −m2)2((p+ k)2 −m2)2((p+ 2k)2 −m2) = −
5
64(p2 −m2)
+
1
16((p2 −m2)2 (p · k) +
1
16((p+ k)2 −m2)
+
1
8((p+ k)2 −m2)2 (p · k) +
1
64((p+ 2k)2 −m2) . (5.43)
The second term in (5.41) is
ie4 w4p
(p · k)4
(p2 −m2)2((p− k)2 −m2)2((p− 2k)2 −m2) . (5.44)
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The partial fraction decomposition to disentangle this is
(p · k)4
(p2 −m2)2((p− k)2 −m2)2((p− 2k)2 −m2) = −
5
64(p2 −m2)
+
1
16((p2 −m2)2 (p · k) +
1
16((p− k)2 −m2)
− 1
8((p− k)2 −m2)2 (p · k) +
1
64((p− 2k)2 −m2) . (5.45)
We add (5.43) and (5.45) to obtain
e4w2p
[
−10
64
i
p2 −m2 +
1
16
i
(p+ k)2 −m2 +
1
64
i
(p− k)2 −m2
+
1
16
i
(p+ 2k)2 −m2 +
1
64
i
(p− 2k)2 −m2
]
, (5.46)
where all double poles cancel. The last diagrams of Fig. 5.10 and Fig. 5.11 give us
4ie4 ((a1 · p)4 + (a2 · p)4) 1
(p2 −m2)3
( 1
((p+ k)2 −m2)((p+ k)2 −m2)
+
1
((p− k)2 −m2)(p− k)2 −m2)
)
, (5.47)
we can write this equation, after using the partial fractions, as
e4w2p
[ i
(p2 −m2) +
1
4
i
((p+ k)2 −m2) +
1
4
i
((p− k)2 −m2)
]
. (5.48)
When added to (5.46) we have
e4w2p
[ 3
32
i
p2 −m2 −
1
16
i
(p+ k)2 −m2 +
1
64
i
(p− k)2 −m2
− 1
16
i
(p+ 2k)2 −m2 +
1
64
i
(p− 2k)2 −m2
]
. (5.49)
Equations (5.39) and (5.49) demonstrate how single and double pole structures are
generated. The four point vertices only generate the mass shift whereas the three
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p p+ k p p− k p
(a)
p p− k p p+ k p
(b)
Figure 5.10: The O(e4) degenerate contributions to the propagator without seagull
vertex of type in-out- in-out
p p+ k p p+ k p
(a)
p p− k p p− k p
(b)
Figure 5.11: The remaining O(e4) degenerate contributions to the propagator.
point vertices lead to wave function renormalisation structures. This is consistent
with the behaviour stated in [24]. Looking at the terms in (5.26) and Z
(±1)
2 in (5.28)
one can see that the lowest order terms determine the mass shift, which remains
unchanged at higher orders. Accordingly, the wave function renormalisation for the
correction to the p2 −m2 pole is
Z
(0)
2 (wp) = 1− e2
w2p
2
+ e4
3w4p
32
. (5.50)
The wave function renormalisation for the correction to the (p± k)2 −m2 pole is
Z
(±1)
2 (wp) = e
2
w2p
2
− e4 w
4
p
16
. (5.51)
We can write the first term of the wave function renormalisation for the
(p± 2k)−m2 pole as
Z
(±2)
2 (wp) = e
4
w4p
64
. (5.52)
Note that this starts at O(e4).
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5.3 Feynman rules for linearly polarised laser.
In a similar way, we will now discuss the Feynman rules for a linearly polarised laser.
Using the potential (3.3) in (5.10) we have at lowest order
− e
∫
d4x d4z d4q d4ω (aµ cos(k · z)(
iωµ
i
q2 −m2 + i
i
ω2 −m2 + ie
iq(x−z)eiω·ze−ip·x
+ iqµ
i
q2 −m2 + i
i
ω2 −m2 + ie
iq(x−z)eiw·ze−ip·x
)
. (5.53)
Following the techniques of Section 5.1 we perform the x-integral and the q-integral,
and use the standard exponential form of the cosine term to obtain
− ie
p2 −m2 + i
∫
d4z d4ω
(ωµ + pµ)
ω2 −m2 + i
aµ
2
(
e−iz(p−ω−k) + e−iz(p−ω+k)
)
. (5.54)
Subsequently, the z-integral gives
− ie
p2 −m2 + i
∫
d4ω
(ωµ + pµ)
ω2 −m2 + i
(
aµ
2
δ4(p− ω − k) + aµ
2
δ4(p− ω + k)
)
, (5.55)
the delta functions allowing us to write the above result as
− ie
p2 −m2 + i
(
(2pµ − kµ)
(p− k)2 −m2 + i
aµ
2
+
(2pµ + kµ)
(p+ k)2 −m2 + i
aµ
2
)
=
i
p2 −m2 + i ie(a · p)
i
(p+ k)2 −m2 + i
+
i
p2 −m2 + i ie(a · p)
i
(p− k)2 −m2 + i . (5.56)
This result gives the Feynman rules in Fig. 5.12 a and b.
Next, at O(e2), we can see a clear difference between the linear and circular cases
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p p+ k
= iea · p
(a)
p p− k
= iea · p
(b)
Figure 5.12: Feynman rules for a linearly polarised laser
p p
= ie2
a2
2
(a)
p p+ 2k
= ie2
a2
4
(b)
p p− 2k
= ie2
a2
4
(c)
Figure 5.13: Feynman rules for a linearly polarised laser
as A2 is now not constant. In the linear case, we have
ie2
∫
d4x d4z d4q d4ω (a2 cos2(k · z)) i
q2 −m2 + ie
iq·(x−z) i
ω2 −m2 + ie
iω·ze−ip·x,
(5.57)
which may be compared with (5.18).
We perform the x-integral, and by using the exponential form of the cosine we get
i3e2
∫
d4z d4ω
1
p2 −m2 + i
i
ω2 −m2 + i×(a2
2
eiz(ω−p) +
a2
4
e−i(p−ω−2k)·z +
a2
4
e−i(p−ω+2k)·z
)
=
i3e2
p2 −m2 + i
∫
d4z d4ω
( 1
ω2 −m2 + i
a2
2
eiz(ω−p)+
1
ω2 −m2 + i
a2
4
e−i(p−ω−2k)·z +
1
ω2 −m2 + i
a2
4
e−i(p−ω+2k)·z
)
. (5.58)
The z-integral leads to
i3e2
p2 −m2 + i
∫
d4ω
( 1
ω2 −m2 + i
a2
2
δ4(p− ω)
+
1
ω2 −m2 + i
a2
4
δ4(p− ω − 2k) + 1
ω2 −m2 + i
a2
4
δ4(p− ω + 2k)
)
.
(5.59)
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The delta functions allow us to replace
p− ω ⇒ p = ω
p− ω − 2k ⇒ p− 2k = ω
p− ω + 2k ⇒ p+ 2k = ω
Hence (5.59) becomes
i
p2 −m2 + i
i e2 a2
2
i
p2 −m2 + i
+
i
p2 −m2 + i
i e2 a2
4
i
(p− 2k)2 −m2 + i
+
i
p2 −m2 + i
i e2 a2
4
i
(p− 2k)2 −m2 + i . (5.60)
The Feynman rules are shown in Fig. 5.12 and 5.13. When comparing the Feyn-
man rules for circular polarisation in Figs. 5.3 and 5.4 with Figs. 5.12 and 5.13 we
find the diagrams (a), (b) in Fig. 5.12 and (a) in Figs. 5.13 are similar to but not
the same as, the Feynman rules for circular polarisation. However, the diagrams
Figs 5.13 (b) and (c) are totally new and did not arise in the circular polarisa-
tion case. This will change significantly the calculation in the linearly polarised
background.
5.4 The propagator for linearly polarised laser
In this part we will consider the matter propagator as before at order e2 and e4 but
now in a linearly polarised laser to study polarisation dependence effects.
65 Chapter 5. Perturbation theory and Volkov field
5.4.1 The propagator at order e2
The diagrams of Fig. 5.5 (a), (b) and the diagram of Fig. 5.13 (a), together with
the rules of 5.12 and 5.13 at order e2 give the propagator at this order. (The new
rules in Fig.s 5.13 (b) and (c) do not generate diagrams in the propagator at this
order as the initial and final matter momenta will be different.) From Fig. 5.13 (a),
we obtain
i
p2 −m2
ie2a2
2
i
p2 −m2 . (5.61)
In this case the mass shift is given by
δm2 = −e
2a2
2
, (5.62)
where the factor of 1
2
arises from the difference between the Feynman rules. Apart
from this small polarisation dependence, the mass shift would be the same as in
Section 5.3.
The next diagrams of Fig. 5.5 (a),(b) yield for linear polarisation
− e2
(
i
p2 −m2
)2
(a · p)2
[
i
(p+ k)2 −m2 +
i
(p− k)2 −m2
]
. (5.63)
When the terms in the square brackets are placed on a common denominator the
resulting numerator again cancels one of the poles in (p2 −m2) to give
ie2(a · p)2 + 1
(p2 −m2)2
[
2(p2 −m2)
((p+ k)2 −m2)((p− k)2 −m2)
]
= 2ie2u2p
(p·k)2
(p2 −m2) ((p+ k)2 −m2) ((p− k)2 −m2) , (5.64)
where up is as in (3.38).
As before we use partial fractions to disentangle the fraction above. Accordiong
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p p+ 2k p
(a)
p p− 2k p
(b)
Figure 5.14: Additional O(e4) degenerate contributions to the propagator for li-
nearly polarised laser (seagull vertex only).
p p+ 2k p+ k p
(a)
p p+ k p+ 2k p
(b)
p p− k p− 2k p
(c)
p p− 2k p− k p
(d)
Figure 5.15: Additional O(e4) degenerate contributions to the propagator for a
linearly polarised laser with one seagull vertex at the beginning or end.
to (5.26) the wave function renormalisations for the pole in p2 −m2 are
Z
(0)
2 = 1− e2
u2p
2
. (5.65)
For the new poles, the following result is obtained
Z
(±1)
2 = ±e2
u2p
4
. (5.66)
5.4.2 The propagator at order e4
Fig.s. 5.14 - 5.16 and the additional Fig.s. 5.6 - 5.11 give the twenty one degene-
rate diagrams that contribute to the propagator at order e4 for a linearly polarised
background laser, where the diagrams of Fig 5.14 - 5.16 contain the new seagull
Feynman rules. Otherwise we follow the same approach as for circularly polarised
lasers. Looking at the diagrams of Fig. 5.14 (a), (b) we can see that the internal
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matter lines carry momentum p and p±2k. Putting the diagrams together, we have
(
ie2a2
4
)2(
i
p2 −m2
)2 [ i
(p− 2k)2 −m2 −
1
(p+ 2k)2 −m2
]
. (5.67)
The terms in the square brackets are placed on a common denominator. The resul-
ting numerator cancels one of the poles in (p2 −m2) to give
i
8 e4v2p
p · k
(p · k)2
(p2 −m2)((p+ 2k)2 −m2)((p− 2k)2 −m2) . (5.68)
We define vp as in (3.38) . Likewise we use partial fractions to disentangle the above
fraction:
(p · k)2
(p2 −m2)((p− 2k)2 −m2)((p+ 2k)2 −m2)
= − 1
16
1
(p2 −m2) +
1
32
1
((p− 2k)2 −m2)) +
1
32
1
((p+ 2k)2 −m2)) . (5.69)
This equation only generates single poles in p2 −m2 and at (p± k)2 −m2, namely
iv2p
[
−1
2
i
(p2 −m2) +
1
4
i
(p+ 2k)2 −m2 +
1
4
i
(p− 2k)2 −m2
]
. (5.70)
The next diagrams of Fig. 5.15 (a),(d) are such that the internal matter lines carry
momentum p, p± k and p± 2k. These diagrams yield
− i
2
e4 a2(a · p)2 1
(p2 −m2)2
[ 1
((p− 2k)2 −m2)((p− k)2 −m2)
+
1
((p+ 2k)2 −m2)((p+ k)2 −m2)
]
, (5.71)
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p p− k p+ k p
(a)
p p+ k p− k p
(b)
Figure 5.16: Additional O(e4) degenerate contributions to the propagator for li-
nearly polarised laser with a seagull vertex in the middle.
Consequently we have
−i 4 u2pvp
[ (p · k)3
((p2 −m2)2)((p− 2k)2 −m2)((p− k)2 −m2)
+
(p · k)3
((p2 −m2)2)((p+ 2k)2 −m2)((p+ k)2 −m2)
]
. (5.72)
As previously seen, the partial fractions of the first and second terms in equa-
tion (5.72) give us
−u2p vp
[ i
(p2 −m2)2 (p · k) +
1
8
i
(p− 2k)2 −m2 −
1
2
i
(p− k)2 −m2
−1
8
i
(p+ 2k)2 −m2 +
1
2
i
(p− k)2 −m2
]
. (5.73)
Finally, it becomes apparent that the diagrams of Fig. 5.16 (a) and (b) at or-
der e4 generate double and single pole structures,
u2pvp
[ i
(p2 −m2)2 (p · k) +
1
4
i
(p+ k)2 −m2 −
1
4
i
(p− k)2 −m2
]
. (5.74)
With regard to the remaining diagrams at order e4 in Fig 5.4 for linear polarisation,
we obtained similar results as before in the case of circular polarisation. Also we
note that the mass shift is unchanged at higher order diagrams. The wave function
renormalisation for a linearly polarised laser at (p± 0)2 −m2 is
Z
(0)
2 (up, vp) = 1− e2
u2p
2
− e4
(
v2p
2
− 3u
4
p
32
)
. (5.75)
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The correction to the (p± k)2 −m2 wave function renormalisation is
Z
(±1)
2 (up, vp) = e
2
u2p
4
− e4
(
u4p
16
± vpu
2
p
4
)
, (5.76)
and
Z
(±2)
2 (up, vp) = e
4
(
u4p
64
+
v2p
4
± vpu
2
p
8
)
. (5.77)
In the case of linear polarisation the wave function renormalisation involves contri-
butions from both seagull and three point vertices, while for circular polarisation it
was generated by three point vertices alone. Finally, we should note that for linear
polarisation Z
(n)
2 6= Z(−n)2 .
We used the Feynman diagram technique in this chapter to build up a pertur-
bative description of the interaction with the laser background. We did this for
circularly and linearly polarised lasers. We only included processes where the emit-
ted photons are degenerate with the laser. Furthermore, the numbers of emitted and
absorbed photons had to be identical for degenerate processes. From the results that
we have obtained, the mass shift was generated purely by contributions from the
four-point vertex for both circularly and linearly polarised lasers. The higher order
terms in the geometric expansion (5.26) are the result of all higher order seagull
diagrams. Also, for circularly polarised lasers the wave function renormalisations
only involve the three point vertex structures. There is a symmetry between the
sideband states in this case, Z
(n)
2 = Z
(−n)
2 . However, the wave function renormalisa-
tion structures depended upon both sets of vertices in the case of linearly polarised
lasers. In the linearly polarised case there is no symmetry, Z
(n)
2 6= Z(−n)2 .
Chapter 6
Volkov propagator
In this chapter we will proceed to the two-point function for the Volkov field and find
its causal propagator. In addition, we will calculate the all-order expression for the
laser induced wave function renormalisation. Initially, we are going to investigate the
two-point function for the Volkov field in a circularly polarised laser. Subsequently,
we are going to follow the same method for a linearly polarised laser.
6.1 Causal propagator for a circularly polarised
laser
The causal propagator for the Volkov field, as is the case for the free theory, is
expected to be the two-point function
G(x, y) = v〈0|Tφv(x)φ†v(y)|0〉v , (6.1)
obeying the inhomogeneous equation
(D2 +m2)G(x, y) = δ4(x− y) . (6.2)
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The time ordering for the Volkov field is the same as in (2.25)
Tφv(x)φ
†
v(y) = θ(x
0 − y0)φv(x)φ†v(y) + θ(y0 − x0)φ†v(y)φv(x) . (6.3)
We recall that the step function θ(z) can be written as
θ(z) = − lim
→0+
∫ ∞
−∞
dλ
i
λ− i e
iλz . (6.4)
From (4.19) we can write the two-point function to show that the Volkov field can
be written as a double sum
v〈0|Tφv(x)φ†v(y)|0〉v =
∑
m,n
v〈0|Tφv(x)φ†v(y)|0〉mnv
:=
∑
m,n
v〈0|Tφm(x)φ†n(y)|0〉v . (6.5)
This expression determines the propagator. In addition, the particle states φm(x)|0〉v
and φ†n(y)|0〉v create the modes of the field. Each of these modes has its own on-
shell type of condition, and the annihilation of such particles at a later time re-
quires the corresponding conjugate mode. Therefore, in the sum (6.5), only the
diagonal terms have an interpretation as a propagator. This identification is the
operator version of the degeneracy argument given in the previous section. The
interpretation of the off-diagonal terms in the two-point function is less clear but is
related to the diagrams in Fig. 5.1. Therefore we can assume m = n . Substitu-
ting φm(x)|0〉v and φ†n(y)|0〉v from (4.20) into (6.5) and using the step function we
72 Chapter 6. Volkov propagator
obtain
v〈0|Tφn(x)φ†n(y)|0〉nnv = −v〈0|
∫
dλ
i
λ− i e
iλ(x0−y0)
(∫ d3p
2E∗p
e−i(p−nk)·xeinψp Jn(ewp)av(p)×
∫
d3q
2E∗q
ei(q−nk)·ye−inψq Jn(ewq)a
†
v(q)
)
−
∫
dλ
i
λ− i e
−iλ(x0−y0)
(∫ d3q
2E∗q
ei(q−nk)·ye−inψq Jn(ewq)a
†
v(q)×
∫
d3p
2E∗p
e−i(p−nk)·xeinψp Jn(ewp)av(p)
)
|0〉v .
(6.6)
This equation becomes
v〈0|Tφn(x)φ†n(y)|0〉nnv = −v〈0|
∫
d3p
2E∗p
d3q
2E∗q
dλ
(
i
λ− ie
iλ(x0−y0) e−i(p−nk)·x ei(q−nk)·y
+
i
λ− ie
−iλ(x0−y0)ei(q−nk)·ye−i(p−nk)·x
)
[av(p), a
†
v(q)]J
2
n(ewp)|0〉v .
(6.7)
Therefore, from the commutation relations (4.11) we have
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d3p
2E∗p
d3q
2E∗q
dλ
(
i
λ− ie
iλ(x0−y0) e−i(p−nk)·x ei(q−nk)·y
+
i
λ− ie
−iλ(x0−y0)ei(q−nk)·ye−i(p−nk)·x
)
(2pi)3 2E∗p δ
3(p− q)J2n(ewp) .
(6.8)
We can write the above equation as
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d3p
2E∗p
dλ
(
i
λ− ie
iλ(x0−y0) e−i(p+nk)·(x−y)
+
i
λ− ie
−iλ(x0−y0)ei(p−nk)·(x−y)
)
J2n(ewp) . (6.9)
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The q-integral leads to
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d3p
2E∗p
dλ
( i
λ− ie
i(λ−E∗p+nk0)(x0−y0))ei(p−nk)·(x−y)
+
i
λ− ie
−i(λ−E∗p−nk0)(x0−y0))e−i(p+nk)·(x−y)
)
J2n(ewp) .
(6.10)
We need to change from on-shell expressions for the momenta to off-shell ones to
turn the above equation into a propagator. In this equation we will identify λ as
the missing four-momentum component p0. The integral is a sum of two integrals,
therefore we will make a shift in each of these. For the first integral the change is
p0 = λ− E∗p + nk0 .
The second change is
−p0 = λ− E∗p − nk0 .
With these (6.10) becomes
v〈0|Tφn(x)φ†n(y)|0〉v = −
∫
d4p
2E∗p
eip
0(x0−y0)
( i
p0 + E∗p − nk0 − i
ei(p−nk)·(x−y)
+
i
E∗p − p0 + nk0 − i
e−i(p+nk)·(x−y)
)
J2n(ewp) . (6.11)
In equation (6.11) we will now shift the 3-momenta, the first change being
p → −p + nk for the first integral, and the second p → p − nk. We also point out
the shift
E∗p → E∗p−nk =
√
| p− nk |2 +m2∗ ,
in both cases where E∗p = E
∗
−p. In addition, the first change leads to
p→ (E∗−p+nk,−p+ nk) ,
74 Chapter 6. Volkov propagator
while the second change gives
p→ (E∗p−nk, p− nk) .
Note that each of these are on-shell, however, at different momenta. Furthermore,
we know that w
p
= w−p so the change in wp will be
p→ p˜− nk = (−E∗p−nk, p−nk) , and p→ p− nk = (E∗p−nk, p−nk) ,
which we recognise as the two on-shell momenta corresponding to the on-shell condi-
tion (p− nk)2 = m2∗ . Following these changes (6.11) becomes
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d4 p eip
0(x0−y0)
( 1
2E∗p−nk
i
(E∗p−nk + p0 − nk0 − i)
eip·(x−y)J2n(ewp˜−nk)
+
1
2E∗p−nk
i
E∗p−nk − p0 + nk0 − i)
eip·(x−y)J2n(ewp−nk) , (6.12)
and we obtain
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d4 p eip
0(x0−y0)eip·(x−y)( 1
2E∗p−nk
i(E∗p−nk − p0 + nk0 − i)
(E∗p−nk + p0 − nk0 − i)(E∗p−nk − p0 + nk0 − i)
J2n(ewp˜−nk)
+
1
2E∗p−nk
i(E∗p−nk + p
0 − nk0 − i)
(E∗p−nk − p0 + nk0 − i)(E∗p−nk + p0 − nk0 − i)
J2n(ewp−nk) , (6.13)
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where
(E∗p−nk + p
0 − nk0 − i)(E∗p−nk − p0 + nk0 − i)
= (E∗p−nk)
2 + (p0 − nk0)2 − i(2E∗p−nk)− 2
= (p− nk)2 +m2∗ + (p0 − nk0)2 − i
= (p− nk)2 +m2∗ − i . (6.14)
Equation (6.13) becomes
v〈0|Tφn(x)φ†n(y)|0〉nnv = −
∫
d4 p eip·(x−y)( 1
2E∗p−nk
i(E∗p−nk − (p0 − nk0)− i)
(p− nk)2 +m2∗ − i)
J2n(ewp˜−nk)
+
1
2E∗p−nk
i(E∗p−nk + (p
0 − nk0)− i)
(p− nk)2 +m2∗ − i)
J2n(ewp−nk) , (6.15)
and we obtain (when putting the terms over a common denominator)
v〈0|Tφn(x)φ†n(y)|0〉nnv =
∫
d4p
i
(p− nk)2 −m2∗ + i
eip·(x−y)
×
(E∗p−nk − (p0 − nk0)
2E∗p−nk
J2n(ewp˜−nk) +
E∗p−nk + (p
0 − nk0)
2E∗p−nk
J2n(ewp−nk)
)
. (6.16)
The term in brackets in the above equation can be simplified by evaluating at the
two poles of the overall denominator, it will become J2n(ewp˜−nk) or J
2
n(ewp−nk). In
both of these the off-shell version is J2n(ewp−nk) = J
2
n(ewp), so that the full off-shell
form of the Volkov propagator can be written as
Gnnc (x− y) =
∞∑
n=−∞
∫
d4p
iJ2n(ewp)
(p+ nk)2 −m2∗ + i
eip·(x−y) . (6.17)
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The all-orders expression in a circularly polarised laser can be calculated using the
above expression, where the wave function renormalisation is
Z
(n)
2 (wp) = J
2
n(ewp) . (6.18)
The above identification and the standard expansions for the Bessel function give
us to order e6
Z
(0)
2 (wp) = 1− e2
w2p
2
+ e4
3w4p
32
− e6 5w
6
p
576
,
Z
(±1)
2 (wp) = e
2
w2p
4
− e4 w
4
p
16
+ e6
5w6p
576
,
Z
(±2)
2 (wp) = e
4
w4p
64
− e6 w
6
p
384
,
Z
(±3)
2 (wp) = e
6
w6p
2304
.
(6.19)
This confirms the perturbative calculations presented in Chapter 5. From the iden-
tification (6.18) we can deduce that to all orders for a circularly polarised laser,
Z
(n)
2 (wp) = Z
(−n)
2 (wp) . (6.20)
6.2 Causal propagator for a linearly polarised
laser
To study the propagator for a linearly polarised laser we will be using the same
method whilst noting, though, that the arguments of the generalised Bessel functions
are not invariant under the replacement
p→ −p , u−p = up . and v−p = −vp .
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Accordingly, for this case (6.10) becomes
v〈0|Tφn(x)φ†n(y)|0〉v = −
∫
d3p
2E∗p
dλ
i
λ− i
(
ei(λ−E
∗
p+nk
0)(x0−y0))ei(p−nk)·(x−y)
× J2n(eup, e2vp) + e−i(λ−E
∗
p−nk0)(x0−y0))e−i(p+nk)·(x−y)
)
J2n(eup,−e2vp) .
(6.21)
For this equation we will apply the all arguments previously used in Section 6.1,
therefore we have
v〈0|Tφn(x)φ†n(y)|0〉v =
∫
d4p
i
(p− nk)2 −m2∗ + i
eip·(x−y) (6.22)
×
(E∗p−nk − (p0 − nk0)
2E∗p−nk
J2n(eup˜−nk , e
2v
p˜−nk
) +
E∗p−nk + (p
0 − nk0)
2E∗p−nk
J2n(eup−nk , e
2v
p−nk)
)
.
Again, we can obtain the full Volkov propagator in case of a linearly polarised laser
by using (B.27) and applying the argument after (6.16) as
Gnnl (x− y) =
∞∑
n=−∞
∫
d4p
iJn(eup e
2vp)
(p+ nk)2 −m2∗ + i
eip·(x−y) . (6.23)
In the case of a linearly polarised laser the all-orders wave function renormalisation
is
Z
(n)
2 (up, vp) = J
2
n(eup, e
2vp) . (6.24)
For a linearly polarised laser we note that Z
(n)
2 6= Z(−n)2 , is contrast to the circular
polarisation case.
Using this identification and the expansion of the generalised Bessel function we
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have
Z
(0)
2 (up, vp) = 1− e2
u2p
2
− e4
(
v2p
2
− 3u
4
p
32
)
,
Z
(±1)
2 (up, vp) = e
2
u2p
4
− e4 (u4p
16
± vpu
2
p
4
)
,
Z
(±2)
2 (up, vp) = e
4
(
u4p
64
+
v2p
4
± vpu
2
p
8
)
.
(6.25)
These results agree with the perturbative results (5.70) and (5.72) of Section 5.4.
In this chapter we calculated the two-point function for the Volkov field and
its causal propagator for the cases of a circularly and a linearly polarised laser.
We find the results of this all orders method agree with the perturbative results in
Chapter 5 .
Chapter 7
Conclusions and Outlook
In this thesis we pursued two different approaches to calculate the propagator of a
charged particle in a laser background. The first approach was motivated by infra-
red physics, where the physical propagator is composed of the sum of all degenerate
processes. An electron passing through a laser cannot be distinguished from one
absorbing a laser photon and emitting a photon of the same energy and momentum
back into the laser. Fig.s 5.4 and 5.5 show the order e2 degenerate processes, the
propagator in such a background being a sum of tree diagrams. From here, we show
that the perturbative corrections generate additional poles (sideband states) and
the well known mass shift in the propagator of the form
1
(p± nk)2 −m2∗
, (7.1)
for integer n. We confirm that sideband states arise perturbatively [26]. Some of
these appear from the lowest order corrections to the free propagator. In addition,
at order e2n, the wave function renormalisation factors Z
(±n)
2 , start to appear as the
numerators of the sideband poles (with n as above). We have calculated the dege-
nerate corrections to the free propagator up to next to leading order. In the scalar
theory, between the matter and laser fields we consider both three and four point
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interactions where the Feynman rules depend upon the laser polarisation. We note
that the mass shift was generated purely by contributions from the four-point vertex
at lowest order for both circularly and linearly polarised lasers. The higher order
terms in the geometric expansion (5.26) are the result of all higher order diagrams
generating double poles. In addition, the mass shift in all poles was the same.
Through our study, we found for the circularly polarised lasers that the wave func-
tion renormalisations only involve the three point vertex structures. Our calculation
has also shown symmetry between these sideband states in this case Z
(n)
2 = Z
(−n)
2 ,
while the wave function renormalisation structures depended upon both sets of ver-
tices in the case of linearly polarised lasers. Also in the linearly polarised case there
is no symmetry Z
(n)
2 6= Z(−n)2 . This demonstrates that the symmetry between these
sideband states is present only in the case of circularly polarised laser backgrounds
while it is absent for linear polarisation.
We finally remark on the second approach in this thesis, the canonical quantisation
of these fields. Some studies have adopted this approach, see for example [27] and
the papers [28, 29] based on LC quantisation. As a result of this approach, we
obtained an all orders result which completely agreed with the Feynman diagram
results. In this thesis we explain how to construct the canonical quantisation for
Volkov states which build up their equal time commutators. For Volkov fields we
have written the two-point function as a double sum over creation and annihilation
type modes.
This work offers several immediate extensions: One should be the calculation of
effective vertices, so that scattering processes can be calculated. Another important
extension is to consider fermionic QED which will allow the study of spin depen-
dence. It is to be hoped that this work can thus be useful in the interpretation of
future experiments .
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Appendix A
The distortion terms
In this section we will present the distortion terms concerning the Volkov field, by
using the potential for both a circularly and linearly polarised laser field. The usual
general expansion [14] for the distortion term is
E(x, pˆ) = e−ipˆ·x exp
(
−ie
∫ x.k pˆ · A
pˇ · k −
eA2
2pˇ · kds
)
. (A.1)
This satisfies
(D2 +m2)E(x, pˆ) = 0 (A.2)
As written we see that we have distorted plane wave particle states (E(x, pˆ)). To
elucidate the structure of these states, it is helpful to make the effect of the laser
field more explicit. Recall the potential for a circularly polarised laser field (3.2) and
a linearly polarised laser field (3.3). The Volkov phase term is
− i
∫ k·x
0
(
epˆ · A
pˆ · k −
e2A2
2 pˆ · k
)
ds , (A.3)
where we take the lower limit to be 0, with similar conditions in Chapter 3. In the
next two sections we will see how to build up the distortion field for circularly and
linearly polarised laser fields.
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A.1 The distorted plane wave for circularly pola-
rised laser field
If we substitute the potential for a circularly polarised laser field (3.2) in the expres-
sion (A.1) we get
E(x, p) = e−ipˆ·x exp
(
−ie
∫ k·x
0
( pˆ · a1 cos(s) + pˆ · a2 sin(s)
pˆ · k −
ea2
2pˆ · k
)
ds
)
= e−ipˆ·x exp
(
−ie
(
pˆ · a1
pˆ · k sin(k · x)−
pˆ · a2
pˆ · k cos(k · x)
)
+
ie2a2
2pˆ · k
)
= e−i(pˆ−
e2 a2
2pˆ·k k)·x exp
(
ie
(
w
1pˆ
sin(k · x) + w
2pˆ
cos(k · x)) ) (A.4)
In the expression we have (pˆ− e2 a2
2pˆ·k k) and we define δ =
e2 a2
2pˆ·k , therefore we obtain
pµ = pµ + δkµ . (A.5)
We can write
p2 = p2 + 2δp · k = p2 + 2 e
2 a2
2 p · kp · k
= m2 + e2a2 = m2 + δm2
:= m2∗
Hence,
E(x, p) = exp
(
−i δm
2
2p · kk · x
)
D(x, p) . (A.6)
As we have seen in Chapter 3 in the transition from on-shell to off-shell momentum,
we can write the distorted plane wave for circularly polarised laser field as
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Dc(x, p) = e
−ip·x ei(w1p sin(k·x)+w2p cos(k·x)) . (A.7)
where we defined w
1p
, w
2p
in (3.15) .
A.2 The distorted plane wave for linearly polari-
sed laser field
In a similar way, we substitute the potential for a linearly polarised laser field (3.3) in
the expression (A.3). We get
− i
∫ k·x
0
(
e pˆ · a
pˆ · k cos(s)−
e2 a2
2pˆ · k cos
2(s)
)
ds
= −ie pˆ · a
pˆ · k sin(k · x) + i
e2 a2
2 pˆ · k
1
2
∫ k·x
0
(1 +
1
2
cos(2s)) ds
= −ie pˆ · a
pˆ · k sin(k · x) + i
e2 a2
4 pˆ · kk · x +
i
8
e2 a2
pˆ · k sin(2k · x) . (A.8)
So we can write E(x, pˆ) in (A.1) as
E(x, p) = e−i(pˆ−
e2 a2
4 pˆ·k k)·x exp
(
i
(
−e pˆ · a
pˆ · k sin(k · x) +
e2 a2
8pˆ · k sin(2k · x)
))
. (A.9)
In the above expression, we let δ = e
2 a2
4 pˆ·k so
pµ = pµ + δkµ , (A.10)
Hence, in a similar way
p2 = p2 + 2δp · k = p2 + 2 e
2 a2
4 p · kp · k
= m2 +
e2a2
2
= m2 + δm2
:= m2∗
85 Appendix A. The distortion terms
where δm2 = − e2a2
2
E(x, p) = exp
(
−i δm
2
4p · kk · x
)
D(x, p) . (A.11)
Also, in the transition from on-shell to off-shell momentum (A.9) becomes
D
`
(x, p) = e−i(p·x exp
(
i
(
eup sin(k · x) + e2vp sin(2k · x)
) )
. (A.12)
Here D
`
(x, p) is distorted plane wave for linearly polarised laser field.
Appendix B
Generalisations of Bessel functions
The distortion of the plane wave solutions due to the interaction with the laser are
best described using Bessel functions. For a circularly polarised laser there are two
ways to formulate this. One is in terms of standard Bessel functions while in the
other a generalised formulation of Bessel functions is introduced. It is useful to use
both of these and understand how to move between them. For a linearly polarised
laser the only option is the generalised route and this will be easier to understand
once we have discussed the circular case.
B.1 Standard Bessel function.
The function Jn(x) used in this thesis is the standard Bessel function of order n, where n is
an integer and x is real. The Bessel function is identified via the generating function
exp
(x
2
(t− 1
t
)
)
=
∞∑
n=−∞
tnJn(x) . (B.1)
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Using the known power series expansion for the exponential function, we can see
that the Bessel function has a power series given by
Jn(x) =
∞∑
s=0
(−1)s
s!(n+ s)!
(x
2
)2s+n
. (B.2)
This will be useful to us when we look for similar expression of the generalised Bessel
function.
The relevance of Bessel functions to this thesis becomes clearer when we rewrite (B.1)
as
eix sin θ =
∞∑
n=−∞
einθJn(x) , (B.3)
which follows by writing t = eiθ.
Note that from these expansions we immediately see that
Jn(−x) = (−1)Jn(x) ,
J−n(x) = (−1)nJn(x) .
The prove this we replace x by −x in (B.3)
ei(−x) sin θ =
∞∑
n=−∞
einθJn(−x) =
∞∑
n=−∞
e−inθJn(x) =
∞∑
n=−∞
einθJ−n(x)
6= Jn(−x) = J−n(x) . (B.4)
When we replace θ → −θ in (B.3) ,
eix sin(−θ) =
∞∑
n=−∞
e−inθJn(x) , (B.5)
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we can write this as
eix sin(θ+pi) =
∞∑
n=−∞
ein(θ+pi)Jn(x) =
∞∑
n=−∞
einθeinpiJn(x) =
∞∑
n=−∞
einθ(−1)nJn(x)
6= (−1)nJn(x) . (B.6)
The recursion relation
The recursion relation for Jn(x) is
2nJn(x) = x[Jn−1(x) + Jn+1(x)] . (B.7)
To prove this formula we need to find d
dx
(xnJn(x)) ,
d
dx
(xnJn(x)) = x
n J ′n(x) + nx
n−1Jn(x) . (B.8)
Using the expression (B.2) we calculate the l.h.s. in (B.8) to obtain
d
dx
(xnJn(x)) = x
n Jn−1(x) . (B.9)
Comparing (B.8) and (B.9) we find
xn Jn−1(x) = xn J ′n(x) + nx
n−1Jn(x) . (B.10)
Similarly, from d
dx
(x−nJn(x)) we have
− x−n Jn+1(x) = x−n J ′n(x)− nx−n−1Jn(x) . (B.11)
Eliminating the derivatives in (B.10) and (B.11) we have
2nJn(x) = x[Jn−1(x) + Jn+1(x)] . (B.12)
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Another important relationship that is used in this thesis is
∞∑
r=−∞
Jn±r(x, y) Jr(x′, y′) = J(x± x′, y ± y′) . (B.13)
B.2 Bessel functions for circular polarisation
The distortion term for circular polarisation contains a factor of the form
exp
(
ie(w
1p
sin(k · x) + w
2p
cos(k · x))
)
. (B.14)
Although this is not directly of the form (B.3) it is possible to combine the trigo-
nometric factors so that standard Bessel function can be used. Indeed, using the
standard double angle formula we have
(w
p
cosψ
p
) sin(k · x) + (w
p
sinψ
p
) cos(k · x) = w
p
sin(kx+ ψ
p
) . (B.15)
where we have introduced w
p
and ψ
p
in (3.20). Therefore, we can now write (B.14) in
the distorted plane wave (3.14) as
eie(wp sin(k·x)+ψp )) =
∞∑
n=−∞
ein(k·x+ψp )Jn(ewp) . (B.16)
An alternative way to proceed that is useful in our applications, is to treat each tri-
gonometric factor in (B.14) separately and expand each in terms of Bessel functions.
That is, we write (B.14) as the product
eiew1p sin(k·x) eiew2p cos(k·x) , (B.17)
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and use (B.3) for the first factor and the identity cos θ = sin(θ + pi
2
) for the second.
eiew2p cos(k·x) = eiew2p sin(k·x+
pi
2
)
=
∞∑
r=−∞
eir(k·x+
pi
2
) Jr(ew2p)
=
∞∑
r=−∞
ir eir(k·x) Jr(ew2p) . (B.18)
Hence (B.17) becomes
exp
(
ie(w
1p
sin(k · x) + w
2p
cos(k · x))
)
=
∞∑
m=−∞
eim(k·x) Jm(ew1p)
×
∞∑
r=−∞
ir eir(k·x) Jr(ew2p)
=
∞∑
m,r=−∞
ei(m+r)(k·x) irJm(ew1p)Jr(ew2p)
=
∞∑
n=−∞
ein(k·x)
∞∑
r=−∞
irJn−r(ew1p)Jr(ew2p)
=
∞∑
n=−∞
ein(k·x)J˜n(ew1p , ew2p) (B.19)
Where we have defined the circular generalised Bessel functions by
J˜n(ew1p , ew2p) =
∞∑
r=−∞
irJn−r(ew1p) Jr(ew2p) . (B.20)
Symmetry relation
The symmetry relations for circular polarisation are
J˜n(−ew1p , ew2p) = (−1)nJ˜n(ew1p , ew2p) , (B.21)
J˜n(ew1p ,−ew2p) = (−1)nJ˜−n(ew1p , ew2p) . (B.22)
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These are proved as follows.
First relation in (B.21):
J˜n(−ew1p , ew2p) =
∞∑
n=−∞
(i)rJn−r(−ew1p)Jr(ew2p)
=
∞∑
n=−∞
(i)r(−1)n−r Jn−r(ew1p)Jr(ew2p)
= (−1)n
∞∑
n=−∞
(i)r(−1)−rJn−r(ew1p)Jr(ew2p)
= (−1)n
∞∑
n=−∞
(i)rJn−r(ew1p)Jr(ew2p)
= (−1)nJ˜n(ew1p , ew2p) . (B.23)
Second relation in (B.21):
J˜n(ew1p ,−ew2p) =
∞∑
n=−∞
(i)rJn−r(ew1p)Jr(−ew2p)
=
∞∑
n=−∞
(i)r(−1)n−r J−n+r(−ew1p) (−1)r(−1)rJ−r(ew2p)
=
∞∑
n=−∞
(−1)n(−1)−r(i)r J−n+r(ew1p)J−r(ew2p)
=
∞∑
n=−∞
(−1)n(i)r J−n−r(−ew2p)Jr(ew2p)
= (−1)n
∞∑
n=−∞
(−1)r(i)r J−n−r(−ew1p)Jr(ew2p)
= (−1)n J˜−n(ew1p , ew2p) . (B.24)
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The recursion relation for circular Bessel function
2nJ˜n(ew1p , ew2p) = w1p
(
J˜n+1(ew1p , ew2p) + J˜n−1(ew1p , ew2p)
)
+iw
2p
(
J˜n+1(ew1p , ew2p)− J˜n−1(ew1p , ew2p)) . (B.25)
To prove the above relation we will multiply both sides of (B.20) by 2n and use the
recurrence relation (B.7),
2nJ˜n(ew1p , ew2p) =
∞∑
r=−∞
ir 2nJn−r(ew1p)Jr(ew2p)
=
∞∑
r=−∞
ir 2(n− r) Jn−r(ew1p)Jr(ew2p)
+
∞∑
r=−∞
ir Jn−r(ew1p) 2rJr(ew2p)
=
∞∑
r=−∞
irw
1p
(
Jn+1−r(ew1p) + Jn−1−r(ew1p)
)
Jr(ew2p)
+
∞∑
r=−∞
ir Jn−r(ew1p)w2p
(
Jr+1(ew2p) + Jr−1(ew2p)
= w
1p
(
J˜n+1(ew1p , ew2p) + J˜n−1(ew1p , ew2p)
)
+ w
2p
(
i−1J˜n+1(ew1p , ew2p) + iJ˜n−1(ew1p , ew2p) .
B.3 Generalised Bessel functions for linear pola-
risation
For the linear polarised laser the distortion term contains a factor of the form
exp
(
i
(
eup sin(k · x) + e2vp sin(2k · x)
) )
. (B.26)
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Again, we can write this by using the standard Bessel function (B.3),
eieup sin(k·x) eie
2vp sin(2k·x) =
( ∞∑
m=−∞
eim(k·x) Jm(eu)
)( ∞∑
r=−∞
ei2r(k·x)Jr(e2v)
)
=
∞∑
m,r=−∞
ei(m+2r)(k·x)Jm(eu)Jr(e2v)
=
∞∑
n=−∞
ein(k·x)
∞∑
r=−∞
Jn−2r(eu)Jr(e2v)
=
∞∑
n=−∞
ein(k·x)Jn(eu, e2v) .
Hence
Jn(eu, e
2v) =
∞∑
r=−∞
Jn−2r(eu)Jr(e2v) . (B.27)
Symmetry relations
The symmetry relation for the generalised Bessel functions are
Jn(−eu, e2v) = (−1)nJn(eu, e2v) , (B.28)
Jn(eu,−e2v) = (−1)n J−n(eu, e2v) . (B.29)
One can prove these by using the same method as in circular polarisation .
First relation (B.28):
Jn(−eu, e2v) =
∞∑
n=−∞
Jn−2k(−eu) Jk(e2v)
=
∞∑
n=−∞
(−1)n−2k Jn−2k(eu) Jk(e2v)
= (−1)n
∞∑
n=−∞
(−1)−2kJn−2k(eu) Jk(e2v)
= (−1)n
∞∑
n=−∞
Jn−2k(eu) Jk(e2v)
= (−1)n Jn(eu, e2v) . (B.30)
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Second relation (B.29):
Jn(eu,−e2v) =
∞∑
n=−∞
Jn−2k(eu) Jk(−e2v)
=
∞∑
n=−∞
Jn−2k(eu) (−1)kJk(e2v)
=
∞∑
n=−∞
(−1)n−2k J−n+2k(eu)(−1)kJ−k(e2v)
=
∞∑
n=−∞
(−1)n J−n+2k(eu) Jk(e2v)
= (−1)n
∞∑
n=−∞
J−n−2k(eu) Jk(e2v)
= (−1)n J−n(eu, e2v) . (B.31)
The recursion relation
The recursion relation for Bessel function is
2n Jn(eu, e
2v) = u
(
Jn−1(eu, e2v)+Jn+1(eu, e2v)
)
+2v
(
Jn−2(eu, e2v)+Jn+2(eu, e2v)
)
.
(B.32)
To show this, we again multiply both sides of (B.27) by 2n to obtain
2nJn(eu, e
2v) =
∞∑
r=−∞
2n Jn−2r(eu) Jr(e2v)
=
∞∑
r=−∞
(
2(n− 2r) Jn−2r(eu)Jr(e2v) + 4vrJn−2r(eu)Jr(e2v)
)
=
∞∑
r=−∞
(
u( Jn+1−2r(eu) + Jn−1−2r(eu)
)
Jr(e
2v)
+ 2
∞∑
r=−∞
Jn−2r(eu) v
(
Jr−2(e2v) + Jr+2(e2v)
)
.
(B.33)
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B.4 Expansions
The power series expansions of the standard Bessel function is
Jn(x) =
∞∑
s=0
(−1)s
s!(n+ s)!
(x
2
)(2s+n)
=
1
n!
(x
2
)n− (1)
(n+ 1)!
(x
2
)(2+n)
+
(1)
2(n+ 2)!
(x
2
)(4+n)− . . . . (B.34)
We now look at n = 0, n = ±1 and n = ±2,
J0(x) = 1−
x2
4
+
x4
64
+ · · · .
J±1(x) = ±
x
2
∓ x
3
16
+ · · · .
J±2(x) =
x2
8
− x
4
96
+ · · · .
(B.35)
We now use the above expansions to find the expansions for the Jn(x, y) and J˜n(x, y)
J0(x, y) = 1−
x2
4
− y
2
4
+
x4
64
+
y4
64
+
x2y
16
+
x2y2
16
+ · · · .
J±1(x, y) = ±
x
2
∓ xy
2
8
± xy
4
128
∓ x
3
16
± x
3y2
64
+
x2y2
16
+ · · · .
J±2(x, y) =
x2
8
+
y2
2
− x
2y2
32
− x
4
96
+
x4y2
16
± x
3y2
64
+
x2y2
16
+ · · · .
(B.36)
And for J˜n(x, y)
J˜0(x, y) = 1−
x2
4
− y
2
4
+
x4
64
+
y4
64
+
x2y2
16
+
x2y2
16
+ · · ·+ i
(xy
4
− x
3y
64
− xy
3
32
+ · · ·
)
.
˜J±1(x, y) =
x
2
− x
3
16
− xy
2
8
− x
3y2
64
+ · · ·+ i
(
−y
2
− x
2y
8
− y
3
16
− x
2y3
64
+ · · ·
)
.
˜J±2(x, y) =
x2
8
− x
4
96
− x
2y2
32
+ · · ·+ i
(
−x
4y2
4
+
xy3
32
+
x3y
32
+ · · ·
)
(B.37)
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B.5 Visualising the generalised Bessel function
Given the central role Bessel functions and their various generalisation play in this
thesis, it is helpful to have some visual representation of them to give a feel for how
they behave.
The standard Bessel functions Jn(x) are well know to be oscillatory functions, which
decay as |x| → ∞. The first few are displayed in Fig.B.1. Using the expansion
Figure B.1: Standard Bessel Functions for n = 0, 1, 2
formulas (B.20) and (B.27), suitably truncated, we can produce plots for the gene-
ralisation. Starting with the linear ones, which are real, we approximate
Jn(u, v) '
20∑
s=−20
Jn−2r(u) Jk(v) , (B.38)
valid for small n and small (u, v), and display them in Fig.B.2. An alternative way
Figure B.2: Plots of Jn(u, v) when n = 0, 1, 2
to represent this function, that will be useful when looking at the circular case, is
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to treat these as complex functions and then plot their modulus, representing the
phase as a colour (albeit just two colours in this case as the phase is either 0 (po-
sitive) or pi (negative)). In this representation the generalised Bessel function are
displayed in Fig.B.3. Now using the same methodology for plotting, the truncated
Figure B.3: Plots of Jn(u, v) showing argument and phase, when n = 0, 1, 2
version of (B.20) yields Fig.B.4 Note the expected circular symmetry of these last
Figure B.4: Plots of J˜n(u, v) showing argument and phase when n = 0, 1, 2
plots and the periodicity of the phase.
Appendix C
Linearly polarised Volkov field
In Chapter 3 we showed how to calculate the particle mode av(p) for the circular
polarised Volkov field. We will follow the same way to derive the particle mode for
the linearly polarised Volkov field. In this case the particle mode is
av(p) = −i
∫
d3x
(
D0
(
D
`
(y, q)
)†
φv(x)−D`(x, p)†D0φv(x)
)
. (C.1)
As we see, equation (3.66) for the linearly polarised mode becomes
−i
∫
d3x
((
D0D`(x, p)
)†
φv(x)−D`(x, p)†D0φv(x)
)
=
∫
d3q
2E∗q
(
Il(p, q)av(q) + Il(p,−q)b†v(q)
)
, (C.2)
where
Il(p, q) = −i
∫
d3x
((
D0D`(x, p)
)†
D
`
(x, q)−D
`
(x, p)†D0D`(x, q)
)
. (C.3)
Also, in the linear case we need to show
Il(p, q) = (2pi)
3(E∗p + E
∗
q )δ
3(p− q) . (C.4)
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To calculate
(
D0D`(x, p)
)†
, where D0 = ∂0 + ieA0,
(
D0D`(x, p)
)†
=
(
∂0 − iea0 cos(k · x)
)
D
`
(x, p)† , (C.5)
we will use distorted plane wave for linear polarisation (3.41) and obtain
∂0D`(x, p)
† =
∞∑
n=−∞
i(E∗p − nk) ei(p−nk)·x Jn(eup, e2vp)
= iE∗pD`(x, p)
† − ik0
2
∞∑
n=−∞
2n ei(p−nk)·x Jn(eup, e2vp) .
(C.6)
So we use this and the recursion relation Bessel function (3.46) in (C.5) to get
(D0D`(x, p))
† = (iE∗p − iea0 cos(k · x))D`(x, p)†
− ik0
2
∞∑
n=−∞
ei(p−nk)·x
{
eup
(
Jn−1(eup, e2vp) + Jn+1(eup, e2vp)
)
+ 2e2vp
(
Jn−2(eup, e2vp)) + Jn+2(eup, e2vp)
)}
.
(C.7)
Using the standard exponential expression for cos(k · x) and cos(2k · x), we have
cos(k · x)
∞∑
n=−∞
e−ink·xJn =
1
2
∞∑
n=−∞
e−ink·x(Jn+1 + Jn−1),
cos(2k · x)
∞∑
n=−∞
e−ink·xJn =
1
2
∞∑
n=−∞
e−ink·x(Jn+2 + Jn−2) ,
(C.8)
we obtain for (C.7)
D0D`(x, p)
† = i
(
E∗p − e(a0 + k0up) cos(k · x)− 2k0evp cos(2k · x)
)
D
`
(x, p)† . (C.9)
Therefore, the first term in (C.3) becomes
(
D0D`(x, p)
)†
D
`
(x, q) = i
(
E∗p − (ea0 + ek0up) cos(k · x)
− 2k0evp cos(2k · x)
)
D
`
(x, p)†D
`
(x, q) .
(C.10)
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The second term in (C.3) will become
D
`
(x, p)†D0D`(x, q) = −i
(
E∗q − (ea0 + k0euq) cos(k · x)
− 2k0e2vq cos(2k · x)
)
D
`
(x, p)†D
`
(x, q) .
(C.11)
Using (C.10) and (C.11), (C.3) becomes
Il(p, q) =
∫
d3x
(
(E∗p + E
∗
q )− (2ea0 + ek0(up + uq) cos(k · x)
− 2e2k0(vp + vq) cos(2k · x)
)
D
`
(x, p)†D
`
(x, q) .
(C.12)
By means of the linear Bessel function (3.41) we obtain for D
`
(x, p)†D
`
(x, q):
D
`
(x, p)†D
`
(x, q) = eip·xe−iq·x
∞∑
r=−∞
∞∑
m=−∞
e−i(r−m)k·xJr(eup, e2vp)Jm(euq, e2vq) .
(C.13)
Note that we have made a shift r = n+m and using (B.13) we have
D
`
(x, p)†D
`
(x, q) = ei(p−q)·x
∞∑
n=−∞
e−ink·xJn(e(up − uq), e2(vp − vq)) . (C.14)
It should be noted that (up − uq) and (vp − vq) are invariant under gauge transfor-
mations (3.9). To prove this we will use (3.38) and
uq = −q · a
q · k , vq =
1
8
a2
q · k . (C.15)
For (up − uq) we have
up − uq = −p · a
p · k +
q · a
q · k . (C.16)
Under gauge transformations (3.9),
up − uq → up + θ − uq + θ ,
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so that, we have
−(p · a+ θp · k)
p · k −
(q · a− θq · k)
q · k =
−p · a
p · k − θ −
q · a
q · k + θ
= −p · a
p · k +
q · a
q · k
= up − uq .
(C.17)
Also vp − vq → vp + θ − vq + θ , where
1
8
(a2 − θp · k)
p · k −
1
8
(a2 − θ q · k)
q · k =
1
8
a2
p · k − θ −
1
8
q · a
q · k + θ
=
1
8
a2
p · k +
1
8
a2
q · k
= vp − vq .
(C.18)
As before, we will employ the notation Jn = Jn(e(up − uq), e2(vp − vq)). Using
(C.14) in (C.12) we get
Il(p, q) =
∫
d3x
(
(E∗p + E
∗
q )− (2ea0 + k0e(up + uq) cos(k · x)
− 2k0e2(vp + vq) cos(2k · x)
) ∞∑
n=−∞
ei(p−q−nk)·xJn .
(C.19)
We are now able to calculate the differential for equation (C.19)
Il(p, q) =
∫
d3x
{(
k0(2ea0 + k0e(up + uq) sin(k · x) + 4k20e2(vp + vq) sin(2k · x)
)
∞∑
n=−∞
ei(p−q−nk)·xJn
+
(
(E∗p + E
∗
q )− (2ea1 + k0e(up + uq) cos(k · x)2k0e2(vp + vp) cos(2k · x)
)
∞∑
n=−∞
i(E∗p − E∗q − nk)ei(p−q−nk)·xJn
}
.
(C.20)
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The first term in (C.20) is
i
∞∑
n=−∞
ei(p−q−nk)·x
{(
k0(2 ea0 + k0e(up + uq)
)
(−1
2
)(Jn+1 − Jn−1)
+
(
4k0e
2(vp + vq
)
(−1
2
)(Jn+2 − Jn−2)
}
.
(C.21)
The second term in (C.20) is
i
∞∑
n=−∞
ei(p−q−nk)·x
{
(E∗p + E
∗
q )(E
∗
p − E∗q )Jn − (E∗p + E∗q )k0nJn
− 1
2
(2ea0 + k0e(up + uq)(E
∗
p − E∗q )(Jn+1 + Jn−1)
− 1
2
(2ea0 + k0e(up + uq)k0
(
(n+ 1)Jn+1 + (n− 1)Jn−1
)
− k0e2(vp + vq)(E∗p − E∗q )(Jn+2 + Jn−2)
+ k0e
2(vp + vq)k0
(
(n+ 2)Jn+2 + (n− 2)Jn−2
)}
.
(C.22)
We take the coefficient of the various Jn’s in (C.21) and (C.22), and performing
the x-integral, and using a0 = a3 = 0, we can write the above equation as
Il(p, q) = (2pi)
3
∞∑
n=−∞
ei(p−q−nk)·x
{
Jn
(
(E∗p + E
∗
q )(E
∗
p − E∗q − nk)
)
+
(
Jn+1 + Jn−1
)
e
(
−k0(up + uq)(E∗p − E∗q )−
1
2
k20
(
(n+ 1) + (n− 1))(up + uq))
+
(
Jn+2 + Jn−2
)
e2
(
2k0(vp + vq)(E
∗
p − E∗q ) + k20
(
(n+ 2) + (n− 2))(vp + vq))} .
(C.23)
From this it can be seen that
Il(p, q) = i
∞∑
n=−∞
ei(p−q−nk)·x
{(
(E∗p + E
∗
q )(E
∗
p − E∗q − nk)
)
Jn
−
(
(E∗p − E∗q )k0 − nk20
)
e(up + uq)
(
Jn+1 + Jn−1
)
+
(
(E∗p − E∗q )2k0 + 2nk20
)
e2(vp + vq)
(
Jn+2 + Jn−2
)
.
(C.24)
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We now take the common factors between the second and third terms to obtain
Il(p, q) = i
∞∑
n=−∞
ei(p−q−nk)·x
{(
(E∗p + E
∗
q )(E
∗
p − E∗q − nk)
)
Jn
− k0
2
(E∗p − E∗q − nk)
(
e
(up + uq)
(up − uq)(up − uq)
(
Jn+1 + Jn−1
)
+
(vp + vq)
(vq − vq)2e
2(vp − vq)
(
Jn+2 + Jn−2
)}
.
(C.25)
We use the recursion relation (B.32) to get
Il(p, q) = (2pi)
3
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q−nk)·x0
(
(E∗p + E
∗
q )
)
Jn − k0
2
(up + uq)
(up − uq)2nJn .
(C.26)
To calculate the above equation for n = 0 and n 6= 0, we need to consider these
cases separately.
First when n = 0, the delta function implies that E∗p = E
∗
q this leads to up = uq
and vp = vq. This means, the Bessel functions vanish in (C.26). In addition, using
the results that J0(0, 0) = 1, Jn6=0(0, 0) = 0, (C.26) becomes
Il(p, q) = (2pi)
3δ3(p− q)(E∗p − E∗q ) , (C.27)
as required.
Second when n 6= 0, the delta function and gauge condition imply that
up 6= uq and vp 6= vq . We can now calculate
(up + uq)
(up − uq) =
−p · a
p · k −
q · a
q · k
−p · a
p · k +
q · a
q · a
.
Again, we use k = k0(0, 0, 1), and we see from the delta function that
p1 = q1 and p2 = q2 while p3 = q3 − nk0.
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We are using a gauge where A0 = A3 = 0, so that p · a = q · a. Therefore we have
(up + uq)
(up − uq) =
q · k + p · k
q · k − p · k .
Similarly
(vp + vq)
(vp − vq) =
1
p·k +
1
q·k
1
p·k − 1q·k
=
q · k + p · k
q · k − p · k .
Using this we can obtain
(up + uq)
(up − uq) =
(vp + vq)
(vp − vq) =
E∗p + E
∗
q − 2p3 + nk0
−(E∗p + E∗q − 2p3 + nk0)
.
We will use this result in (C.26) to obtain
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q+nk)·x0
×
(
(E∗p + E
∗
q )Jn −
1
2
k0
(E∗p + E∗q − 2p3 − nk0
E∗p − E∗q + nk0
)
(
e(up − uq)
(
Jn+1 + Jn−1
)
+ie2(vp − vq)(Jn−1 − Jn+1)
))
.
(C.28)
The recursion relations for such Bessel functions is
2nJn = e(up − uq)
(
Jn+1 + Jn−1
)
+ie2(vp − vq)
(
Jn−1 − Jn+1
)
.
For n 6= 0 we obtain
∞∑
n=−∞
δ3(p− q + nk)ei(E∗p−E∗q+nk)·x0
×
{
(E∗p + E
∗
q )Jn −
1
2
k0
(E∗p + E∗q − 2p3 − nk0
E∗p − E∗q + nk0
)
2nJn
}
.
(C.29)
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Note that the bracketed terms in (C.29) correspond to the bracketed terms in (3.83),
where we have found a similar result. This implies the final result that the term is
actually zero. This immediately shows the required result for (C.26). The Volkov
field’s adjoint modes are
av(p)
† = −i
∫
d3y
(
D0D`(y, q)φv(x)
† −D
`
(x, p)
(
D0φv(x)
)†)
. (C.30)
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