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A B S T R A C T
Idiopathic pulmonary fibrosis (IPF) is a fatal lung disease characterized by an unpredictable progressive decline
in lung function. Natural history of IPF is unknown and the prediction of disease progression at the time of
diagnosis is notoriously difficult. High resolution computed tomography (HRCT) has been used for the diagnosis
of IPF, but not generally for monitoring purpose. The objective of this work is to develop a novel predictive
model for the radiological progression pattern at voxel-wise level using only baseline HRCT scans. Mainly, there
are two challenges: (a) obtaining a data set of features for region of interest (ROI) on baseline HRCT scans and
their follow-up status; and (b) simultaneously selecting important features from high-dimensional space, and
optimizing the prediction performance. We resolved the first challenge by implementing a study design and
having an expert radiologist contour ROIs at baseline scans, depending on its progression status in follow-up
visits. For the second challenge, we integrated the feature selection with prediction by developing an algorithm
using a wrapper method that combines quantum particle swarm optimization to select a small number of fea-
tures with random forest to classify early patterns of progression. We applied our proposed algorithm to analyze
anonymized HRCT images from 50 IPF subjects from a multi-center clinical trial. We showed that it yields a
parsimonious model with 81.8% sensitivity, 82.2% specificity and an overall accuracy rate of 82.1% at the ROI
level. These results are superior to other popular feature selections and classification methods, in that our
method produces higher accuracy in prediction of progression and more balanced sensitivity and specificity with
a smaller number of selected features. Our work is the first approach to show that it is possible to use only
baseline HRCT scans to predict progressive ROIs at 6 months to 1year follow-ups using artificial intelligence.
1. Introduction
Idiopathic Pulmonary Fibrosis (IPF) is a chronic irreversible and
ultimately fatal disease of unknown etiology. It is characterized by an
unpredictable progressive decline in lung function and typically affects
people in the age group of 50–70 years. From 2001–2011, among newly
diagnosed IPF subjects with Medicare, the median survival time was 3.8
years [1]. Potential risk factors include smoking, environmental ex-
posures, and microbial agents [2]. The disease is characterized by re-
spiratory symptoms such as shortness of breath, a dry cough, and fa-
tigue, reduced pulmonary function test results, and fibrosis patterns on
HRCT [2]. The disease exhibits a highly heterogeneous natural history,
and the disease progression is unpredictable at the time of diagnosis:
some subjects may experience episodes of acute respiratory worsening
despite being previously stable [2]. It is critically important to distin-
guish subgroups of IPF subjects who are expected to progress from
those who are expected to remain stable. The identification helps
clinicians to make a decision of continuing or switching a treatment, or
to refer for a lung transplantation at an early stage.
High-resolution Computed Tomography (HRCT) plays an important
role in the diagnosis of IPF [2]. Studies have shown that HRCT features
are useful and sensitive in predicting progression in IPF subjects based
on the patterns of usual interstitial pneumonia (UIP) between two scans
[3,4]. Research shows that UIP patterns on HRCT are associated with
high mortality and disease progression in subjects with IPF [4]. Because
of the heterogeneous natural history of IPF, a multidisciplinary team of
pulmonologists, radiologists, and pathologists has devoted to build a
guidance of diagnostic models of IPF for subjects with interstitial lung
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disease [2]. According to the guidelines, a HRCT scan is required for
diagnosis of IPF. Quantitative image analyses (QIA) using texture-based
features from HRCT scans have been utilized intensively in pulmonary
related diseases [5–7]. For example, QIA are used for robust classifi-
cation of interstitial lung disease patterns. Scores from QIA can be a
good representation of extent of IPF [8]. The models that leverage
HRCT quantitative imaging data usually require measurement of
changes from baseline to follow up [3]. However, not many subjects
from clinical visits have routine HRCT follow-up unless they have ex-
perienced shortness of breath or suspicion of progression. Given that
HRCT scans are not utilized for monitoring purposes but for con-
firmation of progression, and subjects with IPF have short median
survivals, it would be desirable to develop a prediction model for the
IPF progression using only baseline HRCT scans. Features extracted
from HRCT images are usually high-dimensional, which pose a chal-
lenge for image recognition systems because redundant or non-in-
formative features sometimes reduce classification accuracy. For this
reason we need a feature selection procedure to select a subset of im-
portant HRCT features to stratify the groups of subjects who are likely
to progress or not.
Several methods have been proposed to select features and build
classification models in the medical imaging field. Regularization
methods, such as least absolute shrinkage and selection operator
(LASSO) [9] and smoothly clipped absolute deviation (SCAD) [10], are
handy and popular methods in the field [11,12]. The field has seen
increasing uses of more advanced techniques [13], such as random
forest [14], support vector machine (SVM) [15–17], neural network
(NNET) [18], etc. However, most work either has no feature selection
step, or separate the feature selection and classification steps, which fail
to select the optimized feature subset that leads to the best classification
performance.
An appropriate approach to integrate feature selection and classi-
fication is a wrapper method, which directly uses the classification
performance of a given model to assess selected subsets of features [19].
Efficient search strategies are critical for a wrapper method to identify
the best feature subset. Evolutionary computation (EC) has received
much attention from the feature selection community because of the
good global optimization properties of many state-of-the-art EC-based
feature selection techniques. Compared with traditional searching
methods, EC techniques do not need domain knowledge and do not
make any assumptions about the feature space, such as linear separ-
ability and differentiability [19]. EC is particularly useful in our case
because the objective function in our problem does not have an ana-
lytical form, and the common optimization techniques which require
leveraging mathematical properties of the objective function cannot be
used. In this work, we propose to use a type of EC algorithm called
quantum-inspired particle swarm optimization (QPSO), coupled with a
random forest algorithm (RF) as a wrapper method to build a prediction
model that has high accuracy and a good balance between sensitivity
and specificity. Inspired by wave functions in quantum physics, QPSO
has enhanced searching ability and improved optimization results over
many other commonly used EC algorithms [20–24]; empirically, it is
superior based on comparative experiments using benchmark test
functions [25]. It has been applied in the imaging field in recent years
[22,26] and shows promising potential in dealing with high-dimen-
sional imaging data.
To our best knowledge, this work is the first ROI-based computer-
aided-diagnostic (CAD) model that can be applied to a baseline HRCT
scan for predicting progression at 6 months to 1 year follow-up. Further,
the methodological contributions of this work include two aspects: (a) a
study design of collecting a data set with ground truth for prediction via
visual registration by a radiologist; and (b) the development of an ob-
jective metric and an algorithm that simultaneously achieves high
prediction accuracy, balanced sensitivity and specificity with a parsi-
monious feature subset, using a relatively small number of subjects.
2. Background
2.1. Texture features
Texture features extracted from images can be considered as a
mathematical characterization of images. They reflect granular spatial
information quantitatively. They describe the grey levels of voxels
along different orientations as well as spatial relationships of voxels
within a local neighborhood. We extract features using a grid sampling
procedure described in [7]. Grids composed of 4-by-4 voxel squares
were placed contiguously. From each grid, a voxel was selected. The
grid sampling was used to assure complete coverage of regions of in-
terest. We extract 71 imaging features from each sampled voxel (See the
Appendix 1 for details in computations).
While deep learning has gained popularity in the medical imaging
field recently, it suffers from overfitting and underfitting problems
when the training samples are small [27]. Deep learning framework is
not practical to our design of data collection, because of costly and
laborious ROI markings from radiologists’ visual assessments even for a
small sample size. Alternatively, a promising approach is a wrapper
method with a machine learning algorithm in the task of texture feature
selection and classification. In the following sections, we show that this
approach is feasible and can provide markedly improved results, re-
lative to currently available methods.
2.2. Feature selection
In classification problems, a critical step is to carefully select a small
number of features for prediction. This selected subset of features can
substantially reduce the processing time, and give robust and superior
results to using the full set of features [28]. Selecting a subset that gives
the best performance in classification is challenging. In our problem,
there are 271 possible subsets and an exhaustive search for the best
subset is impossible. Further complicating matters, there are complex
interactions among the features. Fig. 1 shows the 71 texture features on
the horizontal and vertical axes. The color shades show the magnitude
of their paired Pearson correlations. There is no clear pattern of the
correlations and it is hard to screen and eliminate highly correlated
predictors. Traditional methods that assume a linear relationship be-
tween the outcome and a set of additive variables may not be applicable
to our data set.
In feature selection, there are broadly two types of algorithms: filter
Fig. 1. Horizontal and vertical axes show 71 texture features. Pearson corre-
lation coefficients were calculated for each pair and the color shades show the
magnitude of the correlations.
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methods and wrapper methods. Filter methods assess the relevance of
features by looking only at the intrinsic properties of the data [29,30].
For example, stepwise regression adds or eliminates individual vari-
ables sequentially until there is no statistically significant change in
model performance. The selected variables then serve as inputs to the
classification algorithm. Filter methods separate feature selection from
classification, and typically, feature selection is performed only once
before the classification task. The main advantage of filter techniques is
that they are computationally simple and fast. However, filter methods
ignore the interactions of the feature selection step with the classifi-
cation step, which may result in a compromised classification perfor-
mance [31].
Different from filter methods, wrapper methods evaluate predictors
holistically using procedures that add and/or remove predictors si-
multaneously, in order to find a combination that optimizes the per-
formance [32,33]. Wrapper methods treat different feature subsets as
inputs and the performance of the models as outputs [34,35]. There are
two components in a wrapper method: an optimizer and a classifier.
The metrics from the classifier serve as the objective function for the
optimizer to search the best feature subset. Compared to filter methods,
wrapper methods are usually computationally expensive because many
candidates of subsets have to be evaluated against the previous best
subset [36]. Wrapper methods also have a higher risk of overfitting due
to the lack of established criteria of a penalized function [31]. On the
other hand, wrapper methods are able to directly relate feature subsets
to the classification performance. They include the interaction between
feature subset search and model selection, and they are able to take into
account feature dependencies [31].
2.3. QPSO as an optimizer in wrapper method
Evolutionary Computation (EC) has been shown to be useful as an
optimizer in wrapper methods to search the feature space and find
feature subsets that optimize the classification performance. See [19]
for a comprehensive summary and comparison of EC applications in
feature selection. Particle swarm optimization (PSO) is a widely used
EC algorithm that does not impose any assumption on the objective
functions. Proposed in 1995 [37], PSO was inspired by swarm in-
telligence: a swarm collectively acts and communicates so that a good
solution can be found quickly. There are many variants of PSO, and
quantum PSO is one of them [20]. Inspired by basic particle movements
in the quantum mechanics framework, QPSO is a global optimization
algorithm with superior searching capabilities compared to other EC
algorithms [21]. It is different from traditional PSO algorithms in that
particles have no trajectory, instead, the particles appear in positions
with probabilities. See [21] for a comprehensive summary of the
characteristics and properties of the QPSO algorithm. The QPSO algo-
rithm is suitable in our situation due to its superior capability in
searching high-dimensional space and its successful applications in real-
world problems including those in the imaging field [22,26].
To prevent QPSO from premature convergence, we also enhanced
the algorithm by using probabilistic cross-over operations and random
mutation operations, as cross-over and mutation operators have shown
to improve the PSO performance in feature selection [38]. We coded
each particle in QPSO using a binary coding scheme. As an example,
suppose a feature space has 5 features and a particle is encoded as (1, 0,
0, 1, 1). This means that the 1st, 4th, and 5th features are included and
the 2nd and 3rd are excluded in selection.
3. Material and methods
In the objective of this work, we want to build a prediction model
that has a good balance between sensitivity and specificity. The pre-
vious IPF studies in machine learning have often focused on improving
sensitivities, as it is clinically meaningful to detect progression, when
there were no effective therapeutic treatments [39,40]. With effective
anti-fibrotic IPF therapeutic treatments now being available [41], there
is an increasing need to understand the early signs of improvement or
stabilization (not only progression), which led to the need of optimizing
specificity. As such, we developed an objective metric to be maximized
as the minimum
of sensitivity and specificity. This metric is beneficial for a balanced
classification. We compare the proposed algorithm to other wrappers
and non-wrapper methods in terms of accuracy, sensitivity, specificity,
and number of selected features.
3.1. Dataset acquisition
A total of 50 anonymized HRCT images of subjects with IPF from a
multi-center clinical trial were selected and at least two scans were
available for each subject for the model building purpose. We collected
a data set with well-characterized HRCT scans from subjects of IPF and
the dates of baseline scan ranged from 2011 to 2015. Anonymized
HRCT images of these subjects were archived at the UCLA Computer
Vision and Imaging Biomarkers Laboratory. The use of anonymous
image data was approved by local institutional review board. The po-
pulation had a mean age of 65.9 years and a mean forced vital capacity
(FVC) percentage predicted value of 69.2%.
We collected a baseline scan and a 7.3 month (SE ± 1.6 months)
follow-up HRCT scan from each subject with IPF. The first task is for a
radiologist to visually mark ground truth of the regions of interest (ROI)
at baseline scans in order to collect the textural information. Three steps
of radiologist’s assessment were: (1) a thoracic radiologist (JGG, 20+
years of experience with expertise in diffuse lung disease) identified the
ROI in chest CT as reflecting progression or non-progression by re-
viewing the two paired longitudinal HRCT scans; (2) contoured the ROI
at baseline scan (before the changes occurred), the ROIs were contoured
to avoid airways and blood vessels; and (3) labeled the ROI type as
progression or non-progression. The visual registration matches the
baseline and follow-up in the anatomical correspondence of ROIs. This
step was performed by the radiologist.
Table 1 provides the baseline characteristics of the subject popula-
tion by ROI status, namely, whether or not subjects had at least one
progressed ROI. Demographic profiles and the percent predicted FVC
between the two groups are comparable. Quantitative lung fibrosis
(QLF) is a classifier-model-derived score and is a measure of baseline
disease extent [8]. The means of QLF scores were also similar between
two groups who had progressed ROI and those who had no progressed
ROI. This suggests that the progression at the ROI level provides in-
sights beyond disease extent and visual patterns of IPF, and is promising
for detecting early signs of disease progression. Within each contoured
ROI, a square of 4-by-4 grid sampling was implemented to generate
voxel instances, and texture features were calculated based on these
Table 1






# Subjects 33 17
# ROIs 166 84
# Progression ROIs 72 0
# Non-progression ROIs 94 84
Age (mean ± SE), years 66.7 ± 7.7 68.1 ± 7.1
% of Female 17 23
Baseline % predicted FVC
(mean ± SE), %
68.7 ± 3.3 69.8 ± 2.8
Follow up % predicted FVC
(mean ± SE), %
63.2 ± 3.0 67.8 ± 2.4
Baseline QLF (mean ± SE), % 14.2 ± 1.4 13.4 ± 1.4
Follow up QLF (mean ± SE), % 16.1 ± 1.8 15.3 ± 1.7
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local neighborhoods of voxels. See [7,42–44] for texture feature com-
putation details.
Importantly, the radiologist labeled a ROI on the baseline scan (be-
fore the changes occurred) as “expected to be progressed” if the ROI got
worse in the follow-up scan, or “expected to be non-progression” if the
ROI got better or stayed stable on the follow-up scan. Fig. 2 depicts this
data procedure of acquisition where Fig. 2a and b indicate the expected
progressive and non-progressive ROIs in the follow-ups, respectively.
We say that our model is predictive because texture features were only
obtained from baseline scans when we built the classification model.
The model is evaluated and compared with the ground truth obtained
by a thoracic radiologist assessment. The procedure of data acquisition
enables a supervised learning approach since we collected HRCT
images from subjects with follow-up scans. The ultimate application of
this algorithm is to predict a subject’s status for those who does not
necessarily have follow-up scans.
3.2. Feature selection and classification methodology
3.2.1. The objective function
Empirically, directly optimizing accuracy of classification would
produce a skewed result with high specificity and low sensitivity, since
non-progression is the majority class and specificity is the main driver
of accuracy in an unbalanced data. To build a more balanced classifier,
we need to consider a composite metric that includes both sensitivity
and specificity. In computer science, a commonly used metric is F1
score, which is a harmonic mean of precision and recall. One can think
of F1 score as a smoothed minimum of precision and recall [45].
However, F1 score only compromises mildly when we have unbalanced
classification results.
In this work, we propose a new objective metric to maximize the
minimum of the sensitivity and specificity, produced by the classifica-
tion algorithm. To our best knowledge, there is only one similar metric
in the 2012 PhysioNet/Computing in Cardiology Challenge [46], which
sought to maximize the minimum of positive predictive value (also
known as precision) and sensitivity (also known as recall). Their choice
stimulated competitors to optimize the Precision-Recall (PR) curve of
classifiers, whereas our metric optimize the usual receiver operating
curve (ROC). The classification results on our data set suggest that this
metric is beneficial for a balanced sensitivity and specificity. Specifi-





Where Fs is any feature subset, and both sensitivity and specificity are
classification metrics on the test set returned by the classification al-
gorithm built upon Fs.
The solution to this optimization problem does not have an analy-
tical form, which means that it is hard to derive mathematical prop-
erties, such as convexity or differentiability of the objective function.
Consequently, we resort to heuristic algorithms such as QPSO, and
show that it can be particularly useful in this case.
3.2.2. The optimizer
To gain superior performance in prediction, we use the QPSO al-
gorithm (see Algorithm 1 in Appendix 2). In theory, the algorithm
converges to the global optimum when parameters are appropriately
chosen and the number of iterations approaches infinity [21]. Steps of
QPSO and algorithm convergence proof are available in [47].
The parameters in our QPSO algorithm are the same as those re-
commended in [48]: the number of particles is 40, the dimension of
each particle is 71 (as we have 71 features), the maximum number of
iterations is 1000 and each iteration involves 5-dimensional mutation
at any one time (See the steps 1–5 in Algorithm 1). The choices of the
number of particles and the maximum number of iterations follow the
convention, which were used and suggested in many PSO literatures for
their good performance on the benchmark functions [49,50]. A binary
encoded
QPSO determines the probability of flips using a function in step 6
in Algorithm 1, which is inspired by a wave function in quantum me-
chanics [20]. We note that the solution may not be optimal or unique,
as in practice we use only a limited number of iterations, and there
might be several feature subsets that produce the same or similar fitness
values, which is a typical problem in feature selection.
3.2.3. The classifier
We build the classification model based on selected features using
the random forest algorithm [51]. Research has shown that tree-en-
semble-based machine learning techniques such as random forest are
effective for solving real world problems [52–54]. Random forest has
also been widely used in the medical imaging field and is highly suc-
cessful in many classification tasks [14,55]. For high-dimensional data,
random forest is easily applicable in distributed systems. A random
forest classifier is particularly suitable for our problem because: 1) it is
computationally fast and reasonably easy to train for high-dimensional
data; 2) it minimizes storage, and this is especially important in our
future work when we want to scale our algorithm to expand to whole
lung level as is discussed in section 5; and 3) it tends to provide feature
diversity, which is particularly important when dealing with hetero-
geneous data [56].
The parameters we used in the random forest classifier were set as
follows: the maximum depth of each tree is 20, the number of trees is
100, the proportions of subsample from the data set is 0.5, and the
proportion of features randomly selected at each node of each tree is
0.5. The guidelines for selecting parameters such as tree depth, forest
size and sampling density remain an open question [14]. Since we have
71 features in total, a depth of 20 uses up to 30% features in individual
trees and seems to be sufficient in our case. We also observe that when
the depth further grows, RF tends to overfit, compromising the classi-
fication results. The choice of the number of trees considered the
Fig. 2. a (top). The baseline and follow-up HRCT of an IPF subject (progres-
sion): a radiologist compared a pair of set of HRCT and chose a classic re-
presentative small region and labelled the progression status based on the
changes in imaging patterns. The contoured area in the HRCT scan at baseline is
an example of region as expected to be progressed. Fig. 2b (bottom). The baseline
and follow-up HRCT scans of an IPF subject (non-progression): similarly, a
radiologist compared the baseline ROI and its anatomical match in the follow-
up scan and determined the pattern as non-progression. The contoured area at
baseline is contoured as an expected to be stable (not-progressed).
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computational budget of running the experiments.
3.2.4. The resampler
We observe pattern imbalance in our data set, which is a common
problem in machine learning. Imbalance in classes can have significant
impact on performance, especially for minority classes. Re-sampling is a
routinely used pre-processing technique in statistics [57] to enhance
frequencies in minority classes to obtain a balanced performance in
classification. Various re-sampling techniques have been developed in
biomedical imaging studies. Two general re-sampling approaches are
up-sampling and down-sampling. Up-sampling is any technique that
simulates or imputes additional data points, and down-sampling refers
to any technique that reduces the number of samples to improve the
balance across classes. Research has shown that a combination of over-
sampling the minority class and under-sampling the majority class, such
as a synthetic minority over-sampling technique (SMOTE) [58], can
achieve better classification performance than using either alone. In
SMOTE, the over-sampling is to sample “synthetic” examples with in-
versely proportional weights of sample size in order to balance the ratio
of classes, rather than sampling with replacement. The majority class is
under-sampled by randomly removing samples from the population
until the minority class becomes some user-specified percentage of the
majority class. In this work, we apply SMOTE on the training set only
and independently apply the classifier to the test set to be consistent
with the nature of the data. The resampled training data set has per-
fectly balanced frequencies for progression and non-progression voxels.
3.2.5. Quantum PSO - random forest (QPSO-RF) algorithm
In this section, we propose QPSO-RF as an integrated wrapper al-
gorithm that performs HRCT texture feature selection and imaging
pattern prediction effectively. Steps of the proposed algorithm are
shown in Algorithm 1. First in the resampling step, we use SMOTE to
resample the training set. We then use QPSO as the optimizer to search
the feature subsets (Step: 1–6), and random forests are built upon 40
selected subsets (Step: 7–12) which produces the evaluation metrics.
The iterative process of QPSO-RF searches the feature space in all the
particle best (pbest) and returns the global best (gbest) at the last
iteration as the best feature subset that gives the maximized objective
function.
Fig. 3 shows the flowchart of the QPSO-RF algorithm, which de-
scribes the steps of the algorithm. QPSO-RF uses the QPSO to select
features from a resampled data set to build a random forest classifier,
and uses the objective function to guide the algorithm to find a best
feature subset.
3.2.6. Statistical analysis of the results
We implemented statistical procedures to test if the differences of
prediction accuracy between the proposed QPSO-RF and other com-
parator methods were statistically significant. We used conditional lo-
gistic regression models for analysis, which is a standard method for
analyzing matched case-control data [59]. The outcome is whether the
ROI prediction is accurate (binary), and the covariate is the indicator of
method. Since each subject may contribute multiple ROIs, we used a
clustered sandwich estimator as the variance structure. The clustered
sandwich estimator allows for intragroup correlation within ROIs that
were from the same subjects, and maintains the independence across
ROIs from different subjects [60]. The p-values for each model’s coef-
ficient are reported in Tables 2 and 3.
We also addressed the multiple comparison using a
Benjamini–Hochberg procedure controlling the false discover rate
(FDR) at 0.05 significance level [61]. In total, we have 23 pairwise
comparisons of the proposed algorithm to comparators trained on re-
sampled or original training data set.
4. Results
We split the data into a training set and a test set. The training set
had 26 subjects, and the test set had a different group of 24 subjects.
The training set had 77 non-progression and 50 progression ROIs,
adding up to 127 ROIs; at the voxel level the training set had 1172 non-
progression and 582 progression voxels, adding up to 1754 voxels. The
test set had 101 non-progression and 22 progression ROIs, adding up to
123 ROIs; at the voxel level the test set had 1605 non-progression and
336 progression voxels, adding up to 1941 voxels. In our data set, the
progression and non-progression lung morphology outcomes had an
unbalanced ratio. At the voxel level the ratio was 1:3 (918 progression:
2777 non-progression instances) and at the ROI level the ratio was 1:2.5
(72 progression vs 178 non-progression). For the training set we applied
the re-sampling SMOTE technique as a class imbalance remedy; the
post-SMOTE training set had 1746 progression and 1746 non-progres-
sion voxel instances and the model was trained on this re-sampled set.
The test set was evaluated without any resampling modifications.
Texture features were calculated at the voxel level and the radiologist
references were ROI-based; we therefore performed a majority voting
strategy to transform the classifier outcome from voxel to ROI level.
4.1. Choices of comparator algorithms
We compared the performance of our algorithm with other feature
selection and classification techniques. Firstly we considered a range of
wrapper methods that use different optimizers and classifiers. The
classifiers used included support vector machine (SVM) and shallow
neural network (NNET); classifiers using all features (without feature
selection) were also included in the comparison. The optimizers used
for comparison included the basic version PSO and the Genetic
Algorithm (GA). GA was inspired by the principles of genetics and
evolution, and mimics the reproduction behavior observed in biological
populations [62]. The GA employs the “survival of the fittest” principle
in its search process to select and generate individuals (in our case,
feature subsets) that are adapted to their environment (objectives). The
desirable traits tend to over-express over a number of generations
(iterations), leading to better and better solutions. GA has also been
frequently used in feature selection problems [63]. Research has shown
that PSO has the same effectiveness as a Genetic Algorithm (GA) with
significantly improved computational efficiency [64].
We also compared the method to non-wrapper, model-based
methods including LASSO and SCAD. LASSO and SCAD were used to
perform feature selection by employing penalties. They have been
widely adopted and can effectively enhance the prediction performance
of the regression model [11,12].
The comparators used in this work are commonly used methods in
the medical imaging field [13] and have comparable computational
efforts. The configurations of each comparator algorithm were set as
follows. For LASSO and SCAD, we standardized the feature set and then
used cross validation to choose the best penalty parameters for pre-
diction. We then applied the cross-validated LASSO or SCAD model to
the test set. For GA, we used 1000 iterations, 40 populations, cross over
rate of 0.8 and mutation rate of 0.02, which was comparable to QPSO
and PSO parameter settings. For SVM, we used a Gaussian radial basis
function (RBF) kernel with a scaling factor 1 [16,17]. For NNET, we
used a two-layer feedforward network with 10 hidden-layer neurons, a
sigmoid transfer function in the hidden layer, and a softmax transfer
function in the output layer [18]. These parameters for the comparator
optimizers and classifiers were pre-specified based on the computa-
tional feasibility consideration as well as best practices reported in
literature.
Despite our best intent to compare the proposed methods to other
methods used in feature selection and classification tasks, it was hard to
do an exhaustive comparison. Potentially, there could be other methods
that are even more effective in our data set.
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Fig. 3. Flowchart of random forest QPSO-RF algorithm for IPF prediction.
Table 2
Classification results from different algorithms applied on the test set using SMOTE in the training set. Wrapper methods are displayed in optimizer-classifier format.
P-value comparing each method to QPSO-RF is based on conditional logistic regressions. Asterisk indicates significance after controlling the overall false discovery
rate at 0.05 significance level. p < 0.05: * (significant); p < 0.01: ** (very significant); p < 0.001: *** (highly significant).
Sensitivity Specificity Accuracy P-value # features
QPSO-RF 0.818 0.822 0.821 19
LASSO 0.864 0.554 0.610 < 0.001 *** 56
SCAD 0.818 0.564 0.610 < 0.001 *** 47
RF w/o feature selection 0.727 0.723 0.724 0.022 * 71
SVM w/o feature selection 0.000 1.000 0.820 1.000 71
NNET w/o feature selection 0.727 0.574 0.602 0.001 ** 71
PSO-RF 0.864 0.663 0.699 0.004 ** 29
PSO-SVM 0.864 0.653 0.691 0.017 * 39
PSO-NNET 0.818 0.594 0.634 0.001 ** 39
GA-RF 0.909 0.584 0.642 0.001 ** 38
GA-SVM 0.864 0.663 0.699 0.019 * 36
GA-NNET 0.909 0.604 0.659 0.001 ** 37
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4.2. Comparisons of classification performances
The QPSO-RF algorithm yielded a model with 19 texture features
and achieved 81.8% sensitivity, 82.2% specificity and 82.1% accuracy
at the ROI level on the test set in predicting progression at 6 months to
1 year follow-ups. Table 2 compares the results from different methods
trained on resampled training sets and then applied on the test set. It is
clear that QPSO-RF is superior compared to other wrapper methods and
model-based methods, in a sense that QPSO-RF selects a smaller set of
texture features than most of the other algorithms, has a higher and
more balanced classification sensitivity and specificity, and has higher
accuracy. Compared to LASSO, SCAD, other wrapper methods, and
classification models without feature selection, QPSO-RF provides the
only solution that both sensitivity and specificity achieves above 80%.
It also achieves the highest classification accuracy with the smallest
feature set. Using conditional logistic regressions and controlling the
overall FDR at the significance 5% level, we see that QPSO-RF accuracy
is statistically significantly higher than all other methods except for the
SVM without feature selection; the latter method is not ideal because it
classifies all ROIs as non-progression. The QPSO-RF selected features
include 2 summary statistical features, mean and mean32 (gray-level
mean of 32 brightest voxels), and 17 Gy-level co-occurrence matrices
(GLCM) features. These features are important to understand the
characteristics of the images and are good representations of the
images.
In addition, a re-sampling technique is helpful to achieve better
classification results. Table 3 compares results from same comparators
trained without resampling. There is no method that achieves above
80% for both sensitivity and specificity. The resampled QPSO-RF
achieves statistically significantly higher classification accuracy than
six other methods in Table 3. Generally, wrappers trained without re-
sampling produce higher specificity, but much lower sensitivity and
reduced overall accuracy compared with the wrappers trained with
resampling. This is because that the data without resampling has under-
representative progression class, and as a result, it’s hard for the models
to pick up the minority class. In particular, if QPSO-RF was applied
without re-sampling, 30 features were selected and the sensitivity
dropped to 72.7%, specificity dropped to 76.2%, with overall accuracy
reduced to 75.6%. We note that compared to other algorithms in
Table 3, QPSO-RF without SMOTE still achieves one of the highest
accuracy levels, balanced sensitivity and specificity, and select one of
the smallest feature sets.
Empirically, random forest was to be the superior classifier in our
data set. On the resampled data set, RF (without feature selection) and
PSO-RF had the highest accuracy among all methods following QPSO-
RF; on the data set without resampling, RF (without feature selection)
had the highest classification accuracy, and QPSO-RF and PSO-RF also
had higher accuracy than most other methods. These results suggest
that RF is a superior classifier for this data set. Further, QPSO method
was found to be the best optimizer for our data set, and it selected a
parsimonious feature subset compared to PSO and GA optimizers. As a
result, the resampled QPSO-RF was found to be clearly a superior
method that achieved all of our goals of high accuracy, balanced sen-
sitivity and specificity, with a smaller number of selected features.
Fig. 4 provides a visual representation of our classification proce-
dure of 6 ROI sample cases. We constructed this figure based on the
coordinates of each voxel, which then enabled us to visualize the voxel
level classification within each ROI. Our algorithm correctly classified
ROI patterns in case 1–4 cases but misclassified in case 5 and 6. Case 1
is a non-progression ROI, and QPSO-RF correctly classified 97.4%
voxels as non-progression, which transformed to a “non-progression”
label correctly to the ROI. Case 2 is a progression ROI with 83.3%
voxels classified correctly as progression to the ROI. Case 3 is another
non-progression ROI, with 83.3% voxels classified as non-progression
and the case is correctly classified. Case 4 is a progression ROI and
86.7% voxels are classified correctly and the case is correctly classified
as a progression ROI. Case 5 is a progression ROI with 62.5% voxels
classified as non-progression, which transformed to a “non-progression”
label to the ROI. Case 6 is a non-progression ROI with 85.7% voxels
misclassified as progression ROI.
In summary, our proposed algorithm works well for our data set in
that it outperforms other methods by giving higher accuracy, higher
and more balanced sensitivity and specificity, with a smaller number of
selected features. The ROI-based prediction provides insights beyond
disease extent and visual parenchymal patterns of IPF.
5. Discussion
We show that a QPSO-RF algorithm can predict the IPF progression
using baseline HRCT scans, where QPSO-RF algorithm integrated fea-
ture selection and pattern recognition. The proposed QPSO-RF algo-
rithm had superior prediction performances on our data set, compared
to commonly used methods in machine learning [13–17]. The QPSO-RF
methodology with the appropriate study design of reference data col-
lection makes it possible to predict IPF disease progression at 6 months
to 1 year follow-up on HRCT scans using a baseline HRCT. For subjects
with IPF, accurate prediction of disease progression is crucial for the
appropriate medical intervention at time of diagnosis. Similar data sets
for IPF subjects are rarely available, pending for external validation of
the algorithm with other independent data sets. We expect our algo-
rithm will also perform well for other data sets based on representative
data and parsimonious methods.
We expect that the performance of this algorithm can improve
further with additional information of age, gender, and the pulmonary
function tests (PFT), which have been shown to be useful for IPF
prognostication [65]. Adding the information in a short time period
with baseline HRCT scan, prediction results may improve in long-term
follow-ups.
In Fig. 4, the misclassified cases might be attributed to faster than
usual progression (case 5), and the clinical fact that honeycomb rarely
progresses to the next level (case 6). Further, we observe that the
classification relies on the number of voxels within each ROI and this
may affect the classification of ROI-level. This means that the error
tolerance is low for ROIs with a few voxels. One potential way to tackle
this issue is to expand this algorithm from the voxel level to the whole
lung scan to achieve more robust classification.
Fig. 5 is an example of the expansion of the current algorithm. The
Table 3
Classification results from different algorithms applied on the test set without
SMOTE in the training set. Wrapper methods are displayed in optimizer-clas-
sifier format. P-value comparing each method to resampled QPSO-RF is based
on conditional logistic regressions. Asterisk indicates significance after con-
trolling the overall false discovery rate at the 0.05 significance level. p < 0.05:
* (significant); p < 0.01: ** (very significant); p < 0.001: *** (highly sig-
nificant).
Sensitivity Specificity Accuracy P-value # Features
QPSO-RF 0.727 0.762 0.756 0.159 30
LASSO 0.636 0.713 0.711 0.024 * 54
SCAD 0.682 0.772 0.756 0.108 10
RF w/o feature
selection
0.682 0.802 0.780 0.367 71
SVM w/o feature
selection




0.727 0.733 0.732 0.016 * 71
PSO-RF 0.818 0.743 0.756 0.089 48
PSO-SVM 0.909 0.644 0.691 0.017 * 20
PSO-NNET 0.682 0.792 0.772 0.241 39
GA-RF 0.682 0.762 0.748 0.097 38
GA-SVM 0.864 0.693 0.724 0.032 * 31
GA-NNET 0.636 0.733 0.727 0.012 * 29
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subject experienced extensive disease progression in the 9 month
follow-up period with 8.4% increase in QLF and 7% decrease in the
percent of predicted FVC, and the expanded prediction algorithm suc-
cessfully picked up 75.4% of progression voxels based on the baseline
scan. The prediction in whole lung eliminates the bias of ROI con-
touring and makes the prediction robust. The expansion could be au-
tomated in the prediction process with little radiologist input. Research
has shown that quantitative scores that are summated for the whole
lung correlates with PFT results, and is related to extent and severity of
interstitial lung disease [66]. Current work shows some promising re-
sults, yet the clinical validation is under development.
There are several limitations of the study. Firstly, we have a rela-
tively small sample size. This is part of an initial study for testing fea-
sibility. Secondly, the performance of the model is limited to the clas-
sical representation of small ROIs. Thirdly, the reference of gold
standard was based on a single reader’s visual assessment. Analytical
and clinical validations are warranted in future to evaluate a predictive
biomarker and to test the generalizability of algorithm to the whole
lung. Further, we only compared our algorithm to selected popular
methods, with parameters reported as best practices in literature. There
are possibly better implementations of comparator methods, or other
methods that are also suitable for our problem. Lastly, we did not
perform cross-validation within the training set.
6. Conclusion
We developed a new approach to predict disease progression on
HRCT images using only metrics at single scan for subjects with IPF.
Our study design for data acquisition provided the first data set of IPF
prediction using baseline HRCT scans at ROI level. We also developed
an integrated algorithm of texture feature selection and pattern pre-
diction, which yielded superior results, in terms of high accuracy, ba-
lanced sensitivity and specificity, with a small feature subset for pre-
dicting parenchymal progression.
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