Hysteretic dynamical systems are challenging to control due to their hard nonlinearity and difficulty in modeling. One type of system with hysteretic dynamics that is gaining use in aerospace systems is the shape-memory alloy-based actuator. These actuators provide aircraft and spacecraft systems with the ability to achieve component-level or vehicle-level geometry or shape changes. Characterization of the material dynamics and properties of these actuators is usually accomplished with empirical testing of physical specimens, in which the hysteresis dynamics are often abstracted to very simplified models or ignored entirely. Machine learning techniques have the potential to learn hysteretic dynamics, but they routinely encounter difficulties that make them unsuitable. This paper proposes and develops a reinforcement learning-based approach that directly learns an input-output mapping characterization of hysteretic dynamics, which is then used as a control policy. A hyperbolic tangent-based model is used to develop a simulation of a shape-memory alloy, which is then validated experimentally using the Sarsa algorithm. The simulation model produces the temperature-versus-strain behavior and characterizes both the major and minor hysteresis loops. The learning results produce a near-optimal control policy for modulating a shape-memory alloy wire to a specified length. Results presented in the paper show that casting the shape-memory alloy control problem as a reinforcement learning problem shows promise for characterizing and controlling shape-memory alloy hysteresis behavior.
an environment based on a constantly updated mapping procedure. The agent is defined as the unit making the decisions and learning from the consequences of those decisions, and the environment is defined as all external conditions outside the agent that are influenced by the agent's decisions. The agent carries out actions in its environment in a sequence of discrete time steps, t 0; 1; 2; 3 : : : At each time step t, the agent receives a representation of the current state of the environment, denoted by s t ∈ S, and uses this information to choose an action, denoted by a t ∈ As t . Here, the state space S is the set of all possible states, and the action space As t is the set of all actions available when in state s t . At the next time step, t 1, the agent is located in a new state, s t1 , and receives a numerical reward, r t1 R, based on the previous action and resulting state. The objective is for the agent to learn a mapping or policy, π∶ S → A, from the state space S to the action space A that maximizes some scalar reinforcement signal, r∶ S × A → R, over a specified period of time. An agent improves its behavior through experience by a constant updating of this policy π, which represents a mapping of states to probabilities of selecting each possible action at that state to achieve the long-term goal. Thus, π t s; a indicates the probability that action a will be selected when in state s at time t.
The various RL methods chiefly differ in the process by which the agent changes its policy due to interaction with the environment. Since the agent desires to maximize the total amount of reward that it receives over the long run, a state-value function V π s is defined as the expected total reward return starting from state s and continuing on with the use of policy π. Policy improvement is the process by which V π s is used to improve the policy π to π 0 . The objective of most RL methods is to find the optimal policy π that has the associated optimal state-value function V s, defined as V s max π V π s. Policy iteration is defined as the means of finding the optimal policy π , and policy evaluation is defined as the method of computing the current V π s. The action-value function Q π s; a is also used in some applications in finding the optimal policy. The value Qs; a is defined as the expected return acquired from taking action a when in state s and subsequently following the optimal policy. As these values are being learned, the best action from any state at its current time step is defined to be the one with the highest Q value.
The three most commonly used classes of algorithms for the solving of RL problems are dynamic programming, Monte Carlo, and temporal difference [4] . The majority of the dynamic programming methods require an environmental model, making the use of them impractical in problems with complex models. Monte Carlo only allows learning to occur at the end of each episode, causing problems that have long episodes to have a slow learning rate. Temporal difference methods have the advantage of being able to learn at every time step without requiring the input of an environmental model. While there are temporal difference implementations that do use models, it is not necessary to do so. The most commonly used method of temporal difference is known as Q learning. Q learning is an off-policy form of temporal difference that uses an action-value function update rule based on the equation
where s is the current state, a is the current action, Q is the action-value function to be used as a control policy, and the t subscript signifies the current time step. The constant α is the learning rate parameter that is used to "punish" the Q learning algorithm when it repeats itself within each episode. The term δ t is defined as
The term s 0 refers to the future state, a 0 is the future action, and γ represents a discount rate that is used to affect the rate of convergence by weighting the future policy. Equations (1) and (2) can be combined to form the detailed Q-learning action-value function update rule [4] :
In this paper, the reinforcement learning agent employed is the algorithm known as Sarsa, with action selection choices based on the ϵ-greedy method that will be explained in Sec. IV. The Sarsa action-value update rule is similar to Q learning, and it is as follows:
As can be seen by comparing Eq. (3) to Eq. (4), the update rule for Sarsa is very similar to that of Q learning. The main difference between the algorithms lies in the fact that Sarsa updates the currently used policy online. The Q-learning algorithm is an off-policy method, meaning that it uses a policy for update that differs from the current approximation of the optimal policy. Sarsa is an on-policy method, meaning that it updates the action-value function using the current approximation of the optimal function. Sarsa is chosen here instead of Q learning because it allows realtime updating of the action-value function used as the control policy without waiting for the end of an episode. Therefore, if further learning episodes are needed to accommodate changes in actuator properties over time, they can be executed and the results are implemented immediately. The development of temporal difference learning methods like Q learning or Sarsa assumes that the system is a Markov decision process (MDP). An MDP is a process by which the probability of reaching a particular state given a particular action is conditional only on the current state information and current action, and not on any past state or action information. To have guaranteed convergence to a feasible control policy, the system must be an MDP, so most implementations of RL methods assume an MDP. Hysteretic functions are commonly known to be non-MDP due to dependence on direction. While this means there is no longer a guarantee of convergence, it does not mean that Sarsa cannot converge to a feasible policy. The implementation of this algorithm to this hysteretic system is done without knowing in advance if it is possible to learn the policy, but as the results of this paper will show, it is able to do so successfully. This is an indication that a hysteretic process does not negate the possibility of using RL for successful control but simply negates the guarantee of convergence to a useful control policy.
III. Hysteretic Dynamics
What makes SMAs both useful and challenging as actuation devices is the shape-memory effect [7] . These materials can be put under a stress that leads to a seemingly plastic deformation, yet they fully recover to their original shape after heating to a high temperature. When an SMA wire undergoes a crystal phase transformation, it changes its length. The phase transformation from martensite to austenite (heating) causes a decrease in length, while the reverse process extends it back to its original length. Control of this transformation is needed for morphing actuation to be possible, but it is difficult because the relationship between temperature and strain is highly nonlinear. The SMA wire exhibits a hysteresis behavior in its relationship between temperature and strain due to nonuniformity in the phase transformations [8] . This occurs because the phase transformation from martensite to austenite begins and ends at different temperatures than the reverse process. Figures 1 and 2 demonstrate this behavior, where in Fig. 1 , M s is the martensitic starting temperature, M f is the martensitic finishing temperature, A s is the austenitic starting temperature, and A f is the austenitic finishing temperature.
It is important to learn the hysteresis behavior of SMAs in temperature-strain space, and this characterization is usually done through the use of constitutive models that are based on material parameters, or by models resulting from system identification [9] . This is a time-and labor-intensive process that requires external supervision and does not actively discover the hysteresis in real time, both of which are considerations that are undesirable for online learning of a control policy. Other methods that characterize this behavior are phenomenological models [10] , micromechanical models [11] , and empirical models based on system identification [12] . These models are quite accurate, but some only work for particular types of SMAs and most require complex computations. Many of them are also unable to be used in dynamic loading conditions, making them unusable in the case of morphing. A drawback to using any of these methods is that the minor hysteresis loops within an SMA that is not fully actuated are not characterized, and they must be determined within analytical models. Generic models for modeling hysteresis include the Preisach model and the Duhem model, but these do not take into account the thermodynamic effects of the SMA transformation [13, 14] . Model-based control methods are beneficial in systems where an accurate general model is available, but in the system described in this paper, the model is a curve fit of one particular material at a particular stress level.
The shape-memory effect occurs due to a temperature-and stress-dependent crystal phase transformation in the material between the martensite and austenite phases. The change that occurs within the SMA crystalline structure results in temperature hysteresis due to energy dissipation from internal friction and the creation of microstructural defects [8] . This temperature hysteresis translates directly into hysteresis in the temperaturestrain relationship, and this hysteresis behavior makes it challenging to develop accurate models and control schemes for an SMA actuator.
Here, a hysteresis model based on the hyperbolic tangent function is developed. Note that this model is not used to design control laws but only to model the hysteresis behavior. The temperature-strain relationship not only has a major hysteresis loop, but it exhibits minor hysteresis loops if the direction of the change in temperature is reversed in between the minimum and maximum temperatures (T l and T r , respectively) spanned by the major hysteresis loop. This behavior will be explained in detail next in the modeling of the respective hysteresis loops.
The major hysteresis loop is modeled as a combination of two hyperbolic tangent functions M r and M l . The system follows path M r when the temperature increases, and it follows path M l when the temperature decreases. The subscript l refers to the lowering, or left, side of the curve. The subscript r refers to the rising, or right, side of the curve:
In Eqs. (5) and (6), H, c tl , c tr , a, s, and c s are constants that dictate the shape-determining parameters of the major hysteresis loop, such as width, height, location, and slope of the lines. These constants are not based on material parameters; they were simply chosen to fit the shape of the curve numerically. By appropriately selecting these constants so that the curves match experimentally determined data, this model of the major KIRKPATRICK, VALASEK, AND HAAG hysteresis loop can represent a wide range of hysteresis behaviors. It is assumed here that the minor hysteresis loops follow generally similar shapes as the major hysteresis loops, so the minor loops are modeled with similar equations but with a different height constant h. Also, all of the minor loops converge with the major loop lines beyond the temperatures T l and T r . The equation for a rising minor loop is
where h is calculated by considering that the current state is the intersection of the previous curve and the current minor loop, so that
and h prev is the height parameter for the previous curve. Similarly, the equation for a lowering minor loop is
with h calculated as
For the temperature-strain relation, the hyperbolic tangent model employs constants H, c tl , c tr , a, s and c s , which are manually tuned to represent any range of hysteresis loops that can exist in the domain of SMA behavior. The hyperbolic tangent-based model used in this work simulates the temperature-strain behavior of a one-dimensional NiTi SMAwire. Figure 3 shows a validation of the simulation employing the hyperbolic tangent model by comparing the major loop to an experimentally determined major hysteresis behavior for a NiTi SMAwire. The experimental data for the SMA specimen were obtained via the direct application of electrical current to a NiTi wire. The voltage was increased until the upper-limit hysteresis temperature was reached, and then the voltage was decreased until the initial length was attained. Notice that Fig. 3 only shows the major hysteresis loop of the SMA wire for both cases, but based on the assumed dependence of minor loops on the major loop and the percent composition of each crystalline phase (which can be determined from the strain and the upper-limit hysteresis temperature), the minor loops are 
For further validation, it is necessary to compare it to a more commonly used method of SMA hysteresis simulation. Awidely accepted method of approximating hysteresis behavior among SMA researchers is the Preisach model [13, 15] . The Preisach model is a general method of mapping hysteresis behavior that uses system parameters, and it can be used for a wide variety of hysteretic environments, not only SMA hysteresis [16] . This is accomplished by mapping the direction-dependent curve area from the Preisach plane to the hysteresis space. The Preisach plane is a triangular region that retains state memory and uses this to map the area to a new function. Figures 4 and 5 represent travel in the Preisach plane.
As shown in Fig. 4 , when α is increased, the effective area becomes the area of the Preisach plane that lies below the horizontal line extending left from β α. However, Fig. 5 shows that the effective area used for mapping is different when the value of α is decreased, because the area subtracted from it is taken from the vertical line extending up from α β. The effective area in the Preisach plane is plotted as a function of α, and this new function is hysteretic. Figure 6 reveals the Preisach function corresponding to α traveling along the path α min → α max → α min . Figure 6 is an example of a general hysteresis loop that was mapped using the Preisach model. By adjusting the parameters of this model, using the parameters associated with the SMA material properties, this loop can be adjusted to correspond with SMA hysteresis behavior. The SMAwire used here has properties associated with the crystal phase transformation, as shown in Table 1 .
By using the Table 1 values for temperature to define the α axis and the strain values to define the β axis of the Preisach plane, the hysteresis mapping can now approximate the major hysteresis behavior of the SMA wire being simulated according to these parameters. Likewise, using interior values for the minimum and maximum temperatures and strains can allow for approximate mapping of the minor hysteresis loops. These are experimentally determined values, because it is important for the simulation to match the experimental parameters. SMA phase transformation is highly dependent on variations in mechanical loading and temperature changes, so the precise parameters must be used in the model to make sure the Preisach model matches correctly [17] . Modeling the thermoelastic effects of the minimum and maximum strain regions can be accomplished by calculating these strain values according to Eq. (11):
In Eq. (11), the values for k and T 0 are dependent upon whether it is a heating or cooling process, as well as the material parameters being used. For the major hysteresis behavior being modeled, the values for the thermoelastic parameters were determined and can be seen in Table 2 . Table 2 with Eq. (11), the Preisach model approximation of SMA hysteresis behavior can be modified to include thermoelastic effects at the minimum and maximum strain regions. These modifications can be seen in Fig. 7 .
The modifications to the Preisach model reflected in Fig. 7 create a more accurate model of SMA hysteresis behavior. This model matches experimental data with a maximum normalized error of 0.14. This model is often used to simulate SMA hysteresis behavior, but it is limited by the time required to obtain the model outputs. For the simulation to be viable for online RL, the time required for feedback must be small. Using this modified Preisach model, the CPU time required to determine the entire major hysteresis loop in MATLAB is 144 s, so the simulation was simplified to a curve fit using a set of hyperbolic tangent functions. The hyperbolic tangent approximation was chosen over the Preisach model because the time required to compute a simple one-line function is acceptably small. The average time required for MATLAB to process the hyperbolic tangent function and temperature propagation is 0.5 ms CPU time. This speed allows for the real-time feedback needed to accomplish online learning of SMA hysteresis. The hyperbolic tangent model also has the benefit of making a closer curve fit to the experimental data than this version of the Preisach model, with a maximum normalized error of 0.03.
The major drawback to using the hyperbolic tangent model rather than the modified Preisach model is that the hyperbolic tangent function is not parameterized by the material properties. While the Preisach model has the benefit of being parameterized according to the crystal phase transformation temperatures and the minimum and maximum strains, the constants used in Eqs. (5) and (6) are chosen purely for obtaining the closest fit possible to experimental data. However, the hyperbolic tangent model is more useful for online RL because the simple function design allows for real-time feedback of the simulation.
IV. Implementation of Sarsa Algorithm
To perform a dynamic task, the SMA must experience a cycle of heating and cooling, which induces cyclic deformation. This can be accomplished with any type of applied heating, but it is most often done with resistive heating. The rate at which the temperature of the SMA component changes is dictated by the balance between heat produced in the wire by the electrical current and heat lost from the wire to the surrounding fluid via convection [18] . To simplify the state space for the RL agent, the states that can adequately describe the environment are considered to be the temperature and strain of the SMA wire. Both states are required for properly describing the reinforcement learning problem since the space being explored is hysteretic. The goal state is defined by the desired strain ε d , and since the voltage-temperature relation is known, the action that will be used to attain this goal state is the desired temperature T d . Hence, when the agent is at state s t defined by a unique strain and Table 2 Thermoelastic parameters
temperature (ε t and T t , respectively), action a t will be chosen that will correspond to temperature T d , which will attempt to drive the strain to the goal state, or ε d . Since this implementation of Sarsa is a model-free learning method, the agent has no advance information concerning the temperature-strain relationship. Also, no knowledge of the optimal value functions or optimal desired temperatures are known. What the agent is attempting to learn is the correct T d that will yield ε d when at state s t . The agent also knows all possible actions that can be taken and has accurate real-time information of the current state (ε t and T t ) of the SMA wire. The state space and action space are discretized so that the action-value function can be created as a table of values. This discretization requirements must be fine enough to be able to reach ranges of strain desired by the user, but they must remain coarse enough to ensure learning in finite time. Only the discrete goals determined by the user will be learned. To reach the goal states, the agent seeks to learn the optimal action-value function that, given the current environmental state, commands the temperature to extend or contract the SMA wire to the desired strain.
The learning process includes an exploration-exploitation feature that helps drive the action selection process as time progresses. Some degree of exploration is needed to find actions that allow achievement of the goal since the policy is initially naïve. Choosing random actions can conceivably drive the system to instability, but the reward structure causes bad actions to be penalized while good actions are rewarded. This allows the learned policy to determine good and bad actions when exploited. The particular policy used here is known as ϵ greedy because the policy chooses to explore with probability ϵ, and it chooses greedy actions otherwise. The agent is exploiting when it chooses an action that is currently known to have the highest probability of attaining the goal state, and the agent is exploring when it chooses a random action to improve its knowledge of all the actions' Q values. At every new command selection, a uniformly distributed random variable is compared to the exploration probability ϵ to determine which choice to make. If exploration is chosen, a random command is given to the SMA that was chosen from within the set of all possible actions. If exploitation is chosen, the current Q matrix is exploited to determine the action with the highest value.
In the early stages of learning, the agent uses a uniform probability policy, which results in equal probability of all actions being selected. As time increases, the actions with a higher Q value have a higher probability of being selected based on the value of ϵ. The number of greedy actions selected increases with time until it reaches a saturation value of ϵ 0.05. This is done to allow for the possibility that a better action can be taken in case the Sarsa algorithm has not yet converged to the best policy.
V. Numerical Examples
The purpose of the numerical simulation examples is to validate and verify the learning and control performance of the online reinforcement learning agent. Validation of the agent's ability to learn hysteresis input-output characteristics online is conducted on a simulated SMA wire modeled as a hyperbolic tangent function. The agent learns and updates the action-value function over an arbitrarily selected number of 24,000 episodes, where each episode consists of 10 goal states. Within each episode, a current goal is held constant until 225 actions have been attempted, and then the agent moves on to a new goal. The agent receives a 1 reward for successfully attaining each goal. Refinement in learning the temperature-strain behavior is for a control policy consisting of no initial knowledge and for multiple desired strain states. The SMA wires simulated here are based upon NiTi samples.
For verification, the RL agent demonstrates the capability of learning the hysteresis behavior of two different simulated SMA wire specimens. Case 1 consists of a fully greedy policy, which the agent uses to command a temperature (action), which achieves a commanded strain (state). Case 2 consists of the characterization and control of a new SMA specimen with different physical properties. For case 2, a characterization similar to the validation case is conducted with 25,000 learning episodes, and then the learned control policy is used to command a temperature (action), which achieves a commanded strain (state). The desired strain trajectory includes multiple randomly generated goal states. New actions are commanded every 15 s to allow for damping to the correct temperature, and 15 actions are allowed before moving on to the next commanded goal. The state space S is a two-dimensional discrete Cartesian space with S 10; 35 for the first simulation and S 10; 50 in the second, where the columns represent temperatures ranging from 30-130°C with 10°C increments, and the rows represent strains ranging from 0-3.5% in the first case and 0-5% in the second, with 0.1% increments in each. Thus, with one state representing all conditions outside these acceptable boundaries, there are a total of 351 states in case 1 and 501 states in case 2. For both cases, the action space A consists of desired temperatures ranging from 30-130°C with 10°C increments, thus resulting in 10 actions per state. Rewards used to update the control policy at time t are the following: 1 for moving to the goal state, 0 for moving to any other permissible states, and −1 for moving to any impermissible states. The state space, action space, and reward structure are also shown in Eqs. (12) (13) (14) . The constants used in Eqs. (5) and (6) were determined so that the major hysteresis best fit the experimental data referenced, and they are reported in Table 3 : Figure 8 demonstrates the learning refinement and how the agent's knowledge of hysteresis behavior evolves over time. The time that this learning through interaction encompasses is a function of the size of the action-value function Q t s; a. Thus, as the size of the temperature-strain mesh is enlarged, the number of states and actions increases, and the required learning time increases. For episode 1, the agent initially experiences most of the possible actions at each state, regardless of the outcome. Thus, several major and minor hysteresis loop paths that do not lead to the goal are experienced. As time progresses, the agent reduces the number of exploration actions and exploits the knowledge it has obtained. This later learning shown in Fig. 8 (24,000 episodes) demonstrates that, when the agent learns how to find the goals, the paths followed are very different than they were initially. After 24,000 learning episodes are completed by the agent, it has learned most of the SMA temperature-strain behavior and yet remained in the acceptable strain range in all exploiting actions thereafter. For case 1, Fig. 9 shows a time history of a fully exploiting RL agent that has experienced 24,000 episodes. The action is desired temperature, and the states are current strain and current temperature. The allowed error for each goal strain was chosen to be 0.2% strain. Due to the hysteresis, some states are unattainable with only one action, so they result in requiring one or two extra actions to achieve the goal. Also, there can exist some small changes within the goal range that occur as a result of all states within the range being equally rewarding for the learning agent. The transition from goal 4 to goal 5 shows that the agent leaves the goal range early but then returns permanently. This behavior was the result of early reinforcement that has not been corrected after these 24,000 episodes, but it may be overcome by more learning episodes. By comparing the behavior around the first and second goals versus the penultimate and ultimate goals in Fig. 9 , it is seen that the agent makes the same choices. This demonstrates that, when encountering an identical current state to goal state transition, the agent chooses the same actions. Overall, the results from case 1 demonstrate that the agent is capable of achieving the goal strains quickly, and then holding position at the commanded strain.
For case 2, Fig. 10 shows the time history of a fully exploiting RL agent after experiencing 24,000 episodes for a different SMA hysteresis space. Like case 1, the RL agent was able to converge to a near-optimal control policy, and in this case, the maximum allowable error for each goal is also 0.2% strain. The agent is seen to achieve the goal strains quickly, and then hold position at the commanded strain. Once again, some stateto-state transitions need more than one action to achieve the goal state. Also, oscillatory motion can be observed in the behavior around the ultimate goal because the rewards are identical within the goal range, and the agent reinforced that behavior early. This behavior may not occur if the agent were to start over.
VI. Conclusions
This paper proposed and developed an online reinforcement learning approach for directly learning an input-output mapping to control nonlinear hysteretic actuators. The method was demonstrated using a simulated shape-memory alloy wire, modeled using hyperbolic tangent functions. An online agent based upon the Sarsa algorithm was developed to learn near-optimal control policies, and the approach was applied to both the characterization and length control of simulated shape-memory alloy wires. Results presented in the paper demonstrate that the agent directly learned a control policy for the expansion and contraction control of a shape-memory alloy wire to a particular length, within a goal range of 0.2% strain. While there were some state-to-state transitions that cannot occur in only one action, the agent learned to reach each goal state with as few actions as possible. The results from two different cases demonstrated that a reinforcement learning agent will make the same action choice when faced with an identical state-to-goal transition. It is concluded that the proposed online episodic learning of the temperature-strain relationship, when employing the hyperbolic tangent model, adequately approximates hysteresis characteristics and can be used as a characterization tool for systems with nonlinear hysteresis behavior such as shape-memory alloy materials. It is also concluded that casting the control of actuators with hysteretic dynamics as a reinforcement learning problem allows for the determination of a control policy without the need of a model.
