This paper introduces the concepts of Moldability and Castability of simple polygons and relates Moldability to Monotonicity. We detail a (n) algorithm for determining all n forward maximal monotone chains of a simple polygon and apply this algorithm to the problems of determining 2-Moldability, 2-Castability and the minimum monotone decomposition of a simple polygon 9]. Our results include a simple optimal algorithm solving the minimum monotone decomposition problem, an optimal algorithm to determine 2-Moldability and an O(n log n) algorithm to determine 2-Castability.
Introduction
A statue can be created by pouring wet cement into a mold, allowing the cement to harden, then removing the mold. If as well, the two pieces of the mold can be removed by translation then the resulting statue is 2-Moldable. Alternatively, we can form the statue by taking two cast pieces, lie them on their sides, ll them up with cement and after the cement hardens glue the pieces together along the at sides. Of course we still want to remove the cast pieces without breaking them. A statue that can be created in such a way is a 2-Castable statue.
This paper introduces the notions of Moldability and Castability of simple polygons and investigates the 2-Moldability/2-Castability of simple polygons. Our results include theory relating 2-Moldability to 2-Monotonicity and a (n) time and space algorithm for determining all forward maximal monotone chains of a simple polygon. Two immediate applications of this algorithm are determining the 2-Moldability of a polygon and a minimum monotone decomposition 9] for a polygon. In both cases we exhibit a (n) algorithm. Finally we use the results of 3] to obtain an O(n log n) algorithm for determining 2-Castability.
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y Computing and Information Science, Queens University, Kingston Ontario K7L 3N6 email: arnold@cs.toronto.edu daver@qucis.queensu.ca 1 The concept of monotonicity of chains of a polygon will play an important role in the development of algorithms for recognizing moldable sets. In 6] an (n) time and space algorithm is given for determining if a polygon is monotone. In 5] a simple (n) algorithm is given which triangulates a monotone polygon.
In 9] an (n) time and space algorithm is given (using the results of 4]) which determines the minimum number of monotone chains into which a given polygon can be decomposed. We provide a straightforward algorithm which solves the same problem in the same time and space bounds.
Notation
By a direction in R 2 we mean a non-origin point which will be used to determine changes in position. By d! z we mean the ray originating at z and parallel to the direction d. Given 2 points p; q by the ray ?! pq we mean the set of points on the half line based on p and including q. For any X R 2 @X; X o ; X c ; X will denote the boundary of X, the interior of X, the complement of X and the closure of X. By an neighborhood of z we mean the set of points less than distance from z. Z n denotes the integers modulo n and Z i;j n denotes the set of equivalence classes from i to j modulo n (ie. fi mod n; (i+1) mod n; . . .; j mod ng). A polygon is a nite sequence of segments (edges) which intersect only at their end points (the vertices) and only consecutive edges intersect.
Polygon Convention : The vertices are ordered so that the interior of the polygon lies to the left of the edges.
That is, if z is internal to some edge of the polygon P then there is a neighborhood of z so that all points in the neighborhood and to the left of the edge are contained in P o . 2-Moldability will be in some sense the most general type of moldability. It corresponds to being able to ll up a set while a mold is in place and then being able to remove the mold by translation without breaking it.
We will say that the chain p . . 
Computing Forward Maximal Monotone Chains
This section details a (n) time and space algorithm for determining all forward maximal monotone chains for a given polygon. As well as being of interest in its own right, this algorithm will be used to develop (n) algorithms for determining 2-Monotonicity, 2-Moldability and a minimum monotone decomposition of a simple polygon. A further application of our work here will be in establishing a O(n log n) algorithm for determining 2-Castability.
Computing C ]
A chain p . . .q] is forward maximally monotone if it is monotone but any extension of the chain (at the q end) produces a non-monotone chain. Our e orts throughout this section will be in detailing an algorithm which, given a polygon as a sequence of its n vertices, determines the array C ] which describes all the forward maximal monotone chains for the polygon. By the unit circle we will mean f(cos( ); sin( ))j 2 Rg. For a; b 2 , by the angle from a to b, written \ab, we will mean the set of points of from a counterclockwise to b. The acute angle between a and b, written \\ab, will be the angle created by the smaller of \ab and \ba. We will denote the size of \ab by j\abj. The reader should realize that there is a natural mapping between the real interval 0; 2 ) and points on the unit circle. Either representation may be used but our algorithms will assume the 0; 2 ) representation. The above restrictions on the instance arise as a result of the mapping from sequential vertex di erences to points on the unit circle. Z n denotes the integers modulo n and Z i;j n denotes the set of equivalence classes from i to j modulo n (ie. we must determine the location of c i in L. We claim that c i is either f irst(L), last(L), or not in L. To see why this so, consider c i not rst or last such that c x = f irst(L) and c y = last(L) and i < x < y. (Note we are only concerned with the fact that i < x and that i < y, the relative ordering of x and y is not important, we have picked arbitrarily.) Since x < y then at some time in the process of updating the set L we scanned the circular list from c x to c y . Thus for all elements c i such that i < x < y, we know that c i cannot be in L. Therefore, the cost that has been incurred is bounded from above by a constant.
Thus both updates are taken care of. We are obviously within the O(n) bound for space complexity.
Thus we conclude that algorithm Compute P ] has a time and space complexity in O(n). 2 Returning to our original problem of computing maximal monotone chains observe that it follows from lemma 4 that C i] = P i]+1. Coupled with our algorithm analysis the previous statement leads to the main 7 result of this section. Theorem 9 : There is a linear time and space algorithm which, given a polygon P as an array v ] of n vertices, determines if P is 2-Moldable and if so returns a 2-Mold for P .
Application 2: Minimum Monotone Decomposition
We can also apply our C ] algorithm to the problem of 9] and solve the minimum monotone decomposition problem. That is, given a polygon as a sequence of vertices, determine its minimum (in number of chains) monotone decomposition. The algorithm presented below as well as our Compute P ] algorithm rst appeared in 7] 1] and was later adopted as an improvement to 8] in the paper 9].
Consider the problem of nding a minimum cover for a circle given the set of n arcs \z i z C i] where z i 2 has coordinates (cos(i2 =n); sin(i2 =n)). We can use a queue to provide the algorithm of 4] with an ordered sequence of arc endpoints and nd a minimum cover \z i1 z C i1 ] ; . . .; \z im z C im ] for . We claim that this minimum circle cover corresponds to a minimum monotone decomposition of P and that the algorithm takes linear time and space, the same bounds as 9]. It should be noted that some variant of the algorithm of 9] might be used to decide 2-Moldability.
We compare our results with the results of 9] by comparing both as algorithms which solve the Minimum Monotone Decomposition problem. The approach in 9] is to suggest that once all maximal monotone chains are obtained in sorted order then the algorithm of 4] solves the decomposition problem in linear time. They then break the universe of all polygons into 2 disjoint sets. The rst admits a simple greedy solution to the decomposition problem. For the second set, they supply an algorithm (which applies only to this set) for determining all maximal monotone chains in sorted order. Once this is established, the comments regarding 9] implies the linear time result for polygons in the second set. These two results, together with an algorithm for determining membership in the sets, form their decomposition algorithm.
Our approach does not distinguish polygons. For any polygon, we compute all maximal monotone chains and then use the algorithm of 4] to supply the minimum decomposition. 6 
2-Castability
Another way to create a statue is to lie two mold pieces on their sides, ll the pieces with cement then, after the cement hardens, pull o the mold and glue the two pieces together on their at sides. In two dimensions the above intuition implies that we should classify a polygon as 2- It should be noted that while any 2-Moldable polygon has a 2-Mold which is determined by a pair of vertices, the same can't be said of 2-Castable polygons. That is, there are 2-Castable polygons for which no pair of vertices determine a 2-Cast.
Approach
Our purpose here is to establish an O(n log n) time and O(n) space algorithm which decides the 2-Castability of a polygon. Brie y, the algorithm proceeds by walking 2 chains around P . At each main step of the algorithm, it is determined whether the 2 chains determine a 2-Mold for the polygon (ie. they in some way decompose the polygon into a pair of monotone chains). If this is the case then the algorithm determines whether the chains (in some way) determine a 2-Cast. Determining the 2-Castability of the polygon at this stage amounts to determining the visibility status of certain sets of points on the boundary of the polygon. To this end, the algorithm maintains a pair of convex hulls associated with the chains and ascertains the visibility status of the points in questions by determining the intersection status of the convex hulls. We o er, without proof, the three remaining properties relating visibility to hull intersection. 
Chain De nition and 2-Moldability

Background Algorithms
One way to arrive at an e cient algorithm for determining 2-Castability (suggested by the last section) is to modify the Characterize Polygon algorithm to permit the CH i ; CH j intersection tests. Of course, as i and j advance, we must continually make the hulls CH i ; CH j available for such tests. This section describes e cient algorithms for maintaining the hulls and performing the intersection tests.
3] provides us with an amortized O(n log n) time and O(n) space algorithm for the dynamic maintenance of a convex hull. Its input consists of a sequence of O(n) possibly intermixed insert, delete and test operations. At each stage of the algorithm a structure representing the current convex hull is either updated or queried. The structure supports logarithmic search queries along the current hull. That is, between each add and delete operation we can determine any feature of the convex hull which depends upon a binary search of the points which determine the hull.
2] provides us with an algorithm which, given two convex hulls, determines in O(log n) time, whether the hulls intersect. The algorithm accomplishes this through two binary searches, one on each hull. The above algorithms allow us to compute the sequence < op 1 ; . . .; op n jop i 2 fadd; del; test\g > in O(n log n) time and space. That is, we can compute any interleaved sequence of adds, deletes and intersection tests of two hulls in time O(n log n) and space O(n) provided the add-delete-test sequence is determined before execution. As above, we break the case j = i + 1 mod n into two subcases. If the back and forward chains overlap at a single point then we determine the 2-Castability status of the polygon in much the same way as the chain overlap subcase in the j = i case above. Finally if the back and forward chains overlap then we determine 2-Castability by determining if CH i and CH j intersect. They don't overlap precisely when the polygon is 2-Castable. We advance by incrementing i, executing the add We are now back in the i = j case and we continue. It should be clear that after advancing n times (j = i; j = i + 1) we have returned to our starting position and so have checked the entire polygon. An amortized analysis shows that each vertex appears at most twice in either convex hull so that there are O(n) adds and dels. There are also only O(n) test\s since we perform some constant number for each i. Consequently the algorithm is in O(n log n). The O(n) space bounds apply since the underlying structures require linear space provided we can schedule the test operations before running the algorithm. We can either perform all four intersection queries on the structure at each step of the algorithm or we can 'simulate' the algorithm once to determine the test scheduling and run the full algorithm later. In either case we have the same result.
Theorem 14 : There is a O(n log n) time, O(n) space algorithm which determines if an input polygon is 2-Castable.
Without too much more e ort, additional O(n) time, we can determine a pair of points which determine a 2-Cast (provided the polygon is 2-Castable).
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