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ПІДХІД ДО РОЗВ’ЯЗАННЯ НЕЛІНІЙНИХ ОПТИМІЗАЦІЙНИХ ЗАДАЧ БЛОЧНОЇ 
СТРУКТУРИ ЗІ ЗВ’ЯЗУЮЧИМИ ОБМЕЖЕННЯМИ 
Background. Non-linear optimization problems for the operation of large space or functionally distributed systems 
with independently functioning subsystems and restrictions on some of the common resources are considered. 
Objective. The aim is to build an effective approach to solving nonlinear optimization problems of block structure 
with coupling constraints on the basis of the combination of approximating nonlinear optimization methods and              
decomposition techniques. 
Methods. The three-step iterative scheme has been proposed. On the upper level the original problem is replaced by    
a sequence of approximating problems with additively-separable objective function and linear constraints. On the        
second level, coordinating problems, which are formed by the information received at the lowest level from local 
block problems, are solved. 
Results. The algorithm, which is a combination of the linearization method of B.Pshenichniy and the dual decompo-
sition, has been built. The structure of the dual coordination problem has been described. Estimation of the               
convergence rate has been carried out. 
Сonclusions. The proposed approach and the algorithm constructed based on it can be applied to a wide range of 
problems associated with optimal allocation of limited resources in the large block-structured systems. 
Keywords: resource distribution problems; optimization models; non-linear programming methods; decomposition  
algorithms. 
Вступ 
Підприємства в складі великого виробни-
чого об’єднання у процесі виробництва вико-
ристовують свої внутрішні локальні ресурси. 
Крім того, вони можуть бути пов’язані між со-
бою, спільно споживаючи деякі лімітовані ре-
сурси, наприклад сировину. Виробничий про-
цес, що відбувається у дискретному часі, під-
порядковується низці обмежень, частина з яких 
належать до певних проміжків часу, а інші — 
до всього періоду виробництва. У моделях, що 
описують такі процеси, загальна система об-
межень складається з двох підмножин: частина 
обмежень належить до локальних виробництв, 
а інша, що називається зв’язуючими обмежен-
нями, відповідає всьому виробничому процесу 
або періоду. 
Ефективним підходом до розв’язання за-
дач такого типу є використання прийомів де-
композиції, тобто зведення вихідної задачі до 
спеціальним чином побудованої координуючої 
задачі та набору локальних підзадач.  
Першими об’єктами такого типу були лі-
нійні блочні задачі розподілу ресурсів [1, 2]. 
Задача розділялася на підзадачі через встанов-
лення цін на загальні ресурси та додавання за-
трат на ці ресурси до цільової функції кожної 
підзадачі. Ціни обчислювалися як двоїсті змін-
ні до координуючої задачі. Координуюча зада-
ча знаходила оптимальний розв’язок як опуклу 
комбінацію пропозицій, що виробили підзада-
чі, а також визначала нові ціни, які спрямову-
валися до підзадач. У задачах лінійного про-
грамування розв’язки локальних підзадач є 
крайніми точками множин обмежень. Складо-
ві ж оптимального вектора вихідної задачі, що 
відповідають поділу обмежень на підгрупи або 
блоки, можуть виявитися внутрішніми точка-
ми відповідних підсистем обмежень. Внутрішні 
точки знаходяться тільки як комбінація різних 
крайніх точок, тому в лінійних задачах можли-
во реалізувати лише часткову децентралізацію 
прийняття рішень. 
У задачах з нелінійними цільовими функ-
ціями можуть бути реалізовані умови повної 
децентралізації, тобто оптимальна точка знахо-
диться безпосередньо при розв’язанні локаль-
них підзадач. Але в нелінійних задачах суттє-
вою умовою виступає адитивна сепарабельність 
функцій, що визначають критерій та обмежен-
ня, а складові цільової функції координуючої 
задачі у загальному випадку визначені на об-
межених множинах й іноді потребують певних 
процедур регуляризації вихідної задачі [3—5].  
У роботі пропонується застосовувати де-
композиційні прийоми не до вихідної задачі 
нелінійного програмування, а до допоміжної 
задачі з адитивно-сепарабельними функціями, 
що отримується за допомогою методів апрок-
симації.  
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Зручним методом замінити нелінійну за-
дачу набором певним чином побудованих задач 
квадратичного програмування є метод лінеари-
зації Б.М. Пшеничного [6]. Основна ідея цього 
методу полягає у заміні нелінійної задачі послі-
довністю лінеаризованих задач, доповнених 
квадратичним штрафом за великі ухилення ар-
гумента. В [7] досліджувалося застосування цього 
методу до задач розподілу потоків у мережах, 
що є певним класом транспортних задач.  
У нашій роботі буде розглянуто особли-
вості застосування методу лінеаризації до нелі-
нійних блочних задач зі зв’язуючими обмежен-
нями. Відзначимо, що блочна структура зі зв’я-
зуючими обмеженнями є типовою для різних 
транспортно-виробничих задач, у яких підпри-
ємства-постачальники пов’язані обмеженнями 
на загальні ресурси та задоволення споживчого 
попиту.  
Постановка задачі  
Метою роботи є побудова ефективного під-
ходу до розв’язання нелінійних оптимізаційних 
задач блочної структури зі зв’язуючими обме-
женнями на основі застосування комбінації 
апроксимуючих методів нелінійної оптимізації 
та прийомів декомпозиції. 
Математичні моделі й апроксимуючі методи  
Нехай маємо нелінійну задачу гладкої 
умовної оптимізації 




f x M x R f x i m∈ = ∈ ≤ = . (1) 
За наявності обмежень-рівностей вони пред-
ставляються еквівалентною парою відповідних 
нерівностей.  
Загальна схема апроксимуючих методів 
умовної оптимізації може бути представлена у 
формі  
 1 , 0,1,...,kk kkх х p k
+ = + α =  (2) 
де 0kα > , а ( )k kp p x= , k np R∈ , — розв’язок 




( ) ( ), , min
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k k
kf x f x p D p p′+ 〈 〉 + 〈 〉 → ,  (3) 
( ) ( ), 0, 1,..., .k ki if x f x p i m′+ 〈 〉 ≤ =  
У методі лінеаризації Б.М. Пшеничного 
kD E=  — це одинична n n× -матриця, а крок 
kα  на кожному кроці процесу (2) обчислюєть-
ся як найбільше зі значень 2 , 0,1,t t−α = = K , 
при якому виконується нерівність 
 
2( , ) ( , ) || || ,
(0,1),
k k k kf x p f x p+ α Λ ≤ Λ − εα
ε ∈
  (4) 
де ( , )f x Λ  — недиференційована штрафна функ-
ція: 
0( , ) ( ) ( ), 0,f x f x F xΛ ≡ + Λ Λ >  
1( ) max {0, ( ), , ( )}mF x f x f x= K . 
Коефіцієнт штрафу 0Λ >  мажорує множ-










Λ ≥ λ =∑ K ,  (5) 
причому виконання умови (5) гарантує, що  
нерівність (4) виконається після скінченного 
числа поділів одиниці навпіл. Крім того, при         
формуванні допоміжної задачі в неї можна 
включати лише найбільш істотні обмеження. 
Правила зменшення кількості обмежень викла-
дені в [6]. 
Якщо вихідна задача (1) має вигляд блоч-
ної зі зв’язуючими обмеженнями, то апрокси-
муючу задачу квадратичного програмування з 
Q  блоками у матричному вигляді можна пред-
ставити таким чином:  
1




F p F p
=
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0i iiA p b+ ≤ , 1,2,...,i Q= , 
де 21( ) , || ||
2i i i i i
F p c p p= 〈 〉 + , inic R∈ , inip R∈ , 
im
ib R∈ , iA  та iB  — матриці розмірностей від-















m= , 0m  — кількість зв’язуючих обмежень.  
Задача (6) розв’язується багаторазово і 
змінюється від кроку до кроку процесу (2), але 
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ми опускаємо крокові індекси, щоб не обтяжу-
вати формули додатковими позначеннями.  
Нашею задачею є побудова алгоритму роз-
в’язання задачі (6), в якому врахована блочна 
структура обмежень і є можливість незалежно-
го, а за необхідності і паралельного, розв’язан-
ня блочних задач. 
Формування двоїстої координуючої та локаль-
них задач  
Нехай 0u ≥  — вектор двоїстих змінних, 









+ ≤∑ .  (7) 
Для множини, що описується рештою не-
рівностей, введемо позначення 
1 2{ { , ,..., } : 0,
1,2,..., }.
Q i i ip p p p A p b
i Q
Ω = = + ≤
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= =
⎛ ⎞= + + =⎜ ⎟⎜ ⎟⎝ ⎠∑ ∑  
 * * * 0
1
1
( ) || ||
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i i i i
i
c u B p p u b
=
⎡ ⎤= + + +⎢ ⎥⎣ ⎦∑ . (8) 
Якщо точка { , }p u , де 0u ≥ , p ∈Ω, є сід-
ловою точкою функції Лагранжа (8), то p =  
1 2{ , ,..., }Qp p p=  є розв’язком вихідної задачі (6) [8]. 
Розв’язання задачі (6) можна замінити роз-
в’язанням двоїстої задачі такого вигляду: 
 
0
max min ( , )
u p
L p u≥ ∈Ω ,  (9) 
розмірність якої визначається кількістю зв’я-
зуючих обмежень (7). 
Функція L  є адитивно-сепарабельною по 








L p u L p u u b
=
= +∑ , 
де * * 1( , ) ( ) || ||
2i i i i i i
L p u c u B p p= + + . 
Це означає, що мінімум ( , )L p u  можна 
знайти незалежним розв’язанням Q  задач 
 min { ( , ) : 0}i i i i iL p u A p b+ ≤ , (10) 
1,2,...,i Q= . 
Позначимо { : 0}i i i i ip A p bΩ = + ≤ , 1,2,...,i =  
Q , — допустимі області задач (10), ( )ip u  — ре-
зультат розв’язання і-ї задачі при u u= ; ( )iv u ≥  
0≥  — вектор множників Лагранжа цієї задачі. 
Нехай i ip ∈Ω , 1,2,...,i Q= , — довільні до-
пустимі точки. Виділимо серед обмежень, що 
утворюють множини iΩ  ті, що в точках ip  за-
довольняються як рівності. Позначимо 
( ) { : 0, 1,..., }j ji i i i i i iJ J p j A p b j m= = + = = . 
Систему активних рівнянь можна записати 
у такому вигляді:  
0
i iJ i J
A p b+ = , 1,2,...,i Q= , 
де 
iJ
A  — матриці, що утворені зі строк jiA , 
( )i ij J p∈ , iJb  — відповідні складові вільних 
членів рівнянь. 
Надалі припускаємо, що виконано умову 
невиродженості — за довільного допустимого 
ip  вектори 
j
iA , ( )i ij J p∈  є лінійно незалеж-
ними ( 1,2,..., )i Q= .   
Нехай при фіксованому 0u ≥  задачі (10) 
розв’язані, знайдено оптимальні точки ( )ip u  та 
множини індексів активних обмежень ( )i iJ p . 
Точку u  називаємо регулярною, якщо складові 
векторів Лагранжа, що відповідають активним 
обмеженням, є строго додатними: ( ) 0
iJ
v u > , 
1,2,...,i Q= . Позначимо  




H u L p u∈= .  (11) 
З урахуванням адитивної сепарабельної 
функції ( , )L p u  двоїста задача (9) може бути 
представлена в еквівалентній формі: 
 *0
0 1




H u H u b u
≥ =
⎧ ⎫⎪ ⎪≡ +⎨ ⎬⎪ ⎪⎩ ⎭∑ .  (12) 
Задачу (12) назвемо двоїстою координую-
чою задачею, а задачі (10), що слугують для 
знаходження ip  при відомому значенні u , — 
локальними задачами. 
Для конкретизації вигляду функції ( )H u  
використаємо ще одне означення. 
Нехай для регулярної точки 0u ≥  визна-
чено набір активних обмежень і-ї задачі (10). 
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Підмножина множини регулярних точок 0u ≥ , 
що належать до околу u , якій відповідають за-
даний фіксований набір активних обмежень та 
незмінні знаки множників Лагранжа, ( ) 0,
iJ
v u >  
називається регулярною областю для функції 
( )iH u . 
Теорема 1. У кожній регулярній області 
функції ( )iH u  є квадратичними. 
Дов е де ння. Функції ( , )i iL p u  є строго 
опуклими по ip  та диференційовними по u . 
Мінімум iL  досягається в єдиній точці ( )ip u . 
Тоді функції ( )iH u  є неперервно диференційов-
ними, а їх градієнти дорівнюють градієнтам від-
повідних цільових функцій задач (10) у опти-
мальних точках ( )ip u  [8]: 
 ( ) ( ( ( ), )) ( )i i i u i iH u L p u u B p u′ ′= = .  (13) 
Для регулярної точки u  необхідні умови 
екстремуму і-ї точки можуть бути представлені 
у такій формі: 
* * 0
i ii i i J J
c p B u A v+ + + = , 
0
i iJ i J
A p b+ = , 0
iJ
v > . 
Звідси  
 *( ) ( )
i i iJ J i i J
v u G B u c g= − + + ,  (14) 
 *( ) ( )( )
i i ii J i i J J
p u E P B u c G b= − − + − ,  (15) 
де 1( )
i i i iJ J J J
G A A A∗ ∗ −= , 
i i iJ J J
P G A= , 
iJ
g =  
1( )
i i iJ J J
A A b∗ −= .  
Використовуючи вираз для градієнта (13), 
означення функції iH  — формулу (11), та ви-
раз (15), отримаємо, що для тих u , за яких ма-




*1( ) ( ) , ,
2 i i ii i J i J J
H u B E P B u u d u e= − 〈 − 〉 − 〈 〉 − , (16) 
де ( )
i i i iJ i J i i J J
d B E P c B G b= − + , а 1 || (
2iJ
e E= −  
2 21) || , || ||
2i i i i iJ i J J i J J
P c G b c G b− + 〈 〉 − .  
Таким чином доведено, що функція ( )iH u  
всередині регулярної області є квадратичною, 
та визначено її вигляд. Оскільки кожна регу-
лярна область для функції ( )H u  утворюється 
перетином регулярних областей для функцій 
( )iH u , 1,2,...,i Q= , то в цілому функція ( )H u  є 
вгнутою, гладкою, кусково-квадратичною, при-
чому кожен квадратичний фрагмент відповідає 
певній регулярній області, що визначається 
співвідношеннями  
0
i iJ i J
A p b+ = , 0
iJ
v > , 1,2,...,i Q= , 
і може бути конкретизований за допомогою 
виразу 0
1




H u H u b u∗
=
= +∑  і формули (16). 
Замість розв’язання задачі (12) будемо 
здійснювати послідовну максимізацію квадра-
тичних функцій у регулярних областях, конт-
ролюючи вихід на границі цих областей. У 
процесі максимізації використовуємо метод 
спряжених градієнтів, модифікований з ураху-
ванням простих обмежень 0u ≥  [9]. Ознакою 
виходу на границю регулярної області може 
слугувати обертання на рівність одного з неак-
тивних обмежень або рівність нулю одного із 
множників Лагранжа, що відповідають актив-
ним обмеженням 0
iJ
v > , 1,2,...,i Q= . Це є  
сигналом до припинення процесу обчислень за 
методом спряжених градієнтів і зміни набору 
активних обмежень.  
З огляду на диференційовність функції 
( )H u  та гладкість поєднання різних квадратич-
них функцій у нерегулярних точках для виходу 
з нерегулярної точки можна застосувати крок у 
напрямку градієнта або обчислити напрямок за 
методом спряжених градієнтів. Ці градієнтні 
процедури слугують для знаходження точки, в 
якій значення цільової функції двоїстої коор-
динуючої задачі (12) строго більше, ніж у вихід-
ній нерегулярній точці.  
Декомпозиційний алгоритм розв’язання за-
дачі зі зв’язуючими обмеженнями 
Крок 1. Вибираємо довільну початкову 
точку 0 0u ≥ . 
Крок 2. Розв’язуємо методом спряжених 
градієнтів задачі, двоїсті до локальних задач (10), 




max , ( ) ,
2i i i i i i i i i iv
A A v v A B u c b v≥
⎧ ⎫− 〈 〉 − 〈 + − 〉⎨ ⎬⎩ ⎭, 
1,2,...,i Q= . 
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Знайдені двоїсті змінні 0( )iv u  та оптималь-
ні розв’язки 0 0 0( ) ( )i i i i ip u c B u A v u
∗ ∗= − − −  вико-
ристовуємо для контролю за виконанням умов 
регулярності. Для цього перевіряємо, чи є 
множники Лагранжа, що відповідають актив-
ним обмеженням, строго додатними. Можливі 
два випадки. 
Крок 3. Якщо точка 0u  є регулярною, то 
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методом спряжених градієнтів з покроковим 
аналізом виходу на границю відповідної регу-
лярної області. Для цього знаходиться мінімаль-
не значення кроку 1k+β , за якого, рухаючись у 
напрямку ks , знайденому за методом спряже-
них градієнтів, одне з неактивних обмежень 
стає активним або один із множників Лагран-
жа, що відповідають активним обмеженням, 
обертається на нуль. Це значення порівнюється 
з кроком методу спряжених градієнтів kβ .    
Якщо k kβ < β , то 1 kk kku u z+ = + β  і процес про-
довжується. Якщо ж k kβ ≥ β , то 1ku + =  
k k
ku z= + β  і процес закінчено. В останньому 
випадку вважаємо отриману точку початковою 
і працюємо з нею, як з точкою 0u , починаючи 
з кроку 2. 
Крок 4. У точці 0u  умови регулярності не 
виконуються. Робимо крок методу спряжених 
градієнтів, причому оскільки функція ( )H u  в 
точці 0u  не є квадратичною, то вибір множни-
ка kβ  здійснюється з вимоги 
0
( ) max ( )k k k kkH u z H u zβ≥+ β = + β , 
як це робиться в алгоритмі спряжених градієн-
тів для вгнутих функцій [6].  
Критерієм закінчення процесу є виконан-
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∂ =∂  для 0
iu > , 
1,...,i n= . 
Аналіз швидкості збіжності  
Нехай ku  і ju , j k>  — точки, що слугу-
ють вихідними для процедури спряжених гра-
дієнтів у різних регулярних областях. Наведе-
ний алгоритм будує таку послідовність { }ku  
допустимих точок двоїстої задачі (12), вздовж 
якої значення функції ( )H u  монотонно зрос-
тає. Тому множини номерів активних обме-
жень у різних регулярних областях є різними, 
адже якби  
 ( ( )) ( ( ))i
k j
iJ p u J p u= , 1,2,...,i Q= ,  (17) 
то ( ) ( )k jH u H u= . Але відповідно до побудови 
процесу ( ) ( )k jH u H u<  при j k>  так, що рів-
ностей (17) бути не може. З другого боку, всі 
множини ( ( ))i
kJ p u  є підмножинами скінченної 
множини обмежень локальних задач, і тому 
число таких підмножин є скінченним. Макси-
мізація квадратичної функції в регулярній об-
ласті відбувається за скінченне число кроків. 
Отже, після скінченного числа кроків ми при-
йдемо в область, що містить точку максимуму 
функції ( )H u , бо інакше процес перебору ре-
гулярних областей можна було би продовжити. 
Якщо ж всі точки побудованої послідовності 
{ }ku  є нерегулярними, то цей метод є просто 
реалізацією методу спряжених градієнтів для 
вгнутих функцій. Збіжність цього методу дове-
дена в [6].  
Таким чином, ця процедура за скінченне 
число кроків приводить в окіл точки максиму-
му функції ( )H u . Швидкість збіжності методу 
залежить від поведінки функції ( )H u  в околі 
точки максимуму. Якщо точка максимуму є ре-
гулярною, то, виходячи з неперервної залеж-
ності p  та v  від u , умови регулярності будуть 
виконуватися і в деякому її околі. Максиміза-
ція ( )H u  в околі точки максимуму буде здійс-
нюватися методом спряжених градієнтів для 
квадратичних функцій. Якщо ж точка макси-
муму є нерегулярною, то вона буде досягатися 
зі швидкістю аналогічного процесу для вгнутих 
функцій. 
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Теорема 2. Якщо точка максимуму u  ці-
льової функції двоїстої задачі (12) є регуляр-
ною, то метод збігається за скінченне число 
кроків. Якщо ж в точці u  умови регулярності 
не виконуються, то процес збігається до точки 
u  зі швидкістю методу спряжених градієнтів 
для вгнутих функцій. 
Висновки 
Запропонований підхід до розв’язання не-
лінійних оптимізаційних задач базується на  
поєднанні прийомів апроксимації та декомпо-
зиції. Апроксимуючі методи дають змогу роз-
в’язувати задачі зі складними нелінійностями, 
а декомпозиційні схеми відкривають шлях до 
аналізу дійсно великих блочно структурованих 
систем. 
На відміну від існуючих методів, побудо-
вані алгоритми не вимагають адитивної сепа-
рабельністі функцій, що визначають критерій 
та обмеження. При відповідному виборі апрок-
симуючих методів складові цільової функції 
координуючої задачі формуються у явному ви-
гляді і не потребують додаткових процедур ре-
гуляризації вихідної задачі.  
Алгоритми, побудовані на основі запропо-
нованого підходу, можуть застосовуватися для 
розв’язання широкого кола транспортно-ви-
робничих задач, що описують просторово або 
функціонально розподілені системи за наявнос-
ті в них незалежно функціонуючих підсистем 
та обмежень на якісь спільні ресурси. Як при-
клад апроксимуючого методу в роботі викорис-
товується метод лінеаризації, що є методом 
першого порядку. Звичайно, ефективність цьо-
го методу може бути підвищена із застосуван-
ням деяких спеціальних прийомів [10], але для 
деяких класів задач доцільно використовувати 
апроксимуючі методи більш виского порядку, 
беручи як матрицю kD  матрицю других похід-
них 0( )
kf x′′ , або деякі наближення до цієї мат-
риці, або функцію Лагранжа, як це робиться у 
методах послідовного квадратичного програму-
вання. Очевидно, що в останніх методах оцін-
ки щвидкості збіжності є вищими, ніж у мето-
дах першого порядку, і опис класів задач, до 
яких вони можуть бути застосовані, та аналіз 
ефективності таких процедур може стати пред-
метом для подальших досліджень. 
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О.Є. Кірік 
ПІДХІД ДО РОЗВ’ЯЗАННЯ НЕЛІНІЙНИХ ОПТИМІЗАЦІЙНИХ ЗАДАЧ БЛОЧНОЇ СТРУКТУРИ ЗІ ЗВ’ЯЗУЮЧИМИ ОБМЕ-
ЖЕННЯМИ 
Проблематика. Розглядаються нелінійні задачі оптимізації функціонування великих просторово або функціонально роз-
поділених систем за наявності в них незалежно функціонуючих підсистем та обмежень на деякі спільні ресурси.  
Мета дослідження. Метою роботи є побудова ефективного підходу  до розв’язання нелінійних оптимізаційних задач блоч-
ної структури зі зв’язуючими обмеженнями на основі застосування комбінації апроксимуючих методів нелінійної оптимізації та 
прийомів декомпозиції.  
Методика реалізації. Пропонується триступенева ітераційна схема. На верхньому рівні відбувається заміна вихідної за-
дачі послідовністю апроксимуючих  задач з адитивно-сепарабельними цільовими функціями та лінійними обмеженнями. На дру-
гому рівні розв’язуються координуючі задачі, що формуються за рахунок інформації, отриманої на найнижчому рівні при 
розв’язанні локальних блочних задач. 
Результати дослідження. Побудовано алгоритм, що є комбінацією методу лінеаризації Б.М. Пшеничного та двоїстої            
декомпозиційної схеми. Конкретизовано структуру двоїстої координуючої задачі. Проведено оцінювання швидкості збіжності. 
Висновки. Запропонований підхід та побудовані на його основі алгоритми можуть застосовуватися для розв’язання ши-
рокого кола проблем, пов’язаних з оптимальним розподілом обмежених ресурсів у великих блочно-структурованих системах.  
Ключові слова: задачі розподілу ресурсів; оптимізаційні моделі; методи нелінійного програмування; алгоритми декомпо-
зиції. 
Е.Е. Кирик  
ПОДХОД К РЕШЕНИЮ НЕЛИНЕЙНЫХ ОПТИМИЗАЦИОННЫХ ЗАДАЧ БЛОЧНОЙ СТРУКТУРЫ СО СВЯЗУЮЩИМИ 
ОГРАНИЧЕНИЯМИ 
Проблематика. Рассматриваются нелинейные задачи оптимизации функционирования больших пространственно или 
функционально распределенных систем при наличии в них независимо функционирующих подсистем и ограничений на некото-
рые общие ресурсы. 
Цель исследования. Целью работы является построение эффективного подхода к решению нелинейных оптимизаци-
онных задач блочной структуры со связывающими ограничениями на основе применения комбинации аппроксимирующих ме-
тодов нелинейной оптимизации и приемов декомпозиции. 
Методика реализации. Предлагается трехступенчатая итерационная схема. На верхнем уровне происходит замена ис-
ходной задачи последовательностью аппроксимирующих задач с аддитивно-сепарабельными целевыми функциями и линей-
ными ограничениями. На втором уровне решаются координирующие задачи, которые формируются за счет информации, полу-
ченной на низшем уровне при решении локальных блочных задач. 
Результаты исследования. Построен алгоритм, который является комбинацией метода линеаризации Б.Н. Пшеничного 
и двойственной декомпозиционной схемы. Конкретизирована структура двойственной координирующей задачи. Проведена 
оценка скорости сходимости. 
Выводы. Предложенный подход и построенный на его основе алгоритм могут применяться для решения широкого круга 
проблем, связанных с оптимальным распределением ограниченных ресурсов в больших блочно-структурированных системах. 
Ключевые слова: задачи распределения ресурсов; оптимизационные модели; методы нелинейного программирования; 
алгоритмы декомпозиции. 
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