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Abstract—Novel cloud computing algorithms and techniques
are initially evaluated via testbeds, simulators and mathe-
matical models of datacenter infrastructure. However, it can
be difficult to perform cross validation of these platforms
against realistic scale infrastructures due to the prohibitive
costs involved. This paper describes an approach to evaluating
a cloud simulator through an empirical study involving a
micro datacenter of commodity Raspberry Pi devices. To
demonstrate the methodology, we compare performance of
real-world workloads on this physical infrastructure against
corresponding models of the workloads and infrastructure on
the CloudSim simulator. After modelling a Raspberry Pi micro
datacenter in CloudSim, we claim that the simulator lacks
sufficient accuracy for cloud infrastructure experiments.
Keywords-CloudSim; Glasgow Raspberry Pi Cloud; simula-
tion performance; evaluation;
I. INTRODUCTION
Cloud computing is widely used in many areas of in-
formation technology, as it effectively reduces costs and
maximises benefits for many contemporary businesses [1]
[2] [3]. However, cloud computing features inherent chal-
lenges, such as security, cost modelling, energy manage-
ment, and virtual machine migration. Researchers conduct
experiments to address cloud computing issues using either
physical infrastructures, simulators or mathematical models
[4], [5]. Simulators such as CloudSim [6], iCanCloud [7],
and Green Cloud [8] generally possess the advantage of easy
experiment repetition and minimal infrastructure costs. How-
ever simulators have significant limitations in simulating
advanced features of large scale datacenters. CloudSim [6]
simulates and models the workload of the cloud using object-
oriented Java classes. CloudSim is designed to simulate
different cloud layers (software as a service, platform as a
service, and infrastructure as a service). Resource allocation
management is the most common aspect of cloud that has
been explored using CloudSim [4]. However, according to
[9], large scale systems such as cloud computing infras-
tructure are difficult to simulate due to advanced datacenter
features such as large buffers and cache memory. This paper
evaluates the CloudSim simulator to assess the accuracy
of simulated results against the measured performance of
a micro datacenter.
This work develops a new method to check the fidelity
of any simulation models to be used for performance pre-
dicting of any realistic infrastructure. We accept that cross-
Table I: Features of the Glasgow Raspberry Pi Cloud
Nodes
1.2GHz 64bit quad core ARMv8 CPU, 4 cores:
Raspberry Pi v3.
900MHz quad core ARM CortexA7 CPU, 4
cores: Raspberry Pi v2.
1GB RAM : Each node
16GB SD Cards
Network
Network Topology: Tree
Standard ethernet switches
Bandwidth: 100 Mbits/sec
validation of simulator with large scale infrastructure is
difficult; hence we perform ‘sanity check’ cross-validation
of simulator with cut-down micro scale infrastructure. If
there are discrepancies between the simulator and the micro
infrastructure, then we know the simulator is inaccurate.
In this work, we compare the results of the actual perfor-
mance by running workloads on a Raspberry Pi datacenter
[10] with a simulated performance of the model sharing the
same features of the workloads and infrastructure. We gath-
ered the low level properties of the Raspberry Pi datacenter
via standard Linux monitoring tools such as perf [11] and
iperf [12] to be fed into CloudSim as parameters for the
model of the Raspberry Pi Cloud infrastructure.
The remainder of this paper is organized as follows: we
describe our the experiment and benchmarks in Sections
II and III. Section IV shows the related work to clarify
the difference between our work and other works in the
literature. The conclusion and possible future work of this
study is described in Section V.
II. WORKLOADS AND PROFILING TOOLS
We modelled the Glasgow Raspberry Pi Cloud [10] in
the CloudSim framework by customizing the CloudSim Java
classes that characterize the compute nodes, network con-
nectivity and virtual machine environments of the datacenter
instance to be simulated.
The features of our Raspberry Pi Cloud are given in table
I. These are the features we use to customize our CloudSim
model.
A. Benchmarks
In this paper we are providing two different types of
application (batch and transactional processing). We applied
different workloads and tested on the Raspberry Pi cluster
due to their availability to be used in experiments, possibility
to be profiled on Raspberry Pi devices and the possibility to
be modeled directly on Cloudsim without any modifications
on CloudSim or its extensions. Therefore, we use existing
benchmarks for message passing interface (MPI) applica-
tions and a web server benchmark called Apache Bench
(AB). These workloads are modelled in CloudSim v3.0.3
with appropriate parameterization.
Figure 1: Cross-validate Performance Metrics for CloudSim
and The Glasgow Raspberry Pi Micro Datacenter
The benchmarks run on Raspberry Pi v2 and Raspberry Pi
v3 in different number of parallel nodes between effectively
one rack of the micro datacenter. The experiments were
repeated thirty times on each configuration.
B. Profiling Tools: Perf, iperf and mpiP
A bash script including perf [11] was implemented to gen-
erally profile any workloads run on the Raspberry Pi cloud.
Each perf record is based on hardware events generated by a
specific Linux process. iperf was also used [12] in order to
quantify network features such as latency, throughput and
bandwidth. iperf is a tool for active measurement of the
maximum achievable bandwidth on IP networks. It supports
the tuning of various parameters related to timing, buffers
and protocols (TCP, UDP, SCTP with IPv4 and IPv6). For
each test, the bandwidth as well as other specific parameters
are reported.
Moreover, we have utilised mpiP [13], a profiling tool,
in order to profile cluster performance by measuring the
execution time of the jobs on each node in the cluster. Other
tools could be utilised to profile the cluster, for example
MPInside, however we have selected mpiP as it is open-
source and free to use. mpiP is a lightweight profiling library
for MPI applications that collects statistical information
regarding MPI function-calls.
Figure 2 shows the profiling tools we used and a load
balancing tool called HAproxy [14].
Figure 2: Cross-validate Performance Metrics for CloudSim
and The Glasgow Raspberry Pi Micro Datacenter
III. EXPERIMENT AND EVALUATION
A. Evaluation of MPI Application
CloudSim is designed to model the MPI application and
the communication between tasks in the datacenter as it
contains the following Java classes:
1) Taskstage represents various stages a
networkCloudlet can have during execution.
2) AppCloudlet class to represent an application
which user submit for execution within datacenter. It
consist of several networkClouds.
3) Workflowapp is also a class of AppCloudlet
having communicating tasks [6].
We measure the execution time for the NAS MPI Data
Traffic benchmark (DT) [15] , Class:A on the actual testbed.
We have chosen and specified the DT benchmark as the other
benchmarks from NAS require excessively large memory
footprints to run on Raspberry Pi 2 and 3. We tested
different sizes of high-performance computing applications
on the cluster in order to gather execution times for each
application on a particular node. We obtained the output of
each application using mpiP [13] to generate the profiling
file for each benchmark running time on the cluster in order
to be compared with CloudSim.
Figures 3 and 4 show the execution time on Raspberry Pi
v2 and v3 and the simulated execution time calculated by
CloudSim. The points on the lines represents the mean of
the execution time of running the benchmark (DT) 30 times
on Raspberry Pi nodes and the simulated execution time the
model of the benchmark on CloudSim in tandem with the
increasing number of nodes.
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Figure 3: Actual and simulated performance of DT workload
on Raspberry Pi 2 and CloudSim
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Figure 4: Actual and simulated performance of DT workload
on Raspberry Pi 3 and CloudSim
B. Evaluation of Webserver Application
In order to run Apache Bench (AB) [16] on our Raspberry
Pi datacenter, we used an external Ubuntu machine as a
client for the web servers. We also used HAproxy [14] in
our datacenter as a load balancer to distribute the requests
between the Raspberry Pi nodes. Using HAproxy allowed
us to expand the number of nodes serving the request
from the client. Figures 5 and 6 show the performance of
the benchmark AB on both actual tests, which were on
Glasgow Raspberry Pi Cloud and the simulated environment
of CloudSim.
Table II shows the errors for the simulated environment on
Table II: Root mean square (RMS) for absolute and relative
error of the simulated performance on CloudSim
DT Benchmark - MPI Workload
Raspberry Pi2 Raspberry Pi3
RMS for Absolute Error 1.46 1.36
RMS for Relative Error 32.03 % 17.95 %
AB Benchmark - Web Server Workload
Raspberry Pi2 Raspberry Pi3
RMS for Absolute Error 56.81 21.10
RMS for Relative Error 75.80 % 60.96 %
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Figure 5: Actual and simulated performance of AB workload
on Raspberry Pi 2 and CloudSim
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Figure 6: Actual and simulated performance of AB workload
on Raspberry Pi3 and CloudSim
CloudSim with respect to the actual execution time on phys-
ical Raspberry Pi infrastructure. We have applied the root
mean square (RMS) since the error is not consistently pos-
itive or negative. We report the mean absolute error which
measures the disagreement between CloudSim performance
and Raspberry Pi datacenter performance in seconds for all
different cases experiments [17]. Moreover the relative error
which show the percentages of the differences between the
selected data sets is shown in the table.
IV. RELATED WORK
Antonescu and Braun [18] propose a validation
methodology for modelling complex distribution systems
using CloudSim [6]. The validation experiment is conducted
with a small-scale distributed testbed. However, the
comparative precision of the performance for CloudSim
and the small-scale distributed test bed is not reported.
Moreover, the small scale datacenter used in the experiment
is not clearly described; limiting reproducibility and failing
to quantify the level of accuracy. Our work compares the
performance simulation workload with a replicable micro
datacenter known as the Glasgow Raspberry Pi Cloud.
NetworkCloudSim [19] is an extension of CloudSim that
models the concept of networking communication, it has
been developed and integrated with CloudSim version
3.0.3, and it models Message Passing Interface (MPI).
Our work attempts to validate CloudSim by comparing the
result of running MPI benchmark DT on either a single
node or multiple nodes of Raspberry Pi. Iridis-pi [20] is
a small scale Beowulf cluster built using 64 Raspberry Pi
Model B nodes with 700 MHz ARM processors. They give
a brief description of the clustering distribution system in
implementing Hadoop job on their datacenter, but our work
is to profile and report the performance of the benchmarks
on two different clusters of Raspberry Pi v2 and v3.
Micro datacenters have been used in different areas of the
field of cloud computing for many years. For example, work
in [21] focused on the realization of a micro datacenter built
using Raspberry Pi devices. That work did not, however,
profile the performance of the datacenter, which is the focus
of this piece; providing information about the performance
of the datacenter will allow further research to investigate
the introduction of new techniques or algorithms to the
field of cloud computing by providing a baseline for such
effects to be measured from. However, the workloads that
run on this infrastructure have not been fully explained and
have not been profiled to demonstrate the Raspberry Pi
cloud performance. Work on [22] raises the possibility of
using a micro datacenter alongside a centralised datacenter
to reduce energy consumption by reducing the number of
hops between end users and the centralized datacenter. This
work was conducted using Raspberry Pi nodes running a
specialized Internet of Things (IoT) application.
V. CONCLUSION AND FUTURE WORK
This work presents an empirical approach to evaluate the
software simulation tool CloudSim [6] through a compara-
tive study with a micro datacenter known as the Glasgow
Raspberry Pi Cloud [10]. Two workloads have been profiled
on a per-node basis using standard Linux performance
monitoring tools. We make the following two suggestions
regarding CloudSim experiments:
1) CloudSim needs a richer set of input features to cal-
culate workload execution time. Currently, CloudSim
requires number of instructions for the workload, and
an instruction processing rate for the CPU. Our results
show that there is clear execution time dependence on
the CPU architecture, based on the discrepancies be-
tween CloudSim results for datacenter nodes featuring
Raspberry Pi v2 and Raspberry Pi v3.
2) CloudSim needs a more complex model of inter-node
communication for distributed applications. Our ex-
periments show high relative error between the actual
and simulated performance for a non-batch-processing
workload—which is more likely to be a realistic cloud
application.
Finally, we note that while this paper focuses exclusively
on CloudSim, the proposed cross-validation approach can be
applied to any simulator.
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