In this paper we derive a condition for robust local stability of multilayer recurrent neural networks with two hidden layers. The stability condition follows from linking theory about linearization, robustness analysis of linear systems under nonlinear perturbation and matrix inequalities. A characterization of the basin of attraction of the origin is given in terms of the level set of a quadratic Lyapunov function. In a similar way like for NL q theory, local stability is imposed around the origin and the apparent basin of attraction is made large by applying the criterion, while the proven basin of attraction is relatively small due to conservatism of the criterion. Modifying dynamic backpropagation by the new stability condition is discussed and illustrated by simulation examples.
Introduction
Because of their universal approximation ability 1, 9] , multilayer perceptrons are powerful tools in order to parametrize general nonlinear models and controllers. A well-known method for training the resulting recurrent neural network models and controllers is dynamic backpropagation 15]. When employing this method for training a controller to track speci c reference inputs, a cost function is de ned for minimizing the di erence between the reference input and the actual output of the control scheme. Dynamic backpropagation is basically a gradient based method for minimizing the cost function, where the gradient of the cost function is computed by means of a sensitivity model 15] . However by applying this method, internal stability of the neural control scheme is not guaranteed. While a good performance might be obtained on the training data, the extrapolation in time can be bad or even drive the system towards instability. This has been reported e.g. for the application of dynamic backpropagation to the control of a real-life ball and beam system 28] .
Recently, NL q theory has been introduced as a stability theory for discrete time multilayer recurrent neural networks 23, 25] . Conditions for global asymptotic stability, input/output stability with nite L 2 -gain and robust stability of multilayer recurrent neural networks have been given, which are expressed in terms of diagonal scaling, diagonal dominance or condition numbers. Links between NL q theory and robust control theory have been demonstrated by considering perturbed NL q representations, with parametric uncertainties upon the interconnection matrices e.g. due to modelling errors. The NL q stability criteria have been used in order to modify the dynamic backpropagation procedure. The cost function of the tracking problem is constrained then with an additional stability condition for the recurrent neural network, which is represented in NL q form. It has been demonstrated how models with a unique or multiple equilibria, periodic, quasi-periodic behaviour and chaos can be controlled based upon these stability criteria 23, 26, 28] . Results for the continuous-time case with conditions for absolute stability, dissipativity and links with Lur'e forms have been given in 27] .
NL q theory can be employed in various ways towards applications. The conditions of input/output stability with nite L 2 -gain can be regarded as nonlinear H 1 control for multilayer recurrent neural network representations related to the closed-loop scheme of the model and controller. They can be used also in combination with dynamic backpropogation, by imposing stability conditions as constraints to the backpropagation procedure. The latter has been successfully applied to control of a real-life ball and beam system in 28]. Furthermore, the NL q stability criteria can also be used to check and impose stability of recurrent neural networks (with global and/or local feedback) for nonlinear modelling 26]. In the application of NL q theory to control problems one assumes that a recurrent model is identi ed from input/output data measured on the plant, that the controller is designed based upon the identi ed model and then applied to the plant, assuming that the certainty equivalence principle holds. This is similar to the classical emulator approach in 16]. The NL q framework is basically non-adaptive and rather related to the direction of absolute stability and H 1 control theory than adaptive control theory. We also want to mention that within neural adaptive control theory stability criteria are available 5, 11, 19, 20] and 10]. Local stability constraints have been imposed in neural optimal control problems for swinging up an inverted and double inverted pendulum in 23, 22] .
Although the NL q stability criteria related to diagonal dominance or condition numbers can be conservative, it has been shown that they still can be employed for neural control design. This is done by imposing local stability at the origin and in uencing the basin of attraction by application of these stability criteria. The apparent basin of attraction can be made very large in this way. The aim of this paper is to investigate these issues in more detail by combining theory about local linearization 29], robust stability 21] and matrix inequalities 3]. In this way we derive a stability criterion which makes the link between the local linearization around the origin, its robustness and the basin of attraction of the point more explicit. Simulation results clearly indicate an apparent basin which is very large (probably globally asymptotically stable), while the proven basin of attraction is relatively small, due to conservatism. In this paper we focus on the NL 2 case. The q = 1 case is directly related to discrete time Lur'e forms for which absolute stability criteria are available in literature 3, 4, 12, 14, 29] . This paper is organized as follows. In Section 2 we describe the two-hidden layer recurrent neural networks. In Section 3 the linearization of the recurrent neural networks around the origin and its robustness is discussed. In Section 4 related matrix inequalities and the condition for stability are derived. In Section 5 constrained dynamic backpropagation is discussed. In Section 6 simulation examples are presented. 
with state vectors k 2 R nr , x k 2 R n , z k 2 R nz , reference input r k 2 R l , control signal u k 2 R m , reference model output d k 2 R l , model output y k 2 R l and zero mean white Gaussian noise k 2 R l . The multilayer perceptrons in M, C 1 have numbers of hidden neurons n hx , n hz and n hu for the state equations in x k , z k and the output of the controller respectively. The interconnection matrices are of appropriate dimension and zero bias terms are assumed. The matrix K is a Kalman gain for modelling process noise. The activation function tanh( ) is applied componentwise to the elements of the vectors. As in the emulator approach 16], it is assumed that the plant is modelled by M, the controller C is designed based upon the identi ed model M and is applied to the plant afterwards. For issues on the choice of the model structure and system identi cation we refer to 2, 6, 8, 23] .
The equations of the closed-loop system fR; M; C 1 g take the form of a recurrent neural network with two hidden layers:
with state vector p k = x k ; z k ; k ], exogenous input w k = k ; r k ] and interconnection ma-trices activation functions tanh( ) of the hidden layers are denoted as (1) 
Another case for which the two-hidden layer recurrent network form (2) is obtained, is for the full static state feedback law 
When taking the output equation in C 1 linear instead of nonlinear or taking a linear controller one obtains a recurrent neural network representation with one hidden layer for the closed-loop scheme instead of (2) p k+1 = A p k + B (C p k ) + D w k : (6) This form is a discrete time Lur'e system, which consists basically of a linear dynamic system interconnected by feedback to a nonlinearity that satis es a sector condition. The absolute stability of continuous-time and discrete time Lur'e systems has been investigated in literature 3, 4, 12, 14, 29] . For a quadratic Lyapunov function one obtains the wellknown circle criterion, which can be either expressed in the frequency domain or by a matrix inequality. Values q > 2 are not considered in this paper, because the stability analysis method for the recurrent networks is not as straightforward to generalize for additional layers as the NL q stability criteria derived in 23, 25] . In the scheme (1) we didn't specify modelling errors, which will result after nding an approximation of the actual plant by the model M. The issue of parametric uncertainties for NL q forms has been considered in 23, 25] , by representing the uncertainty as a feedback perturbation to the nominal NL q model, in a similar way as linear fractional transformation in robust control theory 17]. It has been shown how the perturbed NL q systems can be represented as NL q+1 's and conditions for robust stability and robust performance have been derived. In this paper we further focus on the autonomous case of the two-hidden layer recurrent neural network (2).
Linearization around the origin and robustness
Now we investigate the autonomous case of (2), i.e. for zero exogenous input w k :
where the subscript` ' is omitted in the sequel for notational convenience. The activation functions tanh( ) satisfy the sector condition 0; 1]. This yields the inequalities 3, 29]
where the shorthand notation ( 
is used. The matrices 1 and 2 are diagonal with positive diagonal elements.
Local stability at the origin of (7) is guaranteed if (A + BN + BHC) < 1; where ( ) denotes the spectral radius of a matrix. According to 29, 21] we write (7) as 
Let us take the quadratic Lyapunov function V (p) = p T Pp; P = P T > 0 (11) and assume h(p) T P h(p) 2 p T p (12) for all p 2 S V . According to 21], but in a slightly modi ed way, we obtain
Hence using the substitutions A T l PA l ? P = ?G, Q T Q = P, v = QA l p, w = Qh together with the inequalities ?p T Gp ? min (G) p T p, where min ( ) denotes the minimal singular value of a matrix and v T w kvk 2 kwk 2 = (v T v) 1=2 (w T w) 1=2 , it follows that
This leads to the condition
which has also been derived in 21] but in the context of global asymptotic stability of the given system with the set S V corresponding to R np . In 21] this result has been investigated in order to check under what condition a given stable linear system remains stable under a nonlinear perturbation h( ). In our case this stable system is related to a linearized system around the origin.
Matrix inequalities and stability condition
Many problems in systems and control can be expressed in terms of matrix inequalities 3], including NL q stability criteria 23, 25] . In this Section we further characterize the set S V and associate matrix inequalities with the assumption (12).
According to 23], we can write
(1) Now two positive real constants 1 ; 2 are related to 1max ; 2max by the relation 1;2max = 1 ? tanh( 1;2 )=( 1;2 ) and the following polytopes are considered: P 1 = fp 2 R np : jn T i p + h T i (2) j 1 ; i = 1; :::; n h 1 g P 2 = fp 2 R np : jc T j pj 2 ; j = 1; :::; n h 2 g (20) where 1;2 quantify how far the hidden neurons of layer 1 and 2 are going into saturation respectively. Consider then the following ellipsoids in the variables p; (2) ] and p E 1 = fp 2 R np : p T (2) T ] P 1 p; (2) ] 1g E 2 = fp 2 R np : p T P 2 p 1g (21) with P 1 = P T 1 > 0, P 2 = P T 2 > 0. 
Before formulating the stability condition for (9), we consider the level set S = fp 2 R np : V (p) 2 g (23) with respect to the Lyapunov function (11). According to 3], satisfying the following matrix inequalities guarantees S E 1 and S E 2 : 
hold, together with the matrix inequalities (19)(24)
then the origin of the two-hidden layer recurrent neural network (9) is locally asymptotically stable and every bounded level set S , with such that (25)(26) holds, is contained in the domain of attraction of the origin.
Proof: Because S is contained in the sets P 1 ; P 2 , which is guaranteed by construction by means of (22), (24) and M 1 < 0 holds for the 1;2max values corresponding to 1;2 of the polytopes, the level set is contained in the set S V for which assumption (12) holds. Together with (15) this shows that every bounded level set S , with satisfying (25) (26) , is contained in the domain of attraction of the origin, which is according to 29, 13 ] su cient to proof the result.
2
From this Theorem it follows that for every initial state, which is initiated inside the set S , where is such that (25)(26) is satis ed, the state of the system converges to the origin.
Constrained dynamic backpropagation
In this Section we illustrate how the Theorem can be used in order to constrain the dynamic backpropagation procedure, more speci cally with respect to the recurrent neural model and controllers of Section 2. When using dynamic backpropagation 15] in neural control design one tracks on speci c reference inputs. In 28] it has been shown by the example of a ball and beam system that this may lead to serious stability problems both on simulation and on the real-life system. Therefore, according to the NL q theory framework, dynamic backpropagation has to be modi ed with closed-loop stability constraints. One aims then at making the closed-loop scheme of the model and controller globally asymptotically stable 23, 25] . In the context of this paper we aim at making the apparent basin of attraction of the origin 'very large' based upon the Theorem. At this point it is important to make a clear distinction between the apparent and the proven basin of attraction. As will be illustrated in the sequel by simulation examples the apparent basin of attraction can be very large, while the proven one is relatively small. This is basically due to the conservatism introduced in the steps (14)(18)(22)(24). On the other hand we want to show that despite the conservatism the derived result can still be useful in practice.
According to 3] one has the following expression for the volume of the ellipsoid with respect to the level set S vol(S ) 2 = det( 2 P ?1 ) (27) where is a positive real constant. Hence imposing local stability at the origin and maximizing its basin of attraction can be formulated as log det( 2 P ?1 ) (29) where J( c ) denotes the tracking error, which is de ned on a speci c reference input or a set of speci c reference inputs for a nite time interval. N s is the nite time horizon. A user-de ned minimal volume for the ellipsoid S is speci ed by means of the constant . The control energy is penalized by the positive real constant . The problems (28) and (29) are non-convex optimization problems and might be non-di erentiable (when the two largest eigenvalues of the matrices in the matrix inequalities coincide 18]). The gradient of the cost function in (29) follows from the sensitivity method in dynamic backpropagation 15]. One may also exploit the fact that the optimization problem contains convex subproblems. For given matrices N; H; C, nding P ?1 1 ; P ?1 2 in (22) is a convex problem, as well as nding P 1 ; P 2 ; 1 ; 2 for a given matrix P in (24) 3] (p.48 and p.43 respectively). In the simulation examples (29) is solved using sequential quadratic programming (SQP) 7] (constr in Matlab). On a modern workstation, problems with up to about 300 unknowns can be solved within a couple of hours, which means that the complexity of the recurrent networks and controller is required to be moderate, taking into account the several unknown variables in (29) . For larger scale problems more specialized algorithms and software is needed.
Simulation examples
In this Section we illustrate (28) and (29) of Section 5 on designs of C 1;2 from Section 2.
Example 1
We rst illustrate the stabilization method on the following model M A remarkable observation is that although the required volume of the basin of attraction is quite small (proven basin of attraction), simulation results for many di erent random initial states suggest that the apparent basin of attraction is very large. This is similar to what has been observed in NL q theory 23, 25, 26] . Only for the gure on top, stability has been guaranteed by the stability condition, with a monotonically decreasing Lyapunov function.
Example 2
In this Example we illustrate the modi ed dynamic backpropagation procedure (29) Fig.3 for a feasible neural controller. Like in the previous example, while the proven volume of the level set S is quite small and only for initial states in this set stability of the autonomous closedloop system is guaranteed, the apparent basin of attraction turns out to be very large according to the simulation results. Furthermore a comparison between classical dynamic backpropagation and modi ed dynamic backpropagation is made (Fig.3) . For classical dynamic backpropagation, (29) is minimized without stability constraints with the same expression for J( c ) as before with N s = 30. While classical dynamic backpropagation is performing better in the noiseless case (J is minimized towards 0 instead of 0.05), the modi ed method with stability constraint yields better results for higher noise levels. Therefore (1) has been simulated for K = I and k zero mean white Gaussian noise with variance ranging between 0 and 1. For each noise level the results have been averaged over 20 simulations of the closed-loop system. In the experiments N s = 100 has been taken, which shows that an improved generalization of the controller is obtained for modi ed dynamic backpropagation at these higher noise levels.
Conclusion
A robust local stability condition has been presented for multilayer recurrent neural networks with two hidden layers. In previous work NL q theory has been proposed as a stability theory for multilayer recurrent neural networks with applications to neural control. Among the several approaches within that framework, imposing local stability of the closed-loop scheme around the origin and making its apparent basin of attraction large has been successful. This was demonstrated on many simulated and real-life examples with several types of nonlinear behaviour. In this paper a characterization of the basin of attraction has been given based on the linearization method, robustness analysis of linear systems under nonlinear perturbation and matrix inequalities. The derived criterion for robust local stability has been applied in order to constrain the dynamic backpropagation procedure for multilayer recurrent neural networks. While a clear distinction has to be made between the proven and apparent basin of attraction, due to conservatism introduced in the several steps of the derivation, a relatively small proven basin of attraction for the robust stability criterion will normally result into a very large apparent basin of attraction. The usefulness of this approach has been shown on simulation examples including constrained dynamic backpropagation with tracking on speci c reference inputs.
Captions of Figures   Fig. 1 . State space behaviour for the system of example 1: (a) (x 1 k ; x 2 k ), (b) (x 1 k ; x 3 k ). (c) a = 10 ; (d) a = 1000. While stability was only guaranteed for Fig.(a) by the criterion, the apparent basin of attraction turns out to be very large (which has been observed by exhaustive simulation of the system for many random initial states). 
