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Abstract
A diffeomorphism f is called super exponential divergent if for every r > 1, the
lower limit of #Pern(f)/r
n diverges to infinity as n tends to infinity, where Pern(f)
is the set of all periodic points of f with period n. This property is stronger than
the usual super exponential growth of the number of periodic points. We show that
for a three dimensional manifold M , there exists an open subset O of Diff1(M) such
that diffeomorphisms with super exponential divergent property form a dense subset
of O in the C1-topology. A relevant result of non super exponential divergence for
diffeomorphisms in a locally generic subset of Diffr(M) (1 ≤ r ≤ ∞) is also shown.
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1 Introduction
1.1 Backgrounds
The investigation of the growth of the number of periodic points for dynamical systems is
a fundamental problem. For uniformly hyperbolic systems, we know that the growth of
the number of periodic points cannot be faster than some exponential functions. Then a
natural question is that what happens for systems which fail to be uniformly hyperbolic
in a robust fashion.
A fundamental result is given by Artin and Mazur, which asserts that for a dense
subset of Cr maps of a compact manifold into itself with the uniform Cr topology, the
number of isolated periodic points grows at most exponentially [AM]. Meanwhile, there
are some results for locally generic maps. For instance, Bonatti, Dı́az and Fisher shows
that generically in Diff1(M), if a homoclinic class contains periodic points of different
indices, then it exhibits super exponential growth of number of periodic points [BDF]; For
certain semi-group actions on the interval, Asaoka, Shinohara and Turaev construct Cr
(r ≥ 1) open set in which Cr generic maps exhibit super exponential growth of number of
periodic points [AST]; For Cr diffeomorphisms of compact smooth manifolds, they also
construct local Cr generic subset with fast growth of number of periodic points under
certain conditions about the signatures of non-linearities and Schwarzian derivatives of
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the transition maps [AST2]; Berger shows that for 2 ≤ r ≤ ∞ and manifolds of dimension
greater than 1, there exists open set O ⊂ Diffr(M) in which Cr generic f displays a fast
growth of the number of periodic points [Be]. Thus one may consider the difference of
the growth as a probe of the degree of the non-hyperbolicity which the system exhibits.
Let us be more precise. Given a set X and a map f : X → X , we say that x ∈ X is a
periodic point of period n (where n ≥ 1) if fn(x) = x and n is the least positive integer
for which this equality holds. In particular, x is called a fixed point of f(x) = x. We
denote the set of periodic points of period n of f by Pern(f).
For the investigation of the number of periodic points, we mainly focus on the ratio
of #Pern(f) to r
n (r > 1). We customarily consider upper limit (lim sup) of the ratio
when n goes to infinity. f is called super-exponential if for every r > 1 the sequence
r−n#Pern(f) has upper limit equals to +∞. One motivation of this definition is that
the “rate of exponential growth” of the number of periodic points comes from the in-
vestigation of the convergence radius of dynamical zeta function. The positivity of the
convergence radius is equivalent to the finitude of the upper limit of the ratio. In this
case, at least a subsequence of #Pern(f) grows exponentially fast, which implies that
the dynamics exhibits relatively complicated behaviour. On the other hand, the cases
of super exponentially fast growth also appear very often, as aforementioned papers
indicated.
Meanwhile, as a measure of non-uniform hyperbolicity it is interesting to ask what
happens for the lower limit (lim inf) of the ratio. Indeed, the lower limit provides us
more information about the number of n-periodic points for every sufficiently large n.
It is not easy to construct an diffeomorphism around which, maps whose lower limit of
the ratio divergent to +∞ exist persistently (for instance, in a dense or residual subset
of a neighbourhood of the initial diffeomorphism). In this paper, we provide such an
example.
We say that f is super-exponentially divergent if for every r > 1 the sequence
r−n#Pern(f) has lower limit equals to +∞. Indeed, this is equivalent to say that the
limit exists and it is equal to +∞. Let Diff1(M) denote the space of C1 diffeomorphisms
of a manifold M , endowed with the C1 topology.
Theorem 1. There exists a three dimensional closed manifold M such that the following
holds: There exist an non-empty open set O ⊂ Diff1(M) and a dense subset D of O such
that every diffeomorphism in D is super-exponentially divergent.
Let us make some comments. Our construction is based on the bifurcation of het-
erodimensional cycles. Since heterodimensional cycles exist only for manifolds whose
dimension is greater than two, we are not sure a similar result holds for surface diffeo-
morphisms. We gave this result for C1-regularity. As we will see, our technique heavily
depends on the nature of C1-distance. Thus the Cr-case for r > 1 is open.
In the following, we give the description of the open set O.
1.2 Results
Let M be a closed n-dimentional Riemannian manifold. We fix a Riemaniann metric
‖ · ‖ on TM and a metric d on M . Denote by Diff1(M) the space of C1 diffeomorphisms
of M endowed with the C1 topology. We also fix a metric dist(f, g) for every pair of
f, g ∈ Diff1(M) which is compatible with the C1 topology.
Let us recall some notion for non-uniformly hyperbolic systems, following [BDU].
For further information, see for instance [BDV]. Let f ∈ Diff1(M) and Λ ⊂ M be an
f -invariant set, that is, f(Λ) = Λ holds. Let E,F be subbundles of TM |Λ which are
invariant under Df respectively. Ex ∩Fx = {0} for every x ∈ Λ. We say that E ⊕F is a
dominated splitting if there exists a positive real number α strictly smaller than 1 such
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that for every x ∈ Λ we have ‖Df |Ex‖ · ‖Df
−1|Ff(x)‖ < α, where ‖Df |Ex‖ denotes the
operator norm of Df |Ex with respect to the Riemannian metric.
We say that Λ is strongly partially hyperbolic if there is a splitting TM |Λ = Es ⊕
Ec ⊕ Eu such that Es ⊕ (Ec ⊕ Eu) and (Es ⊕ Ec) ⊕ Eu are dominated splittings with
dimEc = 1, dimEs ≥ 1 and dimEu ≥ 1, Es is uniformly contracting and Eu is uniformly
expanding. We say that Df is orientation preserving if if Es, Ec, Eu are all orientable
and Df preserves these orientations.
Suppose we have a pair of hyperbolic periodic points P1, P2 ∈ Λ. We say that they are
adapted if u-ind(P1) = dim(E
u) + 1 and u-ind(P2) = dim(E
u), where u-ind(P ) denotes
the dimension of the unstable subspace of a hyperbolic periodic point P .
We say that f is transitive (on M) if there is an orbit which is dense in M , that
is, if there exists x ∈ M such that {fn(x)}n∈Z is dense in M . A diffeomorphism f is
Cr-robustly transitive if there is an open neighbourhood U of f in Diffr(M) equipped
with the Cr topology such that every g ∈ U is transitive.
The following is our first result.
Theorem 2. Let M be a three dimensional closed manifold and f be a C1-robustly tran-
sitive diffeomoprhism for which the entire manifold M is a strongly partially hyperbolic
set. Suppose that f has two hyperbolic fixed points P1 and P2 having u-indices 2 and 1
respectively and Df preserves the orientations of the strongly partially hyperbolic splitting
over M . Then there exist a C1-neighbourhood U of f in Diff1(M) and a dense subset D
of U satisfying the following: Every g ∈ D is super-exponentially divergent.
Theorem 2 is a consequences of general perturbation results together with the follow-
ing analytic result.
First, let us state the analytic result.
Theorem 3. Let M be a three dimensional closed manifold. Suppose f satisfies the
following:
(T1) (Codimension-1 property) There are hyperbolic fixed points P1 and P2 of f with
u-ind(P1) = 2 and u-ind(P2) = 1.
(T2) (Simplicity property) The weakest unstable eigenvalue of P1 and the weakest stable
eigenvalue of P2 are both real, positive and have multiplicity one.
(T3) (Existence of a strong heteroclinic intersection) Let W ss(P2) denote the stong stable
manifold of P2 corresponding to the strong stable eigenvalue of Df(P2). Then
Wu(P1) ∩W
ss(P2) 6= ∅.
(T4) (Existence of a quasi-transverse intersection) Wu(P2) ∩W s(P1) 6= ∅.
Then, there is a diffeomorphism g which is arbitrarily C1 close to f such that for every










One important condition in the assumptions of Theorem 3 is that we assume P1, P2
are fixed points of f . In this article, we are interested in the behavior of lower limit of
the number of periodic points. In many situations, the difference whether the periodic
orbit we are interested in has non-trivial period or not can be overcome by taking power
of the dynamics. On the other hand, as we will see later, this strategy does not work in
a simple way for the investigation of the lower limit. The investigation of to what extent
we can relax this fixed point assumption would be an interesting topic, but we will not
pursue this problem in this paper.
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The following perturbation result tells us that for systems which satisfy the hypothesis
of Theorem 2, we can obtain the assumptions of Theorem 3 up to an arbitrarily small
C1 perturbation.
Proposition 1.1. Let f be a C1-robustly transitive diffeomorphism on a smooth compact
three dimensional manifold such that the entire manifold is strongly partially hyperbolic.
Assume that there are two hyperbolic fixed points P1 and P2 whose indices are 2 and 1
respectively and Df preserves the orientation. Then, there exists g ∈ Diff1(M) arbitrarily
C1 close to f such that g satisfies the hypotheses (T1-4) of Theorem 3.
The proof of Proposition 1.1 will be given in Section 3.
Let us give a “local version” of Theorem 2. In Theorem 2, we stated the result under
the condition that the diffeomorphism is robustly transitive. While this condition is easy
to understand, it is not the essential one which we need to reach the conclusion. Below
we give Theorem 4, in which the assumption for the super exponential divergence is
stated in terms of homoclinic classes and this statement makes it easier to grasp about
the mechanism of the result.
Let us recall the notion of homoclinic classes. A homoclinic class of a hyperbolic
periodic saddle P of a diffeomorphism f , denoted by H(P ; f) or H(P ), is defined to
be the closure of transversal intersections of the stable and unstable manifolds of P .
We can equivalently define H(P ) as the closure of all hyperbolic periodic saddles Q
homoclinically related to P (i.e. the stable manifold of P transversally intersects the
unstable manifolds of Q and vice versa). Homoclinic classes are always invariant and
transitive, but not necessarily hyperbolic in general (see for instance [ABCDW]).
Theorem 4. Let M be a three dimensional closed manifold. Suppose f ∈ Diff1(M)
satisfies the following:
• There are hyperbolic fixed points P1 and P2 of f contained in the same homoclinic
class H(P1) with u-ind(P1) = 2 and u-ind(P2) = 1;
• The weakest unstable eigenvalue of P1 and the weakest stable eigenvalue of P2 are
both real, positive and have multiplicity one;
• Wu(P1) intersects W
ss(P2) transversally.
Then, there exists an arbitrarily small C1-perturbation g of f such that g is super expo-
nential divergent.
The proof of Theorem 4 will be given in Section 3.
Let us see the strategy of the proof of Theorem 3. Given a heterodimensional cycle
associated to two hyperbolic fixed points P1 and P2 of f , in other words, P1 and P2
are index adapted with Wu(P1) ∩ W s(P2) 6= ∅ and Wu(P2) ∩ W s(P1) 6= ∅. Following
the argument in [BD], we linearize the dynamics around P1 and P2. We also make the
transition map along the heteroclinic points Q1 and Q2 affine, which are compatible
with the linear maps around P1 and P2. These dynamics are called a simple cycle. A
direct calculation shows that we can find a sequence of periodic points with weak center
Lyapunov exponents. Thus, by exploiting the flexibility of the C1-topology, we can
increase the number of periodic points as much as we want by perturbing in the center
direction.
This is the strategy of the proof of [BDF]. In our problem, we furthermore need to
investigate the frequency of the period of the weak periodic points. To be more precise, we
need to confirm the occurrence of periods of weak periodic points for every sufficiently
large integer. By investigating the above calculation carefully, we can observe that, under
certain quantitative assumption on the characteristics of the simple cycle, the periods
exhaust all sufficiently large integers eventually by an arbitrarily small C1 perturbation.
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In our proof, an additional hypothesis on the simple cycle is needed. We call our simple
cycle as SH-simple cycle (where SH stands for “Strongly Heteroclinic”), meaning that in
addition, the unstable manifold of P1 intersects the strong stable manifold of P2.
A natural question regarding Theorem 1 is if one could replace “dense” to some
stronger condition such as residual or open and dense. For instance, one might wonder
the following:
Question 1. Does there exist an open subset U of Diff1(M) such that generically in U ,
diffeomorphisms are super exponential divergent?
While we do not have an answer, in Section 6 we will prove one result about the lower
limit of the number of periodic points valid for diffeomorphisms in a residual subset of
Diffr(M) where 1 ≤ r ≤ ∞, based on the argument of Kaloshin [Ka].
Theorem 5. Given 1 ≤ s ≤ +∞ and a super-exponential sequence (an), there exists
an residual set R of Diffs(M) such that the following holds: for every f ∈ R, we have
lim infn→∞ #Pern(f)/an → 0.
Thus we cannot extend Theorem 1 in a straightforward way and this shows the
significance of Theorem 1. Notice that Theorem 5 does not answer Question 1, because
there is no “slowest” super exponentially increasing sequence.
This paper will be organized as follows. In Section 2, after giving some basic defini-
tions and notations on SH-simple cycles, we provide the proof of Theorem 3 by assuming
several results which will be proved in the following sections. In Section 3, we will dis-
cuss the proof of Theorem 4 and how to prove Theorem 2 from Theorem 3. Section 4
is devoted to the proof of Proposition 2.5, a perturbation result for obtaining SH-simple
cycles. In Section 5, we prove Proposition 2.6, an analytic result for SH-simple cycles is
shown. In Section 6, by using a theorem of [Ka], we prove Theorem 5, a generic result
of super exponential divergence with respect to a given speed.
Acknowledgements. This paper has been supported by the the JSPS KAKENHI
Grant Number 18K03357. XL is supported by the Youth Program of National Natu-
ral Science Foundation of China (11701199) and the Fundamental Research Funds for
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Huazhong University of Science and Technology. We thank Masayuki Asaoka and Ken-
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2 Preliminaries and Strategies
In this section, we prepare some definitions and cite known results which are used
throughout this paper.
Then, we state some propositions which will be used for the proof of Theorem 3.
Finally, assuming these propositions we give the proof of Theorem 3.
2.1 SH-simple cycles
Let us give the definition of simple cycles. In this paper, it is more convenient if we define
a wider class of simple cycles, which we call SH-simple cycles. Let us give the definition
of it.
Let Dnr := {x ∈ R
n | ‖x‖ < r}, where ‖ · ‖ denotes the Euclidian norm and r is some
positive real number. Let ds, dc, du be positive integers and put d = ds + dc + du and
d = (ds, dc, du). A subset D
d = Ddsrs × D
dc
rc
× Dduru of R
d is called a polydisc of Rd of
index d. We call the numbers d and (rs, rc, ru) the index and the size of the polydisc
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D
d respectively. In the following, we only consider the case dc = 1. Thus we have
d = (ds, 1, du).
We first prepare two definitions, which describe the local dynamics around the fixed
point and the transition dynamics near the heteroclinic point of SH-cycles respectively.
Definition 2.1. Let f ∈ Diff1(M) and P be its fixed point. We say that a coordinate
neighbourhood (U, φ) around P is an linearized neighbourhood of index d if the followings
hold:
• φ(U) ⊂ Rd is a polydisc of index d, that is, φ(U) = Ddsrs ×D
1
rc
×Dduru for some size
(rs, rc, ru).
• There exist a contracting linear map Λ : Rds → Rds , a linear map t : R → R and
an expanding linear map M : Rdu → Rdu such that the following holds: For every
x ∈ U , if φ(x) = (xs, xc, xu) satisfies t(xc) ∈ D1rc and M(xu) ∈ D
du
ru
, then we have
φ(f(x)) = (Λ(xs), t(xc),M(xu)).
We call the linear map (xs, xc, xu) 7→ (Λ(xs), t(xc),M(xu)) the linearization of f




Definition 2.2. Let f ∈ Diff1(M), P1 and P2 be its adapted hyperbolic fixed points.
Suppose that Pi have linearized coordinate neighbourhoods (φi, Ui) for i = 1 and 2 with
linearization (xs, xc, xu) 7→ (Λi(xs), ti(xc),Mi(xu)) and assume that there exists a point
Q ∈ Wu(P1)∩W s(P2)∩U1. Let σ > 0 be the least positive integer such that fσ(Q) ∈ U2
holds. We say that Q is an adapted transition point with respect to (U1, φ1) and (U2, φ2)
if there exist positive real numbers κs, κc and κu such that the followings hold:







, that is, φ1(K) is a polydisc centered at φ(Q) of size (κs, κc, κu).
• Furthermore, f i(K) ∩ (U1 ∪ U2) = ∅ for every i = 1, . . . , σ − 1 and fσ(K) ⊂ U2.
• There exist three linear maps Λ̃ : Rds → Rds , t̃ : R → R and M̃ : Rdu → Rdu such
that the following holds: For every (X,Y, Z) ∈ Rd such that φ1(Q) + (X,Y, Z) ∈
φ1(K) holds, we have
φ2 ◦ f
σ ◦ φ−11 (φ1(Q) + (X,Y, Z)) = φ2(f
σ(Q)) + (Λ̃(X), t̃(Y ), M̃(Z)).
We call t̃ the center multiplier of the transition map fσ and K the transition region.
Given two hyperbolic fixed points P1 and P2 of different indices, we say that they form
a heterodimensional cycle if the stable manifold of P1 intersects the unstable manifold of
P2 and vice versa. Heterodimensional cycles are realized as one of the typical mechanisms
which causes the non-hyperbolicity of the dynamics.
Now we are ready to state the definition of SH-simple cycles.
Definition 2.3. Let f ∈ Diff1(M). Suppose there is a heterodimensional cycle associated
to P1, P2 and heteroclinic points Q1 ∈ Wu(P1)∩W s(P2) and Q2 ∈ Wu(P2)∩W s(P1). We
say that the heterodimensional cycle is SH-simple if the followings hold (see Figure. 1):
• There are linearized coordinates (Ui, φi) around Pi for i = 1, 2.
• Qi ∈ Ui and they are adapted heteroclinic points associated to (Ui, φi) and (Ui+1, φi+1)
with transition maps fσi for i = 1, 2, where we set (U3, φ3) = (U1, φ1).
• The Rdu-coordinate of φ1(Q1) is 0
du .
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Figure 1: An illustration of an SH-simple cycle.
• The Rdc-coordinate of φ2(f
σ1(Q1)) is 0.
• The center multipliers of the transition maps fσi (i = 1, 2) equal to 1.
Remark 2.4. Let f be a diffeomorphism having a SH-simple cycle. According to the














2.2 Main perturbation result
In [BD], it was proven that given a diffeomorphism having a heterodimensional cycle,
by adding an arbitrarily small C1-perturbation one can obtain another diffeomorphism
such that the continuation of the heterodimensional cycle is simple, that is, the local
dynamics around it is given by locally affine maps.
One of the main step of the proof of our theorem is that one can obtain similar affine
dynamics from strongly heteroclinic cycles.
Proposition 2.5. Let f ∈ Diff1(M) which has two hyperbolic fixed points P1, P2 and
satisfies all the assumptions (T1-4) in Theorem 3. Then, there exists g ∈ Diff1(M)
arbitrarily C1-close to f such that the continuations of P1 and P2 form a SH-simple
cycle for g.
The proof of Proposition 2.5 is given in Section 4.
2.3 Main analytic result
Let us state the main analytic result about the existence of the periodic points. We pre-
pare one definition. For a hyperbolic periodic point P with index d, its center Lyapunov





where π denotes the period of P and Ec(P ) denotes the center direction at P . It is
easy to see that periodic points in the same orbit shares the same Lyapunov exponents,
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thus sometimes we also say Lyapunov exponents of some orbit. Usually, the notion
of Lyapunov exponents are defined for invariant measures. Notice that this definition
coincides with the usual one if we consider the uniformly distributed Dirac measure along
the orbit of P . Below, for a diffeomorphisms f ∈ Diff1(M) and a point x ∈ M , we put
orb(P ) := {f i(x) | i ∈ Z}.
Proposition 2.6. Let f ∈ Diff1(M) with a heterodimensional cycle associated to hy-
perbolic fixed points P1 and P2. Suppose that they form a SH-simple heterodimensional
cycle with respect to the coordinates (Ui, φi). Then, there exists an integer l̃ such that
the following holds:
• For every j ≥ l̃, there exists a periodic point Rj of period j and whose orbit ad-
mits a strongly partially hyperbolic splitting of index d such that the angles between
Es(Rj), E
c(Rj) and E
u(Rj) are bounded from below by some positive uniform con-
stant independent of j.
• Let λc(Rj) be the center Lyapunov exponent of Rj. Then we have λc(Rj) → 0 as
j → ∞.
• For every j ≥ l̃, the sequence of the orbits {orb(Rk)}k>j does not accumulate to
orb(Rj). In other words, for every j ≥ l̃, there exists a neighbourhood Vj of orb(Rj)
such that Vj ∩ orb(Rk) = ∅ for every k > j.
2.4 Proof of Theorem 3
Using Proposition 2.5 and Proposition 2.6, let us complete the proof of Theorem 3. For
the proof, we prepare a lemma. This is used to perturb a periodic point having small
Lyapunov exponent into one with zero Lyapunov exponent. Notice that the availability
of this lemma heavily depends on the flexibility of the C1 topology.
Lemma 2.7 (Franks’ Lemma, see Appendix A of [BDV]). Let f ∈ Diff1(M), ε > 0 and
P be a hyperbolic periodic point of period π. Let {Gi : Tfi(P )M → Tfi+1(P )M}i=0,...,π−1
be a sequence of linear maps such that ‖Dffi(P )−Gi‖ < ε holds for every i. Then, given
a neighbourhood V of orb(P ), there exists g ∈ Diff1(M) such that the following holds:
• dist(f, g) < ε;
• g(x) = f(x) for every x ∈ M \ V ;
• g preserves the orbit of P , that is, for every i we have gi(P ) = f i(P );
• Dggi(P ) = Gi.
Now, let us complete the proof.
Proof of Theorem 3. Let f ∈ Diff1(M) having a strongly partially hyperbolic heterodi-
mensional cycles associated to P1 and P2 satisfying the assumptions (T1-4) of Theorem 3.
Fix an arbitrarily small ε∗ > 0.
Let us apply Proposition 2.5 to this heterodimensional cycle. Then we obtain a
diffeomorphim f1 with a SH-simple heterodimensional cycle associated to the hyperbolic
continuations of P1 and P2 for f1. Notice that f1 can be chosen arbitrarily C
1-close to
f , in particular, ε∗/3-close to f in the C
1-distance.
Now we can apply Proposition 2.6: For f1 we know that there exist l̃ ∈ N and a
sequence of periodic orbits {Rj}j≥l̃ satisfying the conclusion of Proposition 2.6. For each
j ≥ l̃, we take a neighbourhood Vj of orb(Rj) in such a way that Vj ∩ Vj′ = ∅ holds for
j 6= j′.
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Since orb(Rj) admits a partially hyperbolic splitting and λc(Rj) → 0 as j → ∞, there
exists L > l̃ such that for every j ≥ L, we can find an ε∗/3 C1-small perturbation whose
the support is contained in Vj such that it preserves the orbit of Rj and the resulted
Lyapunov exponent of Rj is equal to zero. Furthermore, we can assume that the the
perturbations are arbitrarily small as j → ∞.
Let us state this more precisely. For every j ≥ L, using Franks’ Lemma we take a C1
diffeomorphism ρj ∈ Diff
1(M) such that the following holds:
• supp(ρj) ⊂ Vj where we put supp(ρj) := {x ∈ M | ρj(x) 6= x};
• For every k ≥ 0, (ρj ◦ f1)k(Rj) = fk1 (Rj). In particular, Rj is still a periodic point
of period j for ρj ◦ f1.
• λc(Rj , ρj ◦ f1) = 0, where λc(Rj , ρj ◦ f1) denotes the center Lyapunov exponent of
Rj for ρj ◦ f1.
• dist(ρj ◦ f1, f1) < ε∗/4 and it converges to zero as j → ∞.
The existence of such a sequence of diffeomorphisms can be confirmed by the fact that
λc(Rj , f1) → 0 and the boundedness of the angles of partially hyperbolic splittings over
{orb(Rj)}. We define the sequence of diffeomorphisms {gj}j≥L inductively as follows:
• gL = ρL ◦ f1.
• gj+1 = ρj+1 ◦ gj for j > L.
Using the disjointness of the support of {ρj}, we can see that for every k ≥ 0, the sequence
dist(gj+k, gj) converges to zero as j → ∞, uniformly with respect to k. Consequently,
{gj}j≥L is a Cauchy sequence in Diff
1(M). By the completeness of Diff1(M) (see [Hi]
for instance), the sequence {gj} converges to a C1 diffeomorphism in the C1-distance.
Let g∞ be the limit diffeomorphism. Notice that, again by the disjointness of Vj , for
every j we see that the orbit of Rj is the same for f1 and g∞, having zero center
Lyapunov exponent. Furthermore, by the continuity of the distance function we have
dist(f1, g∞) ≤ ε∗/4 < ε∗/3.
Let us give the final perturbation to obtain the conclusion. Since the orbits of {Rj}
are the same for g∞ and f1, still {Vj} are pairwise disjoint neighbourhoods of orb(Rj).
For each j ≥ L, we take a diffeomorphism ηj ∈ Diff
1(M) such that
• supp(ηj) ⊂ Vj .
• ηj ◦ g∞ has j · aj distinct periodic points of period j in Vj , where aj is some super
exponentially divergent sequence (for instance set aj = j!).
• dist(ηj ◦ g∞, g∞) < ε∗/4 for every j ≥ L and converges to zero as j → ∞.
The existence of such {ηj} can be deduced by using the nullity of the center Lyapunov
exponent of Rj , see for instance Remark 5.2 in [AST] for the concrete construction of
such perturbations.
Then, put hn := ηn ◦ · · · ◦ ηL ◦ g∞. By the same reason as above, one can check
that the limit h∞ := limn→∞ hn exists and it is a C
1-diffeomorphism. Furthermore,
one can see that h∞ has at least j · aj periodic points of period j for every j ≥ L and
dist(g∞, h∞) < ε∗/3. Finally, we have
dist(f, h∞) ≤ dist(f, f1) + dist(f1, g∞) + dist(g∞, h∞) < ε∗










Thus, the diffeomorphism h∞ satisfies the conclusion of Theorem 3.
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3 Creation of strong heterodimensional cycles
In this section, we prove Proposition 1.1 and Theorem 4. In the proof, we use the
following powerful perturbation lemma by Hayashi [Ha] which allows us to create a cycle
by connecting invariant manifolds of different saddles under a small C1 perturbation.
Lemma 3.1 (Connecting Lemma). Let af and bf be a pair of saddles of f ∈ Diff
1(M)
such that thee are sequences of points {yn} and of natural numbers {kn} satisfying:
• yn → y ∈ Wu(af ) (n → ∞), y 6= af ; and
• fkn(yn) → z ∈ W s(bf ) (n → ∞), z 6= bf .
Then, there is a diffeomorphism g arbitrarily C1 close to f such that Wu(ag) and W
s(bg)
have a non-empty intersection arbitrarily close to y, where ag (resp. bg) is the hyperbolic
continuation of af (resp. bf ) for g.
3.1 Proof of Theorem 4
We begin with the proof of Theorem 4. Let us recall one general result on the transitivity
of the systems:
Lemma 3.2 ([BG], Page 32, Proposition 2.2.2.). Let X be a compact metric space without
isolated point and f : X → X is a transitive homeomorphism. Put orb+(x) := {f i(x) |
i ≥ 0} and call it the forward orbit of x. Then there is a residual subset R ⊂ X such
that for every x ∈ R, orb+(x) is dense in X.
Let us give the proof of Theorem 4. Notice that almost the same argument appears
for instance in [ABCDW, Lemma 2.8].
Proof of Theorem 4. Fix an arbitrarily small ε > 0.
First, we fix fundamental domains of W s(P1) and W
u(P2) and denote their closures
by K1 and K2 respectively. Notice that they are compact sets. Then, by the transitivity
of f on H(P1) and hyperbolicity near P1 and P2, we can choose the sequences of orbits
{yn} and integers {kn} satisfying the assumption of the Connecting Lemma, letting
af = P2 and bf = P1. That is, first we choose a point x ∈ H(P1) whose forward orbit
is dense in H(P1) (see Lemma 3.2, notice that H(P1) has no isolated point, since it is
non-trivial). Then, by using the hyperbolicity of P1 and P2, we can see that orb
+(x) has
accumlating points in K1 and K2. Then, let y be one of the accumlating point in K2
and z be one in K1. Then the constructions of {yn} and {kn} are straightforward.
Now, by applying Hayashi’s Connecting Lemma, we obtain an ε/2-smallC1-perturbation
g of f such that W s(P g1 ) ∩W
u(P g2 ) 6= ∅, where P
g
i (i = 1, 2) denote the hyperbolic con-
tinuation of Pi for g.
Notice that the transversal intersection of Wu(P g1 ) and W
ss(P g2 ) is C
1-robust. Thus
P g1 and P
g
2 form a heterodimensional cycle that satisfies the hypothesis (T1-4) of The-
orem 3 whose conclusion gives a ε/2-small C1-perturbation h of g such that h is super
exponential divergent. Since dist(h, f) ≤ dist(h, g) + dist(g, f) < ε and ε can be chosen
arbitrarily small in advance, we obtain the conclusion of Theorem 4.
3.2 Proof of Proposition 1.1
Let us give the proof of Proposition 1.1. The proof is divided into two steps.
Lemma 3.3. Let M be a three dimensional closed manifold. Let U be an open set
of Diff1(M) such that every f ∈ U satisfies all the conditions in Theorem 2. Then,
there is a set V ⊂ U which is open and dense in U such that for every g ∈ V either
Wu(P1) ∩W ss(P2) 6= ∅ or Wuu(P1) ∩W s(P2) 6= ∅ holds.
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Proof. By the robust transitivity, and the preservation of the orientation, we know that
we can approximate the diffeomorphism by one such that either the strong stable foliation
or the strong unstable foliation is minimal in M (i.e., every leaf is dense in M) see [BDU,
Theorem 1.3]. For such a diffeomorphism, we have either Wu(P1) ∩ W ss(P2) 6= ∅ or
Wuu(P1) ∩W s(P2) 6= ∅. Since this is an open condition, we obtain the conclusion.
Lemma 3.4. Let f ∈ V in Lemma 3.3. Then, f can be approximated by g which is
arbitrarily C1 close to f such that g or g−1 satisfies conditions (T1-4) in Theorem 3.
Proof. Let us take f ∈ V . We assume Wu(P1) ∩W ss(P2) 6= ∅. The other case can be
done by similarly. Since f ∈ U , by Hayashi’s connecting lemma we can perturb f so that
W s(P1) ∩ Wu(P2) 6= ∅ (see the argument in Section 3.1 for the detail). Thus we can
obtain (T4) by an arbitrarily small perturbation. Since the other conditions (T1-3) are
all C1-robust, we have that g satisfies all the conditions (T1-4).
4 Perturbation to SH-simple cycles
In this section, we prove Proposition 2.5. The strategy of the proof is close to the proof
of Proposition 3.5 of [BD], which is based on Lemma 3.2 of [BDPR]. We remind the
reader that Proposition 2.5 is stated for diffeomorphisms of closed manifold of dimension
large than or equal to three.
Proof of Proposition 2.5. Let f be a C1 diffeomorphism with two hyperbolic fixed points
P1 and P2 that satisfy the assumptions (T1-4) in Theorem 3. We will construct an
arbitrarily small C1 perturbation g of f such that g exhibits a SH-simple cycle associated
to P1 and P2. In fact, such a perturbation will be obtained by finitely many steps and
the C1 size of the perturbation can be controlled arbitrarily small in each step. Let us
fix an arbitrarily small ε > 0.
STEP 1 First, we perturb f in such a way that the perturbed diffeomorphism acts as
an affine map in a small neighbourhood of the fixed points and the heteroclinic points.
Namely, by using Franks’ Lemma (see Lemma 2.7) near P1, P2 and the heteroclinic points,
we take a diffeomorphism f1 with dist(f1, f) <
ε
4
and local charts (Ui, φi) of Pi (i = 1, 2)
such that the following holds:








• φi(Pi) = (0
rs , 0,0ru);
• φi ◦ f1 ◦ φ
−1
i (xs, xc, xu) = (Df |Es(Pi)(xs), Df |Ec(Pi)(xc), Df |Eu(Pi)(xu)) for every
(xs, xc, xu) ∈ φi(Ui), where Ec is the one-dimensional invariant subspace of TP1M
(TP2M) in which Df(P1) (resp. Df(P2)) has weakest expanding (resp. weakest
contracting) eigenvalue. Here, we remind the reader to recall the assumption (T2)
in Theorem 3. Es(Pi) is the ds dimensional invariant subspace ofDf(Pi) associated
to its first ds strongest contracting eigenvalues and E
u(Pi) is the du dimensional
invariant subspace of Df(Pi) associated to its first du strongest expanding eigen-
values.
• There exist σi ∈ N and Qi ∈ Wu(Pi) ∩ W s(Pi+1) such that Qi ∈ Ui, fk1 (Q1) /∈
U1 ∪ U2 for k = 1, 2, · · · , σi − 1 and f
σi
1 (Qi) ∈ Ui+1, where we set P3 = P1 and
(U3, φ3) = (U1, φ1). In the following we refer the integer σi as the first enter time
of Qi into Ui+1;








2 are affine in a small neighbourhood of Q1 and Q2;
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• We also require the following: Let t1 (resp. t2) denote the center unstable (resp.
stable) eigenvalue of Df1|P1 (resp. Df2|P2). Then we have that log t1 and log t2
are rationally independent.
Such a perturbation can be done similarly as in [BDPR, Lemma 3.2].
Inside Ui for i = 1, 2, there are locally invariant foliations which are parallel to the
coordinate plane. We define as follows:
• Fsi is the ds-dimensional foliations on Ui (i = 1, 2) with leaves parallel to D
ds in
the local coordinate, called the strong stable foliation;






i and call them the strong un-
stable, center, center stable, center unstable foliations respectively.
In the following, for ∗ ∈ {s, u, c, cs, cu}, by (F∗i )x we mean the leaf of the foliation F
∗
i
passing x and by W ∗loc(Pi) we mean the connected component of W
∗(Pi)∩Ui containing
Pi. For instance, W
u
loc(P1) denotes the connected component of U1 ∩W
u(P1) containing
P1. Then, we have the following:




1 )P1 = W
s
loc(P1);




2 )P2 = W
u
loc(P2).
STEP 2 In this step, we construct a perturbation of f1 such that the transition point
Q1 locates in the center foliation of P1. First, by an arbitrarily small C
1 perturbation,
we can always assume that Q1 /∈ (Fu1 )P1 . By the domination of E












→ 0 (k → +∞),
where du(A,B) (resp. dc(A,B)) denotes the distance between the points A,B along the


















1 )(p)‖ + ‖D(φ1g
−1φ−11 )(p)‖ : p ∈ φ1(U1), dist(g, f1) < 1} < +∞.
Then, we take a diffeomorphism, denoted by α, such that




• α coincides with identity outside a small neighbourhood U of f−k1 (Q1). Here, U
can be taken so small that U ∩ orb(Q1) = f
−k
1 (Q1);
• α ◦ f−k(Q1) ∈ (Fc1)P1 .
Thus, f2 = α ◦ f1 is a perturbation of f1 with dist(f2, f1) <
ε
4
satisfying f−k2 (Q1) ∈
(Fc1)P1 . Notice that the forward iterations of Q1 are not affected by the above per-
turbation and the heterodimensional cycle associated to P1 and P2 also survives. By
shrinking U1 and replacing Q1 by some backward iteration of it (still denoted by Q1 for
notational simplicity), we also get a new first enter time of Q1 (still denoted by σ1) such




2 (Q1) ∈ (F2)
s
P2
and f j2 (Q1) /∈ U1 ∪ U2 for j = 1, 2, · · · , σ1 − 1.
Finally, we fix a small neighbourhood K1 ⊂ U1 of Q1 such that φ1(K1) is a polydisk.
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STEP 3 Our goal in this step is to get another small perturbation of f2 which keeps
the foliations invariant under the transition maps. First, we consider the perturbation




1 )Q1) is in the general
position with respect to (Fcu2 )fσ12 (Q1).
By the existence of the domination for Es⊕(Ec⊕Eu), the forward image of fσ12 ((F
cu
1 )P1)
under f2 tends to (Fcu2 ). Thus, by replacing σ1 by σ1 + k for some large k, we can make
a small perturbation f3 of f2 (again by Franks’ lemma) which keeps the foliation Fcu1
invariant under fσ13 on a smaller K1.
Now we consider the invariance of Fs∗ . For the strong stable foliation, we can assume
that f−σ13 ((F
s
2 )fσ13 (Q1)) is in a general position with respect to (F
s
1 )Q1 . Consider the
backward iterations of f−σ13 ((F
s
2 )fσ13 (Q1)), which tends to (F
s
1 ). ReplacingQ1 by f
−k
3 (Q1)
for some large k, we can take a small perturbation f4 of f3, such that the foliation Fs1
is invariant under fσ13 on a smaller K1, preserving the invariance of center unstable
foliations Fcu∗ in K1.
Repeating the above argument to Fcs∗ and F
u
∗ , we obtain small perturbation f5 of f4








∗ . Then, the
preservation of Fcs∗ and F
cu
∗ implies the preservation of F
c
∗ . Accordingly, we have seen
the preservation of all the five foliations under fσ15 |K1 .
Completely in a similar way, by an arbitrarily small C1 perturbation, fσ25 |K2 also
preserves these foliations. Each perturbation in this STEP 3 can be made arbitrarily




STEP 4 In this last step, we are going to give the final perturbation f6 of f5 such
that the transition map fσi6 |Ki , restricted to the center direction, is an isometry (i.e., the
has multiplication factor equals to 1).





which has the following form:
q1 + Y 7→ bY (b ∈ R).
For m,n ∈ N, let us consider f−n5 (Q1) and f
σ1+m
5 (Q1) instead of Q1 and f
σ1
5 (Q1) re-
spectively. Since f5 acts as a linear map Df5(Pi) in Ui (i = 1, 2), we obtain that the
restriction of Dfn+σ1+m5 (f
−n(Q1)) to Fc∗ is of the following form:





where t1 ∈ (0, 1) and t2 > 1 are the center multipliers of Df5(P1) and Df5(P2) respec-
tively. We remind the reader that f5 act as a linear map Df5(Pi) inside Ui by STEP 1
of our perturbation and recall that log t1 and log t2 are rationally independent. Thus we
are allowed to choose n and m sufficiently large such that
|tn1 t
m




Consider a linear perturbation A of Df5(f
σ1+m−1
5 (Q1)) satisfying
• A = id restricted in Es ⊕ Eu direction;
• A = (tn1 t
m
2 b)
−1 restricted in Ec direction;




Applying Franks’ Lemma to f5 at f
σ1+m−1
5 (Q1), we get a C













By our construction, the center multiplier of fσ1+n+m6 (Q1) equals to one. Let us rewrite
f−n5 (Q1) by Q1, σ1 + n + m by σ1 and f6 by g, shrink U1 and U2, take small neigh-
bourhood K1 ⊂ U1 of Q1 such that σ1 is the first enter time of Q1 into U2. In a similar
way, we give another arbitrarily small C1 perturbation to make the center multiplier
of fσ2(Q2) equal to one. It is easy to verify according to Definition 2.4 that g has a
SH-simple cycle associated to P1 and P2. Moreover, we have dist(g, f) < ε, since ε is
taken arbitrarily small in advance, the size of the perturbation can be made arbitrarily
small. This completes the proof of Proposition 2.5.
5 Proof of analytic result
In this section, we prove Proposition 2.6. This is an analytic result and the proof is done
by purely analytic argument.
5.1 Setting
In this section, we introduce the maps in the local coordinates and gives formal calcula-
tions of the coordinates of the periodic points around the heterodimensional cycle.
Let us consider a diffeomorphism f having an SH-simple cycle between the fixed
points P1 and P2 with local coordinates (Ui, φi) (i = 1, 2), see Figure. 1. By definition,








We put Fi := φi ◦ f ◦ φ
−1
i . There are linear maps Λi : R
ds → Rds and Mi : Rdu → Rdu
(i = 1, 2), µ : R → R, and λ : R → R, which describe the local dynamics around Pi. In
the following, we identify µ, λ with a real number which gives the multiplications under
these linear maps.




F1(xs, xc, xu) = (Λ1(xs), µ(xc),M1(xu)).




F2(xs, xc, xu) = (Λ2(xs), λ(xc),M2(xu)).
Let us recall the local dynamics around the transition region. Let Ki ⊂ Ui be the









. For K2 ⊂ U2, we have φ2(K2) = (0













du) = (q′1, 0,0
du), F̃2(0




Again, there are linear maps Λ̃i : R
ds → Rds and M̃i : Rdu → Rdu (i = 1, 2),
which describes the local dynamics of the transition maps. That is, for i = 1, for every
(X, q1 + Y, Z) ∈ K1 we have (recall the definition of SH-simple cycles, notice that in the
Y direction the transition map has multiplier 1)
F̃1(X, q1 + Y, Z) = (q
′
1 + Λ̃1(X), Y, M̃1(Z)).
Similarly, for i = 2, for every (X,Y, q2 + Z) ∈ K2 we have
F̃2(X,Y, q2 + Z) = (q
′
2 + Λ̃2(X), Y, M̃2(Z)).
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5.2 Formal calculation
Given a SH-simple cycle, we are interested in finding periodic points which turn around
it. Let us assume that there exists a periodic point R ∈ K1 which has the following
itinerary:
• fσ1(R) ∈ U2;
• there exists a positive integer m2 such that f
σ1+k(R) is in the linearized region of
U2 for k = 0, . . . ,m2 − 1;
• fσ1+m2(R) ∈ K2 and fσ1+m2+σ2(R) ∈ U1;
• there exists a positive integer m1 such that f
σ1+m2+σ2+k(R) is contained in the
linearized region of U1 for k = 0, . . . ,m1 − 1;
• fσ1+m2+σ2+m1(R) = R.
In this subsection, we investigate the condition of R in the local coordinates.
Put
φ1(R) = (X, q1 + Y, Z). (1)
Then, fσ1(R) ∈ U2 has the following form in the (U2, φ2) coordinates:
(q′1 + Λ̃1(X), Y, M̃1(Z)).
The point fσ1+m2(R) spends m2 times in U2. As a result, in the (U2, φ2) coordinates,










Then, under fσ2 , this point is mapped to fσ1+m2+σ2(R). The local coordinates of this























Since this point is equal to the point in (1), we have equations for (X,Y, Z). Formally,
the solution is


















Z = [Mm11 M̃2M
m2











where I denotes the identity map. This formal solution may give a true periodic point
of period (σ1 +m2 + σ2 +m1) depending on the choice of m2 and m1. In the following,
we consider for what choice of m2 and m1 we can obtain the true orbit.
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5.3 Realizability of the orbit
In order to check that the formal solution obtained in the previous subsection gives a
true solution, we need to confirm that the point indeed passes the transition region at the
designated moments. The following proposition states that we can judge it by looking
the behavior in the center direction.
Proposition 5.1. There exists M > 0 such that for every (m1,m2) satisfying m1,m2 ≥











≤ κ1c , (5)
Then the orbit of the point R̄ ∈ U1 given by φ1(R̄) = (X, q1 + Y, Z), where X,Y, Z are
the formal solutions (2, 3, 4), gives a true periodic orbit.
Proof. First, we can see that the point (X, q1+Y, Z) is in the transition regionK1 if both
m1 and m2 are sufficiently large. Indeed, first X → 0
s as m1,m2 → +∞. This is because
the linear map Λm11 Λ̃2Λ
m2











goes to 0s. Similarly, by (4) we have Z → 0u as m1,m2 → +∞. The inequality (5) we
assume guarantees that the Y -coordinate of φ1(R̄) lies the region of φ1(K1). Thus the
point R̄ is indeed in K1 for sufficiently large m1 and m2.
Let us confirm that fm1+σ1(R̄) is in K2. The condition for X , Y -coordinates are
obvious for larger m1 and m2. So let us examine the condition of the Z-coordinate.
By the definition of Z in (4), it satisfies
Z = Mm11 M̃2
(
Mm22 M̃1Z − q2
)
.
As we have observed, Z is very close to 0u when m1,m2 are large. Thus M
m2
2 M̃1Z − q2
must be close to zero since it is equal to (Mm11 M̃2)
−1Z, where (Mm11 M̃2)
−1 are strongly
contracting linear map for larger m1. This means that (M
m1
1 M̃2)
−1Z, which is the
Z-coordinate of fm1+σ1(R̄) in the local coordinates, converges to q2 as m1,m2 → ∞.
Thus, we have seen that for m1, m2 large, the itinerary of R̄ certainly passes the
transition regions with the given itinerary. This completes the proof.
Remark 5.2. This proof shows that there is no restriction of the orientation of strong
stable/unstable eigenvalues of the fixed points.
5.4 Proof of Proposition 2.6
In this subsection we will complete the proof of Proposition 2.6 by examining the in-
equality (5).
By the argument of the previous subsections, we know that for (m1,m2) sufficiently
large there exists a periodic point of period σ1 +m2 + σ2 +m1 if and only if it satisfies
the inequality (5). We shall show that for every l ∈ N, there are integers (m1,l,m2,l)
such that there is a periodic point Rl of period σ1 +m2,l+ σ2+m1,l := π(Rl), satisfying
π(Rl+1) = π(Rl) + 1. whose central Lyapunov exponent λc(Rl) converges to zero as
l → ∞.
First, by a direct calculation, we can get a sufficient condition for the inequality (5):
Lemma 5.3. For fixed q1 and κc, under the condition λ
m1µm2 > 1, We have the in-





Notice that α̃ > 1.
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Now we are ready to complete the proof.
End of the proof of Proposition 2.6. Let C := max{| logλ|, | log µ|} and choose L,L′ >
log α̃ such that L′ − L > 2C holds. Then, we investigate the pair of integers (m1,m2)
satisfying
L < m2 log λ+m1 log µ < L
′.
Now, we fix some sufficiently large (m1,1,m2,1) which satisfy the above inequality.
Such pair of integers exist since L′−L > 2C. Then we can inductively construct another
pair of integers (m1,2,m2,2) which also satisfies above inequality and m1,2 + m2,2 =
m1,1 +m2,1 + 1 holds. Indeed, given (m1,1,m2,1), by the condition L
′ − L > 2C we can
see that at least one of (m1,1 + 1,m2,1) and (m1,1,m2,1 + 1) satisfies the inequality. Let
us denote that pair by (m1,2,m2,2).




σ1 +m1,l+1 + σ2 +m2,l+1 = σ1 +m1,l + σ2 +m2,l + 1, (6)
and satisfying the inequality
L < m2,l logλ+m1,l logµ < L
′




(Xl, q1 + Yl, Zl)
)
, where (Xl, q1 + Yl, Zl) is the
solution of Proposition 5.1 (see (2, 3, 4)) corresponding to (m1,l,m2,l), gives the desired
sequence of the periodic points. In fact, on the one hand, we havem2,l logλ+m1,l log µ >
L > log α̃, thus by Lemma 5.3 and Proposition 5.1, there indeed exists a periodic point
Rl of period π(Rl) = σ1+m2,l+σ2+m1,l. Moreover, π(Rl) satisfies π(Rl+1) = π(Rl)+1
according to (6). On the other hand, the central Lyapunov exponent of Rl is given by
m2,l logλ+m1,l logµ
σ1 +m2,l + σ1 +m1,l
,
whose numerator has absolute value bounded by L′ from above. Thus as l tends to
infinity, (m1,l + m2,l) goes to infinity as well, which leads to the conclusion that the
central Lyapunov exponent converges to zero. Moreover, by translating the subscript of
Rl, we can make π(Rl) = l for every sufficiently large l ∈ N.
Let us confirm that there is no self accumulation of the sequence of the points {Rl}.
Indeed, by construction one can check that the accumulation points of {Rl} are contained
in the set
φ−11 ({0
ds} × Dκc × {0
du})
and it does not contain any point of {Rl}. This implies the conclusion.
Furthermore, by construction we know that every Rj admits partially hyperbolic
splitting with bounded angles, deriving from the SH-simple cycles (indeed, the splitting
is orthogonal in the local coordinate).
Thus the proof is completed.
6 On the generic non-divergence
In this section, we provide the proof of Threorem 5 which says that Theorem 3 cannot
be improved to the generic setting. We thank Masayuki Asaoka for pointing out the
importance of the result of [Ka].
A sequence (an) of positive integers is said to grows super exponentially if for every
r > 1 we have limn→∞ r
n/an → 0 holds.
The following result by Kaloshin [Ka] is the main ingredient of the proof.
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Proposition 6.1. Given 1 ≤ s < ∞, there exists a dense subset Ds ⊂ Diffs(M) such
that for every f ∈ Ds the followings hold:
• Every periodic point of f is hyperbolic.
• There exists a positive real number Cf > 0 such that #Pern(f) < exp(Cfn) holds
for every n ∈ N.
Remark 6.2. The proof of Proposition 6.1 does not work for s = ∞. We do not know
whether the result is true for s = ∞. Nonetheless, we can prove that Theorem 5 is true
for s = ∞.
Let us complete the proof of Theorem 5. In the following, for every 1 ≤ s ≤ ∞ we
fix some distance function distCs which is compatible with the C
s-topology.
Proof of Theorem 5. First, let us consider the case 1 ≤ s < ∞. Given a positive integers
L and s, we put
OsL := {f ∈ Diff
s(M) | ∃N > L, #PerhN (f) < aN/N},
where PerhN (f) denotes the set of hyperbolic periodic points of f of period N . One
can easily see that OsL is an open set in Diff
s(M) with respect to the Cs-topology.
Furthermore, by Kaloshin’s result, one can see that OsL is dense in Diff
s(M) with respect
to the Cs-topology. Now, put R = ∩L≥1OsL. This is a residual subset in Diff
s(M) and
it is straightforward to see that every diffeomorphism in R satisfies the conclusion of the
Theorem 5.
Now, let us consider the case s = ∞. We define the set of diffeomorphisms O∞L as in
the previous case. The openness of O∞L in Diff
∞(M) is obvious. Let us prove the density
of O∞L in Diff
∞(M).
Given f ∈ Diff∞(M) and ε > 0, we only need to show there is a k ∈ O∞L with
distC∞(f, k) < ε. We choose a positive integer t such that for f and g in Diff
∞(M)
satisfying distCt(f, g) < ε/2 the inequality distC∞(f, g) < ε holds. Now we choose
h ∈ Dt such that distCt(f, h) < ε/5 holds. Notice that h ∈ O
t
L. Now, by the density of
C∞ diffeomorphisms in Difft(M), we choose k ∈ Diff∞(M) such that k ∈ O∞L ⊂ O
t
L and
distCt(h, k) < ε/5 hold. Now, we have distCt(f, k) < ε/2 and hence distC∞(f, k) < ε.
Thus have the density of O∞L .
Finally, arguing in the same way as in the case of s < ∞, we complete the proof of
Theorem 5.
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