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Abstract—We consider the problem of estimating the L1
distance between two discrete probability measures P and Q
from empirical data in a nonasymptotic and large alphabet
setting. When Q is known and one obtains n samples from P ,
we show that for every Q, the minimax rate-optimal estimator
with n samples achieves performance comparable to that of
the maximum likelihood estimator (MLE) with n lnn samples.
When both P and Q are unknown, we construct minimax rate-
optimal estimators whose worst case performance is essentially
that of the known Q case with Q being uniform, implying that Q
being uniform is essentially the most difficult case. The effective
sample size enlargement phenomenon, identified in Jiao et al.
(2015), holds both in the known Q case for every Q and the Q
unknown case. However, the construction of optimal estimators
for ‖P − Q‖1 requires new techniques and insights beyond the
approximation-based method of functional estimation in Jiao et
al. (2015).
Index Terms—Divergence estimation, total variation distance,
multivariate approximation theory, functional estimation, opti-
mal classification error, high-dimensional statistics
I. INTRODUCTION
A. Problem formulation
Statistical functionals are usually used to quantify the fun-
damental limits of data processing tasks such as data com-
pression (e.g. Shannon entropy [1]), data transmission (e.g.
mutual information [1]), estimation and testing (e.g. Kullback–
Leibler divergence [2, Thm. 11.8.3], L1 distance [3, Chap.
13]), etc. They measure the difficulties of the corresponding
data processing tasks and provide benchmarks for constructive
algorithms. In this sense, it is of great value to obtain accurate
estimates of these functionals in various problems.
In this paper, we consider estimating the L1 distance be-
tween two discrete distributions P = (p1, p2, . . . , pS), Q =
(q1, q2, . . . , qS), which is defined as:
‖P −Q‖1 ,
S∑
i=1
|pi − qi|. (1)
Throughout we use the squared error loss, i.e., the risk function
for an estimator Lˆ is defined as
R(P,Q; Lˆ) , E|Lˆ(Xn, Y n)− ‖P −Q‖1|2, (2)
where (Xi, Yi)
i.i.d.∼ P ×Q. The maximum risk of an estimator
Lˆ, and the minimax risk in estimating ‖P −Q‖1 are defined
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as
Rmaximum(P,Q; Lˆ) , sup
P∈P,Q∈Q
R(P,Q; Lˆ), (3)
Rminimax(P,Q) , inf
Lˆ
sup
P∈P,Q∈Q
R(P,Q; Lˆ), (4)
respectively, where P,Q are given collections (uncertainty
sets) of probability measures P and Q, respectively, and the
infimum is taken over all estimators Lˆ that are functions of
the empirical observations.
The L1 distance is closely related to the Bayes error, i.e.,
the fundamental limit, in classification problems. Specifically,
for a two-class classification problem, if the prior probabilities
for each class are equal, then the minimum probability of error
achieved using the optimal classifier is given by
L∗ =
1
2
− 1
4
‖PX|Y=1 − PX|Y=0‖1, (5)
where Y ∈ {0, 1} indicates the class, and PX|Y are the class-
conditional distributions. Hence, the problem of estimating
L∗ in this classification problem is reduced to estimating the
L1 distance between the two class-conditional distributions
PX|Y=1, PX|Y=0 from the empirical data. In the statistical
learning theory literature, most work on Bayes classification
error estimation deals with the case that PX|Y=1 and PX|Y=0
are continuous distributions, and it turns out that it is very
difficult to estimate this quantity in the general continuous
case. Indeed, we know from [4, Section 8.5] the negative
result that for every sample size n, any estimate of the Bayes
error Lˆn, and any  > 0, there exist some class-conditional
distributions such that E|Lˆn − L∗| ≥ 14 − .
This negative result shows that one needs to look at special
classes of the class-conditional distributions in order to obtain
meaningful and consistent estimates. In the discrete setting, the
seminal work of Valiant and Valiant [5] deserves special men-
tion. They constructed an estimator for ‖P −Q‖1 and showed
that when S/ lnS . n . S, it achieves L1 error
√
S/(n lnn),
and it takes at least n  SlnS samples to achieve consistent
estimation of ‖P − Q‖1. Valiant and Valiant [6] constructed
another estimator of ‖P − Q‖1 using linear programming
which achieves the L1 error
√
S
n lnn when n  SlnS . We argue
in this paper that the simplest estimator for ‖P −Q‖1, namely
plugging in the empirical distribution Pn, Qn and obtaining
‖Pn −Qn‖1 achieves L1 error rate
√
S/n for n & S. In this
sense, the optimal estimator seems to enlarge the sample size
n to n lnn in the error rate expression. This phenomenon was
termed the effective sample size enlargement in [7].
B. Approximation-based method
We emphasize that the observed effective sample size en-
largement here is another manifestation of the recently discov-
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2ered phenomenon in functional estimation of high dimensional
objects. There has been a recent wave of study on functional
estimation of high dimensional parameters [6]–[9], and it was
shown in Jiao et al. [7] that for a wide class of functional
estimation problems (including Shannon entropy H(P ) =∑S
i=1−pi ln pi, Fα ,
∑S
i=1 p
α
i , and mutual information),
there exists a general approximation-based method that can
be applied to design minimax rate-optimal estimators whose
performance with n samples is essentially that of the MLE
(maximum likelihood estimator, or the plug-in estimator) with
n lnn samples.
The general approximation-based method in [7] is as fol-
lows. Consider estimating G(θ) of a parameter θ ∈ Θ ⊂ Rp
for an experiment {Pθ : θ ∈ Θ}, with a consistent estimator
θˆn for θ, where n is the number of observations. Suppose the
functional G(θ) is analytic1 everywhere except at θ ∈ Θ0.
A natural estimator for G(θ) is G(θˆn). In the estimation of
functionals of discrete distributions, Θ is the S-dimensional
probability simplex, and a natural candidate for θˆn is the
empirical distribution, which is unbiased for any θ ∈ Θ.
We propose to conduct the following two-step procedure in
estimating G(θ).
1) Classify the Regime: Compute θˆn, and declare that we
are in the “non-smooth” regime if θˆn is “close” enough
to Θ0. Otherwise declare we are in the “smooth” regime;
2) Estimate:
• If θˆn falls in the “smooth” regime, use an estimator
“similar” to G(θˆn) to estimate G(θ);
• If θˆn falls in the “non-smooth” regime, replace
the functional G(θ) in the “non-smooth” regime
by an approximation Gappr(θ) (another functional)
which can be estimated without bias, then apply an
unbiased estimator for the functional Gappr(θ).
Approaches of this nature appeared before [7] in Lepski,
Nemirovski, and Spokoiny [10], Cai and Low [11], Vinck et
al. [12], Valiant and Valiant [5]. It was developed indepen-
dently for entropy estimation by Wu and Yang [8], and the
ideas proved to be very fruitful in Acharya et al. [9], Wu and
Yang [13], Orlitsky, Suresh, and Wu [14], Wu and Yang [15].
However, we emphasize that in all the examples above except
for the L1 distance estimator in Valiant and Valiant [5],
the functionals considered all take the form G(
∑p
i=1 f(θi))
or G(
∫
f(p(x))dx), where p(x) is a univariate density or
function, and each θi ∈ R. In particular, the functions f(·) con-
sidered are everywhere analytic except at zero, e.g., xα, |x|α
for α > 0 and x lnx. Most of these features are violated in
the L1 distance estimation problem. If we write ‖P −Q‖1 =∑S
i=1 f(pi, qi) with f(x, y) = |x − y| ∈ C([0, 1]2), then we
have:
1) a bivariate function f(x, y) in the sum;
2) a function f(x, y) which is analytic except on a segment
x = y ∈ [0, 1].
As discussed in Jiao et al. [7], approximation of multivariate
functions is much more involved than that of univariate func-
tions, and the fact that the “non-smooth” regime is around a
1A function f is analytic at a point x0 if and only if its Taylor series about
x0 converges to f in some neighborhood of x0.
line segment here makes the application of the approximation-
based method quite difficult: what shape should we use to
specify the “non-smooth” regime? We provide a comprehen-
sive answer to this problem in this paper, thereby substan-
tially generalizing the applicability of the approximation-based
method and demonstrate the intricacy of functional estimation
problems in high dimensions. Our recent work [16] presents
the most up-to-date version of the general approximation-
based method, which is applied to construct minimax rate-
optimal estimators for the KL divergence (also see Bu et al.
[17]), χ2-divergence, and the squared Hellinger distance. The
effective sample size enlargement phenomenon holds in all
these cases as well.
We emphasize that the complications triggered by the bivari-
ate function f(x, y) = |x−y| make the L1 distance estimation
problem highly challenging. Indeed, prior to our work, the
only known estimators that require sublinear samples were
in [5], [6], which achieved L1 error
√
S
n lnn in the regime
of SlnS . n . S but not the regime n  S, and the lower
bound was proved for the regime n  SlnS , i.e., when the
optimal error is a constant. The complete characterization of
the minimax rates and the estimator that achieves the minimax
rates were unknown prior to this work.
Our main contributions in this paper are the following:
1) We apply the approximation-based method to construct
minimax rate-optimal estimators with computational
complexity O(n lnn) for ‖P −Q‖1 when Q is known,
and show that for any fixed Q, our estimator performs
with n samples at least as well as the plug-in estimator
with n lnn samples. Precisely, the performance of the
plug-in estimator for any fixed Q is dictated by the
functional
∑S
i=1 qi ∧
√
qi
n , while that of the mini-
max rate-optimal estimator is dictated by the functional∑S
i=1 qi∧
√
qi
n lnn . Furthermore, we show that any plug-
in estimator would not achieve the same performance
as our algorithm does. As we argue in Lemma 8, for
estimating ‖P−Q‖1 with known Q, for any distribution
estimate Pˆ constructed from the samples from P , the
estimator ‖Pˆ −Q‖1 does not achieve the minimax rates
in the worst case if Pˆ does not depend on Q. Concretely,
the performance of any plug-in rule Pˆ behaves essen-
tially as the MLE in the worst case.
2) We generalize the approximation-based method in [7] to
construct a minimax rate-optimal estimator for ‖P−Q‖1
when both P and Q are unknown with computational
complexity O(n ln2 n). We illustrate the novelty of our
scheme via the following results:
a) The performance of our estimator with n samples
is essentially that of the MLE with n lnn samples.
b) Any algorithm that only conducts approximation
around the origin does not achieve the minimax
rates. Indeed, as we argue in Lemma 5, for any
algorithm that employs the MLE when pˆ &
lnn
n , qˆ &
lnn
n cannot achieve the minimax rates
when n  S. The reason why the estimator of
Valiant and Valiant [5] cannot achieve the minimax
rates when n  S is that [5] did not conduct
3approximation when p and q are large. One of our
key contributions is to figure out how to conduct
approximation when pˆ & lnnn , qˆ &
lnn
n and achieve
the minimax rates when n S.
c) Best polynomial approximation is not sufficient for
achieving minimax rate-optimality in this problem.
As we argue in Lemma 6, any one-dimensional
polynomial that achieves the best approximation
error rate cannot be used in constructing the op-
timal estimator, and it is necessary to use a mul-
tivariate polynomial with certain pointwise error
guarantees. One of our key contributions is to
construct a proper multivariate polynomial with
desired pointwise approximation error.
d) Approximation over the union of the “nonsmooth”
regime may not work. As we show in Lemma 7,
there does not exist a single multivariate polyno-
mial that achieves the desired approximation error
over the whole “nonsmooth” regime. Instead, in
our approach, we construct polynomial approxi-
mations of the function f(p, q) = |p − q| over
a random regime that is determined by empirical
data. To our knowledge, it is the first time that a
random approximation regime approach appears in
the functional estimation literature.
e) Our estimator is agnostic to the potentially un-
known support size S, but behaves as well as
the minimax rate-optimal estimator that knows the
support size S.
The rest of the paper is organized as follows. In Section
II and III, we present a thorough performance analysis of
the MLE and explicitly construct the minimax rate-optimal
estimators, where Section II covers the known Q case and
Section III generalizes to the case of unknown Q. Discussions
in Section IV highlight the significance and novelty of our
approaches by reviewing several other approaches which are
shown to be suboptimal. Section V presents the experimental
results comparing our schemes with existing approaches. The
auxiliary lemmas used throughout this paper are collected
in Appendix A. Appendix B contains proofs of the main
theorems. Proofs of all the lemmas in the main text and that
used in the proofs of the main theorems can be found in
Appendix C, where proofs of all the auxiliary lemmas are
collected in Appendix D.
Notation: for non-negative sequences aγ , bγ , we use the
notation aγ .α bγ to denote that there exists a constant C
that only depends on α such that supγ
aγ
bγ
≤ C, and aγ & bγ
is equivalent to bγ . aγ . When the constant C is universal
we do not write subscripts for . and &. Notation aγ  bγ is
equivalent to aγ . bγ and bγ . aγ . Notation aγ  bγ means
that lim infγ
aγ
bγ
=∞, and aγ  bγ is equivalent to bγ  aγ .
We write a∧b = min{a, b} and a∨b = max{a, b}. Moreover,
polydn denotes the set of all d-variate polynomials of degree
of each variable no more than n, and En[f ; I] denotes the
distance of the function f to the space polydn in the uniform
norm ‖ · ‖∞,I on I ⊂ Rd. The space poly1n is also abbreviated
as polyn. All logarithms are in the natural base. The notation
x ≥ Y , where x is a real number and Y is a set of real
numbers, is equivalent to x ≥ y for all y ∈ Y .
Throughout this paper, we utilize the Poisson sampling
model instead of the binomial model, whose minimax risks
can be shown to be closely related, as in [7, Lemma 16].
II. DIVERGENCE ESTIMATION WITH KNOWN Q
First we consider the case where Q = (q1, · · · , qS) is
known while P is an unknown distribution with support S =
{1, 2, · · · , S}. In other words, P = MS and Q = {Q}. We
analyze the performance of the MLE in this case, and construct
the approximation-based minimax rate-optimal estimator.
We utilize the Poisson sampling model, in which we observe
a Poisson random vector
X = [X1, X2, . . . , XS ], (6)
where the coordinates of X are mutually independent, and
Xi ∼ Poi(npi). We define pˆi = Xin as the empirical
probabilities.
A. Performance of the MLE
The MLE serves as a natural estimator for the L1 distance
which can be expressed as ‖Pn−Q‖1 =
∑S
i=1 |pˆi−qi|, where
Pn = X/n = (pˆ1, pˆ2, · · · , pˆS) is the empirical distribution.
Since we are using the Poisson sampling mode, we have npˆi ∼
Poi(npi).
We obtain the upper and lower bounds for the mean squared
error of ‖Pn −Q‖1 in the following theorem.
Theorem 1. The maximum likelihood estimator ‖Pn − Q‖1
satisfies
sup
P∈MS
EP |‖Pn −Q‖1 − ‖P −Q‖1|2
≤ 4
(
S∑
i=1
qi ∧
√
qi
n
)2
+
1
n
. (7)
We can also lower bound the worst case mean squared error
as
sup
P∈MS
EP |‖Pn −Q‖1 − ‖P −Q‖1|2 ≥ 1
2
(
S∑
i=1
qi ∧
√
qi
n
)2
.
(8)
The following corollary is straightforward since
supQ∈MS
∑S
i=1 qi ∧
√
qi
n 
√
S
n when n & S.
Corollary 1. If n & S, we have
sup
P,Q∈MS
EP |‖Pn −Q‖1 − ‖P −Q‖1|2  S
n
. (9)
Hence, it is necessary and sufficient for the MLE to have
n  S samples to be consistent in terms of the worst case
mean squared error.
B. Construction of the optimal estimator
We apply our general recipe to construct the minimax
rate-optimal estimator. For simplicity of analysis, we con-
duct the classical “splitting” operation [18] on the Poisson
4random vector X, and obtain two independent identically
distributed random vectors Xj = [X1,j , X2,j , . . . , XS,j ]T , j ∈
{1, 2}, such that each component Xi,j in Xj has distri-
bution Poi(npi/2), and all coordinates in Xj are inde-
pendent. For each coordinate i, the splitting process gen-
erates a random sequence {Tik}Xik=1, Tik ∈ {1, 2}, such
that {Tik}Xik=1|X ∼ multinomial(Xi; (1/2, 1/2)), and assign
Xi,j =
∑Xi
k=1 1(Tik = j) for j ∈ {1, 2}. All the random vari-
ables {{Tik}Xik=1 : 1 ≤ i ≤ S} are conditionally independent
given our observationX. The “splitted” empirical probabilities
are defined as pˆi,j = Xi,j/(n/2). To simplify notation, we
redefine n/2 as n to ensure that npˆi,j ∼ Poi(npi), j = 1, 2.
We emphasize that the sampling splitting approach is not
conducted in the implementation of the estimator.
We construct two set functions with variable q as input
defined as:
U(q; c1) =
[0,
2c1 lnn
n ], q ≤ c1 lnnn
[q −
√
c1q lnn
n , q +
√
c1q lnn
n ],
c1 lnn
n < q ≤ 1.
(10)
U1(q) =
[0,
(c1+c3) lnn
n ], q ≤ c1 lnnn
[q −
√
c3q lnn
n , q +
√
c3q lnn
n ],
c1 lnn
n < q ≤ 1.
(11)
Here c1 > 0, c1 > c3 > 0 are constants that will be determined
later. The set U(q; c1) is constructed to satisfy the following
property:
Lemma 1. Suppose nqˆ ∼ Poi(nq). Then,
P(qˆ /∈ U(q; c1)) ≤ 2
nc1/3
, (12)
where the set function U(q; c1) is defined in (10).
It is clear that for any q ∈ [0, 1], U1(q) ⊂ U(q; c1). The
constants c1 > 0, c1 > c3 > 0 will be chosen later to make
sure that the following three “good” events have overwhelming
probability:
E1 =
S⋂
i=1
{pˆi,1 > U1(qi)⇒ pi ≥ qi} (13)
E2 =
S⋂
i=1
{pˆi,1 < U1(qi)⇒ pi ≤ qi} (14)
E3 =
S⋂
i=1
{pˆi,1 ∈ U1(qi)⇒ pi ∈ U(qi; c1)} . (15)
Here A ⇒ B represents the logical implication operation
that is equivalent to Ac ∪ B. The intuitions behind the con-
structions of these “good” events are as follows. Since we use
the first half of the samples pˆi,1 to classify regime, and would
later use three different estimators depending on whether pˆi,1
lies to the left, to the right, or inside U1(qi), it is desirable that
we can infer the relationship between pi and qi based on the
location of pˆi,1. The reason why these events can be controlled
to have high probabilities is that we have specifically designed
U1(q) to make it a strict subset of the set U(q; c1), and the sets
U(q; c1) are designed to satisfy Lemma 1, which ensures that
the size of U(q; c1) is essentially the length of the confidence
interval when the empirical probability qˆ is observed.
We have the following lemma controlling the probability of
these probabilities.
Lemma 2. Denote the overall “good” event E = E1 ∩E2 ∩
E3, where E1, E2, E3 are defined in (13),(14),(15). Then,
P(Ec) ≤ 3S
nβ
, (16)
where
β = min
{
c23
3c1
,
(c1 − c3)2
4c1
,
(
√
c1 −√c3)2
3
}
. (17)
Now we construct the estimator. In the “smooth” regime,
i.e., pˆ /∈ U1(q), we simply employ the plug-in estimator to
estimate f(p, q). In the “non-smooth” regime, i.e., pˆ ∈ U1(q),
we need to approximate f(p, q) by another functional which
can be estimated without bias. We consider the best polyno-
mial approximation of f(x, q) on U(q; c1) ⊃ U1(q), which is
defined as
PK(x; q) = argmin
P∈polyK
max
z∈U(q;c1)
|f(z, q)− P (z)| (18)
where polyK denotes the set of polynomials with degree no
more than K. Once we obtain PK(x; q), we can use an
unbiased estimate P˜K(pˆ; q) such that EP˜K(pˆ; q) = PK(p; q)
for npˆ ∼ Poi(np). As a result, the absolute value of the
bias of the estimator P˜K(pˆ; q) in the “non-smooth” regime is
exactly the approximation error of PK(x; q) in approximating
f(x, q) = |x − q| on U(q; c1), which can be significantly
smaller than that of the MLE.
Estimator Construction 1. We use the first half samples to
classify regimes and the second half samples for estimation.
Denote
L˜1 =
S∑
i=1
[(pˆi,2 − qi)1(pˆi,1 > U1(qi))
+ (qi − pˆi,2)1(pˆi,1 < U1(qi))
+ P˜K(pˆi,2; qi)1(pˆi,1 ∈ U1(qi))] (19)
and define
Lˆ(1) = 0 ∨
(
L˜1 ∧ 2
)
, (20)
where U(qi; c1) and U1(qi) are given by (10), (11), K =
c2 lnn, and c1, c2 > 0, c3 > 0 are properly chosen constants.
The performance of this estimator is presented in the
following theorem.
Theorem 2. Suppose there exist two constants c, C such
that c lnS ≤ lnn ≤ C ln
(∑S
i=1
√
qi ∧ qi
√
n lnn
)
. Then,
there exists constants c1, c2, c3 depending only on c, C in
Construction 1 such that
sup
P∈MS
EP |Lˆ(1) − ‖P −Q‖1|2 .c,C
(
S∑
i=1
qi ∧
√
qi
n lnn
)2
.
(21)
5In particular, if lnn ≤ C lnS, we have
sup
P,Q∈MS
EP |Lˆ(1) − ‖P −Q‖1|2 .C S
n lnn
. (22)
Remark 1. When we consider the worst case of Q, Theorem 2
assumes that the sample size cannot be too big (lnn ≤
C lnS). It is obvious that an upper bound on the sample size
is needed for the statement to be valid: indeed, if no upper
bound on the sample size is imposed then in the asymptotic
regime (S fixed, n → ∞) the convergence rate is faster than
the parametric rate 1n , which is impossible. However, we are
not sure that the current upper bound is tight. The reason why
we introduced this upper bound is that it is needed to control
the variance of our estimator, but the variance bound we have
may not be tight.
Compared to existing literature, the schemes by Valiant and
Valiant [5], [6] achieved mean squared error Sn lnn only in the
regime of SlnS . n . S but not the regime n S. The main
reason is that [5], [6] did not conduct approximation when
p ≥ lnnn . As our work shows, the key reason behind whether
one should conduct approximation or not is not whether the
probability p is close to zero or not, but whether the functional
has a non-analytic point or not. As we show in Lemma 5 in
Section IV, any approach that only conducts approximation
when p is small cannot achieve the minimax rates for n S
in general.
C. Minimax lower bound
It was shown in Valiant and Valiant [5] that if Q is the
uniform distribution, when n  SlnS , the minimax risk of
estimating ‖P −Q‖1 is a constant. We prove a minimax lower
bound for every Q, and show that the performance achieved
by our estimator in Theorem 2 is minimax rate-optimal for
every fixed Q.
Theorem 3. Suppose there exists a constant C > 0 such that
lnn ≥ C lnS, S ≥ 2. Then, there exists a constant C ′ > 0
that only depends on C such that if
∑S
j=1 qj ∧
√
qj
n lnn ≥
C ′
(√
lnn
n +
√
S lnn
n
)
, then
inf
Lˆ
sup
P∈MS
EP |Lˆ− ‖P −Q‖1|2 &C
(
S∑
i=1
qi ∧
√
qi
n lnn
)2
,
(23)
where the infimum is taken over all possible estimators.
In particular, if there exist constant c > 0, C > 0 such that
n ≥ c SlnS , lnn ≤ C lnS, then
sup
Q∈MS
inf
Lˆ
sup
P∈MS
EP |Lˆ− ‖P −Q‖1|2 &c,C S
n lnn
. (24)
Combining Theorem 2 and Theorem 3, we have the follow-
ing theorem.
Theorem 4. Suppose there exist constants c > 0, C > 0 such
that c lnS ≤ lnn ≤ C ln
(∑S
i=1
√
qi ∧ qi
√
n lnn
)
, S ≥ 2.
Then,
inf
Lˆ
sup
P∈MS
EP |Lˆ− ‖P −Q‖1|2 c,C
(
S∑
i=1
qi ∧
√
qi
n lnn
)2
.
(25)
In particular, if n ≥ c SlnS , lnn ≤ C lnS, then
sup
Q∈MS
inf
Lˆ
sup
P∈MS
EP |Lˆ− ‖P −Q‖1|2 c,C S
n lnn
. (26)
The estimator in Construction 1 achieves the minimax rates
for every fixed Q.
III. DIVERGENCE ESTIMATION WITH UNKNOWN Q
Now we consider the general case where both P and Q are
unknown to us, i.e., P = Q =MS .
We utilize the Poisson sampling model, in which we observe
two Poisson random vectors
X = [X1, X2, . . . , XS ], (27)
Y = [Y1, Y2, . . . , YS ], (28)
where all the coordinates of X and Y are mutually indepen-
dent, and Xi ∼ Poi(npi), Yi ∼ Poi(nqi). We introduce the
empirical probabilities pˆi = Xin , qˆi =
Yi
n .
A. Performance of the MLE
In this case, the MLE is expressed as ‖Pn − Qn‖1 =∑S
i=1 |pˆi − qˆi|. Since |‖Pn − Qn‖1 − ‖P − Q‖1| ≤ ‖Pn −
P‖1 +‖Qn−Q‖1 by the triangle inequality, and E|pˆi− qˆi| ≥
E|pˆi − qi| by the conditional Jensen’s inequality, Theorem 1
can again be applied here to give the performance of the MLE.
Theorem 5. If n & S, the MLE satisfies
sup
P,Q∈MS
E|‖Pn −Qn‖1 − ‖P −Q‖1|2  S
n
. (29)
Hence, the MLE achieves the mean squared error S/n, and
requires n S samples to be consistent.
B. Construction of the optimal estimator
Again we apply our general recipe to construct the optimal
estimator, but encounter several new difficulties: f(x, y) =
|x− y| is non-analytic on a segment, and both the uncertainty
set and the polynomial approximation need to be generalized
to the 2D case. We will overcome these obstacles step by step.
For simplicity of analysis, we conduct the classical “split-
ting” operation [18] on the Poisson random vector X, and
obtain two independent identically distributed random vectors
Xj = [X1,j , X2,j , . . . , XS,j ]
T , j ∈ {1, 2}, such that each
component Xi,j in Xj has distribution Poi(npi/2), and all
coordinates in Xj are independent. For each coordinate i,
the splitting process generates a random sequence {Tik}Xik=1
such that {Tik}Xik=1|X ∼ multinomial(Xi; (1/2, 1/2)), and
assign Xi,j =
∑Xi
k=1 1(Tik = j) for j ∈ {1, 2}. All the
random variables {{Tik}Xik=1 : 1 ≤ i ≤ S} are conditionally
independent given our observation X. The splitting operation
6is similarly conducted for the Poisson random vector Y in-
dependently. The “splitted” empirical probabilities are defined
as pˆi,j = Xi,j/(n/2), qˆi,j = Yi,j/(n/2). To simplify notation,
we redefine n/2 as n to ensure that npˆi,j ∼ Poi(npi), j = 1, 2.
We emphasize that the sampling splitting approach is not
needed for the actual estimator construction.
As usual, first we classify “smooth” and “non-smooth”
regimes. Since the function f(x, y) = |x − y| ∈ C([0, 1]2)
is non-analytic on the segment x = y ∈ [0, 1], we are looking
for the “uncertainty set” U containing this segment such that
any (p, q) ∈ U can be “localized” in the previous sense. We
have the following lemma.
Lemma 3. The two-dimensional set U ⊂ [0, 1]2 defined as
U =
{
(p, q) : |p− q| ≤
√
2c1 lnn
n
(
√
p+
√
q),
p ∈ [0, 1], q ∈ [0, 1]
}
(30)
satisfies
U ⊃ ∪x∈[0,1]U(x; c1)× U(x; c1), (31)
where U(x; c1) is given by (10).
We design another set U1 as follows:
U1 = {(p, q) : |p− q| ≤
√
(c1 + c3) lnn
n
(
√
p+
√
q)}, (32)
where 0 < c3 < c1. Clearly U1 ⊂ U . We choose the constants
c1 and c3 later to ensure that the following four events happen
with high probability:
E1 =
S⋂
i=1
{
pˆi,1 − qˆi,1 >
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
⇒ pi ≥ qi
}
(33)
E2 =
S⋂
i=1
{
pˆi,1 − qˆi,1 < −
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
⇒ pi ≤ qi
}
(34)
E3 =
S⋂
i=1
{
pˆi,1 + qˆi,1 <
c1 lnn
n
⇒ (pi, qi) ∈
[
0,
2c1 lnn
n
]2}
(35)
E4 =
S⋂
i=1
{
(pˆi,1, qˆi,1) ∈ U1, pˆi,1 + qˆi,1 ≥ c1 lnn
n
⇒ (pi, qi) ∈ U, pi + qi ≥ c1 lnn
2n
,
pˆi,1 + qˆi,1 ≥ pi + qi
2
}
. (36)
We have the following lemma controlling the probability of
these events happening simultaneously.
Lemma 4. Denote the overall “good” event E = E1 ∩E2 ∩
E3 ∩ E4, where E1, E2, E3, E4 are defined in (33),(34),(35),
(36). Then, assuming c3c1 <
8
(
√
2+1)2
− 1 ≈ 0.373,
P(Ec) ≤ 15S
nβ
, (37)
where the constant β is given by
β = min
c16 , (c1 − c3)296c1 , 13
(
√
2c1 −
√
2 + 1
2
√
c1 + c3
)2 .
(38)
It is evident that we can make β in (38) arbitrarily large by
taking c1 large and keeping c3/c1 a small constant. Clearly,
if the true parameters (p, q) /∈ U , the MLE would be a
decent estimator. It suffices to construct estimators when the
true parameters (p, q) ∈ U . The known Q case seems to
suggest that we consider the best polynomial approximation
of f(x, y) = |x − y| on U . However, this will not work for
two reasons:
1) the entire 2D stripe U is too large for the polynomial
approximation error to vanish at the correct rate;
2) best polynomial approximation in the 2D case is not
unique, and may not achieve the desired pointwise error.
We will explore these reasons in details in Section IV. To
solve the first problem, we remark that although U is the set
such that its element can be localized within U , a specific
element (x, y) ∈ U can be localized in a much smaller
subset U(x; c1) × U(y; c1) ⊂ U , where U(x; c1) is given by
(10). Hence, the approximation regime should be dependent
on the empirical observations to fully utilize the available
information.
For the second problem, we need to design a specific poly-
nomial with satisfactory pointwise approximation properties.
Our approximation recipe is the following. Take K = c2 lnn.
1) Over the square
[
0, 2c1 lnnn
]2
: we consider the decom-
position |x − y| = (√x + √y)|√x − √y| and intro-
duce the following two bivariate polynomials uK(x, y)
and vK(x, y) to uniformly approximate
√
x +
√
y and
|√x−√y|, respectively. Specifically, we have
sup
(x,y)∈[0,1]2
|uK(x, y)− (
√
x+
√
y)|
= inf
P∈poly2K
sup
(x,y)∈[0,1]2
|P (x, y)− (√x+√y)|
(39)
sup
(x,y)∈[0,1]2
|vK(x, y)− |
√
x−√y||
= inf
P∈poly2K
sup
(x,y)∈[0,1]2
|P (x, y)− |√x−√y||.
(40)
Then, denote h2K(x, y) = uK(x, y)vK(x, y) −
uK(0, 0)vK(0, 0), we use the polynomial
P
(1)
K (x, y) =
2c1 lnn
n
h2K
(
xn
2c1 lnn
,
yn
2c1 lnn
)
(41)
to approximate |x − y| over the square [0, 2c1 lnnn ]2.
The polynomial P (1)K (x, y) satisfies P
(1)
K (0, 0) = 0. We
7remove the constant term in the definition of P (1)K to
guarantee that the estimator we construct is agnostic to
the unknown support size S. In practice, uK and vK
can be replaced by the efficiently implementable lowpass
filtered Chebyshev expansion [19], which achieves the
same uniform error rate as the best polynomial approx-
imation.
Remark 2. We would like to discuss the intuitions
behind our construction of the polynomials uK , vK . One
observation is that best approximation, which aims at
approximating the bivariate function |p − q| over the
square
[
0, 2c1 lnnn
]2
under the supremum norm, may not
work. Indeed, consider the segment p + q = 2c1 lnnn
over
[
0, 2c1 lnnn
]2
, and the function |p − q| over this
segment can be viewed as a univariate function, whose
best approximation error using degree K = c2 lnn is
lower bounded by 1K
2c1 lnn
n within a constant factor [20,
Chap. 9, Thm. 3.3], which is of order 1n . Hence, the
accumulated bias is at least Sn , which results in a worse
critical scaling n  S rather than the n  SlnS
critical scaling we aim for. The key idea that enabled us
to achieve worst case accumulated bias
√
S
n lnn is the
P and Q are probability measures satisfying
∑
i pi =∑
i qi = 1. Hence, it suffices to prove a pointwise bound
for each individual symbol
√
pi+qi
n lnn +
1
n lnn . However,
to our knowledge, the study of pointwise bounds for
multivariate approximation theory has been limited. The
decomposition |x − y| = |√x − √y|(√x + √y) is
translating the problem of obtaining pointwise bounds
to the problem of obtaining uniform bounds. Indeed, the
uniform error of approximating |√x−√y| and √x+√y
over
[
0, 2c1 lnnn
]2
with degree K = c2 lnn are both
of order 1√
n lnn
(Lemma 11), and the finite-difference
formula ∆(ab) = a∆b + b∆a + (∆a)(∆b) precisely
gives us the desired pointwise bound.
2) Once we can assert with high probability (p, q) ∈ U, p+
q ≥ c1 lnn2n , we utilize the best approximation polynomial
of |t| on [−1, 1] with order K. Denote it as
RK(t) = argmin
P∈polyK
sup
t∈[−1,1]
|P (t)− |t|| (42)
=
K∑
j=0
rjt
j , (43)
we have
P
(2)
K (x, y; pˆi,1, qˆi,1) =
K∑
j=0
rjW
−j+1(x− y)j , (44)
where W =
√
8c1 lnn
n (
√
(pˆi,1 + qˆi,1) ∨ 1n ). It is the best
approximation polynomial of |t| over interval [−W,W ].
Remark 3. We discuss the reason why we cannot apply
the best approximation polynomial of |t| over the square[
0, 2c1 lnnn
]2
. Note that the approximation width W is at
least of order lnnn since pˆi,1 + qˆi,1 &
lnn
n . However, for
the square
[
0, 2c1 lnnn
]2
, we easily have W  lnnn , but
lnn
n is the minimum width which ensures concentration
properties (Lemma 3). Indeed, as we show in Lemma 6,
any 1D approximation polynomial fails to achieve the
pointwise error bound we discussed in Remark 2 over[
0, 2c1 lnnn
]2
.
Finally, we use the second part of the samples to construct
the unbiased estimators for P (1)K (x, y) defined in (41) and
P
(2)
K (x, y; pˆi,1, qˆi,1) defined in (44). Concretely, we introduce
the estimators P˜ (1)K (pˆi,2, qˆi,2) and P˜
(2)
K (pˆi,2, qˆi,2; pˆi,1, qˆi,1)
such that
E
[
P˜
(1)
K (pˆi,2, qˆi,2)
]
= P
(1)
K (p, q) (45)
E
[
P˜
(2)
K (pˆi,2, qˆi,2; pˆi,1, qˆi,1)
∣∣∣∣pˆi,1, qˆi,1] = P (2)K (p, q; pˆi,1, qˆi,1).
(46)
These unbiased estimators are easy to construct since for any
r, s ≥ 1, r, s ∈ Z, (npˆ, nqˆ) ∼ Poi(np)×Poi(nq), we have [21,
Ex. 2.8]
E
r−1∏
i=0
(
pˆ− i
n
) s−1∏
j=0
(
qˆ − j
n
) = prqs. (47)
The final estimator is presented as follows.
Estimator Construction 2. As before, use sample splitting to
obtain (pˆi,1, qˆi,1) and (pˆi,2, qˆi,2). Denote
L˜2
= (pˆi,2 − qˆi,2)1
(
pˆi,1 − qˆi,1 >
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
)
+ (qˆi,2 − pˆi,2)1
(
pˆi,1 − qˆi,1 < −
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
)
+ P˜
(1)
K (pˆi,2, qˆi,2)1
(
pˆi,1 + qˆi,1 <
c1 lnn
n
)
+ P˜
(2)
K (pˆi,2, pˆi,2; pˆi,1, qˆi,1)1
(
(pˆi,1, qˆi,1) ∈ U1, pˆi,1 + qˆi,1 ≥ c1 lnn
n
)
.
(48)
and define
Lˆ(2) = 0 ∨
(
L˜2 ∧ 2
)
. (49)
Here U is given by (30), U1 is defined in (32), the estimators
P˜
(1)
K and P˜
(2)
K are defined in (45) and (46) K = c2 lnn,
and c1 > c3 > c2 > 0 are properly chosen constants, c3c1 <
8
(
√
2+1)2
− 1 ≈ 0.373.
A pictorial explanation of the estimator construction is given
in Fig 1. Concretely, we use the first sample to classify
into four regimes, and in each regime we do the following
operations:
1) Regime I: plug-in: pˆ2 − qˆ2
2) Regime II: plug-in: qˆ2 − pˆ2
3) Regime III: 2D polynomial approximation of |p− q|
4) Regime IV: 1D polynomial approximation of |t| where
t = p− q with width
√
8c1 lnn
n
√
(pˆ1 + qˆ1) ∨ 1n
The next theorem presents the performance of Lˆ(2).
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Fig. 1: Pictorial explanation of the minimax rate-optimal
estimator in the unknown Q case. Note that we use (pˆ1, qˆ1) to
determine which one of the four estimators to use, and then
apply (pˆ2, qˆ2) obtained from the second independent sample
to estimate. We classify the 2D unit square into four regimes
using (pˆ1, qˆ1). The dashed diagonal line denotes the points
where the function f(p, q) = |p− q| is not analytic.
Theorem 6. Suppose there exists a constant C > 0 such that
lnn ≤ C lnS. Then, there exists c1, c2, c3 that only depend
on C in Construction 2 such that
sup
P,Q∈MS
E|Lˆ(2) − ‖P −Q‖1|2 .C S
n lnn
. (50)
We note that the lower bound for the known Q case also
serves as a lower bound for the unknown Q case. Indeed, when
Q is known, we can then produce n i.i.d. samples from Q and
feed it into any algorithm that handles the unknown Q case.
Hence, Theorem 3 and Theorem 6 yield that Lˆ(2) is minimax
rate-optimal. Note that Lˆ(2) achieves the minimax rate without
knowing the support size S a priori. Moreover, the effective
sample size enlargement effect holds again: the performance
of the optimal estimator with n samples is essentially that of
the MLE with n lnn samples.
IV. COMPARISON WITH OTHER APPROACHES
In this section, we review some other possible approaches
in estimating the L1 distance, and apply approximation theory
to argue the strict suboptimality of some approaches.
A. Approximation only around the origin
In the previous papers [5]–[9] in estimating entropy, power
sum, mutual information, etc, approximation is conducted only
around the origin. However, we remark that this is insufficient
in estimating the L1 distance. We have the following result.
Lemma 5. Let Lˆ denote an estimator of ‖P−Q‖1 that satisfies
the following:
Lˆ =
S∑
i=1
g(pˆi, qˆi), (51)
where the estimator g(pˆi, qˆi) ∈ [−B,B] is a bounded function
that satisfies g(pˆi, qˆi) = |pˆi− qˆi| when (pˆi, qˆi) /∈
[
0, 2c1 lnnn
]2
,
g(0, 0) = 0. Suppose n S. Then,
sup
P,Q∈MS
E|Lˆ− ‖P −Q‖1|2  S
n lnn
. (52)
Lemma 5 explains the reason why the estimator of Valiant
and Valiant [5] can only achieve the optimal error rate when
n . S . n lnn, but ours achieves the optimal error rate for a
much large set of parameter configurations.
B. One-dimensional approximation in the 2D case
In the construction of Lˆ(2), we split into two cases when
(pˆ, qˆ) ∈ U1, i.e., 1D approximation of |t| via the substitution
t = x − y if pˆ + qˆ > c1 lnn/n, and the decomposition of
|x− y| into (√x+√y)|√x−√y| otherwise. Can we always
do 1D approximation of |t| with t = x − y to achieve the
desired approximation error, i.e., propose some P (t) ∈ polyK
with K  lnn and |P (t) − |t|| . √|t|/(n lnn) + 1n lnn for
any |t| ≤ c1 lnn/n? We have the following lemma regarding
the approximation of |t|.
Lemma 6. If QK(t) ∈ polyK is even with QK(0) = 0, and
achieves the best uniform error rate maxt∈[−1,1] |QK(t) −
|t|| . 1/K, we have
lim sup
K→∞
1
K
sup
0<|t|≤1
||t| − |QK(t)− |t|||
t2
<∞. (53)
Now we apply Lemma 6 to the hypothetical polynomial
P (t). Doing parameter substitution t = c1 lnnn y, y ∈ [−1, 1],
by assumption we have for any y ∈ [−1, 1],∣∣∣∣ nc1 lnnP
(
c1 lnn
n
y
)
− |y|
∣∣∣∣ .
√|y|
K
+
1
K2
, (54)
where K  lnn. It follows from Jensen’s inequality that∣∣∣∣ nc1 lnn
(
P
(
c1 lnn
n
y
)
+ P
(
−c1 lnn
n
y
))
/2− |y|
∣∣∣∣
.
√|y|
K
+
1
K2
. (55)
Define Q(y) = nc1 lnn
(
P
(
c1 lnn
n y
)
+ P
(− c1 lnnn y)) /2. It is
clear that Q(y) satisfies the assumptions in Lemma 6. Hence,
|Q(y)− |y|| ≥ |y| − CKy2. (56)
However, it contradicts the upper bound (55) when 1K2 |y|  1K . Hence, any 1D approximation does not achieve the
error rate that is achieved by our 2D approximation approach.
C. Approximation on the entire 2D stripe
In the unknown Q case we have decomposed the stripe
U into subsets where polynomial approximations take place.
9Is it possible that we use a single polynomial P (x, y) ∈
poly2K of degree K  lnn to approximate |x − y| such
that |P (x, y) − |x − y|| . √(x+ y)/(n lnn) for any
(x, y) ∈ U? We prove that the answer is negative even
for U ′ = ∪x∈[c1 lnn/n,tn]U(x; c1) × U(x; c1) ⊂ U and any
tn  (lnn)3/n.
Lemma 7. If (lnn)3/n tn ≤ 1/2, K  lnn, we have
lim inf
n→∞
√
n lnn · inf
P∈poly2K
sup
(x,y)∈U ′
|P (x, y)− |x− y||√
x+ y
= +∞.
Lemma 7 shows that for a too large set U ′ (e.g., U ′ = U ),
every polynomial fails to achieve the desired approximation
error bound
√
(x+ y)/(n lnn). Hence, it is necessary to make
the approximation regime be random and dependent on the
empirical observations.
D. The failure of any plug-in estimator
It is evident that the optimal L1 distance estimators we
constructed heavily exploit the interactions of P and Q. For
example, in the known Q case, the estimator for ‖P − Q‖1
is not of the form ‖g(Pn) − Q‖1, where g(·) is an arbitrary
function of the empirical distribution of P that is independent
of Q.
We show that for any estimator g(Pn) of the distribution
P , the plug-in estimator ‖g(Pn) − Q‖1 does not achieve the
minimax rates in estimating ‖P − Q‖1 when one considers
the worst cases among all P,Q ∈MS .
Lemma 8. Consider the known Q case. Suppose g(Pn) ∈ RS
is an arbitrary function of the empirical distribution Pn, and
g(·) does not depend on Q. Then, if n & S,
sup
P,Q∈MS
EP (‖g(Pn)−Q‖1 − ‖P −Q‖1)2 & S
n
. (57)
Lemma 8 shows that since the plug-in estimator ‖g(Pn)−
Q‖1 does not explicitly exploit the nonsmoothness of the
function ‖P−Q‖1, in the worst case it behaves essentially like
the maximum likelihood estimator as shown in Corollary 1.
V. EXPERIMENTAL RESULTS
In this section, we compare the empirical performances of
our algorithms with the following approaches:
• maximum likelihood estimator (MLE): it is the ap-
proach of plugging-in the empirical distributions obtained
through samples into the functional. As shown in Section
II and III, it does not achieve the minimax rates in
estimating ‖P − Q‖1 in general in both the known Q
and unknown Q cases.
• Valiant–Valiant estimator [6]: [6] released Matlab code
corresponding to their estimator of ‖P −US‖1, which is
proved to achieve the minimax rates when n  SlnS , i.e.,
when the optimal error is a constant. Here US denotes
the uniform distribution with support size S.
• approximate profile maximum likelihood estimator
(APML) [22]: the APML estimator is an approximate
solution of the profile maximum likelihood estimator
[23], which can be applied to estimate ‖P − US‖1, and
Fig. 2: Root mean squared error for estimation of L1 distance
to uniformity with fixed support size S = 104. The parameters
in our algorithms are set to be c1 = 1.4, c2 = 1.1, c3 = 0.1.
Here “Uniform” refers to the uniform distribution with support
size S, and “Mix 2 Uniforms” is a mixture of two uniform
distributions, with half the probability mass on the first S/5
symbols, and the other half on the remaining 4S/5 symbols,
and Zipf(α) ∼ 1/iα with i ∈ {1, ..., S}. Each data point
represents 100 random trials, with 2 standard error bars smaller
than the plot marker for most points.
‖P−Q‖1 when both P and Q are unknown. It was shown
in [22] that the APML estimator exhibits generally good
empirical performances, albeit its theoretical properties
are not yet understood well.
In the sequel, for each true distribution pair (P,Q), we fix
the parameters in our estimators and vary the sample sizes to
compare the estimation performances. We use the root mean
squared error (RMSE) as the evaluation criterion.
Figure 2 compares the four approaches mentioned above
in estimating ‖P − US‖1, which is also called “distance to
uniformity”. We see that our algorithm is consistently better
than the maximum likelihood estimator, and is competitive
with the VV estimator [6] and APML estimator [22]. Our
estimator has computational complexity O(n lnn). Indeed,
in the worst case, we may need to evaluate a polynomial
with degree lnn for each sample, which results in an overall
O(n lnn) computational complexity.
Figure 3 compares the performances of the maximum likeli-
hood estimator (MLE), our estimator, and APML in estimating
‖P −Q‖1 when both P and Q are unknown. Note that we did
not choose to compare with [6] since there is no code available
for their algorithm in the unknown Q setting. We find our
algorithm to perform consistently better than the maximum
likelihood estimator, and is particularly competitive when the
distributions P and Q are quite different from each other. Our
estimator has computational complexity O(n ln2 n) in the Q
unknown setting. In the worst case, we may need to evaluate a
bivariate polynomial with degree lnn in each variable for each
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Fig. 3: Root mean squared error for estimation of ‖P −Q‖1
where P and Q are indicated in the row and column names,
respectively. The meanings of each specific P,Q are the same
as in Figure 2 with fixed support size S = 104. The parameters
of our estimator are set to be c1 = 3.6, c2 = 1.2, c3 = 1.3.
Each data point represents 100 random trials, with 2 standard
error bars smaller than the plot marker for most points. Since
‖P−Q‖1 is symmetric in P and Q, the plot exhibits symmetric
behavior.
sample, which results in an overall O(n ln2 n) computational
complexity.
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APPENDIX A
AUXILIARY LEMMAS
The first-order symmetric difference of a function f is given
by
∆1hf(x) = f
(
x+
h
2
)
− f
(
x− h
2
)
, (58)
while the second order symmetric difference is given by
∆2hf(x) = ∆h
(
∆1hf(x)
)
(59)
= f(x+ h)− 2f(x) + f(x− h). (60)
Analogously, the r-th order symmetric difference can be
defined, and it is zero when [x, x + rh] or [x − rh, x] are
not inside the domain of f .
For function f(x) with domain [0, 1], ϕ(x) =
√
x(1− x),
the first-order Ditzian–Totik modulus of smoothness is defined
as
ω1ϕ(f, t) , sup
0<h≤t
‖∆1hϕf(x)‖∞, (61)
and the second-order Ditzian–Totik modulus of smoothness is
defined as
ω2ϕ(f, t) , sup
0<h≤t
‖∆2hϕf(x)‖∞. (62)
Similarly, we can also define the r-th order Ditzian–Totik
modulus of smoothness for a function f(x) with domain
[0, 1]2:
ωr[0,1]2(f, t) = sup
1≤i≤2,0<h≤t,x∈[0,1]2
|∆ri,hϕ(xi)f(x)|, (63)
where ∆i,h denotes the symmetric difference with respect to
the i-th coordinate.
The next lemma upper bounds the best polynomial approx-
imation error by the Ditzian-Totik moduli.
Lemma 9. [24, Thm. 7.2.1, Thm. 12.1.1.] There exists a
constant M(r) > 0 such that for any function f ∈ C[0, 1],
En(f ; [0, 1]) ≤M(r)ωrϕ(f, n−1), n > r, (64)
where En[f ; I] denotes the distance of the function f to the
space polyn in the uniform norm ‖·‖∞,I on I ⊂ R. Moreover,
if f(x) : [0, 1]2 7→ R, we have
En[f ; [0, 1]
2] ≤Mωr[0,1]2(f, n−1), (65)
for any r < n, where M is independent of f and n, and
En[f ; [0, 1]
2] denotes the distance of the function f to the
space poly2n in the uniform norm on [0, 1]
2.
The modulus ω2ϕ(f, t) is computed for a variety of functions
in the following lemma.
Lemma 10. [24, Chap. 3.4] Suppose f(x) = xδ, 0 < δ <
1, x ∈ [0, 1]. Then,
ω2ϕ(f, t)  t2δ (66)
ω1ϕ(f, t)  max{t2δ, t} (67)
where ω1ϕ(f, t) is defined in (61), ω
2
ϕ(f, t) is defined in (62).
Lemma 11. Suppose f(x; a) = |√x − √a|, x ∈ [0, 1], and
a ∈ [0, 1] is a parameter. Then,
ω1ϕ(f, t) ≤
t√
2
. (68)
Next lemma computes the Ditzian–Totik modulus for func-
tion f(x) = |2x∆− q|, x ∈ [0, 1].
Lemma 12. Suppose f(x) = |2x∆ − q|,∆ > 0, 0 ≤ q ≤
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2∆, x ∈ [0, 1]. Then, for any integer K ≥ 1,
ω2ϕ(f,K
−1) =

2q q ≤ 2∆1+K2
2
√
q(2∆−q)
K
2∆
1+K2 ≤ q ≤ 2∆K
2
1+K2
2(2∆− q) 2∆K21+K2 ≤ q ≤ 2∆
(69)
. min
{
q,
√
q(2∆− q)
K
, (2∆− q)
}
, (70)
where ω2ϕ(f, t) is defined in (62).
Lemma 13 (Markov’s inequality). [20, Chap 4, Thm 1.4]
Suppose Pn ∈ polyn is defined on [−1, 1]. Then,
sup
x∈[−1,1]
|P ′n(x)| ≤ n2 sup
x∈[−1,1]
|Pn(x)| (71)
Lemma 14. [24, Thm. 7.3.1.] For Pn the best n-th degree
polynomial approximation to f in [0, 1] and an integer r ∈
{1, 2} we have
sup
x∈[0,1]
|ϕrP (r)n | ≤Mnrωrϕ(f, n−1), (72)
where ϕ(x) =
√
x(1− x) and M is independent of n and f .
The next lemma shows that a polynomial on [−1, 1] nearly
attains its supremum norm in a slightly smaller interval
contained in [−1, 1].
Lemma 15. [24, Thm. 8.4.8.] Suppose c > 0 is a constant,
Pn ∈ polyn defined on [−1, 1], n2 > c. Then, there exists a
constant M(c) > 0 that does not depend on n and Pn such
that
sup
x∈[−1,1]
|Pn(x)| ≤M(c) sup
x∈[−1+cn−2,1−cn−2]
|Pn(x)|. (73)
Lemma 16. Suppose PK(x) is the best approximation poly-
nomial with order K of function f(x) ∈ C[0, 1] defined as
PK(x) = argmin
P∈polyK
max
x∈[0,1]
|f(x)− P (x)|. (74)
Then, the best approximation polynomial with order 2K of
function f(z2), z ∈ [−1, 1] is given by PK(z2).
The following lemma characterizes the upper bounds of the
coefficients of a bounded real polynomial.
Lemma 17. [16] Let pn(x) =
∑n
ν=0 aνx
ν be a polynomial
of degree at most n such that |pn(x)| ≤ A for x ∈ [a, b]. Then
1) If a+ b 6= 0, then
|aν | ≤ 27n/2A
∣∣∣∣a+ b2
∣∣∣∣−ν (∣∣∣∣b+ ab− a
∣∣∣∣n + 1) , ν = 0, · · · , n.
(75)
2) If a+ b = 0, then
|aν | ≤ Ab−ν(
√
2 + 1)n, ν = 0, · · · , n. (76)
The following lemma gives an upper bound for the second
moment of the unbiased estimate of (p−q)j in Poisson model.
Lemma 18. Suppose nX ∼ Poi(np), p ≥ 0, q ≥ 0. Then, the
estimator
gj,q(X) ,
j∑
k=0
(
j
k
)
(−q)j−k
k−1∏
h=0
(
X − h
n
)
(77)
is the unique uniformly minimum variance unbiased estimator
for (p− q)j , j ≥ 0, j ∈ N, and its second moment is given by
E[(gj,q(X))2] =
j∑
k=0
(
j
k
)2
(p− q)2(j−k) p
kk!
nk
(78)
= j!
( p
n
)j
Lj
(
−n(p− q)
2
p
)
Assuming p > 0,
(79)
where Lm(x) stands for the Laguerre polynomial with order
m, which is defined as:
Lm(x) =
m∑
k=0
(
m
k
)
(−x)k
k!
(80)
If M ≥ max
{
n(p−q)2
p , j
}
, we have
E[(gj,q(X))2] ≤
(
2Mp
n
)j
. (81)
When k = 0,
∏k−1
h=0
(
X − hn
)
, 1. When p = 0, gj,q(X) ≡
(−q)j ,E[gj,q(X)]2 ≡ q2j .
We construct the unbiased estimator of (p−q)j , j ≥ 0 when
both p and q are unknown as in the following lemma.
Lemma 19. Suppose (npˆ, nqˆ) ∼ Poi(np) × Poi(nq). Then,
the following estimator using (pˆ, qˆ) is the unique uniformly
minimum variance unbiased estimator for (p− q)j , j ≥ 0, j ∈
Z:
Aˆj(pˆ, qˆ) =
j∑
k=0
(
j
k
) k−1∏
i=0
(pˆ− i
n
)(−1)j−k
j−k∏
m=0
(qˆ − m
n
).
(82)
Furthermore,
EAˆ2j ≤
(
2(p− q)2 ∨ 8j(p ∨ q)
n
)j
. (83)
The following lemma characterizes the behavior of the
central moments of Poisson distributions.
Lemma 20. Suppose npˆ ∼ Poi(np). Then, for any integer
s ≥ 2, there exist bs/2c constants hj,s that are independent
of n, such that
E(pˆ− p)s = 1
ns
bs/2c∑
j=1
hj,s(np)
j . (84)
Furthermore,
|hj,s| ≤ 2
jjs
j!
(85)
≤ (2ee/(e−1))s
( s
ln s
)s
. (86)
Consequently, there exists a constant Cs > 0 depending only
on s satisfying (Cs)1/s . sln s such that for any s ≥ 2 an even
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integer,
E|pˆ− p|s ≤ Cs (np)
s/2 ∨ (np)
ns
. (87)
For s ≥ 1 odd integer, we have
E|pˆ− p|s ≤ Cs (np)
s/2 ∨ (np)1/2
ns
. (88)
We emphasize that the scaling
(
s
ln s
)s
is consistent with the
general moment bounds in [25]. However, the results in [25]
do not directly apply here. Furthermore, Lemma 20 provides
bounds on each individual hj,s, which is not obtainable from
a general moment bound.
The next lemma controls the moments of 1pˆ∨1/n , where
npˆ ∼ Poi(np).
Lemma 21. Suppose npˆ ∼ Poi(np). Then, for any integer
j ≥ 0, there exists a constant Bj depending only on j such
that
E
1
(pˆ ∨ 1n )j
≤ Bj
pj
. (89)
One may take Bj = j
(
j
e
)j
+ 1 + j2j+1 + j
(
16(j+1)
e
)j+1
.
The following lemma gives well-known tail bounds for
Poisson and binomial random variables.
Lemma 22. [26, Exercise 4.7] If X ∼ Poi(λ) or X ∼
B(n, λn ), then for any δ > 0, we have
P(X ≥ (1 + δ)λ) ≤
(
eδ
(1 + δ)1+δ
)λ
≤ e−δ2λ/3 ∨ e−δλ/3
(90)
P(X ≤ (1− δ)λ) ≤
(
e−δ
(1− δ)1−δ
)λ
≤ e−δ2λ/2. (91)
The following lemma presents the Hoeffding bound.
Lemma 23. [27] Let X1, X2, . . . , Xn be independent random
variables such that Xi takes its value in [ai, bi] almost surely
for all i ≤ n. Let Sn =
∑n
i=1Xi, we have for any t > 0,
P {|Sn − E[Sn]| ≥ t} ≤ 2 exp
(
− 2t
2∑n
i=1(bi − ai)2
)
. (92)
The following lemma provides sharp estimates of E|qˆ− q|,
where nqˆ ∼ Poi(nq), which can be viewed as an analog of
the binomial case studied in [28].
Lemma 24. Suppose nqˆ ∼ Poi(nq). Then,
E|qˆ − q| ∈
{
{2qe−nq} 0 ≤ q ≤ 1n
[
√
q
2n ,
√
q
n ] q ≥ 1n
. (93)
Hence,
1√
2
(
q ∧
√
q
n
)
≤ E|qˆ − q| ≤ 2
(
q ∧
√
q
n
)
. (94)
Lemma 25. Suppose nqˆ ∼ Poi(nq). Then, for any p ≥ 0,
|E|qˆ − p| − |q − p|| ≤ 2 ·min
{
p, q,
√
p
n
,
√
q
n
}
. (95)
Further,
sup
q≥0
|E|qˆ − p| − |q − p|| ≥ 1√
2
(
p ∧
√
p
n
)
. (96)
The next lemma upper bounds the variance of |qˆ−p|, nqˆ ∼
Poi(nq).
Lemma 26. Suppose nqˆ ∼ Poi(nq). Then, for any p ≥ 0,
Var(|qˆ − p|) ≤ q
n
. (97)
APPENDIX B
PROOFS OF MAIN THEOREMS
A. Proof of Theorem 1
We have
EP |‖Pn −Q‖1 − ‖P −Q‖1|2
=
(
S∑
i=1
E|pˆi − qi| − |pi − qi|
)2
+ Var(‖Pn −Q‖1).
(98)
Hence,∣∣∣∣∣
S∑
i=1
E|pˆi − qi| − |pi − qi|
∣∣∣∣∣ ≤
S∑
i=1
E||pˆi − qi| − |pi − qi||
(99)
≤
S∑
i=1
2
(
qi ∧
√
qi
n
)
, (100)
where we applied Lemma 25.
To analyze the variance, due to the mutual independence of
{pˆi, 1 ≤ i ≤ S}, we have
Var(‖Pn −Q‖1) =
S∑
i=1
Var(|pˆi − qi|) (101)
≤
S∑
i=1
pi
n
(102)
=
1
n
, (103)
where we used Lemma 26 in the second step.
The proof of the upper bound is complete. Regarding the
lower bound, setting P = Q, we have∣∣∣∣∣
S∑
i=1
E|pˆi − qi| − |pi − qi|
∣∣∣∣∣ ≥
∣∣∣∣∣
S∑
i=1
E|pˆi − pi|
∣∣∣∣∣ (104)
=
S∑
i=1
E|pˆi − pi| (105)
≥ 1√
2
S∑
i=1
qi ∧
√
qi
n
. (106)
B. Proof of Theorem 2
The following lemma gives the bias and variance bound of
P˜K(pˆ; q).
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Lemma 27. For npˆ ∼ Poi(np) with p ∈ U(q; c1), there exists
a universal constant B > 0 such that
|EP˜K(pˆ; q)− |p− q|| . q ∧ 1
K
√
qc1 lnn
n
(107)
Var(P˜K(pˆ; q)) .
BKc1 lnn
n
(p+ q) (108)
where P˜K(pˆ; q) is the unique uniformly minimum variance
unbiased estimate of PK(x; q) defined in (18), U(q; c1) is
defined in (10) and K = c2 lnn, c2 < c1.
Proof. Recall the “good” events E1, E2, E3 defined
in (13),(14),(15) and define E = E1 ∩ E2 ∩ E3. We
have
E(Lˆ(1) − ‖P −Q‖1)2
= E
[
(Lˆ(1) − ‖P −Q‖1)21(E)
]
+ E
[
(Lˆ(1) − ‖P −Q‖1)21(Ec)
]
(109)
≤ E
[
(L˜1 − ‖P −Q‖1)21(E)
]
+ 4P(Ec) (110)
≤ E
[
(L˜1 − ‖P −Q‖1)21(E)
]
+
12S
nβ
, (111)
where we have applied Lemma 2.
Define the random variables
E1 =
∑
i∈I1
(pˆi,2 − qi)− |pi − qi| (112)
E2 =
∑
i∈I2
(qi − pˆi,2)− |pi − qi| (113)
E3 =
∑
i∈I3
P˜K(pˆi,2; qi)− |pi − qi|, (114)
where the random index sets I1, I2, I3 are defined as
I1 = {i : pˆi,1 > U1(qi), pi ≥ qi} (115)
I2 = {i : pˆi,1 < U1(qi), pi ≤ qi} (116)
I3 = {i : pˆi,1 ∈ U1(qi), pi ∈ U(qi; c1)}. (117)
The indices I1, I2, I3 are independent of the random variables
{pˆi,2 : 1 ≤ i ≤ S}. Since
(L˜1 − ‖P −Q‖1)1(E) = E11(E) + E21(E) + E31(E),
(118)
it follows from Cauchy’s inequality that
E(Lˆ(1) − ‖P −Q‖1)2 ≤ 3
(
EE21 + EE22 + EE23
)
+
12S
nβ
,
(119)
where β is defined in (17).
It follows from the law of total variance that
EE21 = E
(
Var(E1|I1) + (E[E1|I1])2
)
(120)
= EVar(E1|I1) (121)
≤
S∑
i=1
pi
n
(122)
=
1
n
, (123)
where we have used the fact that E[E1|I1] = 0 with probability
one and Lemma 26. Similarly we have EE22 ≤ n−1.
Regarding EE23 , it follows from Lemma 27 and the mutual
independence of {pˆi,2 : 1 ≤ i ≤ S} that
EE23 .
S∑
i=1
BKc1 lnn
n
(pi + qi) +
(
S∑
i=1
qi ∧
√
c1qi
c22n lnn
)2
(124)
.
(
S∑
i=1
qi ∧
√
c1qi
c22n lnn
)2
+
c1 lnn
n1−
, (125)
where  = c2 lnB.
Hence,
E(Lˆ(1) − ‖P −Q‖1)2
.
(
S∑
i=1
qi ∧
√
c1qi
c22n lnn
)2
+
c1 lnn
n1−
+
S
nβ
, (126)
where β is defined in (17) and  = c2 lnB.
If lnn & lnS, one may choose c1 large enough and
c3 = c1/2 to ensure that Snβ .
lnn
n1− . When lnn .
ln
(∑S
i=1
√
qi ∧ qi
√
n lnn
)
, one may choose c2 small enough
to ensure that lnnn1− .
(∑S
i=1 qi ∧
√
qi
n lnn
)2
. The worst case
of Q result is proved upon noting that
S∑
i=1
qi ∧
√
qi
n lnn
≤
S∑
i=1
√
qi
n lnn
(127)
≤
√
S
n lnn
. (128)
In the worst case of Q we no longer need the condition lnn &
lnS since we can ensure S
nβ
. Sn lnn if we take c1 large
enough and c3 = c1/2.
C. Proof of Theorem 3
The main tool we employ is the so-called method of two
fuzzy hypotheses presented in Tsybakov [29]. Suppose we
observe a random vector Z ∈ (Z,A) which has distribution
Pθ where θ ∈ Θ. Let σ0 and σ1 be two prior distributions
supported on Θ. Write Fi for the marginal distribution of
Z when the prior is σi for i = 0, 1. Let Tˆ = Tˆ (Z) be an
arbitrary estimator of a function T (θ) based on Z. We have
the following general minimax lower bound.
Lemma 28. [29, Thm. 2.15] Given the setting above, suppose
there exist ζ ∈ R, s > 0, 0 ≤ β0, β1 < 1 such that
σ0(θ : T (θ) ≤ ζ − s) ≥ 1− β0 (129)
σ1(θ : T (θ) ≥ ζ + s) ≥ 1− β1. (130)
If TV(F1, F0) ≤ η < 1, then
inf
Tˆ
sup
θ∈Θ
Pθ
(
|Tˆ − T (θ)| ≥ s
)
≥ 1− η − β0 − β1
2
, (131)
where Fi, i = 0, 1 are the marginal distributions of Z when
the priors are σi, i = 0, 1, respectively.
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Here TV(P,Q) is the total variation distance between two
probability measures P,Q on the measurable space (Z,A).
Concretely, we have
TV(P,Q) , sup
A∈A
|P (A)−Q(A)| (132)
=
1
2
∫
|p− q|dν
=
1
2
‖P −Q‖1,
where p = dPdν , q =
dQ
dν , and ν is a dominating measure so
that P  ν,Q ν.
The following lemma was shown in Cai and Low [11]:
Lemma 29. For any given even integer L > 0, there exist
two probability measures ν0 and ν1 on [−1, 1] that satisfy the
following conditions:
1) ν0 and ν1 are symmetric around 0;
2)
∫
tlν1(dt) =
∫
tlν0(dt), for l = 0, 1, 2, . . . , L;
3)
∫ |t|ν1(dt)− ∫ |t|ν0(dt) = 2EL[|t|; [−1, 1]],
where EL[|t|; [−1, 1]] is the distance in the uniform norm on
[−1, 1] from the absolute value function |t| to the space polyL.
It is known that EL[|t|; [−1, 1]] = β∗L−1(1 + o(1)), where
β∗ ≈ 0.2802 is the Bernstein constant [30].
The following lemma deals with the approximation theoretic
properties of function |x−a|−ax .
Lemma 30. For any function f(x; a) = |x−a|−ax , x ∈ [0, 1],
there exists a universal constant D > 0 such that
EL[f(x; a); [
a
D
, 1]] &
{
1
L
√
a
1
L2 ≤ a ≤ 12
1 0 < a < 1L2
(133)
where EL[f ; I] denotes the distance in the uniform norm on
interval I from the function f to the space polyL.
Similar to Lemma 29, the next lemma constructs two
measures for the function f(x; a) = |x−a|−ax . The proof is
essentially identical to that of Lemma 29.
Lemma 31. For any 0 < η < 1 and positive integer L >
0, f(x; a) = |x−a|−ax , a ∈ [0, 1], there exist two probability
measures νη,a1 , ν
η,a
0 on [η, 1] such that
1)
∫
tlνη,a1 (dt) =
∫
tlνη,a0 (dt), for all l = 0, 1, 2, . . . , L;
2)
∫
f(t; a)νη,a1 (dt) −
∫
f(t; a)νη,a0 (dt) =
2EL[f(x; a); [η, 1]],
where EL[f(x; a); [η, 1]] is the distance in the uniform norm
on [η, 1] from the function f(x; a) to the space polyL.
The next lemma is an extension of [8, Lemma 3].
Lemma 32. Suppose U0, U1 are two random variables sup-
ported on [a−M,a+M ], where a ≥ M ≥ 0 are constants.
Suppose E[U j0 ] = E[U
j
1 ], 0 ≤ j ≤ L. Denote the marginal
distribution of X where X|λ ∼ Poi(λ), λ ∼ Ui as Fi. If
L+ 1 ≥ (2eM)2/a, then
TV(F0, F1) ≤ 2
(
eM√
a(L+ 1)
)L+1
, (134)
where TV(F0, F1) is the total variation distance defined
in (132).
We consider the set of approximate probability vectors
MS() =
{
P :
∣∣∣∣∣
S∑
i=1
pi − 1
∣∣∣∣∣ ≤ 
}
, (135)
with some constant  > 0. We further define the minimax risk
under the Poisson sampling model with respect toMS() with
a fixed Q as
RP (S, n,Q, ) = inf
Lˆ
sup
P∈MS()
EP
(
Lˆ− ‖P −Q‖1
)2
.
(136)
The following lemma relates RP (S, n,Q, ) to RP (S, n,Q, 0).
Lemma 33. For any S, n ∈ N+, 0 <  < 1 and any
distribution Q ∈MS , we have
RP (S, n(1− )/4, Q, 0)
≥ 1
4
RP (S, n,Q, )− 1
2
e−n(1−)/8 − 1
2
2. (137)
Now we are ready to prove our main minimax lower bound.
Proof. Fix the distribution Q ∈ MS . Without loss of gener-
ality we assume that qS = min1≤j≤S qj . We construct two
probability measures µ0,µ1 on the distribution P that will
later be used in Lemma 28. Concretely, we use an independent
prior generation, and set
µ0 = µ
(q1)
0 ⊗ µ(q2)0 ⊗ . . .⊗ δ1−γ (138)
µ1 = µ
(q1)
1 ⊗ µ(q2)1 ⊗ . . .⊗ δ1−γ . (139)
In other words, we assign independent priors µ(qj)i to each
symbol pj , 1 ≤ j ≤ S − 1, and assign a delta mass at 1 − γ
to the symbol pS . The constant γ will later be set to
γ =
∑
j:qj≤ c lnnn
qj
D
+
∑
j:qj>
c lnn
n
qj , (140)
where D is the universal constant in Lemma 30, and c ∈ (0, 1)
is a constant.
Now we construct µ(q)i , i ∈ {0, 1} for a generic q ∈ (0, 1).
We consider two different cases.
1) 0 < q ≤ c lnnn , where c ∈ (0, 1) is a constant. We
first construct two new probability measures ν˜η,ai , i =
0, 1 from the two probability measures constructed in
Lemma 31. For i = 0, 1, the restriction of ν˜η,ai is ab-
solutely continuous with respect to νi, with the Radon–
Nikodym derivative given by
dν˜η,ai
dνη,ai
=
η
t
≤ 1, t ∈ [η, 1], (141)
and ν˜η,ai ({0}) = 1 − ν˜η,ai ([η, 1]) ≥ 0. Hence, ν˜η,ai , i =
0, 1 are probability measures on [0, 1], with the following
properties:
a)
∫
tν˜η,a1 (dt) =
∫
tν˜η,a0 (dt) = η;
b)
∫
tlν˜η,a1 (dt) =
∫
tlν˜η,a0 (dt), for all l =
2, 3, . . . , L+ 1;
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c)
∫ |x − a|ν˜η,a1 (dt) − ∫ |x − a|ν˜η,a0 (dt) =
2ηEL[f(x; a); [η, 1]].
The construction of the Radon–Nikodym derivatives are
inspired by Wu and Yang [8]. Define
L = d2 lnn, η =
a
D
, a =
q
M
,M =
2c lnn
n
, (142)
where D is the universal constant in Lemma 30 and
d2 > 1 is a constant. It follows from the assumption
that 0 < a ≤ 12 . Let g(x) = Mx and let µ(q)i be the
measures on [0,M ] defined by µ(q)i (A) = ν˜
η,a
i (g
−1(A))
for i = 0, 1. It then follows that∫
tµ
(q)
1 (dt) =
∫
tµ
(q)
0 (dt) =
q
D
; (143)
∫
tlµ
(q)
1 (dt) =
∫
tlµ
(q)
0 (dt), for all l = 2, 3, . . . , L+ 1;
(144)∫
|t− q|µ(q)1 (dt)−
∫
|t− q|µ(q)0 (dt)
= 2ηMEL[f(x; a); [η, 1]] (145)
& q ∧
√
cq
d22n lnn
. (146)
2) q > c lnnn , where c ∈ (0, 1) is a constant. Define function
g(x) = q +
√
cq lnn
n x, where x ∈ [−1, 1]. Let νi, i =
0, 1 be the two measures constructed in Lemma 29. We
define two new measures µ(q)i , i = 0, 1 by µ
(q)
i (A) =
νi(g
−1(A)). Let
L = d2 lnn, d2 > 1. (147)
It then follows that∫
tµ
(q)
0 (dt) =
∫
tµ
(q)
1 (dt) = q; (148)
∫
tlµ
(q)
0 (dt) =
∫
tlµ
(q)
1 (dt), for all l = 2, 3, . . . , L+ 1;
(149)∫
|t− q|µ(q)1 (dt)−
∫
|t− q|µ(q)0 (dt)
= 2
√
cq lnn
n
EL[|t|; [−1, 1]] (150)
& q ∧
√
cq
d22n lnn
. (151)
Since we have set pS = 1− γ, where γ is defined in (140),
it is clear that
Eµ0
 S∑
j=1
pj
 = Eµ1
 S∑
j=1
pj
 (152)
= 1. (153)
Now the construction of the two priors µ0 and µ1 are
complete. In light of Lemma 33, it suffices to lower bound
RP (S, n,Q, ) to give a lower bound to RP (S, n,Q, 0).
Let
 =
χ
10
, χ = Eµ1‖P −Q‖1 − Eµ0‖P −Q‖1. (154)
We know from (146) and (151) that
χ &
S−1∑
j=1
qj ∧
√
cqj
d22n lnn
(155)
≥
(
1− 1
S
) S∑
j=1
qj ∧
√
cqj
d22n lnn
(156)
&
S∑
j=1
qj ∧
√
cqj
d22n lnn
, (157)
since we have assumed that qS = min1≤j≤S qj .
For i = 0, 1, introduce the events
Ei =MS()
⋂{
P : |‖P −Q‖1 − Eµi‖P −Q‖1| ≤
χ
4
}
.
(158)
It follows from the union bound that
µi[(Ei)
c] ≤ µi
∣∣∣∣∣∣
S∑
j=1
pj − 1
∣∣∣∣∣∣ > 

+ µi
(
|‖P −Q‖1 − Eµi [‖P −Q‖1]| >
χ
4
)
.
(159)
Introduce
F (Q) =
∑
j:qj≤ c lnnn
(
2c lnn
n
)2
+
∑
j:qj>
c lnn
n
4cqj lnn
n
(160)
≤ 4c
2S ln2 n
n2
+
4c lnn
n
. (161)
It follows from the Hoeffing inequality in Lemma 23 that
µi[(Ei)
c] ≤ 2 exp
(
− 2
2
F (Q)
)
+ 2 exp
(
− χ
2
8F (Q)
)
(162)
→ 0. (163)
The last step follows from the arguments below. Note
that we assumed c ∈ (0, 1), d2 > 1,
∑S
j=1 qj ∧
√
qj
n lnn ≥
16
C ′
(√
lnn
n +
√
S lnn
n
)
. We have
  χ (164)

S∑
j=1
qj ∧
√
cqj
d22n lnn
(165)
≥
√
c
d2
S∑
j=1
qj ∧
√
qj
n lnn
(166)
≥
√
c
d2
C ′
(√
lnn
n
+
√
S lnn
n
)
(167)
&
√
c
d2
C ′
(√
c lnn
n
+
c
√
S lnn
n
)
(168)
&
√
c
d2
C ′
√
F (Q). (169)
Hence, it suffices to take C ′ large enough to ensure that
µi[(Ei)
c]→ 0, i = 0, 1.
Denote by pii the conditional distribution defined as
pii(A) =
µi(Ei ∩A)
µi(Ei)
, i = 0, 1. (170)
Now consider pi0, pi1 as two priors and denote the
corresponding marginal distributions on the observations
(X1, X2, . . . , XS) as F0, F1. Note that Xj ∼ Poi(npj).
Setting
ζ = Eµ0 [‖P −Q‖1] +
χ
2
(171)
s =
χ
4
, (172)
we have β0 = β1 = 0 in Lemma 28. The total variation
distance is then upper bounded as
TV(F0, F1) ≤ TV(F0, G0) + TV(G0, G1) + TV(G1, F1)
(173)
≤ µ0[(E0)c] + TV(G0, G1) + µ1[(E1)c] (174)
≤ TV(G0, G1) + o(1), (175)
where Gi is the marginal distribution of the observations
under priors µi. It follows from Lemma 32 and the fact that
TV(⊗Si=1Pi,⊗Si=1Qi) ≤
∑S
i=1 TV(Pi, Qi) that
TV(G0, G1) ≤
S−1∑
i=1
2
(
1
2
)d2 lnn
(176)
≤ 2S
2d2 lnn
(177)
=
2S
nd2 ln 2
(178)
→ 0, (179)
since we have assumed lnn ≥ C lnS, and we ensure
TV(G0, G1) by taking d2 large enough.
It follows from Lemma 28 and Markov’s inequality that
RP (S, n,Q, ) ≥ s2 · inf
Lˆ
sup
P∈MS()
P
(
|Lˆ− ‖P −Q‖1| ≥ s
)
(180)
≥ s
2
2
(1− o(1)) (181)
=
χ2
32
(1− o(1)), (182)
which together with Lemma 33 implies that
RP (S, n(1− )/4, Q, 0)
≥ 1
4
RP (S, n,Q, )− 1
2
e−n(1−)/8 − 1
2
2 (183)
≥ χ
2
128
(1− o(1))− 1
2
e−n(1−χ/10)/8 − χ
2
200
(184)
& χ2 (185)
&
(
S∑
i=1
qi ∧
√
qi
n lnn
)2
, (186)
as long as we choose the constants d2 large enough to
guarantee that χ ≤ 5.
D. Proof of Theorem 6
We first present the performance of the estimator
P˜
(1)
K (pˆi,2, qˆi,2) when (p, q) ∈
[
0, 2c1 lnnn
]2
.
Lemma 34. Suppose (p, q) ∈ [0, 2c1 lnnn ]2, (npˆ, nqˆ) ∼
Poi(np)× Poi(nq). Then,
|EP˜ (1)K (pˆ, qˆ)− |p− q|| .
1
K
√
c1 lnn
n
(
√
p+
√
q) +
1
K2
c1 lnn
n
(187)
Var(P˜
(1)
K (pˆ, qˆ)) .
BKc1c
4
2 ln
5 n
n
(p+ q), (188)
for some constant B > 0. The estimator P˜ (1)K is introduced
in (45), and K = c2 lnn, c2 < c1.
We then analyze the estimator P˜ (2)K (pˆi,2, qˆi,2; pˆi,1, qˆi,1)
when (p, q) ∈ U, p+ q ≥ c1 lnn2n .
Lemma 35. Suppose (p, q) ∈ U, p + q ≥ c1 lnn2n , x + y ≥
p+q
2 , x ∈ [0, 1], y ∈ [0, 1], where the set U is defined in (30).
Suppose (npˆ, nqˆ) ∼ Poi(np)× Poi(nq). Then,∣∣∣EP˜ (2)K (pˆ, qˆ;x, y)− |p− q|∣∣∣ . 1K
√
c1 lnn
n
(
√
x+
√
y)
(189)
Var(P˜
(2)
K (pˆ, qˆ;x, y)) .
BKc1 lnn
n
(x+ y),
(190)
for some constant B > 0. The estimator P˜ (2)K is introduced
in (46), and K = c2 lnn, c2 < c1.
Proof. Recall the “good” events E1, E2, E3, E4 defined
in (33),(34),(35),(36) and introduce E = E1 ∩E2 ∩E3 ∩E4.
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We have
E
(
Lˆ(2) − ‖P −Q‖1
)2
= E
[
(Lˆ(2) − ‖P −Q‖1)21(E)
]
+ E
[
(Lˆ(2) − ‖P −Q‖1)21(Ec)
]
(191)
≤ E
[
(L˜2 − ‖P −Q‖1)21(E)
]
+ 4P(Ec) (192)
≤ E
[
(L˜2 − ‖P −Q‖1)21(E)
]
+
60S
nβ
, (193)
where we have applied Lemma 4 and the constant β is defined
in (38).
Define the random variables
E1 =
∑
i∈I1
(pˆi,2 − qˆi,2 − |pi − qi|) (194)
E2 =
∑
i∈I2
(qˆi,2 − pˆi,2 − |pi − qi|) (195)
E3 =
∑
i∈I3
(
P˜
(1)
K (pˆi,2, qˆi,2)− |pi − qi|
)
(196)
E4 =
∑
i∈I4
(
P˜
(2)
K (pˆi,2, qˆi,2; pˆi,1, qˆi,1)− |pi − qi|
)
(197)
where the random index sets I1, I2, I3, I4 are defined as
I1 =
{
i : pˆi,1 − qˆi,1 >
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1),
pi ≥ qi
}
(198)
I2 =
{
i : pˆi,1 − qˆi,1 < −
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1),
pi ≤ qi
}
(199)
I3 =
{
i : pˆi,1 + qˆi,1 <
c1 lnn
n
, (pi, qi) ∈
[
0,
2c1 lnn
n
]2}
(200)
I4 =
{
i : (pˆi,1, qˆi,1) ∈ U1, pˆi,1 + qˆi,1 ≥ c1 lnn
n
,
(pi, qi) ∈ U, pi + qi ≥ c1 lnn
2n
, pˆi,1 + qˆi,1 ≥ pi + qi
2
}
.
(201)
The index sets I1, I2, I3, I4 are independent of the random
variables {pˆi,2 : 1 ≤ i ≤ S} and {qˆi,2 : 1 ≤ i ≤ S}. It follows
from the definition of the Ei’s that(
L˜2 − ‖P −Q‖1
)
1(E)
= E11(E) + E21(E) + E31(E) + E41(E). (202)
Hence, it follows from the Cauchy–Schwarz inequality that
E
(
Lˆ(2) − ‖P −Q‖1
)2
≤ 4
4∑
j=1
E
(E2j )+ 60Snβ (203)
It follows from the law of total variance that
EE21 = E
(
Var(E1|I1) + (E[E1|I1])2
)
(204)
= EVar(E1|I1) (205)
≤
S∑
i=1
pi + qi
n
(206)
=
2
n
, (207)
where we have used the fact that E[E1|I1] = 0 with probability
one, the independence of pˆi,2 and qˆi,2, and Lemma 26.
Similarly we have EE22 ≤ 2n .
Regarding EE23 , it follows from Lemma 34 and the mutual
independence of {pˆi,2 : 1 ≤ i ≤ S} and {qˆi,2 : 1 ≤ i ≤ S}
that
EE23
.
S∑
i=1
BKc1c
4
2 ln
5 n
n
(pi + qi)
+
(
S∑
i=1
√
c1pi +
√
c1qi√
c22n lnn
+
c1
c22n lnn
)2
(208)
. c1c
4
2 ln
5 n
n1−
+
c1S
c22n lnn
∨
(
c1S
c22n lnn
)2
, (209)
where  = c2 lnB.
Regarding E
(E24 ), it follows from the bias-variance decom-
position and Lemma 35 that
E[E24 |{(pˆi,1, qˆi,1) : 1 ≤ i ≤ S}]
.
S∑
i=1
BKc1 lnn
n
(pˆi,1 + qˆi,1) +
(
S∑
i=1
√
c1(pˆi,1 + qˆi,1)√
c22n lnn
)2
,
(210)
where the constant B is the one in Lemma 35. Taking
expectations with respect to {(pˆi,1, qˆi,1) : 1 ≤ i ≤ S}, we
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have
E[E24 ]
.
S∑
i=1
c1 lnn
n1−
E(pˆi,1 + qˆi,1) + E
(
S∑
i=1
√
c1(pˆi,1 + qˆi,1)√
c22n lnn
)2
(211)
. c1 lnn
n1−
+
S∑
i=1
S∑
j=1
E
(√
c1(pˆi,1 + qˆi,1)
c22n lnn
√
c1(pˆj,1 + qˆj,1)
c22n lnn
)
(212)
. c1 lnn
n1−
+
S∑
i=1
E
(
c1(pˆi,1 + qˆi,1)
c22n lnn
)
+
∑
1≤i,j≤S,i 6=j
√
E[c1(pˆi,1 + qˆi,1)]
c22n lnn
√
E[c1(pˆj,1 + qˆj,1)]
c22n lnn
(213)
≤ c1 lnn
n1−
+
c1
c22n lnn
+
∑
1≤i,j≤S
c1(pi + qi + pj + qj)
c22n lnn
(214)
. c1 lnn
n1−
+
c1S
c22n lnn
, (215)
where  = c2 lnB.
Combining everything together, we have
E
(
Lˆ(2) − ‖P −Q‖1
)2
. (c1c
4
2 + c1) ln
5 n
n1−
+
c1S
c22n lnn
∨
(
c1S
c22n lnn
)2
+
S
nβ
,
(216)
where  = c2 lnB, and the constant B is the larger constant
between the one in Lemma 34 and Lemma 35. The constant
β is in (38).
If lnn . lnS, we can take c2 small enough and c1, c3
large enough to guarantee that S
nβ
. Sn lnn ,
ln5 n
n1− .
S
n lnn .
Upon noting that Lˆ(2) ∈ [0, 2], we have
E
(
Lˆ(2) − ‖P −Q‖1
)2
. S
n lnn
. (217)
APPENDIX C
PROOFS OF MAIN LEMMAS
A. Proof of Lemma 1
We first consider the case of q ≤ c1 lnnn . In this case,
P(qˆ /∈ U(q; c1)) = P
(
qˆ >
2c1 lnn
n
)
(218)
= P(Poi(nq) > 2c1 lnn) (219)
≤ P(Poi(c1 lnn) > 2c1 lnn) (220)
≤ e− c1 lnn3 (221)
= n−
c1
3 , (222)
where we used Lemma 22 in the last step. When q > c1 lnnn ,
we have
P(qˆ /∈ U(q; c1))
≤ P
(
qˆ > q +
√
c1q lnn
n
)
+ P
(
qˆ < q −
√
c1q lnn
n
)
(223)
= P(Poi(nq) > nq +
√
c1qn lnn)
+ P(Poi(nq) < nq −
√
c1qn lnn) (224)
≤ e− c1 lnnnq nq3 + e− c1 lnnnq nq2 (225)
≤ 2
nc1/3
, (226)
where we applied Lemma 22 again.
B. Proof of Lemma 2
Since
P(Ec) = P(Ec1 ∪ Ec2 ∪ Ec3) (227)
≤ P(Ec1) + P(Ec2) + P(Ec3), (228)
it suffices to control P(Eci ), i = 1, 2, 3 separately. We have
P(Ec1) = P
(
S⋃
i=1
{pˆi,1 > U1(qi), pi < qi}
)
(229)
≤ SP (pˆi,1 > U1(qi), pi < qi) (230)
≤ SP (Poi(nqi) > n · U1(qi)) . (231)
Note that if qi ≤ c1 lnnn , then it follows from Lemma 22 that
P (Poi(nqi) > n · U1(qi)) ≤ P (Poi(c1 lnn) > (c1 + c3) lnn)
(232)
≤ e−
c23
3c1
lnn. (233)
If qi > c1 lnnn , then it follows from Lemma 22 that
P (Poi(nqi) > n · U1(qi)) ≤ P
(
Poi(nqi) > nqi +
√
c3qn lnn
)
(234)
≤ e− c3 lnn3 . (235)
Hence,
P(Ec1) ≤
S
nβ
. (236)
Analogously, P(pˆi,1 < U1(qi), pi > qi) = 0 when qi ≤
c1 lnn
n , and when qi >
c1 lnn
n ,
P(pˆi,1 < U1(qi), pi > qi) ≤ P(Poi(nqi) ≤ nqi −
√
c3qin lnn)
(237)
≤ e− c3 lnn2 . (238)
Hence,
P(Ec2) ≤
S
nβ
. (239)
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As for P(Ec3), when qi ≤ c1 lnnn ,
P(pˆi,1 ∈ U1(qi), pi /∈ U(qi; c1))
≤ P(Poi(2c1 lnn) ≤ (c1 + c3) lnn) (240)
≤ e−
(c1−c3)2
4c1
lnn. (241)
When qi > c1 lnnn ,
P(pˆi,1 ∈ U1(qi), pi > U(qi; c1))
≤ P(Poi(nqi +
√
c1qin lnn) ≤ nqi +
√
c3qin lnn)
(242)
≤ e−
(
(
√
c1−
√
c3)
√
qin lnn
nqi+
√
c1qin lnn
)2
1
2 (nqi+
√
c1qin lnn)
(243)
≤ e− (
√
c1−
√
c3)
2 lnn
4 . (244)
P(pˆi,1 ∈ U1(qi), pi < U(qi; c1))
≤ P(Poi(nqi −
√
c1qin lnn) ≥ nqi −
√
c3qin lnn)
(245)
≤ e− (
√
c1−
√
c3)
√
qin lnn
3 ∨ e−
(
√
c1−
√
c3)
2nqi lnn
3(nqi−
√
c1nqi lnn) (246)
≤ e− c1−
√
c1c3
3 lnn ∨ e− (
√
c1−
√
c3)
2
3 lnn (247)
≤ e− (
√
c1−
√
c3)
2
3 lnn. (248)
Consequently,
P(Ec3) ≤
S
nβ
. (249)
C. Proof of Lemma 3
It is clear that the square
[
0, 2c1 lnnn
]2 ⊂ U . To see
how we obtained the whole expression of U , for any x >
c1 lnn
n , we study the envelope of the parametrized extremal
points
(
x−
√
c1x lnn
n , x+
√
c1x lnn
n
)
, where the other curve(
x+
√
c1x lnn
n , x−
√
c1x lnn
n
)
can be dealt with analo-
gously.
For p = x−
√
c1x lnn
n , q = x+
√
c1x lnn
n , we have
p− q = −2
√
c1x lnn
n
(250)
p+ q = 2x. (251)
Hence,
(p− q)2 = 2c1 lnn
n
(p+ q). (252)
We have that for all points (p, q) ∈ ∪x∈[0,1]U(x; c1) ×
U(x; c1),
|p− q| ≤
√
2c1 lnn
n
√
p+ q (253)
≤
√
2c1 lnn
n
(
√
p+
√
q), (254)
where we used the inequality
√
p+ q ≤ √p+√q in the last
step.
D. Proof of Lemma 4
It follows from the union bound that
P(Ec) = P(Ec1 ∪ Ec2 ∪ Ec3 ∪ Ec4) (255)
≤ P(Ec1) + P(Ec2) + P(Ec3) + P(Ec4). (256)
Hence, it suffices to analyze each P(Eci ), i = 1, 2, 3, 4.
1) Analysis of P(Ec1):
P(Ec1)
= P
(
S⋃
i=1
{
pi < qi,
pˆi,1 − qˆi,1 >
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
})
(257)
≤
S∑
i=1
P
(
pi < qi,
pˆi,1 − qˆi,1 >
√
(c1 + c3) lnn
n
(
√
pˆi,1 +
√
qˆi,1)
)
(258)
=
S∑
i=1
P
(
pi < qi,
√
pˆi,1 −
√
qˆi,1 >
√
(c1 + c3) lnn
n
)
(259)
≤
S∑
i=1
P
(
pi = qi,
√
pˆi,1 −
√
qˆi,1 >
√
(c1 + c3) lnn
n
)
.
(260)
It follows from Lemma 3 that the set U(pi; (c1+c3)/2)×
U(pi; (c1 + c3)/2) ⊂ U1. Hence,
P(Ec1)
≤
S∑
i=1
P(pi = qi,
(pˆi,1, qˆi,1) /∈ U(pi; (c1 + c3)/2)× U(pi; (c1 + c3)/2))
(261)
≤
S∑
i=1
(
1−
P(pi = qi,
(pˆi,1, qˆi,1) ∈ U(pi; (c1 + c3)/2)× U(pi; (c1 + c3)/2))
)
(262)
=
S∑
i=1
(
1− P(pˆi,1 ∈ U(pi; (c1 + c3)/2)×
P(qi = pi, qˆi,1 ∈ U(pi; (c1 + c3)/2))
)
.
(263)
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It follows from Lemma 1 that
P(Ec1) ≤ S
(
1−
(
1− 2
n
c1+c3
6
)2)
(264)
≤ 4S
n
c1+c3
6
. (265)
2) Analysis of P(Ec2): following similar steps as in the
analysis of P(Ec1), we have P(Ec2) ≤ 4S
n
c1+c3
6
.
3) Analysis of P(Ec3):
P(Ec3)
= P
(
S⋃
i=1
{
(pi, qi) /∈
[
0,
2c1 lnn
n
]2
,
pˆi,1 + qˆi,1 <
c1 lnn
n
})
(266)
≤ P
(
S⋃
i=1
{
pi + qi >
2c1 lnn
n
, pˆi,1 + qˆi,1 <
c1 lnn
n
})
(267)
≤
S∑
i=1
P
(
pi + qi >
2c1 lnn
n
, pˆi,1 + qˆi,1 <
c1 lnn
n
)
(268)
≤ SP (Poi(2c1 lnn) < c1 lnn) (269)
≤ Se−( 12 )2 2c1 lnn2 (270)
=
S
nc1/4
, (271)
where we have used the fact that npˆi,1 + nqˆi,1 ∼
Poi(np+ nq) and Lemma 22.
4) Analysis of P(Ec4):
P(Ec4)
≤
S∑
i=1
P((pi, qi) /∈ U, (pˆi,1, qˆi,1) ∈ U1)
+
S∑
i=1
P
(
pˆi,1 + qˆi,1 >
c1 lnn
n
, pi + qi <
c1 lnn
2n
)
+
S∑
i=1
P
(
pˆi,1 + qˆi,1 ≥ c1 lnn
n
, pˆi,1 + qˆi,1 ≤ pi + qi
2
)
.
(272)
We have
S∑
i=1
P
(
pˆi,1 + qˆi,1 >
c1 lnn
n
, pi + qi <
c1 lnn
2n
)
≤ SP
(
Poi
(
c1 lnn
2
)
> c1 lnn
)
(273)
≤ S
nc1/6
(274)
and
S∑
i=1
P
(
pˆi,1 + qˆi,1 ≥ c1 lnn
n
, pˆi,1 + qˆi,1 ≤ pi + qi
2
)
≤
S∑
i=1
P
(
pi + qi ≥ 2c1 lnn
n
, pˆi,1 + qˆi,1 ≤ pi + qi
2
)
(275)
≤
S∑
i=1
P
(
Poi(npi + nqi) ≤ n(pi + qi)
2
,
n(pi + qi) ≥ 2c1 lnn
)
(276)
≤ Se− 14 2c1 lnn2 (277)
≤ S
nc1/4
. (278)
It suffices to show that there exists some constant c > 0
such that ⋃
(p,q)/∈U
U(p; c)× U(q; c)
⋂U1 = ∅, (279)
where U(·; c) is defined in (10). Indeed, in this case it
follows from Lemma 1 that
S∑
i=1
P((pi, qi) /∈ U, (pˆi,1, qˆi,1) ∈ U1)
≤
S∑
i=1
P((pˆi,1, qˆi,1) /∈ U(pi; c)× U(qi; c)) (280)
≤
S∑
i=1
(1− P((pˆi,1, qˆi,1) ∈ U(pi; c)× U(qi; c)))
(281)
=
S∑
i=1
(1− P(pˆi,1 ∈ U(pi; c))P(qˆi,1 ∈ U(qi; c)))
(282)
≤
S∑
i=1
(
1−
(
1− 2
nc/3
)2)
(283)
≤ 4S
nc/3
. (284)
Now we work to prove (279). Without loss of generality
we assume (p, q) satisfies
√
q − √p ≥
√
2c1 lnn
n and
the constant c < c1. Under this assumption we have
q ≥ 2c1 lnnn . We will show that for any point (x, y) ∈
U(p; c) × U(q; c), we have √y − √x ≥
√
(c1+c3) lnn
n ,
thereby proving (279).
If p ≤ c lnnn , we have for any (x, y) ∈ U(p; c)×U(q; c),
√
y −√x ≥
√
q −
√
cq lnn
n
−
√
2c lnn
n
(285)
≥
√
2c1 lnn
n
−√2cc1 lnn
n
−
√
2c lnn
n
,
(286)
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where in the second step we used the fact that the
function x − √ax, a > 0 is monotonically increasing
when x ≥ a/4. Hence, we need to guarantee that
√
y −√x ≥
√
lnn
n
(√
2c1 −
√
2cc1 −
√
2c
)
(287)
≥
√
lnn
n
√
c1 + c3, (288)
which can be reduced to the quadratic inequality:(√
2c
c1
)2
+
(
1 + 2
√
1 +
c3
c1
)√
2c
c1
+
c3
c1
− 1 ≤ 0.
(289)
One can easily verify that c = (c1−c3)
2
32c1
satisfies this
inequality since 0 < c3 < c1.
Now we consider the case of p > c lnnn . Then, for any
(x, y) ∈ U(p; c)× U(q; c),
√
y −√x
≥
√
q −
√
cq lnn
n
−
√
p+
√
cp lnn
n
(290)
=
q −
√
cq lnn
n − p−
√
cp lnn
n√
q −
√
cq lnn
n +
√
p+
√
cp lnn
n
(291)
=
(
√
q −√p)(√q +√p)−
√
c lnn
n (
√
p+
√
q)√
q −
√
cq lnn
n +
√
p+
√
cp lnn
n
(292)
≥ (√2c1 −
√
c)
√
lnn
n
√
q +
√
p√
q −
√
cq lnn
n +
√
p+
√
cp lnn
n
.
(293)
Further, since p > c lnnn ,√
q +
√
p√
q −
√
cq lnn
n +
√
p+
√
cp lnn
n
≥
√
q +
√
p√
q +
√
2p
(294)
≥
√
p+
√
2c1 lnn
n +
√
p
√
2p+
√
p+
√
2c1 lnn
n
(295)
≥ 2√
2 + 1
, (296)
where we used the fact that x+
√
p
x+
√
2p
is a monotonically
increasing function of x when x ≥ 0, and the function
2x+a
(
√
2+1)x+a
is a monotonically decreasing function of x
when a > 0, x > 0. To guarantee that
√
y − √x ≥
√
(c1+c3) lnn
n , we need
2√
2 + 1
(√
2c1 −
√
c
) ≥ √c1 + c3, (297)
which is equivalent to
c ≤
(
√
2c1 −
√
2 + 1
2
√
c1 + c3
)2
, (298)
with the constraint that c3c1 <
8
(
√
2+1)2
− 1 ≈ 0.373.
E. Proof of Lemma 5
We consider two different parameter settings.
1) S  n . S lnS: In this case, we construct the
distribution P as 2
P =
(
c lnn
n
,
c lnn
n
, . . . ,
c lnn
n
, 0, . . . , 0
)
, (299)
where c > 2c1 is a constant that will be chosen later, and
Q = P . Without loss of generality we assume nc lnn is an
integer. We now argue that for each index 1 ≤ i ≤ nc lnn ,
|Eg(pˆi, qˆi)− |pi − qi|| &
√
lnn
n
. (300)
It follows from Lemma 22 that P
(
pˆi ≤ 2c1 lnnn
) ≤
e−
1
2 (1−2c1/c)2c lnn = n−β , where β = c2
(
1− 2c1c
)2
.
Note that β can be made arbitrarily large
by taking the constant c large. Define
E =
{
pˆi ≥ 2c1 lnnn , qˆi ≥ 2c1 lnnn
}
. We have
Eg(pˆi, qˆi) = E (g1(E) + g1(Ec)) (301)
= E (|pˆi − qˆi|1(E)) + E (g1(Ec)) (302)
= E|pˆi − qˆi| − E (|pˆi − qˆi|1(Ec)) + E (g1(Ec))
(303)
= E|pˆi − qˆi|+ E ((g − |pˆi − qˆi|)1(Ec)) .
(304)
Since |g| ≤ B, we have
|E ((g − |pˆi − qˆi|)1(Ec))| ≤ (B + 1) 2
nβ
. (305)
It follows from the triangle inequality that
|Eg(pˆi, qˆi)| ≥ E|pˆi − qˆi| − 2(B + 1)
nβ
(306)
It follows from the conditional version of Jensen’s
inequality that E|pˆi− qˆi| ≥ E|pˆi−pi|, and by Lemma 24
we have
E|pˆi − qˆi| ≥
√
pi
2n
(307)
=
√
c lnn
2n2
(308)
&
√
lnn
n
. (309)
2Technically, the distribution P has support no more than S. However, a
standard continuity argument implies that the same conclusion holds.
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Since
√
lnn
n  2(B+1)nβ for β > 1, we conclude
that (300) is true. Hence, the total bias of Lˆ is at least(
n
c lnn
√
lnn
n
)2
= 1lnn  Sn lnn since S  n.
2) n  S lnS: In this case, we construct P,Q to be
uniform distributions with support size S. Since 1S 
lnn
n , it follows from arguments analogous to those
above that the squared bias of Lˆ is at least the order(
S
√
1
2Sn
)2
= S2n  Sn lnn .
F. Proof of Lemma 6
Since ||a| − |b|| ≤ |a − b|, it suffices to show that there
exists a universal constant C > 0 such that
|QK(t)| ≤ CKt2 (310)
for |t| ≤ 1. Define √x = |t|. Since QK(t) is even, it follows
that QK(t) = R(t2), where R ∈ polyK is a polynomial. The
polynomial R satisfies the following:
R(0) = 0 (311)
max
x∈[0,1]
|R(x)−√x| . 1
K
. (312)
It suffices to show that |R(x)| ≤ CKx. Let T (x) ∈ polyK
denote the best approximation polynomial of the function
√
x
on [0, 1] with order no more than K. It follows from Lemma 9
and Lemma 10 that supx∈[0,1] |T (x) −
√
x| . 1K . It follows
from the triangle inequality that
sup
x∈[0,1]
|R(x)− T (x)| ≤ sup
x∈[0,1]
(|R(x)−√x|+ |T (x)−√x|)
(313)
. 1
K
. (314)
It follows from the Markov inequality (Lemma 13) that
supx∈[0,1] |R′(x)− T ′(x)| . K. Since for any 0 ≤ x ≤ 1,
|R(x)| =
∣∣∣∣∫ x
0
R′(u)du
∣∣∣∣ (315)
=
∣∣∣∣∫ x
0
(R′(u)− T ′(u))du+
∫ x
0
T ′(u)du
∣∣∣∣ (316)
≤ x sup
x∈[0,1]
|R′(x)− T ′(x)|+
∣∣∣∣∫ x
0
T ′(u)du
∣∣∣∣ (317)
. Kx+
∣∣∣∣∫ x
0
T ′(u)du
∣∣∣∣ , (318)
it suffices to show
∣∣∫ x
0
T ′(u)du
∣∣ . Kx.
It follows from Lemma 14 and Lemma 10 that
sup
x∈[0,1]
|
√
x(1− x)T ′(x)| . 1. (319)
Hence, it follows from Lemma 15 that
sup
x∈[0,1]
|T ′(x)| . sup
x∈[1/K2,1−1/K2]
|T ′(x)| (320)
. sup
x∈[1/K2,1−1/K2]
1√
x(1− x) (321)
. K. (322)
Hence, ∣∣∣∣∫ x
0
T ′(u)du
∣∣∣∣ . Kx. (323)
The proof is complete.
G. Proof of Lemma 7
We prove the lemma by contradiction. Assuming the con-
trary, then there exist universal constants c, C > 0 and
polynomial P (x, y) ∈ poly2K of degree K = c lnn such that
sup
(x,y)∈U ′
|P (x, y)− |x− y||√
x+ y
≤ C√
n lnn
(324)
where U ′ = ∪
x∈[ c1 lnnn ,tn]
U(x; c1) ∪ U(x; c1). Now for any
t ∈ [ c1 lnnn , tn], we have (t− 12
√
c1t lnn
n , t+
1
2
√
c1t lnn
n ) ∈ U ′,
and plugging in this pair yields
sup
t∈[ c1 lnnn ,tn]
|P (t− 12
√
c1t lnn
n , t+
1
2
√
c1t lnn
n )−
√
c1t lnn
n |√
2t
≤ C√
n lnn
. (325)
Similarly, for (t + 12
√
c1t lnn
n , t − 12
√
c1t lnn
n ) ∈ U ′ we also
have
sup
t∈[ c1 lnnn ,tn]
|P (t+ 12
√
c1t lnn
n , t− 12
√
c1t lnn
n )−
√
c1t lnn
n |√
2t
≤ C√
n lnn
. (326)
Now consider
Q(t) =
1
2
√
n
c1 lnn
(
P
(
t− 1
2
√
c1t lnn
n
, t+
1
2
√
c1t lnn
n
)
+ P
(
t+
1
2
√
c1t lnn
n
, t− 1
2
√
c1t lnn
n
))
(327)
it is easy to see that Q(t) is a polynomial of t, and degQ ≤
2K. Moreover, adding the previous two inequalities together,
by triangle inequality we obtain
sup
t∈[ c1 lnnn ,tn]
|Q(t)−√t|√
t
≤
√
2
c1
· C
lnn
. 1
K
. (328)
Since tn  (lnn)
3
n , we have ηn ,
c1 lnn
ntn
 1K2 . Define
R(t) = t
− 12
n Q(tn · t) for t ∈ [ηn, 1], (328) becomes
|R(t)−√t| .
√
t
K
, ∀t ∈ [ηn, 1]. (329)
Moreover, degR ≤ 2K. Now let S be the best degree-2K
approximating polynomial of
√
t in the uniform norm on
[ηn, 1], using second-order Ditzian–Totik modulus of smooth-
ness (Lemma 9) and ηn  1K2 we arrive at
sup
t∈[ηn,1]
|S(t)−√t| . 1
K
. (330)
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Furthermore, following the proof of Lemma 6 we can prove
that
sup
t∈[ηn,1]
|S′(t)| . K. (331)
As a result, by triangle inequality we have
sup
t∈[ηn,1]
|R(t)− S(t)|
≤ sup
t∈[ηn,1]
|R(t)−√t|+ sup
t∈[ηn,1]
|S(t)−√t| (332)
. 1
K
+
1
K
. 1
K
. (333)
Since R(t) − S(t) is also a polynomial of degree ≤ 2K, by
Markov’s inequality (Lemma 13)
sup
t∈[ηn,1]
|R′(t)− S′(t)| ≤ 2
1− ηn · 4K
2 sup
t∈[ηn,1]
|R(t)− S(t)|
(334)
. K (335)
and finally by triangle inequality again
sup
t∈[ηn,1]
|R′(t)| ≤ sup
t∈[ηn,1]
|R′(t)− S′(t)|+ sup
t∈[ηn,1]
|S′(t)| . K.
(336)
Now we are about to arrive at the desired contradiction.
Choosing t = ηn and t = 2ηn in (329), we have(
1− D
K
)√
ηn ≤ R(ηn) ≤
(
1 +
D
K
)√
ηn, (337)(
1− D
K
)√
2ηn ≤ R(2ηn) ≤
(
1 +
D
K
)√
2ηn (338)
with D > 0 a suitable universal constant appearing in the RHS
of (329). As a result,
R(2ηn)−R(ηn) ≥
(
1− D
K
)√
2ηn −
(
1 +
D
K
)√
ηn
(339)
& √ηn (340)
and by the mean value theorem we conclude that there exists
some ξ ∈ [tn, 2tn] such that
R′(ξ) =
R(2ηn)−R(ηn)
2ηn − ηn &
1√
ηn
 K (341)
where the last inequality follows from the fact that ηn  1K2 .
However, this inequality is contradicting to our previous result
(336), and thus we are done.
H. Proof of Lemma 8
We have
sup
P,Q∈MS
EP (‖g(Pn)−Q‖1 − ‖P −Q‖1)2
≥ sup
P∈MS
EP (‖g(Pn)− P‖1)2 (342)
≥
(
sup
P∈MS
EP ‖g(Pn)− P‖1
)2
(343)
& S
n
, (344)
where the last step follows from the result of minimax risk
for estimating the discrete distribution P under `1 loss in [31,
Cor. 4].
I. Proof of Lemma 27
To simplify the notation we denote ∆ = c1 lnnn . We split
the proof into two cases: q ≤ ∆ and q > ∆.
1) The case q ≤ ∆, p ∈ U(q; c1) = [0, 2∆]. In this case,
it follows from (18) that PK(x; q) is the best approxi-
mation polynomial of function |x− q| over x ∈ [0, 2∆].
Define y = x2∆ and introduce function
g(y) = |2y∆− q|, y ∈ [0, 1]. (345)
Define the best approximation polynomial of g(y) ∈
C[0, 1] with order K as
HK(y) = argmin
P∈polyK
max
y∈[0,1]
|g(y)− P (y)|. (346)
It follows from Lemma 9 and 12 that there exists a
universal constant M > 0 such that
sup
y∈[0,1]
|HK(y)− g(y)| ≤M
(
q ∧
√
q∆
K
)
. (347)
Since the approximation performance of HK(y)
is at least as good as that of a constant, and
maxy∈[0,1] |g(y)| . ∆, we know that there exists an-
other universal constant M1 > 0 such that
sup
y∈[0,1]
|HK(y)| ≤M1∆. (348)
Denoting HK(y) =
∑K
j=0 ajy
j and using x = 2∆y, we
know
PK(x; q) =
K∑
j=0
aj(2∆)
−jxj
(349)
sup
x∈[0,2∆]
|PK(x; q)− |x− q|| ≤M
(
q ∧
√
q∆
K
)
(350)
. q ∧ 1
K
√
qc1 lnn
n
.
(351)
It follows from Lemma 18 that
∏j−1
k=0
(
pˆ− kn
)
is the
unique uniformly minimum variance unbiased estimator
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of pj when npˆ ∼ Poi(np). Hence,
P˜K(pˆ; q) =
K∑
j=0
aj(2∆)
−j
j−1∏
k=0
(
pˆ− k
n
)
, (352)
and EP˜K(pˆ; q) = PK(p; q). Since HK(z2) =∑K
j=0 ajz
2j is a polynomial with degree no more than
2K and satisfies
sup
z∈[−1,1]
|HK(z2)| ≤M1∆, (353)
It follows from Lemma 17 that for all 0 ≤ j ≤ K,
|aj | ≤M1∆
(√
2 + 1
)2K
. (354)
Now we prove the variance properties of P˜K(pˆ; q). We
have
Var(P˜K(pˆ; q))
= Var
 K∑
j=0
aj(2∆)
−j
j−1∏
k=0
(
pˆ− k
n
) (355)
≤
 K∑
j=0
|aj |(2∆)−j
(
Var
(
j−1∏
k=0
(
pˆ− k
n
)))1/22
(356)
≤ max
0≤j≤K
|aj |2
 K∑
j=1
(2∆)−j
(
2Mp
n
)j/22 (357)
= max
0≤j≤K
|aj |2
 K∑
j=1
(
2Mp
4∆2n
)j/22 (358)
≤ max
0≤j≤K
|aj |2
 K∑
j=1
( p
∆
)j/22 (359)
= max
0≤j≤K
|aj |2 p
∆
K−1∑
j=0
(√
p
∆
)j2 , (360)
where we have applied Lemma 18 with M =
max{2n∆,K} = 2n∆ since we have assumed c2 <
c1,K = c2 lnn.
Since p ≤ 2∆, we have
Var(P˜K(pˆ; q)) ≤ max
0≤j≤K
|aj |2 p
∆
K−1∑
j=0
2j/2
2 (361)
. ∆2 p
∆
BK (362)
. BK c1 lnn
n
(p+ q), (363)
where B > 0 is some universal constant.
2) The case q > ∆. In this case, it follows from (18)
that PK(x; q) is the best approximation polynomial of
function |x− q| over x ∈ [q −√q∆, q +√q∆]. Denote
the best approximation polynomial of |y| on [−1, 1] with
order K as
RK(y) =
K∑
j=0
rjy
j . (364)
Using x = q + y
√
q∆, we have
PK(x; q) =
K∑
j=0
rj(
√
q∆)−j+1(x− q)j . (365)
It is well known that [20, Chap. 9, Thm. 3.3] there exists
a universal constant M3 such that
|RK(y)− |y|| ≤ M3
K
,∀y ∈ [−1, 1]. (366)
Consequently, for p ∈ [q −√q∆, q +√q∆],
|PK(p; q)− |p− q|| ≤ M3
√
q∆
K
. 1
K
√
qc1 lnn
n
.
(367)
It follows from Lemma 18 that gj,q(pˆ), npˆ ∼ Poi(np)
defined as
gj,q(pˆ) ,
j∑
k=0
(
j
k
)
(−q)j−k
k−1∏
h=0
(
pˆ− h
n
)
(368)
is the unique uniformly minimum variance unbiased
estimator for (p− q)j , j ≥ 0, j ∈ N. Hence,
P˜K(pˆ; q) =
K∑
j=0
rj(
√
q∆)−j+1gj,q(pˆ). (369)
It was shown in Cai and Low [11, Lemma 2] that |rj | ≤
23K , 0 ≤ j ≤ K. We study the variance properties of
P˜K(pˆ; q) as follows.
Define M4 , max{K, n(p−q)
2
p }. Note that if p = 0
the variance of this P˜K(pˆ; q) is zero. We now consider
p 6= 0. Applying Lemma 18 and the fact that the standard
deviation of a sum of random variables is upper bounded
by the sum of standard deviations of corresponding
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random variables, we have
Var(P˜K(pˆ; q))
= Var
 K∑
j=0
rj(
√
q∆)−j+1gj,q(pˆ)
 (370)
≤
 K∑
j=0
|rj |(
√
q∆)−j+1Var1/2(gj,q(pˆ))
2 (371)
≤ 26Kq∆
 K∑
j=0
(
√
q∆)−j
(
2M4p
n
)j/22 (372)
≤ 26Kq∆
 K∑
j=0
(
2M4p
nq∆
)j/22 (373)
≤ 26Kq∆
(
cK+1 − 1
c− 1
)2
(374)
≤ c
2
(c− 1)2 (8c)
2Kq∆ (375)
. BK c1 lnn
n
q, (376)
where c = max{√2, 2√c2/c1}, and B > 0 is some
universal constant. Recall that K = c2 lnn,∆ = c1 lnnn .
It suffices to show
√
2M4p
nq∆ ≤ c to complete the proof.
Indeed, we have√
2p
nq∆
·K ≤
√
2K(q +
√
q∆)
nq∆
(377)
≤
√
2K · 2q
nq∆
(378)
≤
√
4K
n∆
(379)
=
√
4c2
c1
(380)√
2p
nq∆
· n(p− q)
2
p
=
√
2(p− q)2
q∆
(381)
≤
√
2q∆
q∆
(382)
=
√
2. (383)
J. Proof of Lemma 30
It is clear that supx∈[0,1] |f(x; a)| ≤ 1. Introduce
fη(x; a) =
|η + (1− η)x− a| − a
η + (1− η)x (384)
=
∣∣∣x− a−η1−η ∣∣∣− a1−η
η
1−η + x
, (385)
where η = aD , D > 1. We have EL[f(x; a); [η, 1]] =
EL[fη(x; a); [0, 1]]. Recall the second-order Ditzian–Totik
modulus of smoothness given in (62)
ω2ϕ(f, t) = sup
0<h≤t
sup
x
|∆2hϕf(x)|, (386)
where ϕ =
√
x(1− x),∆2hϕf(x) = f(x+hϕ)+f(x−hϕ)−
2f(x).
We deal with the two cases separately.
1) 1L2 ≤ a ≤ 12 : Denote δ = 1DLϕ
(
a−η
1−η
)
. It is easy to
verify that if 1L2 ≤ a ≤ 12 , D ≥ 3, then 11+(DL)2 ≤
a−η
1−η ≤ (DL)
2
1+(DL2) , which ensures that
a−η
1−η ± δ ∈ [0, 1].
We lower bound ω2ϕ(f, t) for fη as follows:
ω2ϕ(fη, (DL)
−1) ≥
∣∣∣∣∆2ϕ/(DL)fη (a− η1− η
)∣∣∣∣ . (387)
Since
∆2ϕ/(DL)fη
(
a− η
1− η
)
=
2δ
δ + a1−η
, (388)
we have
ω2ϕ(fη, (DL)
−1) ≥ 2δ
δ + a1−η
. (389)
The relationship between ω2ϕ(f,
1
n ) and En[f ; [0, 1]] was
shown in [24, Thm. 7.2.4.] that there exists a universal
positive constant M2 such that
1
n2
n∑
k=0
(k + 1)Ek[fη; [0, 1]] ≥M2ω2ϕ(fη,
1
n
). (390)
Utilizing the non-increasing property of En[fη; [0, 1]]
with respect to n yields
EL[fη; [0, 1]]
≥ 1
DL− L
DL∑
k=L+1
Ek[fη; [0, 1]] (391)
& 1
(DL)2
DL∑
k=L+1
(k + 1)Ek[fη; [0, 1]] (392)
≥M2ω2ϕ(fη,
1
DL
)− 1
(DL)2
L∑
k=0
(k + 1)Ek[fη; [0, 1]].
(393)
Now we work out an upper bound on Ek[fη; [0, 1]].
It follows from Lemma 9 that there exists a universal
constant M1 such that
Ek[fη; [0, 1]] ≤M1ω1ϕ(fη,
1
k
), (394)
where ω1ϕ(f, t) = sup0<h≤t supx |∆1hϕf(x)|, where
∆1hϕf(x) = f(x+hϕ/2)−f(x−hϕ/2). It follows from
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straightforward algebra that ω1ϕ(fη,
1
k ) .
1
k
√
a
. Hence,
1
(DL)2
L∑
k=0
(k + 1)Ek[fη; [0, 1]] .
1
D2L2
L∑
k=0
1√
a
(395)
. 1
D2L
√
a
. (396)
Since δ = 1DLϕ
(
a−η
1−η
)
, η = aD ,
1
L2 ≤ a ≤ 12 , for D
large enough, we know δ &
√
a
DL and there exist two
universal constants M3 > 0,M4 > 0 such that
EL[fη; [0, 1]] &M3
√
a
DL√
a
DL + a
−M4 1
D2L
√
a
(397)
=
1
D
(
M3
√
a
L
1
√
a
DL + a
−M4 1
DL
√
a
)
(398)
& 1
D
(
M3
√
a
L
1
2a
−M4 1
DL
√
a
)
,
(399)
where we used the fact that
√
a
DL ≤ a for a ≥ 1L2 , D ≥ 1.
Hence,
L
√
a · EL[fη; [0, 1]] & 1
D
(
M3
2
− M4
D
)
(400)
≥ d1 > 0 (401)
when D is large enough.
2) 0 < a < 1L2 : for D > 1 we have
ω2ϕ(fη, (DL)
−1) ≥
∣∣∣∣∆2fη (a− η1− η
)∣∣∣∣ , (402)
where  = min
{
1
DLϕ
(
a−η
1−η
)
, a−η1−η
}
.
Since
∆2fη
(
a− η
1− η
)
= 1 + fη
(
a− η
1− η + 
)
(403)
≥ 0, (404)
it suffices to lower bound fη
(
a−η
1−η + 
)
to lower bound
ω2ϕ(fη, (DL)
−1). Note that the function fη(·) is a non-
decreasing function.
We have 1DLϕ
(
a−η
1−η
)
&
√
a
DL for D large enough, and
1 + fη
(
a− η
1− η +
a− η
1− η
)
=
2D − 2
2D − 1 (405)
1 + fη
(
a− η
1− η +
1
DL
ϕ
(
a− η
1− η
))
&
√
a√
a+DLa
(406)
& 1/L
1/L+D/L
(407)
=
1
1 +D
, (408)
where we used the fact that the function
√
x√
x+DLx
is a
non-increasing function for x ≥ 0.
Hence, we have shown that
ω2ϕ(fη, (DL)
−1) & min
{
2D − 2
2D − 1 ,
1
D + 1
}
. (409)
Following (393), we have that
EL[fη; [0, 1]]
≥M2ω2ϕ(fη,
1
DL
)− 1
(DL)2
L∑
k=0
(k + 1)Ek[fη; [0, 1]]
(410)
& 1
D
− 1
(DL)2
L∑
k=0
(k + 1) (411)
& 1
D
− 1
D2
(412)
≥ d1 > 0, (413)
when D is large enough. Here we used the fact that
Ek[fη; [0, 1]] ≤ 1.
K. Proof of Lemma 32
We have
TV(F0, F1) =
1
2
∞∑
j=0
1
j!
∣∣∣E[e−U0U j0 − e−U1U j1 ]∣∣∣ . (414)
For each j ≥ 0, j ∈ Z, we introduce function
fj(x) = e
−(a+Mx)(a+Mx)j , (415)
where x ∈ [−1, 1]. We introduce a + MXi = Ui, i = 0, 1. It
follows from the assumptions that E[Xj0 ] = E[X
j
1 ], 0 ≤ j ≤ L.
We write the series expansion of fj(x) as follows:
fj(x) = fj(0) +
∞∑
k=1
f
(k)
j (0)
k!
xk. (416)
Hence,
TV(F0, F1) =
1
2
∞∑
j=0
1
j!
∣∣∣∣∣∣
∑
k≥L+1
f
(k)
j (0)
k!
E(Xk0 −Xk1 )
∣∣∣∣∣∣ (417)
≤ 1
2
∞∑
j=0
∑
k≥L+1
2
j!
∣∣∣∣∣f
(k)
j (0)
k!
∣∣∣∣∣ (418)
=
1
2
∑
k≥L+1
2
k!
∞∑
j=0
∣∣∣∣∣f
(k)
j (0)
j!
∣∣∣∣∣ , (419)
where we used the fact that Xi ∈ [−1, 1], i = 0, 1.
It follows from the Leibniz formula for derivatives of
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products of functions that
f
(k)
j (x)
= e−a
k∑
m=0
(
k
m
)
(e−Mx)(k−m)((a+Mx)j)(m) (420)
= e−a
k∧j∑
m=0
(
k
m
)
(−M)k−me−Mx j!
(j −m)!M
m(a+Mx)j−m
(421)
= e−(a+Mx)Mk
k∧j∑
m=0
(
k
m
)
(−1)k−m j!
(j −m)! (a+Mx)
j−m
(422)
= e−(a+Mx)Mk(a+Mx)j−k×(
k∧j∑
m=0
(
k
m
)
(−1)k−m j!
(j −m)! (a+Mx)
k−m
)
.
(423)
Hence,
f
(k)
j (0)
j!
= e−a
aj
j!
(
M
a
)k k∧j∑
m=0
(
k
m
)
(−1)k−m j!
(j −m)!a
k−m.
(424)
Construct random variable Z ∼ Poi(a). Then,
f
(k)
j (0)
j!
=
(
M
a
)k
P(Z = j)
k∑
m=0
(
k
m
)
(−a)k−m(j)m,
(425)
where (j)m = j(j − 1) · · · (j −m+ 1).
Consequently,
∞∑
j=0
∣∣∣∣∣f
(k)
j (0)
j!
∣∣∣∣∣ ≤
(
M
a
)k
E
∣∣∣∣∣
k∑
m=0
(
k
m
)
(−a)k−m(Z)m
∣∣∣∣∣
(426)
=
(
M
a
)k
E|gk,a(Z)|, (427)
where gk,q(Z) is the estimator introduced in Lemma 18 for
the case of n = 1.
It follows from Lemma 18 that
∞∑
j=0
∣∣∣∣∣f
(k)
j (0)
j!
∣∣∣∣∣ ≤
(
M
a
)k√
E(gk,a(Z))2 (428)
≤
(
M
a
)k√
akk! (429)
≤
(
M
a
)k√
akkk (430)
≤
(
M
a
√
ak
)k
(431)
=
(
M
√
k
a
)k
. (432)
Hence, it follows from k! ≥ kk
ek
that
TV(F0, F1) ≤
∑
k≥L+1
1
k!
(
M
√
k
a
)k
(433)
≤
∑
k≥L+1
1
kk
(
eM
√
k
a
)k
(434)
≤
∑
k≥L+1
(
eM√
ka
)k
(435)
≤
∑
k≥L+1
(
eM√
a(L+ 1)
)k
. (436)
It follows from the assumptions that
eM√
a(L+ 1)
≤ 1
2
. (437)
Consequently,
TV(F0, F1) ≤
(
eM√
a(L+ 1)
)L+1(
1−
(
eM√
a(L+ 1)
))−1
(438)
≤ 2
(
eM√
a(L+ 1)
)L+1
. (439)
L. Proof of Lemma 33
We define the minimax risk under the multinomial sampling
model for a fixed Q as
R(S, n,Q) = inf
Lˆ
sup
P∈MS
EP
(
Lˆ− ‖P −Q‖1
)2
. (440)
Fix δ > 0. Let Lˆ = Lˆ(X1, X2, . . . , XS) be a near-minimax
estimator of ‖P −Q‖1 under the multinomial model for every
sample size n, which means that for every sample size n,
sup
P∈MS
E
(
Lˆ− ‖P −Q‖1
)2
< R(S, n,Q) + δ. (441)
Here the random vector (X1, X2, . . . , XS) follows multino-
mial distribution parametrized by n, P , and the estimator Lˆ
obtains the number of samples n from this random vector.
Now we consider the Poisson sampling model, where Xi’s
are mutually independent with marginal distributions Xi ∼
Poi(npi). Let n′ =
∑S
i=1Xi ∼ Poi(n
∑S
i=1 pi). We use the
estimator Lˆ(X1, X2, . . . , XS) to estimate ‖P − Q‖1 under
the Poisson sampling model. For any P ∈ MS() under the
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Poisson sampling model, we have
EP
(
Lˆ− ‖P −Q‖1
)2
≤ EP
(
Lˆ− L1
(
P∑S
i=1 pi
, Q
)
+ L1
(
P∑S
i=1 pi
, Q
)
− ‖P −Q‖1
)2
(442)
≤ 2EP
(
Lˆ− L1
(
P∑S
i=1 pi
, Q
))2
+ 2
(
L1
(
P∑S
i=1 pi
, Q
)
− ‖P −Q‖1
)2
(443)
≤ 2EP
(
Lˆ− L1
(
P∑S
i=1 pi
, Q
))2
+ 22, (444)
where we used the fact that (a + b)2 ≤ 2a2 + 2b2 for any
a, b ∈ R, and the fact that if ∑Si=1 pi = A, then∣∣∣∣∣L1
(
P∑S
i=1 pi
, Q
)
− ‖P −Q‖1
∣∣∣∣∣
≤
S∑
i=1
||pi/A− qi| − |pi − qi|| (445)
≤
S∑
i=1
|pi/A− pi| (446)
=
S∑
i=1
pi
A
|1−A| (447)
= |A− 1| (448)
≤ . (449)
Then,
EP
(
Lˆ− ‖P −Q‖1
)2
≤ 22+
2
∞∑
m=0
EP
(Lˆ− ∥∥∥∥∥ P∑S
i=1 pi
−Q
∥∥∥∥∥
1
)2 ∣∣∣∣∣n′ = m
P(n′ = m)
(450)
≤ 2
∞∑
m=0
R(S,m,Q)P(n′ = m) + 2(δ + 2) (451)
≤ 2
(
1 · P(n′ ≤ n(1− )/2) +R(S, n(1− )/2, Q)×
P(n′ ≥ n(1− )/2)
)
+ 2(δ + 2) (452)
≤ 2R(S, n(1− )/2, Q) + 2P(n′ ≤ n(1− )/2) + 2(δ + 2)
(453)
≤ 2R(S, n(1− )/2, Q) + 2P(Poi(n(1− )) ≤ n(1− )/2)
+ 2(δ + 2) (454)
≤ 2R(S, n(1− )/2, Q) + 2e−n(1−)/8 + 2(δ + 2), (455)
where we used the fact that conditioned on n′ = m,
(X1, X2, . . . , XS) follows multinomial distribution
parametrized by
(
m, P∑S
i=1 pi
)
, the monotonicity of
R(S,m,Q) as a function of m, R(S,m,Q) ≤ 1, and
Lemma 22.
Taking supremum of EP
(
Lˆ− ‖P −Q‖1
)2
over MS()
and using the arbitrariness of δ, we have
RP (S, n,Q, ) ≤ 2R(S, n(1− )/2, Q) + 2e−n(1−)/8 + 22,
(456)
which is equivalent to
R(S, n(1− )/2, Q) ≥ 1
2
RP (S, n,Q, )− e−n(1−)/8 − 2.
(457)
It follows from [7, Lemma 16] that R(S, n,Q) ≤
2RP (S, n/2, Q, 0). Hence,
RP (S, n(1− )/4, Q, 0)
≥ 1
2
R(S, n(1− )/2, Q) (458)
≥ 1
4
RP (S, n,Q, )− 1
2
e−n(1−)/8 − 1
2
2. (459)
M. Proof of Lemma 34
We first analyze the bias. To simplify the notation we denote
∆ = c1 lnnn . It follows from the definition of P˜
(1)
K that for
(p, q) ∈ [0, 2∆]2,
EP˜ (1)K (pˆ, qˆ)− |p− q| = 2∆h2K
( p
2∆
,
q
2∆
)
− |p− q|,
(460)
where h2K(x, y) = uK(x, y)vK(x, y)−uK(0, 0)vK(0, 0), and
uK(x, y) and vK(x, y) satisfy (39).
We first argue that there exists a universal constant M >
0 such that sup(x,y)∈[0,1]2 |uK(x, y)vK(x, y) − |x − y|| ≤
M
(√
x+
√
y
K +
1
K2
)
. Indeed,
|uK(x, y)vK(x, y)− |x− y||
=
∣∣∣∣∣uK(x, y)vK(x, y)− uK(x, y)|√x−√y|
+ uK(x, y)|
√
x−√y| − (√x+√y)|√x−√y|
∣∣∣∣∣ (461)
≤ |uK(x, y)||vK(x, y)− |
√
x−√y||
+ |√x−√y||uK(x, y)−
√
x−√y| (462)
≤ |uK(x, y)− (
√
x+
√
y)||vK(x, y)− |
√
x−√y||
+ (
√
x+
√
y)|vK(x, y)− |
√
x−√y||
+ |√x−√y||uK(x, y)−
√
x−√y|. (463)
It follows from Lemma 9 and Lemma 11 that the best
polynomial approximation error of (
√
x+
√
y) and |√x−√y|
over the unit square are both of order 1K . Hence,
|uK(x, y)vK(x, y)− |x− y|| ≤M
(√
x+
√
y
K
+
1
K2
)
,
(464)
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which implies that there exists another constant M > 0 such
that
|uK(x, y)vK(x, y)− uK(0, 0)vK(0, 0)− |x− y||
≤M
(√
x+
√
y
K
+
1
K2
)
, (465)
Denote x = p2∆ , y =
q
2∆ , we have∣∣∣EP˜ (1)K (pˆ, qˆ)− |p− q|∣∣∣
=
∣∣∣2∆h2K ( p
2∆
,
q
2∆
)
− |p− q|
∣∣∣ (466)
= 2∆
∣∣∣h2K ( p
2∆
,
q
2∆
)
−
∣∣∣ p
2∆
− q
2∆
∣∣∣∣∣∣ (467)
= 2∆|h2K(x, y)− |x− y|| (468)
≤ 2∆M
(√
x+
√
y
K
+
1
K2
)
(469)
= 2∆M
1
K
(√
p
2∆
+
√
q
2∆
+
1
K
)
(470)
. 1
K
√
c1 lnn
n
(
√
p+
√
q) +
1
K2
c1 lnn
n
. (471)
We now analyze the variance. Express the polynomial
h2K(x, y) ∈ poly22K explicitly as
h2K(x, y) =
∑
0≤i≤2K,0≤j≤2K,i+j≥1
hijx
iyj (472)
=
∑
0≤i≤2K
 ∑
0≤j≤2K,i+j≥1
hijy
j
xi. (473)
For any fixed value of y, h2K(x2, y2) is a polynomial of x
with degree no more than 4K that is uniformly bounded by a
universal constant on [−1, 1]. It follows from Lemma 17 that
for any fixed y ∈ [−1, 1],
|
∑
0≤j≤2K
hijy
2j | ≤M(
√
2 + 1)4K , (474)
which, together with Lemma 17, implies that
|hij | ≤M(
√
2 + 1)8K . (475)
Since P˜ (1)K is the unbiased estimator of 2∆h2K
(
p
2∆ ,
q
2∆
)
, we
know
P˜
(1)
K (pˆ, qˆ) =
∑
0≤i,j≤2K,i+j≥1
hij(2∆)
1−i−jgi,0(pˆ)gj,0(qˆ),
(476)
where gj,q(pˆ) is the unbiased estimator for (p−q)j introduced
in Lemma 18.
Denote ‖X‖2 =
√
E(X − EX)2 and M1 = 2K ∨ 2n∆.
Using the triangle inequality of the norm ‖·‖2 and Lemma 18,
we know
‖P˜ (1)K (pˆ, qˆ)‖2
≤
∑
0≤i,j≤2K,i+j≥1
|hij |(2∆)1−i−j‖gi,0(pˆ)‖2‖gj,0(qˆ)‖2
(477)
≤
∑
0≤i,j≤2K,i+j≥1
M(
√
2 + 1)8K(2∆)×
(
1
2∆
√
2M1p
n
)i(
1
2∆
√
2M1q
n
)j
(478)
. (
√
2 + 1)8K
c1 lnn
n
∑
0≤i,j≤2K,i+j≥1
(√
p
2∆
)i(√
q
2∆
)j
(479)
Since for any x ∈ [0, 1], y ∈ [0, 1],∣∣∣∣∣∣
∑
0≤i,j≤2K,i+j≥1
xiyj
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
2K∑
j=1
yj
∣∣∣∣∣∣+
∣∣∣∣∣
2K∑
i=1
xi
∣∣∣∣∣+ xy
∣∣∣∣∣∣
∑
0≤i,j≤2K−1
xiyj
∣∣∣∣∣∣ (480)
≤ y(2K) + x(2K) + xy(2K)2 (481)
≤ 2(2K)2(x+ y) (482)
we know
‖P˜ (1)K (pˆ, qˆ)‖2 . (
√
2 + 1)8K
c1c
2
2(lnn)
3
n
(√
p
2∆
+
√
q
2∆
)
(483)
.
√
BK
c1c42 ln
5 n
n
(p+ q). (484)
for some constant B > 0. Hence,
Var(P˜
(1)
K (pˆ, qˆ)) . BK
c1c
4
2(p+ q) ln
5 n
n
. (485)
N. Proof of Lemma 35
We first analyze the bias. It follows from the definition of
P˜
(2)
K that
E
[
P˜
(2)
K (pˆ, qˆ;x, y)
]
=
K∑
j=0
rjW
−j+1(p− q)j , (486)
where W =
√
8c1 lnn
n
√
(x+ y) ∨ 1n .
Since (p+ q) ∈ U , we know
|p− q| ≤
√
2c1 lnn
n
(
√
p+
√
q) (487)
≤
√
2c1 lnn
n
√
2(
√
p+ q) (488)
≤
√
2c1 lnn
n
√
2
√
2(x+ y) (489)
≤W, (490)
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where we have used the fact that
√
p+
√
q ≤√2(p+ q) and
the assumption that p+ q ≤ 2(x+ y).
Hence, it follows from the property that the best degree-
K polynomial approximation error of |t| over [−1, 1] is
Θ( 1K ) [20, Chap. 9, Thm. 3.3] that∣∣∣∣∣∣
K∑
j=0
rjW
−j+1(p− q)j − |p− q|
∣∣∣∣∣∣ . WK (491)
. 1
K
√
c1 lnn
n
√
x+ y.
(492)
Then we analyze the variance. It was shown in Cai and
Low [11, Lemma 2] that |rj | ≤ 23K , 0 ≤ j ≤ K. Denote the
unbiased estimator of (p− q)j by Aˆj(pˆ, qˆ) and introduce the
norm ‖X‖2 =
√
E(X − E[X])2. It follows from the triangle
inequality of the norm ‖X‖2 and the fact that constants have
zero variance that
‖P˜ (2)K ‖2 ≤
K∑
j=1
|rj |W−j+1‖Aˆj‖2. (493)
It follows from Lemma 19 that
EAˆ2j ≤
(
2(p− q)2 ∨ 8j(p ∨ q)
n
)j
. (494)
Hence,
‖P˜ (2)K ‖2 ≤ 23KW
K∑
j=1
(√
2|p− q|
W
∨
√
8j(p ∨ q)√
nW
)j
(495)
= 23KW
K∑
j=1
Cj , (496)
where
C =
√
2|p− q|
W
∨
√
8j(p ∨ q)√
nW
(497)
≤
√
2
√
2c1 lnn
n (
√
p+
√
q)√
8c1 lnn
n
√
x+ y
∨
√
8K(p+ q)
√
n
√
8c1 lnn
n
√
x+ y
(498)
≤
√
p+
√
q√
2
√
x+ y
∨
√
c2
c1
√
p+ q√
x+ y
(499)
≤
√
2 ∨
√
2c2
c1
(500)
≤
√
2. (501)
Consequently,
‖P˜ (2)K ‖2 ≤ 23K
√
8c1 lnn
n
√
x+ yK(
√
2)K (502)
.
√
BK
(x+ y)c1 lnn
n
, (503)
where B is a constant.
APPENDIX D
PROOFS OF AUXILIARY LEMMAS
A. Proof of Lemma 11
We split the analysis of |f(x+ hϕ/2)− f(x− hϕ/2)| into
two cases:
1) x− hϕ2 ≥ a or x+ hϕ2 ≤ a: in this case,
|f(x+ hϕ/2)− f(x− hϕ/2)|
=
√
x+ hϕ/2−
√
x− hϕ/2 (504)
=
hϕ√
x+ hϕ/2 +
√
x− hϕ/2 (505)
≤ hϕ√
x+ hϕ/2 + x− hϕ/2 (506)
=
h
√
1− x√
2
(507)
≤ t√
2
, (508)
where we have used the fact that
√
x +
√
y ≥ √x+ y
and 0 < h ≤ t.
2) x− hϕ2 < a < x+ hϕ2 : in this case
|f(x+ hϕ/2)− f(x− hϕ/2)|
=
∣∣∣√x+ hϕ/2 +√x− hϕ/2− 2√a∣∣∣ (509)
≤ max{
√
x+ hϕ/2−√a,√a−
√
x− hϕ/2}
(510)
≤
√
x+ hϕ/2−
√
x− hϕ/2 (511)
≤ t√
2
. (512)
B. Proof of Lemma 12
It follows from taking derivatives that for convex function
f(x), the function f(x−t)−2f(x)+f(x+t) is a nondecreasing
function of t. Since f(x) = |2x∆ − q| is a convex function,
it follows from straightforward algebra that
ω2ϕ(f,K
−1)
= max{ max
z∈[ 1
1+K2
, K
2
1+K2
]
A1(z), max
z< 1
1+K2
A2(z), max
z> K
2
1+K2
A3(z)},
(513)
where
A1(z) = f
(
z −
√
z(1− z)
K
)
− 2f(z) + f
(
z +
√
z(1− z)
K
)
(514)
A2(z) = f(0)− 2f(z) + f(2z) (515)
A3(z) = f(2z − 1)− 2f(z) + f(1). (516)
We break the proof into three parts.
1) We first prove that when 11+K2 ≤ q2∆ ≤ K
2
1+K2 , the
maximum of achieved by A1(z) at z = q2∆ .
Consider first the case 11+K2 ≤ z ≤ K
2
1+K2 and function
A1(z). If z > q2∆ , without loss of generality we can
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assume z−
√
z(1−z)
K <
q
2∆ , since otherwise A1(z) = 0.
Then,
A1(z) = q − 2∆
(
(z −
√
z(1− z)
K
)
− 2(2z∆− q)
+ 2
(
z +
√
z(1− z)
K
)
∆− q (517)
= 4∆
(√
z(1− z)
K
− z + q
2∆
)
. (518)
Taking derivative with respect to z, it suffices to show
this derivative is non-positive when 11+K2 ≤ q2∆ ≤
K2
1+K2 , z ≥ q2∆ , z −
√
z(1−z)
K <
q
2∆ . We have the
derivative expressed as
4∆
(
1− 2z
2K
√
z(1− z) − 1
)
= 4∆
(
1− 2z − 2K√z(1− z)
2K
√
z(1− z)
)
(519)
Since 1 − 2z − 2K√z(1− z) is a convex function, it
achieves its maximum at the endpoints. When we set
z = 11+K2 and z = 1 it is both negative. Similar
arguments work for the case of z < q2∆ . Hence, we
conclude that when 11+K2 ≤ q2∆ ≤ K
2
1+K2 ,
max
1
1+K2
≤z≤ K2
1+K2
A1(z) =
2
√
q(2∆− q)
K
. (520)
Consider the case z > K
2
1+K2 and the function A3(z). It
suffices to assume 2z−1 ≤ q2∆ since otherwise A3(z) =
0. In this case
A3(z) = q − (2z − 1)2∆− 2(2z∆− q) + 2∆− q
(521)
= 4∆ + 2q − 8z∆, (522)
which is a decreasing function in z, implying
max
z> K
2
1+K2
A3(z) ≤ max 1
1+K2
≤z≤ K2
1+K2
A1(z). Simi-
lar arguments work for the z < 11+K2 and A2(z) case.
2) We now prove that when q2∆ ≤ 11+K2 , the maximum is
achieved by A2(z) at q2∆ .
In this case, it suffices to consider z ≤ 11+K2 . Indeed,
if z > 11+K2 , then the second order difference in the
non-zero case is given by (517), which is shown to be
a decreasing function when z > 11+K2 . Now consider
z ≤ 11+K2 . We discuss three cases separately:
a) 2z ≤ q2∆ : in this case, A2(z) = 0.
b) z ≤ q2∆ ≤ 2z: in this case,
A2(z) = q − 2(q − 2z∆) + 4z∆− q (523)
= 8z∆− 2q, (524)
which is an increasing function of z. It implies
that in this regime one should take z = q2∆ . The
resulting A2(z) is 2q.
c) q2∆ ≤ z: in this case, the second order difference
is
q − 2(2z∆− q) + 4z∆− q = 2q, (525)
which is independent of z.
Hence, we have shown that for q2∆ ≤ 11+K2 , the
maximum is achieved by A2(z) and
max
z≤ 1
1+K2
A2(z) = 2q. (526)
3) The case of 2∆ ≥ q2∆ ≥ K
2
1+K2 can be dealt with in a
fashion similar to the case of q2∆ ≤ 11+K2 , resulting in
max
z≥ K2
1+K2
A3(z) = 2(2∆− q). (527)
C. Proof of Lemma 16
It suffices to show that for any polynomial Q ∈ poly2K ,
sup
z∈[−1,1]
|Q(z)− f(z2)| ≥ sup
z∈[−1,1]
|PK(z2)− f(z2)| (528)
= sup
z∈[0,1]
|PK(z2)− f(z2)| (529)
Define
e(z) =
Q(z) +Q(−z)
2
(530)
o(z) =
Q(z)−Q(−z)
2
. (531)
It is clear that e(z) is an even function, o(z) is an odd function,
and Q(z) = e(z) + o(z). We have
sup
z∈[−1,1]
|f(z2)−Q(z)|
= sup
z∈[−1,1]
|f(z2)− e(z)− o(z)| (532)
= sup
z∈[0,1]
max{|f(z2)− e(z)− o(z)|, |f(z2)− e(z) + o(z)|}
(533)
≥ sup
z∈[0,1]
(|f(z2)− e(z)− o(z)|+ |f(z2)− e(z) + o(z)|) /2
(534)
≥ sup
z∈[0,1]
∣∣∣∣ (f(z2)− e(z)− o(z)) + (f(z2)− e(z) + o(z))2
∣∣∣∣
(535)
= sup
z∈[0,1]
|f(z2)− e(z)|, (536)
where we have used the fact that max{a, b} ≥ a+b2 and the
convexity of the function |z|.
There exists another polynomial UK(z) ∈ polyK such that
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UK(z
2) = e(z). Hence, for any Q ∈ poly2K ,
sup
z∈[−1,1]
|f(z2)−Q(z)| ≥ sup
z∈[0,1]
|f(z2)− UK(z2)| (537)
= sup
z∈[0,1]
|f(z)− UK(z)| (538)
≥ sup
z∈[0,1]
|f(z)− PK(z)| (539)
= sup
z∈[−1,1]
|f(z2)− PK(z2)| (540)
(541)
where we used the definition of PK(z). The proof is complete.
D. Proof of Lemma 18
The Charlier polynomial cn(x, a), a > 0 is defined as
follows:
cn(x, a) =
n∑
r=0
(−1)n−r
(
n
r
)
(x)r
ar
, (542)
where (x)r = x ·(x−1) · · · · ·(x−r+1) is the falling factorial.
It satisfies the following generating function relation [32]:
∞∑
n=0
cn(x, a)
n!
tn = e−t
(
1 +
t
a
)x
, x ∈ N. (543)
Substituting t by at, we have
∞∑
n=0
ancn(x, a)
n!
tn = e−at (1 + t)x , x ∈ N. (544)
Note that we have
ancn(x, a) =
n∑
r=0
(−1)n−r
(
n
r
)
an−r(x)r, (545)
which is well defined even for a = 0. If a = 0, then ancn(x, a)
may be defined as
ancn(x, a) , (x)n. (546)
We note that relation (544) is true also when a = 0. Indeed,
the case a = 0 reduces to the relation:
∞∑
n=0
(x)n
n!
tn = (1 + t)x, x ∈ N. (547)
Assuming Y ∼ Poi(λ), replacing x with random variable
Y in (544) and taking expectation on both sides, we have
∞∑
n=0
Eancn(Y, a)
n!
tn = e−atE (1 + t)Y (548)
= et(λ−a) (549)
=
∞∑
n=0
(λ− a)n
n!
tn (550)
Note that Eancn(Y, a) does not depend on t. Hence we
know
Eancn(Y, a) = (λ− a)n . (551)
Thus, if nX ∼ Poi(np), a = nq, we have
Eqjcj(nX, nq) = (p− q)j , j ≥ 0. (552)
Expanding qjcj(nX, nq) implies that it is equal to gj,q(X)
defined in Lemma 18. The estimator gj,q(X) being the unique
uniformly minimum variance unbiased estimator of (p − q)j
follows from the Lehmann–Scheffe Theorem [33, Chap. 2,
Thm. 1.11] and the complete sufficiency of X in model nX ∼
Poi(np)( [33, Chap. 1, Thm. 6.22]).
Now we proceed to bound the second moment of gj,q(X).
It follows from (544) that for any a+ b ≥ 0,
∞∑
n=0
(a+ b)ncn(x, a+ b)
n!
tn = e−(a+b)t (1 + t)x , x ∈ N,
(553)
which implies that
∞∑
n=0
(a+ b)ncn(x, a+ b)
n!
tn
= e−bt
∞∑
n=0
ancn(x, a)
n!
tn (554)
=
 ∞∑
j=0
(−bt)j
j!
( ∞∑
n=0
ancn(x, a)
n!
tn
)
(555)
=
∞∑
j=0
∞∑
n=0
ancn(x, a)(−b)j
n!j!
tn+j (556)
It follows from coefficient matching that
(a+ b)ncn(x, a+ b)
n!
=
n∑
k=0
akck(x, a)(−b)n−k
k!(n− k)!
=
n∑
k=0
(
n
k
)
akck(x, a)(−b)n−k
n!
,
(557)
which simplifies to
(a+ b)jcj(x, a+ b) =
j∑
k=0
(
j
k
)
(−b)j−kakck(x, a). (558)
Now assume nX ∼ Poi(np). Taking a + b = nq, a = np
and dividing both sides by nj , we have
qjcj(nX, nq) =
1
nj
j∑
k=0
(
j
k
)
(n(p− q))j−k(np)kck(nX, np)
(559)
=
j∑
k=0
(
j
k
)
(p− q)j−kpkck(nX, np). (560)
The Charlier polynomials are orthogonal with respect to the
Poisson measure. Concretely, for Y ∼ Poi(λ) [32],
Ecn(Y, λ)cm(Y, λ) =
n!
λn
δmn. (561)
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For nX ∼ Poi(np), we have
E
(
pjcj(nX, np)
)2
=
pjj!
nj
, (562)
which is also true for p = 0.
Applying the orthogonal property of Charlier polynomials
and assuming p > 0, we have
E
(
qjcj(nX, nq)
)2
= E
j∑
k=0
(
j
k
)2
(p− q)2(j−k)E (pkck(nX, np))2 (563)
=
j∑
k=0
(
j
k
)2
(p− q)2(j−k) p
kk!
nk
(564)
= j!
j∑
k=0
(
j
k
)
(p− q)2(j−k)
( p
n
)k 1
(j − k)! (565)
= j!
j∑
k=0
(
j
k
)
(p− q)2k
( p
n
)j−k 1
k!
(566)
= j!
( p
n
)j j∑
k=0
(
j
k
)[
n(p− q)2
p
]k
1
k!
Assuming p > 0
(567)
= j!
( p
n
)j
Lj
(
−n(p− q)
2
p
)
, (568)
where Lm(x) stands for the Laguerre polynomial with order
m, which is defined as:
Lm(x) =
m∑
k=0
(
m
k
)
(−x)k
k!
(569)
If we further assume M ≥ max
{
n(p−q)2
p , j
}
, we have
E
(
qjcj(nX, nq)
)2 ≤ j!( p
n
)j j∑
k=0
(
j
k
)
Mk
k!
(570)
≤ j!
( p
n
)j j∑
k=0
(
j
k
)
M j
j!
(571)
=
(
2Mp
n
)j
. (572)
E. Proof of Lemma 19
It follows from the fact that E
∏k−1
i=0 (pˆ− in ) = pk for npˆ ∼
Poi(nq) [21, Ex. 2.8] that Aˆj is unbiased for estimating (p−
q)j . It follows from the Lehmann–Scheffe Theorem [33, Chap.
2, Thm. 1.11] and the complete sufficiency of (pˆ, qˆ) ( [33,
Chap. 1, Thm. 6.22]) that Aˆj is the unique uniformly minimum
variance unbiased estimator for (p− q)j .
We now work out a different form of Aˆj . It follows from
the binomial theorem that for any fixed r > 0,
(p− q)j = (p− r − (q − r))j (573)
=
k∑
k=0
(
j
k
)
(p− r)k(−1)j−k(q − r)j−k. (574)
Clearly, the following estimator is also unbiased for estimating
(p− q)j :
j∑
k=0
(
j
k
)
gk,r(pˆ)(−1)j−kgj−k,r(qˆ), (575)
where gk,r(pˆ) and gj−k,r(qˆ) are the unique uniformly mini-
mum variance unbiased estimators for (p−r)k and (q−r)j−k
introduced in Lemma 18, respectively. It follows from the
uniqueness of Aˆj that
Aˆj =
j∑
k=0
(
j
k
)
gk,r(pˆ)(−1)j−kgj−k,r(qˆ). (576)
Using ‖X‖2 = (E[X2])1/2 and the triangle inequality for
the norm ‖X‖2, we have
‖Aˆj‖2 ≤
j∑
k=0
(
j
k
)
‖gk,r(pˆ)gj−k,r(qˆ)‖2 (577)
=
j∑
k=0
(
j
k
)
‖gk,r(pˆ)‖2‖gj−k,r(qˆ)‖2, (578)
where we have used the independence of pˆ and qˆ in the last
step.
Define M1 =
n(p−r)2
p ∨ j, M2 = n(q−r)
2
q ∨ j, and set
r = p+q2 . Define M = 2(p − q)2 ∨ 8j(p∨q)n . It follows from
Lemma 18 that
‖Aˆj‖2 ≤
j∑
k=0
(
j
k
)(
2M1p
n
)k/2(
2M2q
n
)(j−k)/2
(579)
=
(√
2M1p
n
+
√
2M2q
n
)j
(580)
=
(√
(p− q)2
2
∨ 2jp
n
+
√
(p− q)2
2
∨ 2jq
n
)j
(581)
= M j/2. (582)
F. Proof of Lemma 20
Equation (84) follows from [24, Lemma 9.5.5.]. Now we
prove the bound on the magnitude of |hj,s|. Note that the
moment generating function of pˆ− p is given by
E[exp(z(pˆ− p))] = e−zpenp(ez/n−1) (583)
Written as formal power series of z, the previous identity
becomes
∞∑
s=0
E(pˆ− p)s
s!
zs =
( ∞∑
i=0
(−p)i
i!
zi
) ∞∑
k=0
nkpk
k!
( ∞∑
l=1
1
l!
(
z
n
)l
)k .
(584)
Hence, by comparing the coefficient of nj−szs at both sides,
34
we obtain
hj,sp
j
s!
=
j∑
i=0
(−p)i
i!
 pj−i
(j − i)!
∑
a1+···+aj−i=s−i,a1,··· ,aj−i≥1
j−i∏
l=1
1
al!
 .
(585)
Moreover, ∑
a1+···+aj−i=s−i,a1,··· ,aj−i≥1
j−i∏
l=1
1
al!
≤
∑
a1+···+aj−i=s−i
j−i∏
l=1
1
al!
(586)
≤
∑
a1+···+aj=s
j∏
l=1
1
al!
=
js
s!
.
(587)
Then,
|hj,s| ≤
j∑
i=0
1
i!
1
(j − i)!j
s (588)
=
js
j!
j∑
i=0
(
j
i
)
(589)
=
2jjs
j!
. (590)
Since 1 ≤ j ≤ s, we have
2jjs
j!
≤ 2s j
s
j!
(591)
≤ 2s j
s
√
2pij(j/e)j
(592)
≤ 2s j
sej
jj
. (593)
Now we consider the maximization problem maxx≥0 x
sex
xx .
It follows from taking derivatives that this function attains it
unique maximum at point x∗ which satisfies the following:
x∗ lnx∗ = s. (594)
Recall the Lambert W function is defined over [−1/e,∞) by
the equation W (z)eW (z) = z, we know that
x∗ = eW (s). (595)
The following upper bound on W (s) was proved in [34]: for
any s > e,
W (s) ≤ ln s− ln ln s+ e
e− 1
ln ln s
ln s
(596)
≤ ln s− ln ln s+ 1
e− 1 , (597)
where we have used the fact that maxx>0 ln xx =
1
e .
Hence, for any s ≥ 3,
|hj,s| ≤ (2e)sesW (s) (598)
≤ (2ee/(e−1))s
( s
ln s
)s
, (599)
which turns out to be also correct for s = 2 since h1,2 = 1.
G. Proof of Lemma 21
It is clear that when p ≤ 1n , the statement is true. It suffices
to consider the case of p > 1n . Introduce function gn(p) as
follows:
gn(p) =
{
1
pj p ≥ 1n
nj − jnj+1 (p− 1n) 0 ≤ p < 1n . (600)
It is evident that gn(p) ≤ 1pj and
gn(pˆ)− 1
(pˆ ∨ 1n )j
=
{
0 pˆ ≥ 1n
jnj pˆ = 0
(601)
We have∣∣∣∣E 1(pˆ ∨ 1n )j
∣∣∣∣ ≤ ∣∣∣∣E [ 1(pˆ ∨ 1n )j − gn(pˆ)
]∣∣∣∣
+ |E [gn(p)− gn(pˆ)]|+ gn(p) (602)
≤ jnje−np + 1
pj
+ |E [gn(p)− gn(pˆ)]| . (603)
Since the function gn(p) is continuously differentiable on
(0,∞), we have∣∣E [(gn(p)− gn(pˆ))2]∣∣
=
∣∣E [(gn(p)− gn(pˆ))21(pˆ ≥ p/2)]∣∣+∣∣E [(gn(p)− gn(pˆ))21(pˆ ≤ p/2)]∣∣ (604)
≤ sup
ξ≥p/2
|g′n(ξ)|2E(p− pˆ)2 + sup
ξ>0
|g′n(ξ)|2p2P(pˆ ≤ p/2)
(605)
≤ j
2
(p/2)2j+2
p
n
+ j2n2j+2p2e−np/8, (606)
where we applied Lemma 22 in the last step. Hence,∣∣∣∣E 1(pˆ ∨ 1n )j
∣∣∣∣ ≤ jnje−np + 1pj +√E(gn(p)− gn(pˆ))2
(607)
≤ jnje−np + 1
pj
+
j
(p/2)j+1
√
p
n
+ jnj+1pe−np/16
(608)
≤ jnje−np + 1
pj
+
j2j+1
pj
+ jnj+1pe−np/16,
(609)
where in the last step we used the the assumption that p ≥ 1n .
Consequently,∣∣∣∣E pj(pˆ ∨ 1n )j
∣∣∣∣ ≤ j(np)je−np + 1 + j2j+1 + j(np)j+1e−np/16
(610)
≤ j
(
j
e
)j
+ 1 + j2j+1 + j
(
16(j + 1)
e
)j+1
,
(611)
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where we have used the fact that for any p ≥ 0,
(np)ke−cnp ≤
(
k
ec
)k
. (612)
H. Proof of Lemma 24
The following upper bound is straightforward:
E|qˆ − q| ≤
√
E|qˆ − q|2 (613)
=
√
q
n
. (614)
Regarding the other upper bound and the lower bound, we
utilize the exact analytic expression [35] for E|X − λ| for
X ∼ Poi(λ). It follows from [35] that for random variable
X ∼ Poi(λ),
E|X − λ| = 2λe
−λλ[λ]
[λ]!
, (615)
where [λ] denotes the greatest integer less than or equal to λ.
When 0 < λ ≤ 1, we have
E|X − λ| = 2λe−λ, (616)
which implies that if 0 < q ≤ 1n ,
E|qˆ − q| = 2qe−nq (617)
∈ [2qe−1, 2q]. (618)
Regarding the final lower bound, it suffices to show that for
X ∼ Poi(λ), λ ≥ 1, we have
E|X − λ| ≥
√
λ
2
. (619)
Hence, it suffices to show
2
√
2λe−λ
λ[λ]
[λ]!
≥ 1 (620)
for all λ ≥ 1. It is equivalent to
2
√
2λe−λ
λn
n!
≥ 1 (621)
for λ ∈ [n, n+ 1) for all the integers n ≥ 1.
Since the function 2
√
2λe−λ λ
n
n! is monotonically increasing
for λ ∈ [n, n + 1/2], and monotonically decreasing for λ ∈
[n + 1/2, n + 1), it suffices to consider integers λ. Hence, it
suffices to show for any integer n ≥ 1,
2
√
2ne−n
nn
n!
≥ 1 (622)
2
√
2(n+ 1)e−n−1
(n+ 1)n
n!
≥ 1, (623)
which is equivalent to
n! ≤
√
8n
(n
e
)n
. (624)
It follows from [36] that for any positive integer n,
n! <
√
2pie
1
12n
√
n
(n
e
)n
, (625)
which implies (624) since
√
2pie
1
12n <
√
8 for all positive
integers.
I. Proof of Lemma 25
We first assume q ≥ p. Applying the relation
x = (x)+ − (x)− (626)
|x| = (x)+ + (x)− (627)
where (x)+ = max{x, 0}, (x)− = −min{x, 0}, we have
|E|qˆ − p| − |q − p|| = |E|qˆ − p| − (q − p)| (628)
= |E(qˆ − p)− (q − p) + 2E(qˆ − p)−|
(629)
= 2E(qˆ − p)−. (630)
Construct random variable pˆ such that npˆ ∼ Poi(np) is on the
same probability space as qˆ, with the relationship nqˆ = npˆ+Z,
where Z is independent of pˆ and Z ∼ Poi(n(q − p)). Hence,
qˆ ≥ pˆ with probability one. We have
2E(qˆ − p)− ≤ 2E(pˆ− p)− (631)
= E|pˆ− p| − E(pˆ− p) (632)
= E|pˆ− p| (633)
≤ 2 ·min
{
p, q,
√
q
n
,
√
p
n
}
, (634)
where we applied Lemma 24 in the last step. The case of
q ≤ p can be proved analogously.
Regarding the lower bound, we have
sup
q≥0
|E|qˆ − p| − |q − p|| ≥ E|pˆ− p| (635)
≥ 1√
2
(
p ∧
√
p
n
)
, (636)
where we lower bound via taking q = p and using Lemma 24.
J. Proof of Lemma 26
For nqˆ ∼ Poi(nq),
Var(|qˆ − p|) = inf
a
E (|qˆ − p| − a)2 (637)
≤ E (|qˆ − p| − |q − p|)2 (638)
≤ E|qˆ − q|2 (639)
=
q
n
, (640)
where we used the fact that ||a| − |b|| ≤ |a− b|.
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