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Abstract
In this this paper, we introduce new classes of operators in complex
Banach spaces, which we call k-bitransitive operators and compound op-
erators to study the direct sum of diskcyclic operators. We create a set
of sufficient conditions for k-bitransitivity and compound. We show the
relation between topologically mixing operators and compound operators.
Also, we extend the Godefroy-Shapiro Criterion for topologically mixing
operators to compound operators.
1 Introduction
A bounded linear operator T on a separable Banach space X is hypercyclic
if there is a vector x ∈ X such that Orb(T, x) = {T nx : n ≥ 0} is dense in
X , such a vector x is called hypercyclic for T , for more information on hyper-
cyclic operators the reader may refer to [4, 9]. Similarly, an operator T is called
diskcyclic if there is a vector x ∈ X such that the disk orbit DOrb(T, x) =
{αT nx : α ∈ C, |α| ≤ 1, n ∈ N} is dense in X , such a vector x is called diskcyclic
for T , for more details on diskcyclicity see [2, 3, 12].
In 1982, Kitai presented in her PhD thesis some sufficient conditions for hyper-
cyclic operators which are then called hypercyclic criterion [11]. Then Geth-
ner and Shapiro [7] gave another form of this criterion. In 1987, Godefroy and
Shapiro [8] created another hypercyclic criterion which is called Godefroy-Shapiro
Criterion, that is a set of sufficient condition in terms of the eigenvalues of an
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operator to be hypercyclic.
It was proved that whenever the direct sum of n operators is hypercyclic, then
every operator is hypercyclic [11]. However, for the converse, Salas constructed
an operator T such that both it and its adjoint T ∗ were hypercyclic, and so that
their direct sum T ⊕T ∗ was not. Moreover, Herrero asked in [10] whether T ⊕T
is hypercyclic whenever is T . In 1999, Be´s and Peris showed that an operator
T satisfies the hypercyclic criterion if and only if T ⊕ T is hypercyclic (see [5])
which gives a positive answer to the Herrero’s question.
For diskcyclic operators, Zeana proved that if the direct sum of n operators
is diskcyclic then every operator is diskcyclic [12]. However, the converse is
unknown. Particularly, we have the following question:
Question 1. If there are k diskcyclic operators, what about their direct sum?
The main purpose of this paper is to give a partial answer to this question. We
define and study k-bitransitive operators. We determine conditions that ensure a
linear operator to be k-bitransitive which is called k-bitransitive criterion. Then,
we define compound operators as a general form of topologically mixing operators
[6]. However, we show by an example that not every compound operator is
topologically mixing. Moreover, we define cross sets and junction sets to make the
arguments involving k-bitransitive and compound operators more transparent.
Then we extend Godefroy-Shapiro Criterion [8] for topologically mixing operators
to compound operators. In particular, a special case of 2.12 is when p = 1 which
is Godefroy-Shapiro Criterion [4]. Morever, we create compound criterion which
is a set of sufficient conditions for compound. Finally, We use these operators
to prove that in some cases if k operators are diskcyclic, then the direct sum of
them is k-bitransitive which answer 1 for some special cases.
2 Main results
In this this paper, all Banach spaces are separable over the field C of complex
numbers. Let k ≥ 1 and Ti ∈ B(X) for all 1 ≤ i ≤ k, and let T =
⊕k
i=1 Ti :⊕k
i=1X →
⊕k
i=1X then we call each operator Ti a component of T . We denote
by D the closed unit disk in C and by N the set of all positive integers.
Definition 2.1. An operator T ∈ B(X) is called k-bitransitive if there ex-
ist T1, T2, . . . Tk ∈ B(X) such that T = T1 ⊕ . . . ⊕ Tk and for any 2k-tuples
U1, . . . , Uk, V1, . . . , Vk ⊂ X of nonempty open sets, there exist some n ∈ N and
α1, . . . , αk ∈ D\ {0} such that
(T1 ⊕ T2 ⊕ . . .⊕ Tk)
n(α1U1 ⊕ . . .⊕ αkUk) ∩ (V1 ⊕ . . .⊕ Vk) 6= φ
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It is clear from the above definition that 1-bitransitive is identical to disk tran-
sitive which in turn identical to diskcyclic (see [2, Proposition 2.10]).
To simplify 2.1, we define the following concepts
Definition 2.2. A set A ⊂ N × Cp is called bifinite if there exist a cofinite
set K = {nk : k ∈ N} ⊂ N and sequences
〈
a
(i)
n
〉
n∈N
⊂ C; i = 1, . . . , p such that{
(nk, a
(1)
nk , . . . , a
(p)
nk ) : for all k ∈ N
}
⊆ A
Definition 2.3. Let k ≥ 1 be fixed. For all 1 ≤ i ≤ k, let Ti be bounded linear
operators on a Banach space X, and Ai, Bi be non-empty subsets of X. Let
T = T1 ⊕ . . .⊕ Tk, A = A1 ⊕ A2 ⊕ . . .⊕ Ak and B = B1 ⊕ B2 ⊕ . . .⊕ Bk. The
cross set from A to B is defined as
CT (A,B) = C(A,B) = {n ∈ N : T
n(α1A1 ⊕ . . .⊕ αkAk) ∩ (B1 ⊕ . . .⊕ Bk) 6= φ}
for some αi ∈ D\ {0} ; i = 1, . . . , k
In the above definition, if αi = αi+1 for all i = 1, . . . , k − 1, the return set
N(αA,B) (see [1]) is equivalent to C(A,B).
Definition 2.4. Let k ≥ 1 be fixed. For all 1 ≤ i ≤ k, let Ti be bounded
linear operators on a Banach space X, and Ai, Bi be non-empty subets of X. Let
T = T1 ⊕ . . .⊕ Tk, A = A1 ⊕ A2 ⊕ . . .⊕ Ak and B = B1 ⊕ B2 ⊕ . . .⊕ Bk. The
junction set from A to B is defined as JT (A,B) = J(A,B) = {(n, α1, . . . , αk) ∈
N× Dk\ {(0, . . . , 0)} : T n(α1A1 ⊕ . . .⊕ αkAk) ∩ (B1 ⊕ . . .⊕ Bk) 6= φ}
The next proposition gives an equivalent definition to k-bitransitivity in terms
of cross and junction sets
Proposition 2.5. Let T = T1 ⊕ . . .⊕ Tk. Then T is k-bitransitive, if and only
if for any 2k-tuples of nonempty open sets Ui, Vi ⊂ X, i = 1, . . . , k
k⋂
i=1
CTi(Ui, Vi) 6= φ
or if and only if for any 2k-tuples of nonempty open sets Ui, Vi ⊂ X, there exists
αi ∈ D\ {0} and n ∈ N such that
(n, αi) ∈ JTi(Ui, Vi)
The following theorem gives a set of sufficient conditions for r-bitransitivity.
Theorem 2.6 (r-bitransitive criterion). Let T1, . . . , Tr ∈ B(X), suppose that
there exists an increasing sequence of positive integers 〈nk〉, and suppose that for
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all 1 ≤ i ≤ r there exist sequences
〈
λ
(i)
nk
〉
⊂ D\ {0} for all k ≥ 1, dense sets
Xi, Yi ⊂ X, and maps Si : Yi → X such that for all xi ∈ Xi and yi ∈ Yi
1.
⊕r
i=1 λ
(i)
nkT
nk
i (x1, . . . , xr)→ (0, . . . , 0);
2.
⊕r
i=1
1
λ
(i)
nk
S
nk
i (y1, . . . , yr)→ (0, . . . , 0);
3.
⊕r
i=1 T
nk
i S
nk
i (y1, . . . , yr)→ (y1, . . . , yr) .
Then T1 ⊕ . . .⊕ Tr is r-bitransitive.
Proof. Let Ui, Vi be open sets for all 1 ≤ i ≤ r then
⊕r
i=1 Ui is open in
⊕r
i=1X .
Also
⊕r
i=1Xi and
⊕r
i=1 Yi are dense in
⊕r
i=1X . Let (x1, . . . , xr) ∈
⊕r
i=1 Ui ∩⊕r
i=1Xi and (y1, . . . , yr) ∈
⊕r
i=1 Vi ∩
⊕r
i=1 Yi. By (2) we have
(x1, . . . , xr) +
r⊕
i=1
1
λ
(i)
nk
S
nk
i (y1, . . . , yr)→ (x1, . . . , xr) (1)
By (1) and (3) we have(
r⊕
i=1
λ(i)nkT
nk
i
)(
(x1, . . . , xr) +
r⊕
i=1
1
λ
(i)
nk
S
nk
i (y1, . . . , yr)
)
→ (y1, . . . , yr) (2)
as k →∞. From Equation (1) and Equation (2), there exist N ∈ N such that(
r⊕
i=1
λ(i)nkT
nk
i
)(
r⊕
i=1
Ui
)
∩
r⊕
i=1
Vi 6= φ for all k ≥ N
which is equivalent to
(T1 ⊕ . . .⊕ Tr)
nk(λ(1)nkU1 ⊕ . . .⊕ λ
(r)
nk
Ur) ∩ (V1 ⊕ . . .⊕ Vr) 6= φ for all k ≥ N
that is
r⋂
i=1
CTi(Ui, Vi) 6= φ
By 2.5, T1 ⊕ . . .⊕ Tr is r-bitransitive.
The following proposition gives another criterion for r-bitransitive operators
without the need of scalar sequences.
Proposition 2.7. Let T1, . . . , Tr ∈ B(X), suppose that there exists an increasing
sequence of positive integers 〈nk〉, and suppose that for all 1 ≤ i ≤ r there exist
dense sets Xi, Yi ⊂ X, and maps Si : Yi → X such that for all xi ∈ Xi and
yi ∈ Yi
1.
⊕r
i=1 T
nk
i (x1, . . . , xr)
⊕r
i=1 S
nk
i (y1, . . . , yr)→ (0, . . . , 0);
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2.
⊕r
i=1 S
nk
i (y1, . . . , yr)→ (0, . . . , 0);
3.
⊕r
i=1 T
nk
i S
nk
i (y1, . . . , yr)→ (y1, . . . , yr) .
Then T1 ⊕ . . .⊕ Tr is r-bitransitive.
The proof of the above proposition follows from the next proposition and 2.6
Proposition 2.8. Both r-bitransitive criteria are equivalent.
Proof. Let the hypothesis of 2.6 are given. By (1) and (2) in 2.6, we get (1)
in 2.7. Since
〈
1
λ
(i)
n
k
〉
6→ 0 for all 1 ≤ i ≤ r, then (2) in 2.6 implies that⊕r
i=1 S
nk
i (y1, . . . , yr) → (0, . . . , 0); i.e, (2) in 2.7 holds. It follows that the
hypothesis of 2.7 hold true.
Conversely, suppose that the hypothesis of 2.7 are given. Then there exist a
large p ∈ N and a small positive integer ǫ such that∥∥∥∥∥
r⊕
i=1
T
nk
i (x1, . . . , xr)
r⊕
i=1
S
nk
i (y1, . . . , yr)
∥∥∥∥∥ ≤ ǫ2 (3)
and ∥∥∥∥∥
r⊕
i=1
S
nk
i (y1, . . . , yr)
∥∥∥∥∥ ≤ ǫ (4)
whenever k ≥ p. Equation (4) implies that for all 1 ≤ i ≤ r and k ≥ p
‖Snki yi‖ ≤ ǫ
Let λ
(i)
nk =
1
ǫ
S
nk
i yi which implies that
∣∣∣λ(i)nk∣∣∣ ≤ 1 and
∥∥∥∥ 1λ(i)nk Snki yi
∥∥∥∥ = ǫ. It follows
that
1
λ
(i)
nk
S
nk
i yi → 0 for all 1 ≤ i ≤ r and k ≥ p
and so
r⊕
i=1
1
λ
(i)
nk
S
nk
i (y1, . . . , yr)→ 0 as k →∞ (5)
Furthermore, by Equation (3)
‖(T nk1 x1S
nk
1 y1, . . . , T
nk
r xrS
nk
r yr)‖ = ‖T
nk
1 x1S
nk
1 y1‖+ . . .+ ‖T
nk
r xrS
nk
r yr‖ ≤ ǫ
2
Therefore, ‖T nki xiS
nk
i yi‖ = ‖T
nk
i xi‖
∣∣∣λ(i)nk∣∣∣ ǫ ≤ ǫ2 for all 1 ≤ i ≤ r and k ≥ p.
Then
r∑
i=1
∥∥λ(i)nkT nki xi∥∥ ≤ rǫ
It follows that ∥∥(λ(1)nk T nk1 x1, . . . , λ(r)nkT nkr xr)∥∥ ≤ rǫ
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so ∥∥∥∥∥
r⊕
i=1
λ(i)nkT
nk
i (x1, . . . , xr)
∥∥∥∥∥ ≤ rǫ
If we let ǫ small enough we get
r⊕
i=1
λ(i)nkT
nk
i (x1, . . . , xr)→ (0, . . . , 0) as k →∞ (6)
The proof follows from Equation (5) and Equation (6)
Now to answer 1, we will define another class of operators which is called com-
pound operators.
Definition 2.9. An operator T ∈ B(X) is called compound if for any nonempty
open sets U, V , there exist some N ∈ N and a sequence 〈αn〉 ⊂ D\ {0} such that
T n(αnU) ∩ V 6= φ
for all n ≥ N
Proposition 2.10. An operator T is compound, if and only if for any two
nonempty open sets U, V ⊂ H,
J(U, V ) is bifinite
It is clear that every compound operator is disk transitive. A special case of
compound operator is when αn = 1 for all n ≥ N , and it is called topologically
mixing operators (see [6]). Therefore every topologically mixing operator is com-
pound. However, not every compound operator is topologically mixing as shown
in the following example
Example 2.11. Let T : ℓ2(Z) → ℓ2(Z) be the bilateral forward weighted shift
with the weight sequence
wn =
{
R1 if n ≥ 0,
R2 if n < 0.
where R1, R2 ∈ R
+;R1 < R2. Then T is compound not topologically mixing.
Proof. Let U and V be two open sets. Since T satisfies diskcyclic criterion with
respect to the sequence 〈n〉
n∈N (see [2, Example 2.20.]), then there exist two
dense set D1 and D2 such that
1. For each y ∈ V , limn→∞ ‖B
ny‖ → 0 (where B is the bilateral backward
weighted shift)
2. For all x ∈ D1 and y ∈ D2, limn→∞ ‖T
nx‖ ‖Bny‖ → 0 ;
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3. For each y ∈ D2, T
nBny = y ;
Let x ∈ U ∩ D1, y ∈ V ∩ D2 and λn =
‖Bny‖
1
2
‖Tnx‖
1
2
. For an arbitrary large N ∈ N,
suppose that z = x + λ−1N B
Ny, then, ‖z − x‖ =
(∥∥TNx∥∥ ∥∥BNy∥∥) 12 → 0 by
(Item 1) and thus z ∈ U . Also, λNT
Nz = λNT
Nx + TNBNy = λNT
Nx + y
by (Item 3). Then
∥∥λNTNz − y∥∥ = λN ∥∥TNx∥∥ = (∥∥TNx∥∥ ∥∥BNy∥∥) 12 → 0 by
(Item 2) and so λNT
Nz ∈ V . Since limn→∞ ‖T
nx‖ → ∞ and limn→∞ ‖B
nx‖ → 0
then limn→∞ λn → 0. Therefore λNT
NU ∩ V 6= φ. Since N is arbitrary, we can
assume that J(U, V ) = {(λn, n) : n ≥ N} and hence T is compound. Since T is
not topological transitive (see [2, Example 2.20.]), then T can not be topologically
mixing.
The following theorem extends the Godefroy-Shapiro Criterion [8] for topologi-
cally mixing operators to compound operators.
Theorem 2.12. Let T ∈ B(X). If there exists a p ≥ 1 such that
A = span {x ∈ X : Tx = αx for some α ∈ C; |α| < p} ;
B = span {y ∈ X : Ty = λy for some λ ∈ C; |λ| > p} ;
are dense in X, then T is compound.
Proof. Let U and V be nonempty open sets in X . Since A and B are dense, then
there exist x ∈ A ∩ U and y ∈ B ∩ V . Then x =
∑k
i=1 aixi and y =
∑k
i=1 biyi
where ai, bi ∈ C for all 1 ≤ i ≤ k . Also, Txi = αixi and Tyi = λiyi where
|αi| < p and |λi| > p for all 1 ≤ i ≤ k. Let c ∈ C be a scalar such that
p ≤ |c| < |λi| for all 1 ≤ i ≤ k, and let
zn =
k∑
i=1
bi(
c
λi
)nyi for all n ≥ 0
Then
1
cn
T nx =
k∑
i=1
ai(
αi
c
)nxi → 0 and zn → 0 as n→∞
and 1
cn
T nzn = y for all n ≥ 0. It follows that there is a positive integer r such
that for all n ≥ r
x+ zn ∈ U and
1
cn
T n(x+ zn) =
1
cn
T nx+
1
cn
T nzn ∈ V for all n ≥ r
Therfore, 1
cn
T nU ∩ V 6= φ for all n ≥ r. It follows that T is compound.
Note that in the above theorem, if p = 1, then it will be a Godefroy-Shapiro
criterion for topologically mixing operators.
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The following theorem gives another criterion for compound operators.
Theorem 2.13. Let T ∈ B(X), suppose that there exist a sequence 〈λn〉 ⊂
C\ {0} such that |λn| ≤ 1 for all n ∈ N, two dense sets D1, D2 ⊂ H and a
sequence of maps Sn : Y →H such that as n→∞:
1. λnT
nx→ 0 for all x ∈ D1;
2. 1
λn
Sny → 0 for all y ∈ D2;
3. T nSny → y for all y ∈ D2.
Then T is compound and it is called compound with respect to the sequence 〈λn〉.
Proof. Let U, V be non empty open sets, and let x ∈ U ∩ D1 and y ∈ V ∩ D2.
Then x+ 1
λn
Sny → x ∈ U as n→∞ and λnT
n(x+ 1
λn
Sny) = λnT
nx+y → y ∈ V .
Thus there exists a large positive integer N such that T nλnU ∩ V 6= φ for all
n ≥ N . It follows that T is compound.
The following theorem gives another criterion for compound operators.
Theorem 2.14. Let T ∈ B(X). If there exist two dense sets D1, D2 ⊂ H and
a sequence of maps Sn : Y → H such that:
1. (T nx)(Sny)→ 0 for all x ∈ D1 and y ∈ D2 ;
2. Sny → 0 for all y ∈ D2;
3. T nSny → y for all y ∈ D2.
Then T is compound.
The proof of the above theorem can be followed by showing that both compound
criteria in 2.13 and 2.14 are equivalent by using the same lines in 2.8.
Now, the following two theorems give a partial answer to 1.
Theorem 2.15. Let T = T1⊕. . .⊕Tk. If every component of T is disk transitive
and at least (k − 1) of them is compound then T is k-bitransitive.
Proof. We will prove the case k = 2 and the other cases are same. Let T1
and T2 be disk transitive operators and let T1 be compound without loss of
generality. Let U1, U2, V1, V2 be nonempty open sets, then there exist N1, N2 ∈ N,
α1 ∈ D\ {0} and a sequence 〈βn〉n∈N ⊂ D\ {0} such that T
N1
2 α1U1 ∩ U2 6= φ and
T n1 βnV1 ∩ V2 6= φ for all n ≥ N2. Since JT2(U1, U2) is infinite then there exist
N ∈ N, N ≥ N2 and α ∈ D\ {0} such that T
N
2 αU1∩U2 6= φ and T
N
1 βNV1∩V2 6= φ.
It follows that CT1(U1, U2) ∩ CT2(V1, V2) 6= φ and hence T is 2-bitransitive.
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Theorem 2.16. If r operators satisfy diskcyclic criterion for the same sequence
〈nk〉n∈N , then their direct sum is an r-bitransitive operator.
Proof. Let Ti satisfies diskcyclic criterion with respect to the sequence 〈nk〉k∈N
for all 1 ≤ i ≤ r. Then for all 1 ≤ i ≤ r, there exist 2k dense sets Di, D
′
i, r maps
Si such that
T
nk
i xiS
nk
i yi → 0 (7)
S
nk
i yi → 0 (8)
T
nk
i S
nk
i yi → yi (9)
as k →∞. By equation (7), we get
(T nk1 x1S
nk
1 y1, . . . , T
nk
r xrS
nk
r yr)→ (0, . . . , 0)
(T nk1 x1 . . . , T
nk
r xr)(S
nk
1 y1, . . . , S
nk
r yr)→ (0, . . . , 0)
r⊕
i=1
T
nk
i (x1, . . . , xr)
r⊕
i=1
S
nk
i (y1, . . . , yr)→ (0, . . . , 0) (10)
By equation (10), condition (1) of 2.7 holds.
Also by equation (8), we get
(Snk1 y1, . . . , S
nk
r yr)→ (0, . . . , 0)
r⊕
i=1
S
nk
i (y1, . . . , yr)→ (0, . . . , 0) (11)
It follows by equation (11), that condition (2) of 2.7 holds.
Finally, by equation (9), we get
(T nk1 S
nk
1 y1, . . . , T
nk
r S
nk
r yr)→ (y1, . . . , yr)
r⊕
i=1
T
nk
i S
nk
i (y1, . . . , yr)→ (y1, . . . , yr) (12)
It follows by equation (12), that condition (3) of 2.7 holds. By 2.7,
⊕r
i=1 Ti is
r-bitransitive.
Conclusion
We define new classes of operators on Banach spaces which are called k-bitransitive
operators and compound operators. We create some criteria for them, and we ex-
tend the Godefroy-Shapiro Criterion for topologically mixing operators to com-
pound operators. We use these operators to show that the direct sum of k-
diskcyclic operators is k-bitransitive for some special cases. However, it seems
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that the 1 remains open. Therfore, one may answer a special case of that
question, that is, when all k diskcyclic operators are identical. Particularly.
If T is a diskcyclic operator. What about the k-fold direct sum of T?
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