The time reversal of a completely-positive, nonequilibrium discrete-time quantum Markov evolution is derived via a suitable adjointness relation. Space-time harmonic processes are introduced for the forward and reverse-time transition mechanisms, and their role for relative entropy dynamics is discussed.
Introduction
Quantum operations are one of the main mathematical tools to represent generalized measurements, noisy communication channels, the action of the environment on quantum devices and any other uncertain, quantum-state transformation. The study of quantum operations stems from the work of Kraus [16] and it has been extensively developed in the operator-algebraic approach to quantum mechanics, see e. g. [7] . If the time evolution of a quantum system is given by a sequence of quantum operations, then the associated quantum process satisfies the Markov property, namely the future of the process depends on the past only trough its present state [18] . We are interested in studying the form and the properties of the time reversal of this class of quantum Markov evolution.
Time-reversal of quantum operations have been explicitly related to Quantum Error Correction (QEC) in [3] , where the form of a time-reversal for quantum operations has been first proposed in a particular case (full-rank state), and used to discuss the performance of error-correcting codes. In [6] , this partial time-reversal is used to characterize correctable codes. Time-reversal of equilibrium quantum Markov processes has been recently discussed in [9] with applications to some thermodynamical models.
In this paper, we introduce a mathematical framework for discrete-time stochastic processes originating from Nelson's kinematics of diffusion processes [20, 21] . Timereversal for Markovian evolutions entails the Lagrange adjoint with respect to the (semidefinite) inner product induced by the flow of probability distributions. We show that this also holds for finite-dimensional, discrete time quantum Markov evolutions. Hence, the time-reversal of a discrete-time quantum Markov process appears as a peculiar feature of a kinematical nature that is common to all Markovian equilibrium and non-equilibrium evolutions.
The main contributions of this paper are the following: (i) We derive the form of the backward quantum operation from a general (space-time) adjointness relation, common to all Markovian evolutions; (ii) We establish this result in the general case, i.e. also for states that are neither full-rank nor stationary; (iii) We explicitly show that the derived backward quantum operation not only reverses the state evolution correctly, but among the possibly infinitely many maps that do so, it also "preserves" the information about the forward dynamics. That is, the time reversal of the time-reversal operation returns the original quantum channel on the state support; (iv) We introduce the concept of space-time harmonic process and show their central role in entropic evolutions as detailed below.
Time reversal also plays a crucial role in the solution of certain maximum entropy problems on path space [27] and in deriving an operator form of the H-theorem (Theorem 7.4) for quantum Markov channels. In the above, a key role is played by a suitable class of quantum space-time harmonic processes. We show that, following the analogy with the classical case, they lead to the Belavkin-Stasevski relative entropy [5, 11, 13] and their properties imply its monotonicity of the under completely positive, trace-preserving maps. While the latter result was already known [13] , it emerges here as a corollary of the properties of space-time harmonic operator processes in a technically much simpler framework.
The paper is structured as follows. In Section 2 we develop a few basic elements of Nelson's kinematics [21] for discrete-time processes. This is used in Section 3 to derive the reverse-time transition mechanism of a Markov chain via a certain adjointness relation. Section 3.2 is dedicated to classical space-time harmonic functions as introduced by Doob [10] and to the associated martingales. In Section 4, we proceed to build up the timereversal of a quantum Markov process by following the same path, i.e. by introducing a suitable space-time semi-definite inner product for quantum observables. Alternative approaches to derive the time-reversal are discussed in Section 5. Section 6 is devoted to space-time harmonic processes in the quantum domain and to their key properties. The remainder of the paper illustrates the role of space-time harmonic processes for information dynamics. After recalling the relevant results for Markov chains in Section 7.1, in Section 7.2, Jensen's operator inequality allows us to derive an H-theorem in operator form, in striking analogy with the classical case. In Appendix B, we sketch some connections to maximum entropy problems on path space and related manifestations of the second law of thermodynamics.
Elements of Nelson's kinematics for discretetime stochastic processes
Let I = [t0, t1] be a discrete-time interval with −∞ < t0 < t1 < ∞. Let (Ω, F, P) be a probability space and let {F − t }, t ∈ I, be a nondecreasing family of σ-algebras of events (filtration) representing a flow of information. Let X : I → L 2 (Ω, F, P) be a second order stochastic process such that X(t) is {F − t }-measurable, for all t ∈ I. Then the conditional forward difference of X is defined by
Consider now a nonincreasing family of σ-algebras of events {F + t }, t ∈ I, and suppose that X(t) is {F + t }-measurable, ∀t ∈ I. Then the conditional backward diference of X is defined by
It is called a reverse-time, {F
If ∆ + X(t) ≥ 0 or ∆ − X(t) ≥ 0, ∀t ∈ I then X(t) is called a {F + t } submartingale and a {F − t } reverse-time submartingale, respectively. We can say that a martingale is conditionally constant and a submartingale is conditionally increasing. An elementary example of a martingale is provided by the capital of a player at time t in a fair coin tossing game (i.i.d. Bernoulli trials). The capital is instead modeled by a submartingale if the outcome he is betting on has chance ≥ 1 2 to occur. Notice that the notion of (sub)-martingale is usually defined on the larger class of processes X such that E|X(t)| < ∞, ∀t ∈ I. Finally, notice that, by iterated conditioning, if X(t), t ∈ I is a {F
Similarly, for reverse time (sub)martingales. A general reference on discrete-time martingales is [22] . Consider now the family H(t0, t1) of second order stochastic processes X such that X(t) is simultaneously {F − t }-measurable and {F + t }-measurable, ∀t ∈ I. We then have the discrete-time analogue of Nelson's integration by parts formula [21, p.80] .
Proof.
By the conditional expectation properties, we now have
and the conclusion follows.
Kinematics of Markov chains and space-time harmonic processes
Consider a Markov chain {X(t), t ∈ Z} taking values in the finite set X = {x1, x2, . . . , xn} which we identify from here on with the set of the indexes {1, 2, . . . , n}. We denote by πt the probability distribution of X(t) over X . In the following, πt is always intended as a column vector, with i-th component πt(i) = P(X(t) = i). Let P (t) denote the transition matrix with elements pij(t) = P(X(t + 1) = j|X(t) = i), i, j = 1, . . . , n. The matrix P (t) is stochastic, namely
Let us agree that troughout the paper † indicates adjoint with respect to the natural inner product. Hence, in the case of matrices, it denotes transposition and, in the complex case below, transposition plus conjugation. The evolution is then given by the forward equation
When P does not depend on time, the chain is called time-homogeneous. A distribution π is called stationary for the time-homogeneous Markov chain X with transition matrix
For x and y n-dimensional column vectors, we define the semi-definite form:
which is an inner product if Dπ = diag (πt(1), πt(2), . . . , πt(n)) is positive definite. It represents the expectation of the random variable Z defined on (X , πt) by
In what follows, whenever a matrix M is not invertible, M −1 is to be understood as the generalized (Moore-Penrose) inverse M # , cf. [14] .
Space-time inner product and time-reversal
Let F − t , t ∈ Z be the σ-algebra generated by {X(s), s ≤ t} and F + t to be the σ-algebra generated by {X(s), s ≥ t}. Let f : Z × X → R. Let us compute the forward difference ∆ + f (t, X(t)) with respect to the family {F − t }, t ≥ 0, following Appendix 2. We have that
(8) Henceforth, we shall denote by ft and ∆ + ft the column vectors with i-th component f (t, i) and ∆ + f (t, X(t)) | X(t)=i , respectively. We can then rewrite (8) in the compact form
Consider now the vector space
namely the set of functions with finite support. For f, g ∈ K, we define the semi-definite space-time inner product as
where π ∼ {πt, t ∈ Z} denotes the family of the Markov chain distributions. We then have the following Corollary to the "integration by parts" formula of Theorem 2.1.
Proof. By Theorem 2.1,
since the boundary terms are zero.
In view of relation (11), we call ∆ − a ·, · π -adjoint of ∆ + . Hence, the two conditional differences are adjoint with respect to the semi-definite space-time inner product. On the other hand, by using (9), we get
Let πt(i) > 0 for all t, i. In this case, (10) is an inner product and the corresponding adjoint is unique. By comparison with (12), we conclude that
More explicitly, defining the matrices
relation (13) reads component-wise
Hence, Q(t) is simply the matrix of the reverse-time transition probabilities. Of course, Q can be obtained immediately by requiring that the two-time probabilities generated by the forward and backward Markov chains are the same:
This yields immediately
which can be compactly rewritten in the form (14) . Two remarks are in order: (i) The backward transitions are time-dependent even when the forward are not. (ii) When πt+1(j) = 0, qji(t) may be defined arbitrarily to be any number between zero and one without actually affecting relation (17) , provided it satisfies the normalization condition
Notice then that (13) leads to the correct form of the time-reversal even if the distributions {πt} are only non-negative. The derivation of Q using the ∆ − operator, albeit much longer, permits to see that the reverse time transition mechanism may be viewed as a space-time adjoint to the forward one with respect to the flow of probability distributions {πt, t ∈ Z}. The space-time adjointness relation (11) for Markov chains admits an equivalent, compact formulation.
Proposition 1
The space-time adjointness relation (11) holds if and only if the twotime relation
is satisfied at any t.
Proof. It is immediate to verify that the form of the time-reversal transition matrix (14) implies (18) . On the other hand, if (18) holds, we have
Relation (18) will serve as a useful guideline to derive the reverse-time transition mechanism for quantum channels in Section 4, since in that setting we cannot generally relay on conditional probabilities as in (17).
Space-time harmonic processes
¿From here on, we only consider Markov chains X = {X(t), t ≥ 0} with values in X = {1, 2, . . . , n}.
for the transition mechanism {P (t); t0 ≤ t ≤ t1} of a chain if, for every t0 ≤ t ≤ t1 − 1 and all i ∈ X , it satisfies the backward equation
The concept of space-time harmonic function can be introduced also with respect to a reverse time mechanism. Indeed, let qji(t), t ≥ 0 be the reverse-time transition probabilities of the Markov chain X = {X(t); t ∈ N}. Then θ is called reverse-time harmonic with respect to qji(t), t ≥ 0 if it satisfies
Space-time harmonic functions, a terminology due to Doob and motivated by diffusion processes, play a central role in constructing Schrödinger bridges for Markov chains [27] . They are closely related to a class of martingales that are instantaneous functions of X(t). Let, as before, F − t denote the σ-algebra induced by {X(s), s ≤ t}. Proposition 2 Let h be space-time harmonic on [t0, t1] for the (transition mechanism of the) Markov chain X = {X(t); t ∈ N} with state space X and transition matrix P (t) = (pij(t)). Define the stochastic process Y = {Y (t) = h(t, X(t)), t0 ≤ t ≤ t1}. Then, Y is a martingale with respect to {F
The proof is a straightforward generalization of Bremaud [8, p.179] . By Jensen's inequality [29] , we have the following way to generate submartingales from martingales.
Proposition 3 Let Y = {Y (t), t ≥ 0} be a martingale with respect to the filtration {Ft, t ≥ 0} induced by the past of the Markov chain X = {X(t), t ≥ 0}. Let ϕ be a convex function and define Z(t) := ϕ(Y (t)), t ≥ 0. Then Z is a submartingale with respect to {Ft, t ≥ 0}, namely E(Z(t + 1)|Ft) ≥ Z(t), a.s.
Time-reversal for quantum Markov channels
Consider an n-level quantum system with associated Hilbert space H isomorphic to C n . In its standard statistical description, the role of probability densities is played by density operators, namely by positive, unit-trace matrices ρ ∈ D(H). The role of real random variables is taken by Hermitian operators X ∈ O(H) representing obervables. Expectations are computed via the trace functional, Eρ(X) = trace(ρX), and the classical setting may be recovered considering all diagonal matrices. Any linear, Trace Preserving and Completely Positive (TPCP) dynamical map E † acting on density operators can be represented by a Kraus operator-sum [16] , i.e.:
Following a quite standard quantum information terminology, we refer to linear, completelypositive trace-non-increasing Kraus maps as quantum operations. The adjoint action of a quantum operation with respect to the Hilbert-Schmidt inner product, i.e. the expectation, is immediately found:
For observables, the dual dynamics is thus given by the identity-preserving quantum operation
In the remaining of the paper, we consider the discrete-time quantum Markov evolutions associated to an initial density matrix ρ0 and a sequence of TPCP maps {E † t } t≥0 . In order to find the time-reversal of a given Markovian evolution, rewrite the probabilityweighted inner product of the classical case (7) as x, y π = trace(DxDπDy). Notice that, if we simply drop commutativity, for two observables X, Y and a density matrix ρ, we would obtain X, Y ρ = trace(XρY ). This functional is not satisfactory to our scopes, since in general it is neither real nor symmetric, i.e. trace(Y ρX) = trace(XρY ). It is then convenient to rewrite (7), by using the fact that all matrices commute, in the symmetrized form:
We shall show that this form of the inner product leads to the correct reverse-time quantum Markov operation. Allowing for a general density operator ρ and observables X, Y , we thus define:
). This is a symmetric, real, semi-definite sesquilinear form on Hermitian operators.
By analogy with the classical case, we then define the quantum operation RE,ρ t as the space-time {ρt}-adjoint of a quantum operation E using the quantum version of (18):
Let us assume for now that ρt+1 is full-rank. An explicit Kraus representation is then obtained as follows:
where RE,ρ t admits an operator-sum representation with Kraus operators
Notice that the second equality is non-trivial in the case when ρt+1 is not full-rank and inverses are replaced by the Moore-Penrose pseudoinverse (the latter replacement will be tacitly assumed in the rest of the paper). For any matrix M , the support of M , denoted supp(M ), is the orthogonal complement of ker(M ). The following lemma ensures that the same derivation applies to the general case.
Let Πρ t+1 denote the orthogonal projection onto the support of ρt+1. Then, for any normal matrix Y :
Proof. If we consider a spectral representation for ρ
for any |y :
and the statement holds for rank one Y = |y y|. By linearity it extends to any normal matrix.
It is now natural to define a transformation between Kraus operators. Let E † be a quantum operation represented by Kraus operators {F k }. For any ρ, define the map Tρ from quantum operations to quantum operations
where Tρ(E † ) has Kraus operators {ρ
The results of [3] show that the action of Tρ is independent of the particular Kraus representation of E † . With this definition, we have that
We are now in a position to prove the main result of this section, which establishes the role of RE,ρ t (·) as the quantum time-reversal of the TPCP map E † . Augmenting a Kraus map E with Kraus operators {M k } k=1,...,m to a TPCP map means adding a finite number p of Kraus operators {M k } k=m+1,...,m+p so that (23) is the time-reversal of E † for ρt, that is, it satisfies both:
and:
for all σt ∈ D(H) such that supp(σt) ⊆ supp(ρt). Morover, it can be augmented to be TPCP without affecting property (25)-(26).
Proof. By direct calculation:
If ρt+1 is full-rank we are done, since P j M † j Mj = I. If this not the case, consider an orthonormal basis {|α k } for ker(ρt+1). Observe that:
which implies M † j |α k ∈ ker(ρt), ∀j, k. Now decompose the identity operator as follows:
and multiply on both sides by Πρ t . Since M † j |α k ∈ ker(ρt), we obtain: 
Hence, if Πρ t σtΠρ t = σt by Lemma 4.1 we get:
In general, R † E,ρ t is trace-non-increasing, since:
If ρt+1 is full rank, then R † E,ρ t is trace preserving. If this is not the case, we can always "augment" R † E,ρ t with some additional Kraus operatorsRj that satisfy:
so that the augmented R † E,ρ t is trace-preserving and does act as the time reversal on ρt+1. To do so, it suffices for example to consider an orthonormal basis {|βj } for ker(ρt+1), and defineRj = |βj βj|.
Remark: Property (26) ensure us that among all quantum operations mapping ρt+1 back to ρt, R † E,ρ t is the natural time-reversal of E † with respect to ρt. In fact, notice that if ρt is full rank, (26) implies that Tρ t+1 • Tρ t is the the identity map on quantum operations. That is, as one would expect, the time reversal of the time-reversal is the original forward map. While this may seem obvious, notice that property (25) alone is satisfied by any quantum operation of the form
with F † any TPCP map.
Other approaches to Quantum Time-Reversal
Reversibility issues for quantum operations have been related to QEC from its beginning to the most recent approaches, see e.g. [24, 15, 17, 6] . While studying quantum error correction problems, the same R † E,ρ (·) has been suggested by Barnum and Knill as a nearoptimal correction operator [3] . They introduce the explicit form of R † E,ρ (·) by analogy with the error correction operation for subspace codes. The correction operation for a TPCP map with Kraus representation {M k } features Kraus operators
Here ΠC is the orthogonal projection on the subspace code, and M k ΠC = √ p k V k has to hold for some probabilities {p k } and isometries V k on orthogonal subspaces. In their setting, E † (ρ) is assumed to be full-rank, and represents the output of a channel E † with input state ρ = P j pjρj, a statistical mixture of some quantum codewords of interest to be recovered. R † E,ρ (·) is then shown to satisfy R † E,ρ (E † (ρ)) = ρ. It is also proven there that the reversal is independent of the particular Kraus representation of E † , a fact that we used in the previous section to introduce Tρ.
Another approach, which is strictly related to our work in [27] , is based on the fact that density operators ρt, ρt+1 can be interpreted as classical probability distributions over their spectral families of orthogonal projectors. Each set of orthogonal projectors is a complete family of commuting quantum events that generates an abelian algebra. We can thus study the transition probabilities between the elementary events of the abelian algebras generated by ρt, ρt+1 following the analogy with the classical case. In fact, if we write ρt = P i piΠt,i, ρt+1 = P j qjΠt+1,j, we have that the probability of measuring Πj,t+1 after Πi,t has been measured at time t and E † acted on the system, is given by:
obtaining an analogous of the transition probabilities in the classical case. The reversetime R † E,ρ t is then required to be such that:
From (27) , using the cyclic property of the trace and the fact that ρt+1 and Πj,t+1 commute for all j, we get:
t+1 Πj,t+1ρt+1Πj,t+1ρ
This shows that R † E,ρ t we derived before satisfies (28) . This property has been used in [27] to intuitively derive the form of R † E,ρ t , where the time-reversal has been proved to be a key ingredient to solve maximum entropy problems on quantum path spaces. In Appendix B we outline some connections between the material presented in this paper and Theorem 6.5 in [27] .
Yet another possibility to approach the time-reversal is offered by the interpretation of a TPCP map in Kraus form as a non-selective generalized measurement (see e.g. [23] ). General, indirect quantum measurements cause the initial state ρt to "collapse" onto one of the conditional density operators:
k as the state conditioned after a non-selective quantum measurement with outcomes labeled by k, i.e. a measurement with unknown outcome. We can then look for a sort of reverse-time measurement process, namely a quantum operation that has the same reverse transition probabilities. Define as above ρt+1 = E(ρt). We look for a trace-preserving RE,ρ t (·) =
By using again the cyclic property of trace, we get:
which suggests to the same form of the time reversal map we obtained in the previous
t+1 . This can be seen as a simplification of the threetime derivation proposed in [9] for quantum operations at the equilibrium.
Quantum space-time harmonic processes
While in the framework of quantum probability rigorous extensions of conditional expectations and martingale processes are available for quite some time [30, 1, 25, 18] , we show here that quantum analogues of the results of Section 7.1 below can be derived avoiding most of the related technical machinery. This can be accomplished by introducing a quantum version of space-time harmonic functions. Consider a reference quantum Markov evolution on a finite time interval, generated by an initial density matrix ρ0 and a sequence of TPCP maps {E † 
In analogy with the classical case, {Yt} t∈[0,T −1] is said to be space-time harmonic in reverse-time with respect to the family {RE T ,ρ t } if:
The sequence is called space time subharmonic if Yt ≤ Et(Yt+1), where we are referring to the natural partial order between Hermitian matrices, see also Section A. Similarly in reverse time.
In the classical case, space time harmonic functions generate changes of measure through multiplicative functional transformations of the transition mechanism. A similar fact holds in the quantum case. Let Yt be space time harmonic for Et ∼ {E k (t) † } and let Nt be any choice of operator such that Yt = NtN † t . Assume for simplicity Yt to be full-rank at any t. Then Ft ∼ {N
† Nt+1} is an identity-preserving quantum operation. In fact, by using (29), we have:
Thus its adjoint is a TPCP map. An analogous result holds for reverse time evolution. The following result is the quantum counterpart of (3) concerning properties of expectation of (sub)martingales. 
Proof. Using (29), we have trace(ρt+1Yt+1) = trace(E † t (ρt)Yt+1) = trace(ρtEt(Yt+1)) = trace(ρtYt).
We then get (31) by iterating the above calculation. Similarly, trace(ρt+1Zt+1) = trace(E † t (ρt)Zt+1) = trace(ρtEt(Zt+1)) ≥ trace(ρtZt).
We are now ready for the quantum counterpart of Proposition 3.
Proposition 5 Let Yt be a space-time harmonic process with respect to {Et} t≥0 , with eigenvalues λt,i ∈ I ⊂ R at all times, and f : I → R be operator convex. Then Zt := f (Yt) is space-time subharmonic.
Proof. By Definition 6.1 and Theorem A.1, we obtain:
7 Application to thermodynamics 7.1 Classical results: Space-time harmonic functions and a strong form of the H-theorem
As first observed by Doob [10] , the ratio of two solutions of a forward equation (5) yields a space-time harmonic function for the reverse-time transition mechanism. Indeed, let {πt, t ≥ 0} and {pt, t ≥ 0} both satisfy equation (5), with πt(i) > 0, ∀i, t0 ≤ t ≤ t1. 
Then, using (13) and (5), we get
namely θ is space-time harmonic on [t0, t1] with respect to the reverse-time transition mechanism q π ji (t). In view of Proposition 2, it follows that the process Y (t) := θ(t, X(t)) is a reverse-time martingale with respect to the "future" filtrations {Gt = σ(X(t), X(t + 1), . . .), t0 ≤ t ≤ t1}. Theorem 7.1 Under the above assumptions, the stochastic process Z(t) := − log Y (t) := − log θ(t, X(t)) is a submartingale with respect to Gt, t0 ≤ t ≤ t1 in the reverse time direction.
Proof. Observe that − log is a convex function and invoke Proposition 3.
We now show that Theorem 7.1 implies a local form of the second law. Indeed, consider a time-homogenous chain with forward transition matrix P . Letπ be a stationary distribution for the chain, namely P †π =π. Let πt be another solution of the corresponding forward equation (5) . Assume πt(i) > 0, ∀i, ∀t ≥ t0. Then, as observed before,
is space-time harmonic on t ≥ t0 with respect to the reverse-time transition mechanism q π ji (t). By Theorem 7.1, the processZ(t) := − logθ(t, X(t)) is a submartingale with respect to Gt, t ≥ t0 (conditionally increasing) in the reverse time direction. Hence, we have the following strong form of the second law. Theorem 7.2 Under the above assumptions, we have E`− logθ(t, X(t)) | Gt+1´≥ − logθ(t + 1, X(t + 1)), a.s..
This stronger form of the second law was apparently first presented for diffusion processes in [26] . We finally observe that the usual second law can be obtained as a consequence of this result (Corollary 7.3 below). Let us first recall the definition of relative entropy. Let p and q be probability distributions on a finite or countably infinite set. We say that the support of p is contained in the support of q if qi = 0 ⇒ pi = 0 and write supp(p) ⊆ supp(q). The Relative Entropy or Information Divergence or Kullback-Leibler Index of q from p is defined to be
where, by definition, 0 · log 0 = 0.
Proof. We take expectations in (34). By the iterated conditioning property and observing that
Relative entropies and a quantum H-theorem
The usual definition of quantum relative entropy is due to Umegaki [32] . Given two density matrices ρ, σ, the quantum relative entropy is defined as:
As in the classical case, quantum relative entropy has the property of a pseudo-distance (see e.g. [23, 33] ). Moreover, it has been proven by Petz that it is the only functional in a class of quasi-entropies having a certain conditional expectation property [28] . Nonetheless, here we show how a different quantum extension of classical relative entropy is natural from the viewpoint of space-time harmonic processes and the dynamical structure of Markovian evolutions. In the classical case, we have that Kullback-Libler relative entropy between two probability densities pt, πt can be obtained as:
Eπ t`θ (t, X(t)) log(θ(t, X(t))´= X i πt(i) pt(i) πt(i) log
whereθ(t, i) =
is space-time harmonic in reverse time if pt, πt evolve with the same forward transition mechanism, see (32)- (33) . We now introduce a class of space-time harmonic quantum processes that are the analogue of those in (32) . Consider two quantum Markov evolutions, corresponding to Corollary 7.5 Consider two quantum Markov evolutions associated to the initial conditions ρ0 = σ0, and to the same family of TPCP maps {E † t }. Assume that ρt, σt are invertible for all t's. Then:
Proof. Let Yt = σ 
= trace " R † E,σ t (σt+1)g(Yt) " = DBS(ρt||σt).
Ifσ is the unique stationary state of {E † t }, we get a quantum version of the second law.
TPCP maps {E † t } t∈[0,T −1] , with each E † t admitting a Kraus representation with matrices {M k (t)}.
We define a set of possible trajectories, or quantum paths, by considering a timeindexed family of observables {Xt}, Xt = P m t i=1 xiΠi(t), with t ∈ [0, T ]. The paths are then all the possible time-ordered sequences of events (Πi 0 (0), Πi 1 (1), . . . , Πi T (T )) , with it ∈ [1, mt]. The joint probability for a given path is then given by: " .
(49) Consider now a situation in which we have a reference process case where the initial state is σ0 and the transitions are given by {E † t }. We can look for a process with a different initial density matrix which minimizes releative entropy on path space. Assume X0 to have non-degenerate spectra. In [27] we proved the following.
Theorem B.1 A solution to the problem:
with w F (ρ0) the path space probability distribution induced by a family of TPCP maps {F † t } and initial stateρ0, is given by the quantum Markov process with initial densityρ0 and forward transitions:
The total cost then depends only on the initial condition and can be bounded by DU (ρ0 σ0). Altough one would expect the problem solution to depend on the choice of the quantum path-space, it turns out to be independent from the choice of the observables {Xt} t∈[0,T ] . This shows how, given any path space and any pair of intial conditions, two quantum Markovian evolutions generate "trajectories" that are the closest in relative entropy if they evolve according to the same transition mechanism. In particular, if the reference evolution corresponds to aσ which is the unique stationary density for the transitions {E † t }, Theorem B.1 can also be interpreted as a generalized form of the second law of thermodynamics. Moreover, this result establishes a link between the dissipative behavior of an underlying quantum dynamical system and the classical trajectories associated to any sequence of measurements on the system itself.
