Some remarks on the application of the Hori method in the theory of nonlinear oscillations are presented. Two simplified algorithms for determining the generating function and the new system of differential equations are derived from a general algorithm proposed by Sessin. The vector functions which define the generating function and the new system of differential equations are not uniquely determined, since the algorithms involve arbitrary functions of the constants of integration of the general solution of the new undisturbed system. Different choices of these arbitrary functions can be made in order to simplify the new system of differential equations and define appropriate near-identity transformations. These simplified algorithms are applied in determining second-order asymptotic solutions of two well-known equations in the theory of nonlinear oscillations: van der Pol equation and Duffing equation.
Introduction
In da Silva Fernandes 1 , the general algorithm proposed by Sessin 2 for determining the generating function and the new system of differential equations of the Hori method for noncanonical systems has been revised considering a new approach for the integration theory which does not depend on the auxiliary parameter t * introduced by Hori 3, 4 . In this paper, this new approach is applied to the theory of nonlinear oscillations for a second-order differential equation and two simplified versions of the general algorithm are derived. The first algorithm is applied to systems of two first-order differential equations corresponding to the second-order differential equation, and the second algorithm is applied to the equations of variation of parameters associated with the original equation. According to these simplified algorithms, the determination of the unknown functions T Mathematical Problems in Engineering unique, since these algorithms involve at each order arbitrary functions of the constants of integration of the general solution of the new undisturbed system. Different choices of the arbitrary functions can be made in order to simplify the new system of differential equations and define appropriate near-identity transformations. The problem of determining second-order asymptotic solutions of two well-known equations in the theory of nonlinear oscillations-van der Pol and Duffing equations-is taken as example of application of the simplified algorithms. For van der Pol equation, two generating functions are determined: one of these generating functions is the same function obtained by Hori 4 , and, the other function provides the well-known averaged equations of variation of parameters in the theory of nonlinear oscillations. For Duffing equation, only one generating function is determined, and the second-order asymptotic solution is the same solution obtained through Krylov-Bogoliubov method 5 , through the canonical version of Hori method 6 or through a different integration theory for the noncanonical version of Hori method 7 .
For completeness, brief descriptions of the noncanonical version of the Hori method 4 and the general algorithm proposed by Sessin 2 are presented in the next two sections.
Hori Method for Noncanonical Systems
The noncanonical version of the Hori method 4 can be briefly described as follows.
Consider the differential equations:
where Z j z, ε , j 1, . . . , n, are the elements of the vector function Z z, ε . It is assumed that Z z, ε is expressed in power series of a small parameter ε:
The system of differential equations described by Z 0 z is supposed to be solvable. Let the transformation of variables z 1 , . . . , z n → ζ 1 , . . . , ζ n be generated by the vector function T ζ, ε . This transformation of variables is such that the new system:
is easier to solve or captures essential features of the system. Z It is assumed that the vector function T ζ, ε , that defines a near-identity transformation, is also expressed in powers series of ε:
Following Hori 4 , the transformation of variables z 1 , . . . , z n → ζ 1 , . . . , ζ n generated by T ζ, ε is given by
For an arbitrary function f z , the expansion formula is given by
The operator D T is defined by
2.8
According to the algorithm of the perturbation method proposed by Hori 4 , the vector functions Z and T are obtained, at each order in the small parameter ε, from the following equations: 
4.15
The second equation of the general algorithm, 3.14 can be simplified as described bellow.
From 3.14 , 4.14 , and 4.15 , one finds
4.16
On the other hand,
Thus, introducing 4.16 and 4.17 into 3.14 , one finds
4 
which is the tractability condition 3.9 up to order m. 
In view of this transformation, the Jacobian matrix Δ 1 ζ can be written in terms of the Jacobian matrix
where the superscripts 1 and 2 are introduced to denote the form of the general solution of the undisturbed system described by Z * 0 with respect to the set of constants of integration c 1 , c 2 and c, θ , respectively. Δ C is the Jacobian matrix of the transformation. Since Δ C does not depend on the time t, it follows from 4.15 and 4.18 that
4.25
Finally, we note that the general solution given by 4.21 is more suitable in practical applications than the general solution given by 4.6 , that, in turn, is more suitable for theoretical purposes.
Simplified Algorithm II
In this section, a second simplified algorithm is derived from the general one. Introducing the transformation of variables x,ẋ → c , θ defined by the following equations x c cos t θ ,
4.27
These differential equations are the well-known variation of parameters equations associated to the second-order differential equation 4. 4.28
In this case, 4.1 is transformed into
4.29
These equations define an autonomous system of differential equations. In what follows, the first set of variation of parameters equations, 4.27 , will be considered. Now, introducing the variables z 1 c and z 2 θ , one gets from 4.27 that
4.30
Applying Proposition 3.1, it follows that the undisturbed system 3.2 is given bẏ
and its general solution is very simple,
where c i , i 1, 2, are constants of integration. The Jacobian matrix Δ ζ associated with this general solution is also very simple, and it is given by
where I is the identity matrix. Substituting 4.33 into 3.13 and 3.14 , it follows that
4.34
The subscript II is introduced to denote the second simplified algorithm. is assumed to be zero, since in this second approach:
where O denotes the null matrix. Thus, the general algorithm defined by 3.13 and 3.14 is equivalent to the averaging principle usually applied in the theory of nonlinear oscillations 5, 7 . 
which is the tractability condition 3.9 up to order m.
Application to Nonlinear Oscillations Problems
In order to illustrate the application of the simplified algorithms, two examples are presented. The noncanonical version of the Hori method will be applied in determining second-order asymptotic solutions for van der Pol and Duffing equations. The section is organized in two subsections: in the first subsection, the asymptotic solutions are determined through the first simplified algorithm, and, in the second subsection, they are determined through the second simplified algorithm.
Determination of Asymptotic Solutions through Simplified Algorithm I

Van der Pol Equation
Consider the well-known van der Pol equation:
Introducing the variables z 1 x and z 2 ẋ, this equation can be written in the form:
5.4
As described in preceding paragraphs, two different choices of D m will be made, and two generating functions T m will be determined. Firstly, we present the solution obtained by Hori 4 . (
1) First Asymptotic Solution: Hori's [4] Solution
Following the simplified algorithm I defined by 4.15 and 4.18 , the first-order terms Z * 1 and T 1 are calculated as follows.
Introducing the general solution given by 4.21 of the undisturbed system described by Z * 0 ζ 1 , ζ 2 into 5.4 , with ζ replacing z, one gets
and taking its secular part, one finds
From 4.15 and 4.22 , it follows that Z * 1 is given by
In view of 4.21 , Z * 1 can be written explicitly in terms of the new variables ζ 1 and ζ 2 as follows:
To determine T 1 , the indefinite integral Δ
dt is calculated:
5.10
Thus, from 4.18 , it follows that T 1 is given by
In view of 4.21 , T 1 can be written explicitly in terms of the new variables ζ 1 and ζ 2 as follows:
with Δ ζ D 1 put in the form: 1 is introduced in order to simplify the calculations, and, it is calculated in the second-order approximation as described below.
Following the algorithm of the Hori method described in Section 2, the second-order equation, 2.11 , involves the term Ψ 2 given by
The determination of Ψ 2 is very arduous. The generalized Poisson brackets must be calculated in terms of ζ 1 and ζ 2 through 2.12 , and, the general solution of the undisturbed system, defined by 3.1 , must be introduced. It should be noted that d 
5.15
In order to obtain the same result presented by Hori 4 for the new system of differential equations and the near-identity transformation, the following choice is made for the auxiliary vector d 1 . Taking
it follows from 5.15 that 
5.18
In view of the choice the auxiliary vector d 1 , 5.12 can be simplified, and T 1 is then given by
Computing the indefinite integral Δ
dt and substituting the general solution of the new undisturbed system, it follows that T 2 is given by In order to get the same result presented by Hori 4 , one finds, repeating the procedure described in the preceding paragraphs, that the auxiliary vector d 2 must be taken as follows: 
5.25
These results are in agreement with the ones obtained by Hori 4 using a different approach. 
5.27
Accordingly, the Lagrange variational equations for the new system of differential equations, 5.24 , are given by dc dt
The solution of the new system of differential equations can be obtained by introducing the solution of the above variational equations into 4.21 .
The originalvariables x andẋ are calculated through 2.6 , and the second-order asymptotic solution is 
Since d 1 is a null vector, 5.12 simplifies, and T 1 is given by
Now, repeating the procedure described in the previous section, that is, computing the indefinite integral Δ .
5.40
Following the simplified algorithm I and repeating the procedure described in Section 5. 
5.55
As mentioned before, two different choices of D m will be made, and two generating functions will be determined. 
5.58
