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A new docking model PhDock is presented. The docking process is correlated with global
deformations (normal modes) of a receptor and with reorientations of its side chains. Deforma-
tions are derived from an elastic network model. Microscale motions of individual residues are
generated using a statistical potential derived from a library of conformers. A basin-hopping
Monte Carlo dynamics of a ligand is carried out using the SCC-DFTB energy plus protein - lig-
and Lennard-Jones interactions. The electrostatic contribution is computed using SCC-DFTB
atomic charges (Mulliken and CM3) in the presence of the receptor field, which accounts for
the ligand polarization effects.
1 Introduction
Docking methods of small molecules to protein targets have been extensively developed
in the past few decades. Due to constant increase of available computational power, some
procedures that were previously out of reach become presently possible. We present a
flexible-receptor and flexible-target model that is based on extensive two-scale probing of
receptor configurations, and the ligand dynamics which is based on a QM/MM potential.
The slow-motion, global receptor deformations, are accounted for by considering first few
target normal modes1 derived from an elastic network model2. In turn, faster reorientations
of amino acid side chains allow achieving more energetically favorable interactions by the
ligand. This reorientations are modelled by switching discreet side chain conformations,
taken from a library3, according to a Monte Carlo dynamics using library provided propen-
sities as a stochastic potential. Mezoscopic and microscopic motions are decoupled, except
for the checking of sterical conflicts. In the presence of the receptor with its own dynamics,
a basin-hopping Monte Carlo ligand dynamics is carried out with the potential that com-
bines ligand deformation energy computed using a fast SCC-DFTB QM method, together
with protein-ligand coupling given by Coulomb and Lennard-Jones interactions with the
receptor atoms. The electrostatic contribution is computed using ligand CM3/SCC-DFTB
atomic charges4 in the presence of the receptor, which accounts for electron polarization
effects.
2 Potential Energy Function
The potential used for the ligand minimization and dynamics is defined as follows:
E = ELJ + EES [qCM3 + P; ǫ] + EQM (1)
where ELJ is the Lennard-Jones term computed using Amber94 parameters for the recep-
tor, and a fixed set of LJ parameters for the ligand atoms. The remaining terms represent
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the Coulomb interaction energy with the CM3 charges and polarization corrections to the
ligand charges, as well as the ligand quantum mechanical energy, which is computed using
the SCC-DFTB method, which has an algebraic structure of a Tight-Binding method with
the energy decomposition into the ”band structure” and ”repulsion”:
E =
occ.∑
i
ǫi +
1
2
∑
A 6=B
UAB(|RA −RB|). (2)
The Hamiltonian, however, has an extra term H1µν which includes interactions of intra-
molecular partial charges and interaction with external electrostatic field:
HSCC-DFTBµν := H
DFTB
µν +H
1
µν H
1
µν = Sµν(ΓA + Γ
ext.
A ), ν ∈ A (3)
where ΓA and Γext.A are corresponding potential shifts on atom A, and Sµν is the overlap
matrix. Atomic charges on the receptor are included in ligand SCC-DFTB calculations via
Γext.A shifts:
Γext.A =
∑
n
1
ǫ
Qn
|RA −Rn| (4)
where Qn are the receptor charges, and ǫ scales the strength of the interaction potential.
2.1 CM3/SCC-DFTB Charges
The CM3 procedure computes a correction to the Mulliken charges after the SCC cycle,
which reduces systematic errors of individual bond dipoles:
qk = q
0
k +
∑
k′ 6=k
Tkk′(Bkk′ ) (5)
where qk is the CM3 charge on an atom k, q0k is the original Mulliken charge, Bkk′ is the
Mayer bond order and Tkk′ is a function of the bond orders which determines the amount
of the charge to be transferred from an atom k′ to an atom k:
Tkk′ = DZkZk′Bkk′ + CZkZk′ (Bkk′ )
2. (6)
The C and D coefficients were determined by the parameterization procedure.
3 Sampling Scheme
3.1 Side Chain Conformer Libraries
We use libraries constructed and published by Shetty et al.3. These side chain conformer li-
braries were extracted from high-quality protein structures, they maintain crystallographic
bond lengths and angles, in contrast to traditional rotamer libraries defined in terms of χ
angles under the assumption of idealized covalent geometry. The libraries provide also
backbone φ, ψ dependent propensities for each 40◦ dihedral angle bin, computed from the
conformational populations.
The conventional Metropolis algorithm5 is formulated as a rule which states that tran-
sition from a state A to a state B is accepted with the probability exp (−(EB − EA)/kT ).
This is, however, equal to the ratio PA/PB of the probabilities of states A and B. In this
approach the probabilities are taken from the normalized propensities included in the SCL
libraries.
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Figure 1. An example of a SCL
step. Two randomly selected con-
formations are shown using the CPK
model. Every second conformation
from the SCL0.5 library is drawn us-
ing thin lines.
Destination conformations are drawn with equal
probabilities from the whole ensemble of conformations
allowed by the φ, ψ angles. Frequency of side chain ori-
entation changes for a given residue is determined by
its distance to the ligand. Currently a dumping function
e−(
r
r0
)2 is used with r0 in range of 0.7. . . 1.2 nm.
3.2 Normal Modes
Normal modes are computed using MMTK library6
written by Konrad Hinsen, in the Cα representation of
the protein. The applied potential is defined as follows:
V (~r1 . . . ~rN ) =
∑
i<j
f(r0ij)(rij − r0ij)2
where rij = |~ri − ~rj |, and the pair force constant f(r0ij) is given by the expression:2
k(r0ij) =
{
8.6× 105r0ij − 2.39× 105 r0ij < 0.4nm
128(r0ij)
−6 r0ij ≥ 0.4nm
using nm and kJ/mol units, and depends on residue distance in the reference conformation.
Diagonalization of the second derivatives matrix using a fourier basis gives the modes
mµi and the corresponding frequencies fµ. The resulting atomic displacement vectors for
selected modes (default: the lowest four nonzero modes) are copied from the Cα atoms to
all remaining atoms in each residue.
Let the nm-state be defined as d = (d1 . . . dm) ∈ Rm, where m is the number of
selected modes and dµ can be interpreted as a measure of deformation along the µ-th
selected mode. The receptor atom i displacement is given by:
~ri = ~ri
0 +
∑
µ
dµmµi
The Monte Carlo dynamics using the Metropolis algorithm5 is carried out with the
quadratic potential V (d) =
∑
fµd
2
µ. The temperature does not have any well defined
physical meaning and is treated as a parameter of the model.
3.3 Algorithm
The algorithm consists of a sequence of steps that can be summarized as follows:
draw a step-type with probabilities: nm:scl:rb:ligmin (typically: 1:4:64:1 or 2:4:32:1)
if step-type is nm then
dnew = d+ δ where δ is a random vector in Rm
if step valid and accepted by Metropolis(Enew, E) then
apply deformation resulting from δ to the receptor; find new basin minimum
end if
else if step-type is scl then
draw residue using probabilities given by the dumping function exp(−r2/r20)
draw new conformation from conformations allowed by residue φ, ψ angles
if step valid and accepted with probability PA/PB then
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change side chain orientation; find new basin minimum
end if
else if step-type is rb then
draw transformation being superposition of random, rigid rotation and translation
find new ligand configuration and its basin minimum Enewbasin
if step valid and accepted with probability Metropolis(Enewbasin, Ebasin) then
accept new ligand position and new basin minimum
end if
else if step-type is ligmin then
perform fully flexible ligand minimization
end if
It should be noted the energy minimization, as a part of the basin-hopping scheme, is
unrestricted allowing flexible deformations.
4 Results and Conclusion
The novel, promising multiscale QM/MM flexible docking method (PhDock) was formu-
lated, implemented, and is being tested using a number of biomolecular model systems.
These, in particular, include a short helix with several water molecules and three protein-
ligand complexes with PDB codes: 1ctt, 1ivd and 2qwe. The applied stochastic sampling
procedure located the correct binding modes for the first two complexes. In the last, dif-
ficult case with a deeply buried ligand, the sampling procedure located a few alternative
binding poses on the protein surface. Longer sampling procedures along with refinement
of selected control parameters of the model are being carried out.
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