Speech coding is a very important area that finds civilian and military applications. It can be considered as one of the important stages in speech processing. It is used to compress speech; this is because the speech signal is very redundant. Speech coding has many applications; it is used in digital telephony, in multimedia and in security of digital communications. In this paper, we focused on developing algorithms and methods for a waveform speech coder operating at low bit rate with good quality reconstructed speech signal. Moreover, a new model for linear predictive coding of speech that can be used to produce high quality speech at low data rate is introduced. In this model, we divided the residual (excitation signal) to subframes and made energy and voice / unvoice classifications to choose the best pulses in the residual that give us low bit rate and good quality for the reconstructed speech. Hence, this vocoder forms an excitation sequence which consists of groups of uniformly spaced pulses. During analysis the amplitude and LP coefficients of the pulses are determined. In addition, a new technique in the quantization of the amplitude of each pulse as well as linear prediction parameters is proposed.
Introduction:
Speech coding is an important aspect of modern telecommunications. It deals with the problem of representing the speech signal with the fewest number of bits, while maintaining a good quality of the reconstructed speech with reasonable computational complexity and small delay. To accomplish high quality reconstructed speech at a low bit rate, coding algorithms are applied to remove the redundant information from the speech signal and so a smaller bit rate is required for transmission. Wired communications have very large bandwidths as a result of the introduction of optical fiber, but in wireless and satellite communications bandwidth is limited. On the other hand, multimedia communications and other applications need to store the digitized voice. Reducing the data rate implies that less memory is needed for storage. These applications of speech compression make speech coding an attractive field of research. The encoder (analysis stage) and the decoder (synthesis stage) are the two main components of a speech coder. The encoder encodes the speech signal in a compact form using fewer parameters. The decoder reconstructs the speech signal from those transmitted parameters. The analog speech signal s(t) is first sampled at rate f s 2f max , where f max is the maximum frequency content of s(t). The sampled discrete time signal is denoted by s(n). After that many coding schemes such as PCM (pulse code modulation) or predictive coding are used to encode the signal s(n). In PCM (pulse code modulation) coding, the discrete time signal s(n) is quantized to one of the 2 R levels. Each sample s(n) is represented by R bits. At the decoder, these binary bits are used to reconstruct the speech signal. On the other hand, in predictive coding, the encoder takes a group of samples at a time, extracts parameters from these samples, and then converts those parameters to binary bits. At the decoder, these parameters are used to reconstruct the speech signal. Linear Predictive Coding (LPC) method is one of the most important speech coding techniques for low bit rate speech coding. Since it has been so widely studied and applied [1] - [12] . It was initially developed in the late 1960's. Linear Predictive Coding (LPC) is a type of speech coding that can predict the signal from the past samples depends on the autocorrelation function [13] , [14] . LPC removes the redundancies of a speech signal by modeling the speech signal as a linear all-pole filter, excited by a signal called the excitation signal (residual signal). Speech coders process a certain group of samples called a frame or a segment. In other words, Linear Predictive Coding (LPC) method for speech analysis and synthesis is based on modeling the vocal tract by a time varying all poles model and using it to remove a lot of redundancy in the speech signal [14] , [15] . The speech encoder at the transmitter must determine the filter coefficients and the excitation signal for each frame. The linear predictive coefficients (the filter coefficients) are selected to minimize the energy of the residual signal at the output of the filter for that frame [13] , [16] . This filter is called a linear prediction analysis filter. The speech signal is first filtered through the linear prediction analysis filter. The resulting signal is called the residual signal for that particular frame. At the decoder, the inverse of the linear prediction analysis filter works as the linear prediction synthesis filter, while the residual signal acts as the excitation signal for the linear prediction synthesis filter. In order to reduce the total bit rate, speech coders such as LPC-10 (Linear Predictive Coding with a 10 th -order model) do not transmit the whole residual signal [14] , [15] , [17] . In practical systems, the speech encoder at the transmitter must determine the filter coefficients and the proper excitation signal for each frame. To summarize, the whole model can be decomposed into the following two parts, the analysis part as shown in Fig. 1 (a) and the synthesis part as shown in Fig. 1 (b) . The encoder (analysis part) analyzes the speech signal and produces the error signal. At the receiver, the decoder (synthesis part) takes the error signal as an input. The input is filtered by the synthesis filter 1/A(z), and the output is the speech signal. The error signal e(n) is sometimes called the residual signal or the excitation signal. If the error signal from the analysis part is not used in synthesis, or if the synthesis filter is not exactly the inverse of the analysis filter, the synthesized speech signal will not be the same as the original signal. To differentiate between the two signals, we use the notation Speech signals are non-stationary, and at best they can be considered as stationary over short segments (typically 5-30 ms). Hence, the human speech production process is characterized by two factors: the source excitation and the vocal tract shape. In order to model speech production we have to model these two factors [11] , [14] , [15] , [17] . The vocal tract is modeled as an all-pole transfer function H(z). The vocal tract model H(z) is excited by a discrete time glottal excitation signal e(n) to produce the speech signal s(n).
Analysis-Synthesis Model:
The ideal excitation for linear predictive coding synthesis is the prediction residual (the difference between estimated and exact signal):
In classical linear predictive coding, this excitation is modeled by a pitch periodic impulse sequence for voiced speech and a random noise sequence for unvoiced speech [14] , [15] , [16] , [17] . A different approach is taken in Residual Excited Linear Prediction (RELP), Multi-Pulse Linear Prediction (MPLP) and Regular-Pulse Excitation (RPE) [14] , [15] . ¶ Voiced / unvoiced switch Speech signal 
The Encoder Stage:
In our new model, we intend to improve the linear predictive model to reduce the bit rate of the speech signal while maintaining the perceptual quality of the reconstructed speech. In this model, we use the linear predictive coding method with a 10 th order model for the voiced frame and an 8 th order model is used for the unvoiced frame. The speech is sampled at 8 kHz to generate the linear prediction parameters for each frame. We divide the original speech to main frames. Each of these main frames is filtered to get the residual signal that is also divided to 6 subframes. We make energy classification to the subframes so that the subframe with higher energy will get more pulses than the subframe with lower energy. In addition to that, we make another classification step that classifies the main frames to voiced and unvoiced frames, so that the unvoiced frame will have reduction in the pulses with respect to the voiced frames. The purpose of dividing the residual to 6 subframes and making the energy and voice / unvoice classifications is to choose the best pulses in these subframes that give us low bit rate and good quality for the reconstructed speech.
Encoder Block Diagram:
At the encoder, linear prediction is used for the analysis system to determine the filter coefficients k a and the excitation signal. It is considered that representing the vocal tract by the linear prediction (LP) parameters is a sufficient representation and these parameters still produce a high quality speech. This is true for both voiced and unvoiced frames of the speech. For voiced frames, we used a 10 th order linear predictive coding model, while for unvoiced frames, we use only a 8 th order model, because the speech spectrum of unvoiced sounds is described sufficiently well by the lower order model. The filter essentially represents the vocal tract. For speech sampled at 8 kHz, the determination of the filter coefficients and excitation will usually be every 30 ms (240 samples). In addition to that, it is known that the perfect excitation for the all pole synthesis filter is the residual signal, and a class of linear predictive coders depends on encoding the residual signal efficiently. That means, all the information that has not been captured by linear prediction analysis are carried by the residual excitation such as the phase, pitch information, and zeros due to nasal sounds. In our proposed method, the encoding of the residual is based on selecting the most important pulses in the residual signal rather than encoding all pulses (samples) by dividing the frame to subframes and making proper classification. The block diagram of our new model (Encoder) is shown in Figure 3 . In this model, we divide the original speech signal in time domain to main frames. After that, we classify these main frames to voiced and unvoiced frames using energy threshold where the energy of voiced frames is higher than this threshold value while the energy of unvoiced frames is below this threshold. If the main frame is voiced, this frame will be filtered to get the residual signal that is also divided to 6 subframes. After that , we make energy Proceedings of the 6 th ICEENG Conference, 27-29 May, 2008 EE037 -6 classification to the subframes so that the subframe with higher energy will get more pulses than the subframe with lower energy. If the main frame is unvoiced, the same procedure will be done but there will be no energy classification and all the subframes will have the same number of pulses which is the number chosen for the lowest energy subframe in the voiced frame. At the decoder, an all pole filter for the synthesis system uses the coefficients obtained from the analysis system and the excitation signal to reconstruct the speech signal as shown in Figure 4 . The first step is using voiced / unvoiced information bit. If the frame is voiced, a large number of residual samples are used to reconstruct the residual signal. Then we reconstruct the voiced speech frame by exciting the 10 th order filter that uses LPC coefficients by the reconstructed residual signal. If the frame is unvoiced, a less number of residual samples are used to reconstruct the residual signal. Then we reconstruct the unvoiced speech frame by exciting the 8 th order filter that uses LPC coefficients by the reconstructed residual signal. Every reconstructed speech frame will be multiplied by the gain which will make the energy of the reconstructed frame to be equal to the energy of the original frame. Then we multiply every frame by a Hanning window and make an overlap between every two consequent frames and add these frames to reconstruct the whole speech signal. In our model, an efficient coder operating between 7 and 9 kbps is presented. The value of the bit rate depends on the energy threshold value. At bit rates above 7 kbps, the speech quality of this coder is high. The high quality comes from the emphasis on coding of the perceptually important residual components. In the next section, the quantization process will be described for the amplitudes of the pulses and the Line Spectrum Pairs (LSPs).
The Quantization of the Residual Pulses:
We used an adapted procedure to encode the amplitudes of the residual signal. This procedure decreases the quantization error and produces a high quality reconstructed speech signal. The key of the algorithm used to encode the sample amplitudes is to find the proper scale to make the length of the amplitudes within the range [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] as shown in Table 1 , and then representing the amplitudes using 4 bits (the last bit is the sign bit).after scaling to explore the full resolution. This method can be summarized as follows: Suppose we have amplitudes: a n = [amp1, amp2,…,ampN] where N is the number of the considered pulses, then: 1. Find the maximum absolute value of the amplitudes in the frame (a max ).
If a max multiplied by 10
2 is greater than 1, then the first 2 bits in the frame are [00]. 3. Else if a max multiplied by 10 3 is greater than 1 and a max multiplied by 10 2 is less than 1 then the first 2 bits in the frame are {01}.
Else if a max multiplied by 10
4 is greater than 1 and a max multiplied by 10 3 is less than 1, then the first 2 bits in the frame are {10}. 5. Otherwise, the first 2 bits in the frame are {11}. 6 . If the first two bits are {00}, then multiply all the amplitudes in the frame (a n ) by 100, else if the first two bits are {01}, then multiply all the amplitudes in the frame (a n ) by 1000, else if the first two bits are {10}, then multiply all the amplitudes in the frame (a n ) by 10 4 , otherwise, multiply all the amplitudes in the frame (a n ) by 10 5 as shown in Table 1 . 7. Round the amplitudes in the frame and convert into 4 bits binary number. 1-10 --
The Quantization of LPC Coefficients using LSFs:
We utilized the procedure described in to encode the LPC coefficients. This procedure decreases the quantization error and produces a high quality reconstructed speech signal. The Line Spectral Frequencies (LSF) have a well behaved dynamic range. On the other hand, The LSP coefficients represent the LPC model in the frequency domain and lend themselves to a robust and efficient quantization of the LPC parameters. Therefore, the first LSP represents low frequency components and the last LSP represents high frequency components. Hence, if the LP coefficients are encoded as LSFs, we do not need to spend the same number of bits for each LSF. This is because higher LSFs correspond to the high frequency components and high frequency components have less effect in speech perception. Therefore, higher LSFs can be quantized using fewer bits than lower LSFs. This reduces the bit rate while keeping the speech quality almost the same. The LSPs are related to the poles of the LPC filter H(z) (the zeros of the inverse filter A(z)). Usually, the LSFs are more concentrated around formants. Moreover, spectral sensitivity of each LSF is localized. Hence, in order to allow for efficient and robust quantization the LPC parameters are encoded as LSPs. In addition to these, the LSP Proceedings of the 6 th ICEENG Conference, 27-29 May, 2008 EE037 -9 parameters are an ordered set of values between 0 and π (ascending order). In this section, we developed a procedure to encode the LSPs coefficients in a robust way with regard to quantization. This procedure can be summarized as follows: 1. Multiply all LSPs by (0.5/ π ), to make the range of LSP between 0-0.5. 2. Scale the first LSP to fit into a 6 bits binary number. 3. Convert the result to binary number using (6 bits). 4. Subtract from all other LSPs in the same frame the value found in the step 2 above. 5. Round the result found in the previous step. 6. Convert the value found in the previous step into binary number. 7. Subtract from all other LSPs in the same frame the value found in step 5 above. 8. Repeat steps (5-7) until finish all LSPs. The number of bits used from LSP(2) to LSP(10) are {6/6/6/5/5/4/3/3/3}.
The Total Bit Rate:
We divide the speech signal to main frames with 30 ms duration (240 samples). Then each of these main frames is filtered to get the residual signal that is also divided to 6 subframes. So each subframe has a duration of 5 ms (40 samples).The filtering process is done using 10 LPC coefficients for the voiced frame and using 8 LPC coefficients for the unvoiced frame. If the main frame is voiced, we make energy classification to the subframes by sorting the energies of these subframes, where the subframe with higher energy get more pulses than the subframe with lower energy. We give each of the highest 2 subframes with respect to energy 13 pulses which means 1/3 of the 40 pulses (pulse rate 1:3). The selection of the 13 pulses is discussed in the following paragraph: We divide each of the residual signal in these 2 subframes into 3 residual signals where the 1 st residual signal contains the pulses (1,4,7,10,….etc) and the 2 nd residual signal contains the pulses (2,5,8,11,…etc) and the 3 rd residual signal contains the pulses (3,6,9,12,…etc). After that, we select the residual signal that has the highest energy. If the highest energy is the energy of the 1 st residual signal, then the lag and lead bits are {00}. If the highest energy is the energy of the 2 nd residual signal, then the lag and lead bits are {01}. If the highest energy is the energy of the 3 rd residual signal, then the lag and lead bits are {10}. We give the next highest subframe with respect to energy 10 pulses which means 1/4 of the 40 pulses (pulse rate 1:4). These 10 pulses are selected in the same procedure for selecting the 13 pulses discussed before while in this case the residual signal in this subframe is divided to 4 residual signals and then we select the highest residual signal with respect to energy and here we also need only two bits for the lag and lead. The next highest subframe is given 8 pulses which means 1/5 of the 40 pulses (pulse rate 1:5). These 8 pulses are also selected in the same procedure for selecting the 13 pulses Proceedings of the 6 th ICEENG Conference, 27-29 May, 2008 EE037 -10 discussed before but in this case we need 3 bits for the lag and lead because the residual signal in this subframe is divided into five residual signals. Finally, the lowest 2 subframes get 6 pulses which means 1/6 of the 40 pulses (pulse rate 1:6) and in the same manner we select the best 6 pulses in each of these subframes and 3 bits is needed for the lag and lead for each subframe because the residual signal in each subframe is divided into six residual signals. Consequently, each of the voiced frames will have 56 pulses and 15 bits for the lag and lead as shown in Table 2 . If the main frame is unvoiced, all the subframes will get 6 pulses which mean 1/6 of the 40 pulses (pulse rate 1:6). In this case, we select the best 6 pulses in each of these subframes in the same manner as discussed before and 3 bits is needed for the lag and lead for each subframe because the residual signal in each subframe is divided into six residual signals.
And thus each of the unvoiced frames will have 36 pulses and 18 bits for the lag and lead as shown in Table 3 . Finally in Table 4 , we show the total bits for each main voiced and unvoiced frame. We use 4 bits for quantizing each pulse and two bits for the scale code. For the case of using 10 LPC coefficients for the voiced main frame, we will need {6/6/6/6/5/5/4/3/3/3} bits for LSP(1) to LSP(10) which means we need 47 bits for representing these coefficients. While in the case for using 8 LPC coefficients for the unvoiced frame, we will need {6/6/5/5/4/4/3/3} bits for LSP(1) to LSP(8) which means we need 36 bits for representing these coefficients. We give 6 bits for energy value which is the energy of the original voiced frame that will be used for the gain at the decoder. If all frames are voiced frames which is the worst case (this case is impossible), the number of bits for each main frame will equal to 294 bits/frame, and then the data rate (R) can be computed as: R = 294 (bits/frame) * 33.3 (frame/sec) = 9800 bits/sec. Hence, in the worst case, we have a total bit rate equal to 9.8 kbps with high quality reconstructed speech. But with the case of voiced and unvoiced frames, the data rate will be less than 9 kbps.
Advantages of the Model:
The advantages of our model can be summarized as follows:
• The coder operates between 7 and 9 kbps.
• A good quality is achieved for the reconstructed speech signal.
• The transmitted power is reduced as a result from reducing the bit rate • There is no dependency on the pitch in our model.
• The model is characterized by its low complexity and small delay.
• It allows for error detection and correction procedure.
• It has an efficient coding procedure. 
Conclusions:
In this research, we developed a technique to reduce the bit rate while preserving the quality of the speech by extracting some parameters from time domain (LP coefficients, residual pulses, energy value and lag and lead bits).
After that, we used efficient techniques to quantize these parameters, by using two different quantization procedures. Hence, the development of a low bit rate speech coder based on the linear prediction was presented. Computationally efficient techniques and algorithms were presented which have resulted in reconstructed speech of good quality and intelligibility at bit rate from 7 to 9 kbps. Experimental results proved that this system is graded "good" at its worst level. Hence, in this Model, we presented an efficient vocoder operating between (7 to 9 kbps) depending on energy threshold in the decision process (weather the speech frame is voiced or unvoiced), since this threshold value determines the number of pulses used to encode the residual signal. The speech quality of this vocoder at bit rates above 7 kbps is high because of the emphasis on coding of the perceptually important residual components.
