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Abstract
We solve the dynamics of an ensemble of interacting rotors coupled to two leads at
different chemical potential letting a current flow through the system and driving it out
of equilibrium. We show that at low temperature the coarsening phase persists under the
voltage drop up to a critical value of the applied potential that depends on the charac-
teristics of the electron reservoirs. We discuss the properties of the critical surface in the
temperature, voltage, strength of quantum fluctuations, and coupling to the bath phase
diagram. We analyze the coarsening regime finding, in particular, which features are
essentially quantum mechanical and which are basically classical in nature. We demon-
strate that the system evolves via the growth of a coherence length with the same time
dependence as in the classical limit, R(t) ≃ t1/2 – the scalar curvature driven universality
class. We obtain the scaling function of the correlation function at late epochs in the
coarsening regime and we prove that it coincides with the classical one once a prefactor
that encodes the dependence on all the parameters is factorized. We derive a generic
formula for the current flowing through the system and we show that, for this model, it
rapidly approaches a constant that we compute.
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1 Introduction
Quantum mechanics determines the behavior of physical systems at atomic and subatomic
scales. The search for quantum effects at macroscopic scales started soon after the development
of quantum mechanics. A number of quantum manifestations at such scales have been found
including quantum tunneling of the phase in Josephson junctions [1] or resonant tunneling of
magnetization in spin cluster systems [2].
Dynamic issues in isolated quantum many-body systems are the focus of active research.
Some of the problems that are currently being studied theoretically are: the time evolution of
the entropy of entanglement in spin systems [3], the nature of non-equilibrium steady states in
small quantum systems driven out of equilibrium [4, 5] due to their relevance for nano-devices,
quantum annealing techniques [6], and the density of defects left over after a gradual change
in a parameter [7]. The influence of an environment on the dynamics of quantum systems was
also dealt with in a number of cases such as the spin-boson model [1], disordered spin chains
coupled to bosonic baths [8], or an electronic ring coupled to leads and further driven by a
time-dependent field [9, 10].
Once the interest is set upon macroscopic systems, the question as to whether these undergo
phase transitions naturally arises. The theory of equilibrium classical and quantum phase
transitions is well developed. Non-equilibrium phase transitions in which quantum fluctuations
can be neglected are also quite well understood. These are realized when a system is forced in a
non equilibrium steady state (by a shear rate, an external current flowing through it, etc.) [11,
12, 13, 14] or when it just fails to relax (e.g. after a quench) and displays aging phenomena [15,
16]. In contrast, the effect of a drive on a macroscopic system close to a quantum phase
transition is a rather unexplored subject. Some works have focused on non-linear transport
properties close to an (equilibrium) quantum phase transition [17, 18, 19]. Others have studied
how the critical properties are affected by non-equilibrium drives [20, 21, 22]. However, a
global understanding of phase transitions in the control parameter space T, V, Γ, with T
the temperature, V the driving strength, and Γ the strength of quantum fluctuations, is still
lacking. Furthermore, to the best of our knowledge, the issue of the relaxation toward the
quantum non-equilibrium steady state (QNESS) has not been addressed in the past.
In this paper we extend our study of driven quantum phase transitions and coarsening
phenomena started in [23]. We study a class of analytically tractable models, systems of
M-component N quantum rotors that encompass an infinite range spin-glass and its three
dimensional pure counterpart modeling coarsening phenomena. As discussed in [24] models of
quantum rotors are non-trivial but still relatively simple and provide coarse-grained descriptions
of physical systems such as Bose-Hubbard models and double layer antiferromagnets. The
system is coupled to two different external electron reservoirs that lead to a current flowing
through it and driving it out of equilibrium. (For a two-dimensional model the current flows
perpendicular to it, see the sketch in Fig. 1 of [20].) In the simplest setting [20] each rotor
is coupled to independent reservoirs; more realistic couplings are discussed in [22]. Using the
Schwinger-Keldysh formalism [25, 26] we obtain the complete out of equilibrium dynamics of
these models in the large M limit. We show that at sufficiently low T, V,Γ, see Fig. 1, the
system never reaches a QNESS and ages with remarkable universal properties. We study the
critical properties of the phase transitions, in particular in the vicinity of the (drive-induced)
4
Figure 1: Non-equilibrium phase diagram of the fully connected driven quantum rotor model
with an infinite number of components.
quantum out of equilibrium critical point V¯c at Γ = 0, T = 0 and the “usual” quantum critical
point Γ¯c at V = 0, T = 0. We analyze in detail the relaxation in the coarsening regime and
uncover the scaling properties of correlation functions and linear response. We derive a general
formula for the current flowing through the system under such a voltage drop and we analyze
its dependence on the dynamics of the system. Some of these results were announced recently
in [23].
2 The model
2.1 System of disordered quantum rotors
The model we focus on is a quantum disordered system made of N M-component rotors in-
teracting via random infinite-range couplings [27]. We consider a fully-connected (mean-field)
model where there is no underlying geometry: each rotor is equivalently coupled to all the
others. The Hamiltonian is given by
HS =
Γ
2M
N∑
i=1
L2i −
M√
N
∑
i,j<i
Jij ni · nj . (2.1)
nµi (µ = 1 . . .M) are the M components of the i-th rotor. The coordinates n
µ
i constitute a
complete set of commuting observables. The scalar product ni ·nj is given by
∑M
µ=1 n
µ
i n
µ
j . The
length of rotors is fixed to unity: ni ·ni = 1, ∀ i = 1 . . .N . The strengths Jij’s are taken from a
Gaussian distribution with zero mean and variance J2. J controls the strength of disorder. Li
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Figure 2: Density of states (DOS) of type A reservoirs. µ0 and µ0 + eV are the left and right Fermi levels,
respectively. The left reservoir is half-filled.
is the i-th generalized angular momentum operator which M(M − 1)/2 components are given
by
Lµνi = −i~
(
nµi
∂
∂nνi
− nνi
∂
∂nµi
)
for 1 ≤ µ < ν ≤M , (2.2)
L2i =
∑
µ<ν(L
µν
i )
2 [24, 27].
Γ acts like a moment of inertia and controls the strength of quantum fluctuations; when
~
2Γ/J → 0 the model approaches the classical Heisenberg fully-connected spin-glass. In the
largeM limit it is equivalent to the quantum fully-connected p = 2 (or Sherrington-Kirkpatrick)
spherical spin-glass [28, 29]. The classical mapping to ferromagnetic coarsening in the O(N )
model with N →∞ [16] holds, as we shall show in Sect. 5.5.3, for the quantum model as well.
2.2 Reservoirs of electrons
The system is coupled to two, ‘left’ (L) and ‘right’ (R), reservoirs of electrons. These inde-
pendent reservoirs are both in equilibrium at inverse temperature βL and βR. The situation
βL 6= βR would create a heat flow from one reservoir to the other. We are interested in the
simpler case in which βL = βR ≡ β ≡ T−1 (kB = 1). An electric current is forced by imposing
different chemical potentials, µL = µ0 and µR = µ0 + eV (where −e is the electric charge of
one electron). eV is the strength of the drive. As eV/J → 0, the effect of the reservoirs on the
system approaches the one of an equilibrium bath at temperature T . The details of the reservoir
Hamiltonians HL and HR are not important since only the electronic Green’s functions matter
in the small rotor-bath coupling we concentrate on. We consider the simple case in which left
and right fermionic reservoirs have the same density of states (DOS) ρL = ρR = ρ. Moreover,
we focus on simple cases in which the shape of the DOS is controlled by only one typical energy
scale ǫF . In the rest of this paper, we often consider the limit in which ǫF is much larger than
all the other energy scales involved. In this limit the results become independent of the detailed
functional form of the DOS. We also give some results for finite ǫF using the specific DOS that
we introduce below.
6
Figure 3: An example of type A reservoir: the semi-circle density of states (half-filled).
2.2.1 DOS with a finite bandwidth
We first consider regular DOS which have a finite typical width (finite bandwidth) controlled
by ǫF and µ0 is set around the maximum of the distribution. In the limit where ǫF is very
large, they can be seen as almost flat distributions. We call ǫcut the finite energy cut-off beyond
which the DOS vanishes, ρ(|ǫ| > ǫcut) = 0. Since the DOS we consider have a single energy
scale ǫF , ǫcut should scale with ǫF . Notice that a finite ǫcut constrains the voltage not to exceed
eVmax = ǫcut − µ0 since the right reservoir is then completely filled and therefore it cannot
accept more fermions.
We call reservoir of type A a half-filled1 reservoir the DOS of which has a finite bandwidth
controlled by ǫF and is symmetric and derivable in the vicinity of its maximum (see Fig. 2).
The simplest example of a type A reservoir is given by the semi-circular DOS (see Fig. 3),
ρA(ǫ) ≡ 2
πǫF
√
1−
(
ǫ− ǫF
ǫF
)2
, (2.3)
that is symmetric and centered around ǫF . Here ǫcut = 2ǫF . We choose µ0 = ǫF so that the
reservoirs are half-filled at zero drive (eV = 0). In this case, at T = 0, the voltage applied
between both reservoirs cannot exceed eVmax = ǫcut − µ0 = ǫF .
Type B reservoirs have finite bandwidth but no energy cut-off: ǫcut = eVmax → ∞. A
realization of these reservoirs is given by the following DOS [see Fig. 4(a)]
ρB(ǫ) ≡ α
ǫF
√
ǫ
ǫF
e
− 1
2
(
ǫ
ǫF
)2
, (2.4)
where α ≈ 0.97 is a numerical constant fixed by normalization. The maximum of this distri-
bution is located at ǫF/
√
2. This reservoir is half-filled for µ0 ≈ 0.95 ǫF . This distribution
resembles the semi-circular one in the sense that they both start with a square root behavior,
have a maximum, and a bandwidth of order ǫF . In contrast, the DOS in eq. (2.4) is different
from zero at all finite ǫ and one can exploit this feature to apply strong voltages.
1Half-filled means that half the total number of available states are occupied:
∫ µ0
−∞
dǫρ(ǫ) = 1
2
at T = 0.
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Figure 4: Two examples of type B reservoirs. (a) The distribution ρB vanishes asymptotically. (b) The square
root distribution diverges asymptotically.
2.2.2 DOS at low energy
In the previous examples (ρA and ρB), we focused on values of µ0 corresponding to high energy
states where the DOS is regular. We are also interested in studying cases where µ0 is centered
around low energy states. To analyze these cases, we focus on a DOS which reads [see Fig. 4(b)]:
ρC3d(ǫ) ≡ 3
4
√
2ǫF
√
ǫ
ǫF
. (2.5)
This square root behavior is actually the one of the 3d free fermions reservoir. In this case
ǫF is of the order of the hopping term for the free fermions. Since we shall only focus on the
low energy states of the reservoir, we can neglect the non trivial high energy structure of the
reservoir and take the DOS equal to zero for ǫ > 2ǫF .
For the 2d free fermions, the density of states is given by
ρC2d(ǫ) ≡ 1
2ǫF
, (2.6)
whereas for the 1d free fermions, the density of states is given by
ρC1d(ǫ) ≡ 1
2
√
2ǫF
√
ǫF
ǫ
(2.7)
and, as for ρC3d, we take these two densities of states to be equal to zero for ǫ > 2ǫF .
2.3 Coupling between the system and the reservoirs
An electron hop from the L(R) reservoir to the R(L) reservoir is linearly coupled to each rotor
component:
HSB = −
√
M
Ns
N∑
i=1
M∑
µ=1
Ns∑
k,k′=1
M∑
l,l′=1
Vkk′ n
µ
i [ψ
†
Likl σ
µ
ll′ ψRik′l′ + L↔ R] , (2.8)
where ψ†Likl is the l-th component of anM-component spinor operator that creates an additional
fermion with energy ~ωk in the L reservoir associated to the i-th rotor. k labels the electron
8
energy inside the reservoirs, Ns is the total number of states in each reservoir. σ
µ are the
generalized Pauli matrices for SU(M) of dimension M×M with M2 − 1 = M . They are
chosen to be normalized such that Tr σµσν = δµν . Vkk′ are the rotor-environment coupling
parameters chosen to be constant: Vkk′ = ~ωc. HSB is O(MN) invariant.
3 The dynamics
3.1 Quench setup
The system is initially prepared (at times t < 0) in such a way that its initial configuration
(at time t = 0) is neither correlated with disorder (Jij’s) nor with the reservoirs. This can be
realized, for instance, by coupling the system to an equilibrium bath at temperature T0 ≫ J,Γ
so that any correlation in the system is suppressed. At time t = 0 the quench is performed
by suddenly coupling the system to the L and R reservoirs. These are supposed to be “good
reservoirs” in the sense that their properties are not affected by the state of the system.
This setup generates non-equilibrium dynamics at times t > 0 for multiple reasons. First
of all, the rapid quenching procedure puts the system in a non-equilibrium initial condition
with respect to its new environment. Moreover, the latter is not an equilibrium bath but a
bias drive the role of which is to constantly destabilize the system. Finally, as a consequence
of its disordered interactions, the system of rotors experiences intrinsic difficulties to reach
equilibrium. Indeed, even if it were embedded within an equilibrium environment it would
show a glassy phase [29, 31] in some parts of the phase diagram.
Since system and reservoirs are decoupled at times t < 0, the initial density matrix of the
whole system is given by
̺(t = 0) = ̺S(t = 0)
N
⊗
i=1
̺Li
N
⊗
i=1
̺Ri . (3.1)
̺Li/Ri corresponds to the equilibrium density matrix of the L/R reservoir associated with the
i-th rotor. The system of rotors being prepared at very high temperature, its initial density
matrix is the identity in the rotors space:
̺S(t = 0) ∝ IS . (3.2)
All these density matrices are normalized to be of unit trace. The t > 0 evolution of the whole
system plus environment is encoded in
̺(t) = U(t, 0) ̺(0) [U(t, 0)]† , (3.3)
where the unitary evolution operator is given by U(t, 0) ≡ Te− i~
∫ t
0
dt′ H(t′) with H = HS +HL+
HR+HSB and T the time-ordering operator (see Appendix A). We analyze the non-equilibrium
dynamics using the Schwinger-Keldysh formalism (see [26] for a modern review) that we briefly
introduce in the following lines.
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3.2 Schwinger-Keldysh formalism
The Suzuki-Trotter decomposition of the two unitary evolution operators that appear in
Z ≡ lim
τ→∞
Tr U(τ, 0) ̺(0) [U(τ, 0)]† = 1 , (3.4)
yields a path-integral involving two sets of fields with support on two different branches. The
first ones are time-integrated on a forward branch from t = 0 to +∞. In the following, these
fields carry a + superscript. The other ones are time-integrated on a backward branch from
+∞ to 0 and carry a − superscript. These two branches constitute the Keldysh contour C, see
Fig. 5. The identity (3.4) can now be expressed as a path integral,
Z =
∫
c
D[n±,ψ±, ψ¯±] e i~S 〈n+(0), ψ¯+(0)|̺(0)|n−(0),ψ−(0)〉 , (3.5)
where we collected all the nµai fields into the notation n
a, and all the fermionic fields ψaαi and
their Grassmannian conjugates intoψa and ψ¯
a
(with a = ±). 〈n+(0), ψ¯+(0)|̺(0)|n−(0),ψ−(0)〉
is the matrix element of the density matrix which has support at time t = 0 only. The action
S is a functional of all these fields:
S =
∑
a=±
a
∫ ∞
0
dt L([na,ψa, ψ¯a]; t) . (3.6)
The Lagrangian is given by L = LS + LSB + LL + LR with
LS([na]; t) = M
2Γ
∑
i
n˙ai (t)
2 +
M√
N
∑
i,j<i
Jij n
a
i (t) · naj (t) , (3.7)
LSB([na,ψa, ψ¯a]; t) =
√
M
~ωc
Ns
∑
iµkk′ll′
nµai (t) [ψ¯
a
Likl(t) σ
µ
ll′ ψ
a
Rik′l′(t) + L↔ R] . (3.8)
LL and LR are the Lagrangians of the free fermions in the L and R reservoirs. The index ‘c’ at
the bottom of the integral sign in eq. (3.5) is here to remind us that the integration is performed
over fields satisfying the constraint that each rotor has a fixed unit length: nai (t)
2 = 1 ∀ a, i, t.
The path-integral formalism gives a nice way to restore an unconstrained integration over all
fields nai by the introduction of Lagrange multipliers z
a
i :∫
c
D[na] =
∫
D[na]
∏
i,t
δ(1− nai (t)2) (3.9)
=
∫
D[na, z a] exp
(
i
~
∫ ∞
0
dt a
M
2
∑
i
zai (t)
(
1− nai (t)2
))
. (3.10)
where we used the integral representation of the delta function (see Appendix A) and collected
the new auxiliary real fields zai into the notation z
a. In terms of a Lagrangian, this gives rise
to the new term
LLM([na, z a]; t) = M
2
∑
i
zai (t)[1− nai (t)2] . (3.11)
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Figure 5: The Keldysh contour C goes from 0 to +∞ and then back to 0. The Keldysh action involves forward
fields (that live on the +branch of C) that are time-integrated from 0 to +∞ and backward fields (that live on
the −branch of C) and are time-integrated from +∞ to 0.
3.3 Macroscopic observables
We are interested in the macroscopic dynamics of the rotors after an infinitely rapid quench and
we wish to give an answer to the following questions (among others). Does the system reach
a steady state? Does a steady state current establish? What are the long-time dynamics?
We first obtain an effective generating functional for the rotors by expanding the system-
drive interaction up to second order in the coupling, integrating away the fermionic degrees of
freedom, and averaging over the disorder distribution.
Introducing the external real fields ηaiµ(t) that we collect in the notation η
a(t) (a = ±), the
generating functional Z[η±] reads
Z[η±] ≡
∫
D[n±, z±,ψ±, ψ¯±] e i~S[n±,z±,ψ±,ψ¯±,η±] 〈n+(0), ψ¯+(0)|̺(0)|n−(0),ψ−(0)〉 , (3.12)
where we introduced the source term
S 7−→ S + ~
∑
a=±
∫
dt
∑
i
∑
µ
nµai (t)η
µa
i (t) . (3.13)
The generating functional obeys the normalization property Z[η± = 0] = Z = 1 which is a
fundamental feature of the Keldysh formalism in this setup (see eq. (3.4) and Sect. 5.1). One
has
〈nµai (t)〉 = −
i
Z
δ Z[η±]
δηµai (t)
∣∣∣∣
η±=0
, (3.14)
where we introduced the notation
〈 · · · 〉 ≡
∫
D[n±, z±,ψ±, ψ¯±] · · · e i~S〈n+(0), ψ¯+(0)|̺(0)|n−(0),ψ−(0)〉 . (3.15)
Notice that one can distinguish this bracket notation from the quantum statistical average that
we denote similarly by the occurrence of Keldysh indices inside the brackets. However, they
coincide in the case of one time observables, e.g.
〈nµi (t)〉 = 〈nµai (t)〉 , (3.16)
with a = + or − equivalently if the observable is time-reversal invariant.
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3.3.1 Keldysh Green’s functions
We introduce the two-time Green’s functions G abijµν(t, t
′), defined on the Keldysh contour (a, b =
±), as
〈nµai (t)nνbj (t′)〉 = −
1
Z
δ2Z[η±]
δηµai (t)δη
νb
j (t
′)
∣∣∣∣∣
η±=0
≡ i~G abijµν(t, t′) . (3.17)
nµai being real fields, one has the following time-reversal property
G abijµν(t, t
′) = G bajiνµ(t
′, t) . (3.18)
In the operator formalism, the Keldysh Green’s functions read
i~G abijµν(t, t
′) = Tr
[
TC n
µ
iH(t, a) n
ν
jH(t
′, b) ̺(0)
]
, (3.19)
where nµiH(t, a) denotes the Heisenberg representation of the operator n
µ
i at time t and on the
a-branch of the Keldysh contour. TC is the time-ordering operator acting with respect to the
relative position of (t, a) and (t′, b) on the Keldysh contour C (see Appendix A).
We define the macroscopic Keldysh Green’s functions by summing over the N rotors and
each of their M components
Gab(t, t′) ≡ 1
N
N∑
i=1
M∑
µ=1
G abiiµµ(t, t
′) . (3.20)
From the identity (3.19), one establishes two relations between the four Green’s functions
G++(t, t′) = G−+(t, t′)Θ(t− t′) +G+−(t, t′)Θ(t′ − t) ,
G−−(t, t′) = G+−(t, t′)Θ(t− t′) +G−+(t, t′)Θ(t′ − t) , (3.21)
leading to
G++ +G−− = G+− +G−+ ,
G++(t, t′)−G−−(t, t′) = sign(t− t′) [G−+(t, t′)−G+−(t, t′)] . (3.22)
3.3.2 Self correlation
We define the macroscopic two-time correlation as
C(t, t′) ≡ 1
N
N∑
i=1
1
2
〈n+i (t) · n−i (t′) + n−i (t) · n+i (t)〉 (3.23)
=
i~
2
[
G+−(t, t′) +G−+(t, t′)
]
=
i~
2
[
G−−(t, t′) +G++(t, t′)
]
. (3.24)
It is symmetric in its time arguments C(t, t′) = C(t′, t). Given the constraint n(t) · n(t) = 1, it
is one at equal times: C(t, t) = 1. The two-time correlation function is the simplest non-trivial
quantity giving information on the dynamics of a system. In particular, a loss of its time
translational invariance (TTI) is a signature of aging.
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3.3.3 Self linear response
The response at time t of the observable nµi to an infinitesimal perturbation performed at a
previous time t′ on an observable fµi linearly coupled to n
µ
i is defined as
Rµi (t, t
′) ≡ δ〈n
µ
i (t)〉
δfµi (t
′)
∣∣∣∣
fµi =0
, (3.25)
with the modified Hamiltonian
H 7−→ H − fµi nµi . (3.26)
Causality ensures that the response vanishes if t < t′. We define the macroscopic linear response
as
R(t, t′) =
1
N
N∑
i=1
M∑
µ=1
Rµi (t, t
′) . (3.27)
The functional derivative with respect to fµi (t
′) in eq. (3.25) can be written in terms of the
source fields ηµ±i (t
′) since fµi appears to play a similar role in the action functional:
δ
δfµi (t
′)
←→ 1
~
(
δ
δηµ+i (t
′)
− δ
δηµ−i (t′)
)
. (3.28)
Therefore we obtain a Kubo relation, stating that the response can be expressed in terms of
two-time Green’s functions:
R(t, t′) = − 1
N
N∑
i=1
M∑
µ=1
i
~
1
Z
(
δ2Z[η±]
δηµai (t)δη
µ+
i (t
′)
∣∣∣∣
η±=0
− δ
2Z[η±]
δηµai (t)δη
µ−
i (t
′)
∣∣∣∣
η±=0
)
= Ga−(t, t′)−Ga+(t, t′) with a = + or − equivalently
=
1
2
[
G−−(t, t′) +G+−(t, t′)−G++(t, t′)−G−+(t, t′)]
=
[
G+−(t, t′)−G−+(t, t′)]Θ(t− t′) , (3.29)
where we made use of the relations (3.21).
Finally the four Keldysh Green’s functions Gab(t, t′) can be re-expressed in terms of a couple
of physical observables (namely correlation and response):
i~Gab(t, t′) = C(t, t′)− i~
2
[aR(t′, t) + bR(t, t′)] . (3.30)
3.3.4 Keldysh rotation
The Keldysh rotation of the fields is a change of basis that simplifies the expressions of the
physical observables such as the correlation C and the response R in terms of Green’s functions.
Moreover the connection with the Martin-Siggia-Rose generating functional in the classical limit
is more straightforward in this representation [26, 31]. One introduces new fields as{
2 n
(1)
i ≡ n+i + n−i ,
~ n
(2)
i ≡ n+i − n−i ,
(3.31)
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and the inversion relation
nai = n
(1)
i + a
~
2
n
(2)
i . (3.32)
We define the Green’s functions of these new fields as i~Grs(t, t′) ≡ 1/N ∑Ni=1〈nri (t) · nsi (t′)〉
with r, s = (1), (2). We have
i~G(11)(t, t′) = C(t, t′) , i~G(12)(t, t′) = −iR(t, t′) ,
i~G(21)(t, t′) = −iR(t′, t) , i~G(22)(t, t′) = 0 . (3.33)
The fact that G(22) vanishes identically is very general and can be tracked back to be a conse-
quence of causality. The unit length constraint imposed on the rotor coordinates, nai (t) ·nai (t) =
1, becomes an orthogonality constraint between the fields in the new basis, n
(1)
i (t) ·n(2)i (t) = 0,
and a relation between their norms: n
(1)
i (t)
2
+ ~
2
4
n
(2)
i (t)
2
= 1.
3.3.5 Bosonic FDT
When the system of rotors is in equilibrium at a given temperature β−1, the fluctuation-
dissipation theorem (FDT) holds (in its bosonic version) giving an extra relation between the
Green’s functions. In Fourier space (see Appendix A for our Fourier conventions) it reads
C(ω) = ~ coth (β~ω/2) Im R(ω) . (3.34)
For completeness, we derive this theorem in Appendix D.2.
4 The influence of the fermion baths
4.1 Self-energy
We treat the interactions with the environment in perturbation theory up to second order in
the coupling. After the fermionic degrees of freedom are integrated out, the resulting effective
action for the rotors acquires an extra term encoding the effects of the reservoirs. The detailed
computation, given in Appendix D.1, yields
Seff = SS + SLM + S
(2)
SB , (4.1)
with
i
~
S
(2)
SB[s
(1), s(2)] =
1
2
M
∑
rs=(1),(2)
∫∫ ∞
0
dt dt′ ΣrsB (t, t
′)
N∑
i=1
nri (t) · nsi (t′) , (4.2)
and the four self-energy components
Σ
(22)
B = 2(~ωc)
2 Re
[
GKLG
K
R
∗ − ~2/4 (GALGAR∗ +GRLGRR∗)] ≡ −ΣKB , (4.3)
Σ
(21)
B = −2i(~ωc)2 Re
[
GRLG
K
R
∗
+GKLG
R
R
∗] ≡ iΣRB , (4.4)
Σ
(12)
B = 2i(~ωc)
2 Re
[
GALG
K
R
∗
+GKLG
A
R
∗] ≡ −iΣAB , (4.5)
Σ
(11)
B = 0 . (4.6)
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The fact that Σ
(11)
B vanishes identically is a consequence of causality. Similarly to what we have
done in Sect. 3.3.4 we renamed Σ
(22)
B , Σ
(21)
B and Σ
(12)
B into Σ
K
B , Σ
R
B and Σ
A
B. These real functions
are usually referred to as the Keldysh, retarded and advanced components of the self-energy.
GKα , G
R
α and G
A
α are the Keldysh, retarded and advanced Green’s functions of the free electrons
in the α-reservoir respectively (see Appendix B.1). Using their properties under time reversal
(see Appendix B.2), we establish
ΣKB (τ) = Σ
K
B (−τ) , ΣRB(τ) = −ΣAB(−τ) . (4.7)
These relations reduce the number of independent self-energy components to two (namely ΣKB
and ΣRB). Plugging the expressions of the fermionic Green’s functions given in Appendix B.1,
we obtain
ΣKB (τ) = −
1
2
(~ωc)
2〈〈
[
tanh(β
ǫL − µL
2
) tanh(β
ǫR − µR
2
)− 1
]
cos
(
ǫL − ǫR
~
τ
)
〉L〉R , (4.8)
ΣRB(τ) =
1
~
(~ωc)
2〈〈
[
tanh(β
ǫL − µL
2
)− tanh(β ǫR − µR
2
)
]
sin
(
ǫL − ǫR
~
τ
)
〉L〉RΘ(τ) . (4.9)
The notation 〈〈 · · · 〉L〉R stands for
∫
dǫL dǫR ρL(ǫL)ρR(ǫR) · · · . The Fourier transforms read
ΣKB (ω) = −
1
2
π~(~ωc)
2〈〈
[
tanh(β
ǫL − µL
2
) tanh(β
ǫR − µR
2
)− 1
]
× [δ(~ω − ǫLR) + δ(~ω + ǫLR)]〉L〉R , (4.10)
Re ΣRB(ω)=−(~ωc)2〈〈
[
tanh(β
ǫL − µL
2
)− tanh(β ǫR − µR
2
)
]
pv
ǫLR
(~ω)2 − ǫLR2 〉L〉R ,
Im ΣRB(ω) =
1
2
π~(~ωc)
2〈〈
[
tanh(β
ǫL − µL
2
)− tanh(β ǫR − µR
2
)
]
× [δ(~ω − ǫLR)− δ(~ω + ǫLR)]〉L〉R , (4.11)
where ǫLR ≡ ǫL − ǫR. Since ΣKB (τ) is a real and even function of τ , ΣKB (ω) is also a real and
even function of ω. ΣRB(τ) being real, Σ
R
B(ω) is Hermitian: Σ
R
B(ω) = Σ
R
B(−ω)∗.
4.2 Some limits
Expressions (4.10) and (4.11) of the Keldysh and retarded self-energies are somehow cumber-
some. We simplify them here in some physical limits. These expressions are heavily used in
the rest of this work.
4.2.1 Zero drive
The L and R reservoirs constitute an equilibrium bath for the rotors as soon as they share the
same temperature and the strength of the drive is set to zero (µL = µR, eV = 0). In this case,
the fluctuation-dissipation theorem applies to the bath, and gives an extra relation between the
bath self-energy components. It reads
ΣKB (ω) = ~ coth
(
β
~ω
2
)
Im ΣRB(ω) . (4.12)
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Ultimately the number of independent self-energy components reduces to one. We checked in
Appendix D.2 that the expressions (4.10) and (4.11) comply with the FDT in the equilibrium
case.
4.2.2 Low frequency
Let us consider the low frequency limit (ω → 0), or long time-difference in real time, of the self-
energy components of a generic non-equilibrium bath (eV 6= 0 a priori). Parity considerations
on ΣKB and Σ
R
B show that Σ
K
B (ω) approaches Σ
K
B (ω = 0) which depends on T , eV and ǫF
whereas Im ΣRB(ω) ∝ ω. The low frequency limit, which can also be seen as the classical limit
(~ω ≪ T ) of the quantum fluctuation-dissipation theorem in eq. (4.12) gives a way to express
the temperature of an equilibrium bath as
T = lim
ω→0
1
2
ΣKB (ω)
∂ωIm ΣRB(ω)
. (4.13)
By analogy with the equilibrium case, we introduce for non-equilibrium situations
T ∗ ≡ lim
ω→0
1
2
ΣKB (ω)
∂ωIm Σ
R
B(ω)
. (4.14)
We expect that the effect of the reservoirs on the long time-difference dynamics of the rotors
is the one of an equilibrium bath at temperature T ∗.
4.2.3 ǫF much larger than all other energy scales
The reservoirs act as an Ohmic bath in the limit in which ǫF is much larger than the tempera-
ture, the drive and ~ω (eV, T, ~ω ≪ ǫF ). Equation (4.11) with ∆ǫ ≡ ǫL − ǫR reads
Im ΣRB(ω) =
1
2
π(~ωc)
2
∫
dǫ′
∫
d∆ǫ ρ(ǫ′)ρ(ǫ′ −∆ǫ) [δ(~ω −∆ǫ)− δ(~ω +∆ǫ)]
×
[
tanh(β
ǫ′ − µ0
2
)− tanh(β~(ǫ
′ −∆ǫ)− µ0 − eV
2
)
]
. (4.15)
In the limit ~ω ≪ ǫF , we use ρ(ǫ′ ± ~ω) ≃ ρ(ǫ′) and we derive
Im ΣRB(ω) ≃
1
2
π(~ωc)
2
∫
dǫ′ ρ2(ǫ′)
[
tanh(β
ǫ′ + ~ω − µ0 − eV
2
)− tanh(β ǫ
′ − ~ω − µ0 − eV
2
)
]
.
The factor within the square brackets in the integrand is peaked at ǫ′ = µ0 + eV . Hence we
can approximate ρ2(ǫ′) ≃ ρ2(µ0) and then compute the remaining integral exactly to obtain
an Ohmic (in the sense that it is proportional to ω) behavior for the imaginary part of the
retarded self-energy:
Im ΣRB(ω) ≃ 2π~(~ωc)2ρ2(µ0) ω . (4.16)
Interesting enough, this expression is independent of T and V . Similar calculations give
ΣKB (ω) ≃ 2π~(~ωc)2ρ2(µ0)
eV sinh(βeV )− ~ω sinh(β~ω)
cosh(βeV )− cosh(β~ω) . (4.17)
In order to determine T ∗, we investigate the low frequency limit of ΣKB (ω) given in eq. (4.17).
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Zero drive. For eV ≪ T ≪ ǫF , eq. (4.17) yields
ΣKB (ω) ≃ 2π~2(~ωc)2ρ2(µ0) ω coth (β~ω/2) . (4.18)
Equations (4.16) and (4.18) are linked through FDT. In the low frequency limit (~ω, eV ≪
T ≪ ǫF ) it reads
ΣKB (ω) ≃ 4π~(~ωc)2ρ2(µ0) T , (4.19)
yielding T ∗ = T as expected in this equilibrium situation.
Finite drive. As soon as the drive is not negligible compared to temperature, in the low
frequency regime (~ω ≪ T ≪ ǫF and eV ≪ ǫF )
ΣKB (ω) ≃ 2π~(~ωc)2ρ2(µ0) eV coth (βeV/2) , (4.20)
yielding
T ∗ =
eV
2
coth (βeV/2) . (4.21)
An “FDT like” relation is verified in these limits
ΣKB (ω) = ~ coth (~ω/2T
∗) Im ΣRB(ω) . (4.22)
A similar interpretation of the effect of a two-leads bath in these limits on the dynamics of a
single localized spin was given in [33] and [34].
Furthermore, in the low temperature limit (~ω ≪ T ≪ eV ≪ ǫF )
ΣKB (ω) ≃ 2π~(~ωc)2ρ2(µ0) |eV | , (4.23)
yielding T ∗ ≡ |eV |/2.
Finally in the zero temperature limit (0 = T ≪ ~ω, eV ≪ ǫF )
ΣKB (ω) = 2π~(~ωc)
2ρ2(µ0)
{ |eV | if |~ω| ≤ |eV | ,
|~ω| if |~ω| > |eV | . (4.24)
In the low frequency regime, we recover expression (4.23). In the zero temperature and zero
drive limit (0 = T = eV ≪ ~ω ≪ ǫF ) the Keldysh component of the bath self-energy reads
ΣKB (ω) = 2π~(~ωc)
2ρ2(µ0) |~ω| that goes linearly to zero in the ~ω → 0 limit.
4.2.4 Zero temperature
In the T = 0 limit, we obtain for finite values of the other parameters (eV, ~ω, ǫF )
ΣKB (ω) = π~(~ωc)
2
[
sign(eV + ~ω)
∫ µ0+eV+~ω
µ0
dǫ ρ(ǫ)ρ(ǫ− ~ω)
+ sign(eV − ~ω)
∫ µ0+eV−~ω
µ0
dǫ ρ(ǫ)ρ(ǫ+ ~ω)
]
, (4.25)
Im ΣRB(ω)=π(~ωc)
2
[∫ µ0+eV+~ω
µ0
dǫ ρ(ǫ)ρ(ǫ− ~ω)−
∫ µ0+eV−~ω
µ0
dǫ ρ(ǫ)ρ(ǫ + ~ω)
]
. (4.26)
17
In the low frequency limit (0 = T ≪ ~ω ≪ eV, ǫF ) they yield
ΣKB (ω) ≃ 2π~(~ωc)2 sign(eV )
∫ µ0+eV
µ0
dǫ ρ2(ǫ) , (4.27)
Im ΣRB(ω)≃ π~(~ωc)2
[
ρ2(µ0) + ρ
2(µ0 + eV )
]
ω , (4.28)
so that
T ∗(T = 0) = sign(eV )
∫ µ0+eV
µ0
dǫ ρ2(ǫ)
ρ2(µ0) + ρ2(µ0 + eV )
. (4.29)
4.2.5 Some specific reservoirs
For the half-filled semi-circular DOS (type A), at zero drive and zero temperature, we establish
the following analytical results at finite ǫF :
ΣKB (τ) = 2
(
~ωc
ǫF
)2
J21 (τǫF /~)− S21(τǫF /~)
(τ/~)2
, (4.30)
ΣRB(τ) =
8
~
(
~ωc
ǫF
)2
J1(τǫF/~)S1(τǫF /~)
(τ/~)2
Θ(τ) , (4.31)
with ΣRB(τ = 0) = 0, Σ
K
B (τ = 0) =
1
2
(~ωc)
2. J1 and S1 are the Bessel and the Struve functions
of first kind and first order, respectively. From eqs. (4.30) and (4.31), we see that the temporal
extent of both ΣRB and Σ
K
B is of order ~/ǫF . In the limit in which ǫF is much larger than any
other energy scale, a numerical analysis shows that this property holds for finite values of the
temperature and the drive as well. As a way of summary, in Fig. 6 (a) we plot ΣKB as a function
of τǫF for ǫF = 10J, 100J and at (T = J, V = 0) and (T = 0, V = J). In the case in which ǫF
is finite, one can compute T ∗ for the half-filled semi-circular DOS at zero temperature:
T ∗(T = 0) =
|eV |
2
1− 1/3 (eV/ǫF )2
1− 1/2 (eV/ǫF )2 for |eV | < eVmax = ǫF . (4.32)
In Fig. 6 (b) we give a numerical integration of Im ΣRB(ω) for the three types of reservoirs
we introduced in Sect. 2.2 and in the case in which ǫF is the largest energy scale. This shows
that the self-energy is indeed the one of an Ohmic bath. The fact that their Ohmic behavior
is approximately valid until ~ω = ǫF supports the property that the temporal extent of the
self-energies (in real time) is of the order of ~/ǫF .
5 Results
In this section we present our results. We first complete the calculation of disorder averaged
generating function and, from it, we derive Schwinger-Dyson equations for the two-time corre-
lation and linear response valid for all values of the parameters. We next derive the dynamical
phase diagram as a function of the temperature of the reservoirs (T ), the strength of quantum
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Figure 6: (Color online.) (a) ΣKB (for the half-filled semi-circle DOS) as a function of τǫF in the regime
where ǫF is much larger than any other energy scale: for βǫF = 100 and βǫF = 1000 at eV = 0 and also for
eV/2 = ǫF /100 at T = 0. The three curves are indistinguishable. This shows that Σ
K
B is indeed a function of
τǫF in this regime and shows furthermore that eV/2 plays the same role as T . (b) Im Σ
R
B(ω) is represented in
a double logarithmic scale for the three following DOSs with βǫF = ǫF /eV = 100: the half-filled semi-circle
ρA(ǫ), the half-filled type B with ρB(ǫ) and the 3d free electrons DOS ρC3d(ǫ). The straight line above all is a
guide to the eyes for a pure Ohmic (∝ ω) behavior. The rapid decay above ~ω ∼ ǫF is a signature of the energy
cut-off, ǫcut ∝ ǫF , of the DOS.
fluctuations (Γ), the voltage (eV ) and the coupling to the leads for which we introduce the new
dimensionless parameter g ≡ ~ωc/ǫF . We distinguish two phases separated by a second order
phase transition. For high values of the temperature and/or strong drive and/or strong quan-
tum fluctuations, we find a non-equilibrium steady state that approaches the usual paramagnet
when eV → 0. Whereas for low temperatures and/or low drive and/or quantum fluctuations
we find a coarsening phase.
5.1 Average over disorder
At this stage, after tracing out all fermionic degrees of freedom, the effective action of our
system is quadratic in the fields and reads
i
~
Seff = M
N∑
i=1
∫
dt
{
i
Γ
n˙
(1)
i (t) · n˙(2)i (t) +
i√
N
N∑
j<i
Jij
[
n
(1)
i (t) · n(2)j (t) + n(2)i (t) · n(1)j (t)
]
−1
2
∫
dt′ ΣKB (t− t′) n(2)i (t) · n(2)i (t′) + i
∫
dt′ ΣRB(t− t′) n(2)i (t) · n(1)i (t′)
+
i
2~
∑
a=±
azai (t)
[
1− 1
2
(
n
(1)
i (t)
)2
− a~ n(1)i (t) · n(2)i (t)−
~
2
4
(
n
(2)
i (t)
)2]}
. (5.1)
Given that the initial condition for the rotors is taken to be uncorrelated with the disorder
configuration (the Jij’s), neither the initial density matrix ̺(0) nor the generating functional
without sources (Z[η± = 0] = 1) depend upon disorder. This property allows us to write
dynamic equations by averaging over disorder the generating functional itself hence without
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resorting to the use of replicas [31]. As in other quantum systems with quenched disorder
[29, 31, 35, 37], we are therefore interested in
Z[η±]J ≡
∫ (∏
i,j<i
dJij P (Jij)
)
Z[η±] , (5.2)
where P (Jij) is the Gaussian density distribution for the rotor couplings with zero mean and
variance J2. The disorder average over a random Gaussian potential can be readily done and
the effective action of the system is quartic in the fields and reads
i
~
Seff = M
N∑
i=1
∫
dt
{
i
Γ
n˙
(1)
i (t) · n˙(2)i (t) (5.3)
−J
2M
2N
∫
dt′
∑
j
[
n
(1)
i (t) · n(2)j (t)
] [
n
(1)
i (t
′) · n(2)j (t′) + n(2)i (t′) · n(1)j (t′)
]
−1
2
∫
dt′ ΣKB (t− t′) n(2)i (t) · n(2)i (t′) + i
∫
dt′ ΣRB(t− t′) n(2)i (t) · n(1)i (t′)
+
i
2~
∑
a=±
azai (t)
[
1− 1
2
(
n
(1)
i (t)
)2
− a~ n(1)i (t) · n(2)i (t)−
~
2
4
(
n
(2)
i (t)
)2]}
.
5.2 Schwinger-Dyson equations
In the large M limit, we show that the Lagrange multipliers are homogeneous,
z+i (t) = z
−
i (t) ≡ z(t) ∀ i, t . (5.4)
See Appendix E for a detailed computation. Moreover, introducing
ΣK ≡ J2C + ΣKB , ΣR ≡ J2R + ΣRB , (5.5)
we obtain the Schwinger-Dyson equations which fully determine the dynamics of the system:[
1
Γ
∂2
∂t2
+ z(t)
]
C(t, t′) =
∫ t′
0
dt′′ ΣK(t, t′′)R(t′, t′′) +
∫ t
0
dt′′ ΣR(t, t′′)C(t′′, t′) , (5.6)[
1
Γ
∂2
∂t2
+ z(t)
]
R(t, t′) = δ(t− t′) +
∫ t
t′
dt′′ ΣR(t, t′′)R(t′′, t′) , (5.7)
z(t) =
∫ t
0
dt′′ ΣK(t, t′′)R(t, t′′) + ΣR(t, t′′)C(t, t′′)− 1
Γ
∂2C
∂t2
(t, t′ → t−) . (5.8)
We remark that the expression for the response is decoupled from the self correlation apart
from a residual coupling through the Lagrange multiplier. This is actually a consequence of
two features of the model: the disordered potential is quadratic in the rotors and the coupling
to the reservoirs is linear in the rotors. The “initial” conditions are given by
C(t, t) = 1, R(t, t) = 0 ∀ t . (5.9)
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Moreover, integrating eqs. (5.6) and (5.7) over an infinitesimal interval around t′ = t, one sees
that the first derivative of the correlation is continuous at equal times
lim
t′→t−
∂tC(t, t
′) = lim
t′→t+
∂tC(t, t
′) = 0 , (5.10)
whereas the one of the response function is discontinuous
lim
t′→t−
∂tR(t, t
′) = Γ, lim
t′→t+
∂tR(t, t
′) = 0 . (5.11)
The structure of these equations is the same as the one in other out of equilibrium problems
studied in [29, 31, 35, 37, 40].
5.3 Quantum non-equilibrium steady state (QNESS) phase
One expects that if the system is quenched into the high temperature phase, after a short
transient it should relax toward a quantum non-equilibrium steady state (QNESS). The system
of rotors cannot be in equilibrium since, for V 6= 0, an electronic current is passing through
it. Nevertheless the dynamics are still stationary (time translationally invariant). This implies
that C(t, t′) and R(t, t′) are only functions of t − t′. Guided by a numerical analysis (see
Sect. 5.5.5), we make the assumption (that we later check to be consistent) that the quantity
z(t) is a one-time observable that converges toward a finite value z∞. In this situation, one can
Fourier transform the Schwinger-Dyson equations (5.6) and (5.7) with respect to t− t′ to find
R(ω) =
1
−Γ−1ω2 + z∞ − ΣR(ω) , (5.12)
C(ω) = ΣK(ω)|R(ω)|2 , (5.13)
C(ω) =
ΣKB (ω)
Im ΣRB(ω)
Im R(ω) , (5.14)
Using the fact that lim
ω→∞
R(ω) has to vanish, eq. (5.12) implies
R(ω) =
1
2J2
(
−Γ−1ω2 + z∞ − ΣRB(ω) +
√
(−Γ−1ω2 + z∞ − ΣRB(ω))2 − 4J2
)
. (5.15)
We note that in the cases in which the DOS of the reservoirs have an energy cut-off ǫcut,
C(ω) = Im R(ω) = ΣKB (ω) = Im Σ
R
B(ω) = 0 for ~ω > ǫcut . (5.16)
5.4 Critical manifold
5.4.1 Equation for criticality
Approaching the putative critical manifold from the disordered phase, see Fig. 1, where after a
short transient the system should be time translationally invariant, we look for a singularity in
the Fourier transformed Schwinger-Dyson equations that would be the signature of the loss of
time translational invariance and ultimately of a phase transition toward an out of equilibrium
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behavior. Anticipating a second order phase transition scenario where the onset of criticality
is characterized by long-wavelength instabilities, we inspect these equations at ω = 0.
The constraint that rotors have a unit length C(t, t) = 1 implies∫ ∞
0
dω
2π
C(ω) =
1
2
, (5.17)
and replacing C(ω) with its expression in eq. (5.14):∫ ∞
0
dω
2π
ΣKB (ω)
Im ΣRB(ω)
Im R(ω) =
1
2
. (5.18)
Equation (5.15) at ω = 0 reads
R(ω = 0) =
1
2J2
(
z∞ − ΣRB(ω = 0) +
√
(z∞ − ΣRB(ω = 0))2 − 4J2
)
. (5.19)
R(ω = 0) =
∫∞
0
dτ R(τ) has to be real since R(τ) is real2. However, it is clear from eq. (5.19)
that z∞ = z∞c ≡ 2J + ΣRB(ω = 0) is a singular point (a minus sign would be incoherent with
the approach in Sect. 5.5). This is the signature of the phase transition we were looking for.
At criticality,
R(ω = 0)|z∞=z∞c = 1/J . (5.20)
Concomitantly, the value of C(ω = 0) blows up. Inserting z∞c in eq. (5.18), we obtain the
equation for the critical manifold,∫ ∞
0
dω
2π
ΣKB (ω)
Im ΣRB(ω)
Im R(ω)|z∞c =
1
2
. (5.21)
The parameters are the strength of quantum fluctuations Γ, the temperature T , the voltage
applied between the two reservoirs V . We recall that J is the typical interaction between two
rotors. The energy variation scale of the reservoirs is characterized by ǫF and ~ωc quantifies the
coupling strength of the rotors to their environment through the dimensionless small parameter
g ≡ ~ωc/ǫF .
In the rest of this Section, we use eq. (5.21) to uncover the phase diagram of Fig. 1. The
critical surface is parametrized in the T , Γ V space by Tc, Γc, Vc (g is kept constant). We
introduce the critical points T¯c ≡ Tc(Γ = V = 0), V¯c ≡ Vc(T = Γ = 0), Γ¯c ≡ Γc(T = V = 0).
Anticipating the coming results, we introduce the dimensionless reduced parameters θ ≡ T/J ,
and υ ≡ eV/2J , γ ≡ (4~/3π)2 Γ/J . In the plane V = 0, where the reservoirs act like an
equilibrium bath, we recover the results in [29]. In the classical limit V = Γ = 0, we recover
the ones in [30].
In the limit in which ǫF is much larger than any other energy scale, using eqs. (4.16) and
(4.17), the equation for the critical surface reads∫ ∞
0
dω
2π
1
ω
eV sinh(βeV )− ~ω sinh(β~ω)
cosh(βeV )− cosh(β~ω) Im R(ω)|z∞c =
1
2
. (5.22)
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Figure 7: Study of the behavior of the γ = 0 critical line with the ratio ǫF /J for the half-filled semi-circle DOS.
(a) The γ = 0 critical line θc(υ) is given for four different values of the ratio ǫF /J . The analytical expression
of the ǫF /J → ∞ curve is given in eq. (5.26). For ǫF /J < 3/2 the critical point υ¯c is rejected to infinity. (b)
υ¯c ≡ υc(θ = γ = 0) is plotted against ǫF /J . All these γ = 0 results are independent of the value g.
5.4.2 Critical points on the Γ = 0 plane
Taking the Γ→ 0 limit of expression (5.15) one has
Im R(ω′)|z∞c =
{
1
J
√
1− (1− ω′2)2 for ω′ ∈ [0,√2] ,
0 for ω′ ≥ √2 , (5.23)
where we introduced ω′ ≡ ω/√2JΓ. The expression of Im R(ω) does not involve the reservoirs:
the time scale of the rotors (controlled by Γ) totally decouples from the one of the reservoirs
in such a way that the rotors only couple with the zero mode (the slowest) of the reservoirs.
Using eq. (5.21), we write the equation of the critical manifold in the Γ = 0 plane
lim
Γ→0
√
2Γ
J
∫ √2
0
dω′
2π
√
1− (1− ω′2)2 Σ
K
B (
√
2JΓω′)
Im ΣRB(
√
2JΓω′)
=
1
2
. (5.24)
Using the definition (4.14) of T ∗(T, eV ) introduced in Sect. 4.2.2, this simply reads
T ∗(Tc, eVc) = J . (5.25)
At eV = 0, for which the reservoirs constitute an equilibrium bath, the ratio ΣKB /Im Σ
R
B is
given by the FDT and we find a temperature-induced classical critical point T¯c ≡ Tc(Γ = V =
0) = J . In terms of the reduced temperature this reads θ¯c = 1. In the next two paragraphs we
look at how this critical point is affected by a finite drive (eV 6= 0).
Infinite ǫF . We first consider the limit ǫF → ∞, using the explicit expression (4.21) for T ∗
one finds:
Tc(eV ) =
eV
2
/
arccoth
(
2J
eV
)
. (5.26)
2ΣRB(ω = 0) is real for the same reason.
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Figure 8: Phase diagram in terms of the reduced parameters analytically determined in the limit g → 0.
(a) Critical line for V = 0. (b) Critical line for T = 0 in the limit ǫF →∞.
From this equation we find a drive-induced critical point at eV¯c/2 = J . In terms of the reduced
voltage this reads υ¯c = 1. The departure from the classical critical temperature on the γ = 0
plane is quadratic: θc ≃ 1 − (1/3) υ2 for υ ≪ 1. Instead, on the zero-drive plane, υ = 0, the
critical line leaves θ¯c linearly: θc ≃ 1 − (3π2/16) γ for γ ≪ 1. More details on the critical line
γc(t) at υ = 0 are given in [27]. Close to υ¯c on the θ = 0 and γ = 0 planes the departure of the
critical lines γc(υ) and θc(υ), respectively, are non-analytical and thus very steep [see Figs. 7 (a)
and 8 (b)].
Finite ǫF . Let us now investigate the T = 0 critical point V¯c for finite values of ǫF . For
our simple DOS depending on a unique parameter ǫF , υ¯c is controlled by ǫF/J . Plugging the
expression (4.29) for T ∗(T = 0) into the expression (5.25) we obtain
sign(eV¯c)
1
J
∫ µ0+eV¯c
µ0
dǫ′ ρ2(ǫ′)
ρ2(µ0) + ρ2(µ0 + eV¯c)
= 1 . (5.27)
The existence and the value of the solution V¯c depend on the details of the DOS ρ(ǫ). If the
DOS has an energy cut-off ǫcut, the existence of a solution is guaranteed if the cut-off is larger
than the solution ǫmincut of ∫ ǫmincut
µ0
dǫ ρ2(ǫ) = Jρ2(µ0) . (5.28)
For the type A half-filled semi-circle distribution (µ0 = ǫF , ǫcut = 2ǫF ), it turns out that
eq. (5.27) admits a finite solution as soon as ǫF/J ≥ 3/2. For ǫF/J = 3/2, one finds eV¯c = 3/2 J
(υ¯c = 3/4) . For ǫF/J > 3/2, the finite solution υ¯c goes to one as one increases the ratio ǫF/J .
For ǫF/J < 3/2 the critical point is rejected to infinity and the critical line in the Γ = 0 plane
converges to the asymptotic value θc(υ ≫ 1) = 1/2 as ǫF/J → 0. See Fig. 7.
For the distribution B, if µ0 6= 0, the scenario is the same as for the semi-circle distribution
there is a finite value of the ratio ǫF/J under which, the critical point υ¯c is rejected to infinity,
and above which, υ¯c has a finite value that goes to 1 in the limit ǫF → ∞. If µ0 = 0 then υ¯c
remains finite.
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For the distribution of type C, eq. (5.27) always admits a finite solution υ¯c independent of
ǫF . For the distribution C3d, υ¯c = 1 regardless of µ0, ǫF and J . For the distribution C2d, we
also get υ¯c = 1. For the distribution C1d, one can show that as long as µ0 > 0, there is a finite
υ¯c, function only of u ≡ J/µ0: υ¯c = [exp (u+ L(ue−u))− 1] /2u, where L(x) is the only solution
of the equation LeL = x that is analytic in 0. For µ0(ǫF →∞)→∞, we recover υ¯c = 1.
5.4.3 Quantum critical point
Weak coupling limit. We first consider the limit of the weak coupling to the reservoirs
g → 0 after the long-time limit such that the asymptotic regime has been established. It is
actually in this g → 0 limit that the self-energy was computed (we expanded the total action
up to second order in g) in Sect. 4. g ≡ ~ωc/ǫF can be sent to zero by sending the coupling
parameters to zero, but for our simple DOS, it can also be realized by sending ǫF to infinity.
In equilibrium (V = 0) at T = 0, the FDT gives
ΣKB (ω)
Im ΣRB(ω)
= ~ for 0 < ~ω < ǫcut . (5.29)
By turning off the coupling to the reservoirs (g → 0) in eq. (5.19) on has
Im R(ω′)|z∞c =
{
1
J
√
1− (1− ω′2)2 for ω′ ∈ [0,√2] ,
0 for ω′ ≥ √2 , (5.30)
where we introduced ω′ ≡ ω/√2JΓ. Plugging eqs. (5.29) and (5.30) in the equation for the
critical manifold (5.21) gives the quantum critical point
~
2Γ¯c ≡
(
3π
4
)2
J if ǫcut >
3π
2
J and no solution otherwise. (5.31)
For type A reservoirs in the ǫF →∞ limit, one can prove that the critical surface is parabolic
close to the quantum critical point γ¯c, i.e., γc ≃ 1 − (16/3π2) θ2 at θ ≪ 1 and υ = 0, and
γc ≃ 1− (16/3π2) υ2 for υ ≪ 1 and θ = 0.
Finite coupling. When the coupling to the electronic reservoirs g is finite this quantum
critical point (actually the whole critical surface) moves upward when increasing the coupling
constant (see Fig. 9). The coarsening phase is thus stabilized when increasing the coupling to
the reservoirs. In the ǫF →∞ limit, one has for g ≪ 1
γ¯c ≃ 1 + 2
(
3π
4
)2
(~ωc)
2ρ2(µ0) . (5.32)
In the case of the type A half-filled semi-circle distribution this reads γ¯c ≃ 1 + (9/2) g2. This
is similar to what was found for other quantum spin models embedded in an Ohmic harmonic
oscillator bath and is due to a spin-localization-like effect [29, 35]. This similitude is not
surprising since we showed in Sect. 4.2, eq. (4.16), that the mixed electronic reservoirs behave
like an Ohmic bath in the ǫF →∞ limit.
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Figure 9: Numerical study of the evolution of the critical point γ¯c ≡ γc(θ = 0, v = 0) with the coupling
parameter g (here for ǫF /J = 10).
Γc(V=0) ∼ T c−T
Γc(T=0) ∼ NA
Tc(Γ=0) ∼ NA
Tc(V=0) ∼ (Γc−Γ)1/2
Vc(T=0) ∼ (Γc−Γ)1/2
Vc(Γ=0) ∼ (T c−T)1/2
Table 1: Behavior of the critical manifold close to the critical points for g → 0 and ǫF → ∞. Close to the
critical point V c = Vc(T = Γ = 0) the critical lines are non-analytical (NA).
5.4.4 Summary of the phase diagram
Let us summarize the key features of the critical manifold in the case of a DOS with ǫF →∞.
When the coupling to the reservoir g is set to zero, the values of three critical points (T¯c, Γ¯c,
eV¯c) are only controlled by J that measures the disorder strength. Figure 1 gathers all the
g → 0 results in the T , Γ, V space. The increase in either the thermal or quantum fluctuations,
by raising Γ or the temperature T , respectively, leads to the destabilization of the coarsening
phase. The same occurs for an increase in the bias voltage V . The summary of the behavior of
the critical manifold close to the critical points T¯c , Γ¯c and V¯c is given in Table 1. Furthermore,
an increase in the rotors-reservoirs coupling g pulls the quantum critical point Γ¯c upward (as
indicated in Fig. 1 by a vertical arrow) enlarging the low temperature phase.
5.5 Coarsening phase
We study the dynamics in the low T , weak Γ, weak V region of the phase diagram by solving
the Schwinger-Keldysh equations in two ways: with an exact numerical approach and using
analytic approximation in the long-time dynamics. We prove that in this region of the phase
diagram there is coarsening and that the aging dynamics that occur are universal and equivalent
to the ones of the classical (and undriven) limit of our model (a.k.a. the p = 2 spherical model
with quenched disorder).
5.5.1 Numerical solution
Our numerical analysis consists in solving the Schwinger-Dyson equations (5.6), (5.7) and (5.8)
after a quench into the low temperature, weak quantumness, weak drive phase. Thanks to their
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causal structure, the equations on C, R and z can be integrated step by step in time, with a
Runge-Kutta method. Apart from arbitrarily small numerical errors, this approach is exact.
We concentrate on reservoirs at temperature T that have a type A semi-circle DOS (both L
and R reservoirs). L reservoirs are kept half-filled while a voltage V is applied between L and
R reservoirs. ǫF is chosen to be the largest energy scale. Typically, we consider the following
values for the parameters: T ∼ Γ ∼ eV ∼ 0.1J and ǫF ∼ 10J .
The analysis shows (analytical arguments are given in Sect. 5.5.3) that the dynamics after
the quench below the critical surface do not reach a QNESS. There is a separation of two-
time scales typical of aging phenomena [16]. The data in Figs. 10-12 were obtained using the
algorithm briefly described.
5.5.2 Mapping to Langevin dynamics
The goal of this subsection is to map our quantum field theory description of the rotors dynam-
ics, which involves the two fields n(1) and n(2) (see Sect. 3.3.4), to an equivalent description in
terms of Langevin dynamics. In the long-time limit of the coarsening dynamics, we establish
that the equation of motion for the field n(1) is actually a Langevin equation driven by a colored
noise ξ the statistical characteristics of which are controlled by the self-energies of the fermion
reservoirs.
Let us take a step back and rewrite the effective action as it was before averaging over
disorder. Making the assumption (we later check its consistency) that the Lagrange multipliers
satisfy z+i (t) = z
−
i (t) = zi(t) ∀ i, t, the effective action reads
i
~
Seff [n
(1),n(2), z] = M
N∑
i=1
∫
dt
{
i
Γ
n˙
(1)
i (t) · n˙(2)i (t) + i
N∑
j=1
Jij n(1)i (t) · n(2)j (t)
−1
2
∫
dt′ ΣKB (t− t′) n(2)i (t) · n(2)i (t′) + i
∫
dt′ ΣRB(t− t′) n(2)i (t) · n(1)i (t′)
−izi(t) n(1)i (t) · n(2)i (t)
}
, (5.33)
where introduced the real and symmetric matrix J defined by Jij ≡ Jji/
√
N if j < i, Jij ≡ Jji
if j > i. Like the other components of this matrix, we set Jii to be taken from a Gaussian
distribution with zero mean and variance J2/N [we saw that the constraint ni(t)
2 = 1 yields
n
(1)
i (t) · n(2)i (t) = 0]. The total effective action adopts the quadratic form
i
~
Seff = −M
N∑
i=1
∫
dt
{
in
(2)
i (t) · ξi(t) +
1
2
∫
dt′ n(2)i (t) · ΣKB (t− t′) n(2)i (t′)
}
, (5.34)
where we introduced the N auxiliary fields ξi:
ξi(t) ≡
N∑
j=1
∫
dt′
{[(
1
Γ
∂2t + zi(t)
)
δij −Jij
]
δ(t− t′)− ΣRB(t− t′)δij
}
n
(1)
j (t
′) . (5.35)
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By integrating over n
(2)
i , we are left with
i
~
Seff = −M
N∑
i=1
∫∫
dt dt′ ξi(t) ·
1
2
ΣKB
−1
(t− t′) ξi(t′) . (5.36)
From this Gaussian action, the quantity ξi(t) can be interpreted as a Gaussian random process
with a zero average and variance 〈ξi(t) ·ξj(t′)〉ξ = δijΣKB (t−t′) and eq. (5.35) as a set of coupled
Langevin equations. This mapping is possible since the action of the rotor system, once the
constraint on each rotor has been imposed through zi(t) and zi(t) is treated independently, is
quadratic. In more general models the mapping is not exact, see e.g. the discussion in [32].
Under the further assumption zi(t) = z(t), justified in the largeM limit, the stochastic equa-
tions (5.35) are rendered independent – apart from a residual coupling through the Lagrange
multiplier – by a rotation onto the basis that diagonalizes the interaction matrix J . Indeed,
J being real and symmetric, it has N real eigenvalues Jσ with corresponding eigenvectors σ
that constitute a complete and orthonormal basis of the space of rotor sites: σ • σ′ = δσσ′
where • is the usual scalar product in this space. Let us collect all the rotors in the vector
n ≡ {n(1)i }i∈[1,N ] and introduce its projections on the eigenvectors: nσ ≡ n • σ. If we project
eq. (5.35) onto σ, we are left with N uncoupled Langevin equations reading(
1
Γ
∂2t − Jσ + z(t)
)
nσ(t)−
∫
dt′ ΣRB(t− t′)nσ(t′) = ξσ(t) , (5.37)
with
〈ξσ(t)〉ξ = 0 , 〈ξσ(t) · ξσ′(t′)〉ξ = δσσ′ ΣKB (t− t′) . (5.38)
The noise statistics is peculiar because of the quantum origin of the environment: it has memory
(colored), and depends on T, eV, ~.
Two-time self correlation. Within the effective Langevin formalism, the two-time self cor-
relation function defined in eq. (3.23) reads
C(t, t′) = 〈nσ(t) · nσ(t′)〉J , (5.39)
where the average over disorder is realized by
· · · J ≡
∫
dJσ ρJ(Jσ) · · · , (5.40)
and ρJ (Jσ) is the probability density of the eigenvalues of the interaction matrix J . Following
the analysis in [30], the correlation function (5.39) is expected to show a separation of time
scales (at least in some parts of the phase diagram). This is usual in coarsening phenomena
and corresponds to a stationary regime at short time-difference and an aging one at long time-
difference with respect to a waiting-time dependent characteristic time. The stationary part of
the correlation approaches a plateau at the Edwards-Anderson order parameter, qEA ≡ 〈nσ〉2ξ
J
,
that measures the fraction of frozen rotor fluctuations on time scales much smaller than this
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characteristic time. The value of qEA depends on all parameters (T, eV,Γ, g). It is non-vanishing
in the spontaneously symmetry-broken phase and continuously goes to 0 on the critical surface.
In certain cases it can be computed exactly.
It is reasonable to expect that the long-time aging dynamics is determined by the low
frequency (or long time) form of the Langevin equations only. The simplification arising in this
asymptotic limit are discussed below.
5.5.3 Long-time dynamics
In the low-frequency, long time-difference limit, ~ω ≪ T , the Keldysh self-energy can be ap-
proximated by a constant [see, e.g., eq. (4.20) in Sect. 4.2.3 for its exact expression in the
ǫF →∞ limit]
ΣKB (τ) ≃ δ(τ)ΣKB (ω = 0) ≥ 0 . (5.41)
Similarly, we keep the leading contributions in the derivative expansion of ΣRB:
ΣRB(τ) ≃ ΣRB(ω = 0)δ(τ) + ηδ(τ)∂τ , (5.42)
with η ≡ ∂ωIm ΣRB(ω = 0) > 0. The Langevin equations read in this limit
1
Γ
∂2t nσ(t) + η∂tnσ(t) =
(
Jσ − z(t) + ΣRB(ω = 0)
)
nσ(t) + ξσ(t) , (5.43)
where η plays the role of a friction coefficient and ξσ(t) has white noise statistics:
〈ξσ(t) · ξσ′(t′)〉ξ = δσσ′δ(t− t′) ΣKB (ω = 0) . (5.44)
In the Langevin formalism, the kernel of an equilibrium white bath is given by the Einstein
relation (known as the FDT of the second kind): 〈ξ(t)ξ(t′)〉ξ = 2ηTδ(t− t′). Thus, the temper-
ature T of the bath can be seen as the ratio of the diffusion coefficient of a particle embedded
in that bath with the friction coefficient η of the bath on the particle. For our reservoirs,
in the low-frequency long time-difference limit, one can associate this ratio to an equivalent
temperature T ∗
T ∗ ≡ lim
ω→0
1
2
ΣKB (ω)
∂ωIm ΣRB(ω)
, (5.45)
the properties of which were discussed in Sect. 4.2.2. Thus, we confirm here that T ∗ acts like a
temperature in the sense that the effect of the (out of equilibrium) reservoirs on the long-time
dynamics is the one of an equilibrium dissipative (Ohmic) bath at a temperature T ∗. This has
been reported in different works and is at the root of the derivation of the stochastic Gilbert
equation for a spin under bias [33].
We expect that as far as the long time dynamical behavior is concerned, the inertial term
in eq. (5.43) can also be dropped, thus leading to the equations:
∂tnσ(t) = λσ(t) nσ(t) +
1
η
ξσ(t) , (5.46)
where we introduced the shorthand notation λσ(t) ≡ [Jσ −∆z(t)] /η and ∆z(t) ≡ z(t)−ΣRB(ω =
0) and the spherical constraint is enforced by z(t).
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This particular Langevin equation has been analyzed intensively in the study of the classical
spherical Sherrington-Kirkpatrick model (or spherical p = 2 spin-glass model) and the results
in [30] apply to our problem with T 7→ T ∗. The solution to eq. (5.46) for a given disorder
realization and noise history is
nσ(t) = nσ(0) exp
(∫ t
0
dτ λσ(τ)
)
+
1
η
∫ t
0
dτ ξσ(τ) exp
(∫ t
τ
dτ ′ λσ(τ
′)
)
. (5.47)
Copying results in [30], the aging part of the correlation (in the limit t′ ≫ t → ∞) shows a
simple aging scaling behavior
C(t, t′) ≃ 2
√
2 qEA
(t/t′)3/4
(1 + t/t′)3/2
= C(t/t′) . (5.48)
The solution to eqs. (5.46) leads to qEA = 1 − T ∗(eV, T )/J . However, this result is obtained
by taking the limit of relatively close times – with respect to t′ – whereas, as we stressed,
eq. (5.46) is valid for the long time t′ and long time-difference t − t′ properties only. As a
consequence, we expect the scaling result, eq. (5.48), to hold at long times with the value of
the Edwards-Anderson parameter not necessarily given by 1 − T ∗(eV, T )/J . Its computation
requires a full solution of the equations of motion.
We now focus on the aging dynamics in different parts of the phase diagram and argue
that the Langevin dynamics of eq. (5.43) indeed provide a correct description of the dynamical
evolution.
Dynamics in the eV = 0 plane. In this case, the Edwards-Anderson order parameter qEA
measures the static order parameter. The dynamic calculations based on the use of the quantum
FDT to relate the correlation to the linear response in the stationary regime detailed in [29],
or the replica equilibrium computation in [35], can be easily extended to deal with a generic
electronic bath in equilibrium. One confirms that qEA = 1 at T = Γ = eV = 0 and continuously
approaches 0 on the critical line Γc(T ) for all values of g. The precise variation of qEA within
the coarsening phase depends on the bath kernels. In the ǫF → ∞ limit, the results in [29]
apply also to our problem. The solution of the Schwinger-Dyson equations in the aging regime
confirms that the scaling result, eq. (5.48), holds.
Dynamics in the Γ = 0 plane. Another interesting case is the effective overdamped
Langevin limit obtained for Γ → 0 and (eV, T ) in the coarsening phase. In this case drop-
ping the inertial term in eq. (5.43) is exact and not an approximation.
Here the result qEA = 1 − T ∗(eV, T )/J can be shown to hold. The Edwards Anderson pa-
rameter approaches one for T = V = Γ = 0 and goes continuously to zero on the critical line, as
in a second order phase transition. Consistently with the analysis of the critical surface derived
from the QNESS phase (see Sect. 5.4.2), one finds T ∗(Tc, eVc) = J . Numerical integration of
the integro-differential equations of motion confirms that the scaling result, eq. (5.48), holds
in the aging regime.
Despite the fact that dropping the inertial term is exact, the equations (5.46) are still not
exact at all times. In particular, the initial conditions for this approximated equation of motion
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Figure 10: (Color online.) Dynamics in the driven coarsening regime: numerical solution to Schwinger-
Dyson eqs. (5.6) and (5.7) where the reservoirs have a half-filled semi-circle DOS with ǫF = 10J . (a) The self
correlation C(t, t′) after a quench to θ = 0.02, v = 0.02, γ = 0.2, g = 1 (in reduced quantities) shows first a
stationary regime for short t− t′, then a slow aging regime where the time translational invariance is lost. (b)
The self correlation C is plotted versus t/t′ for two waiting times after two quenches into the coarsening region:
θ = 0.02, v = 0, γ = 0.2 and θ = 0, v = 0.02, γ = 0.2. There is a double collapse of the curves. The collapse
for the different t′ proves the simple aging scaling C(t′/t) and the collapse for the two different quenches shows
that T ∗ ≃ eV/2 plays the role of a temperature. The theoretical curve is the solution eq. (5.48) with qEA ≈ 0.6.
should be given by the state of the system a short while after the quench when the long-timescale
description starts to be valid. Apparently, this delay seems to be not sufficient to significantly
correlate the rotors with the interaction matrix J and, to any practical purpose nσ(0) can still
be considered “random”, at least as far as the Edwards-Anderson parameter is concerned.
Dynamics in the T = 0 plane. The zero-temperature plane is more difficult to deal with
analytically. One is not entitled to use FDT since the system is driven by eV nor dropping the
second time-derivative is exact. Furthermore, this is the case where the simplification leading to
eq. (5.46) are more dangerous because of the power law tails appearing at T = 0 in correlation
and response functions.
In order to check that the scaling result, eq. (5.48), holds we numerically integrate the full
set of Schwinger-Dyson equations.
In Fig. 10 (a) we show the decay of the two-time correlation function. For short time
differences t − t′ with respect to the waiting time t′, there is a stationary regime depending
on all control parameters in which the correlation approaches a plateau asymptotically in the
time-difference. The plateau value is qEA and measures the fraction of frozen rotor fluctuations
on timescales much smaller than t′. Afterwards, there is an aging regime in which C depends
on the two times explicitly. In Fig. 10 (b), we plot C against t/t′ to prove that the simple aging
scaling predicted analytically with eq. (5.48) holds at these long times. Moreover, we show that
the dynamics after a quench to θ = 0.2, v = 0 are the same that the ones after a quench to
θ = 0, v = 0.2, illustrating the fact that T ∗ ≃ eV/2 acts here like a temperature.
Super-universality. It is remarkable that in the large M limit, the long-time dynamics of
our model are exactly the ones of the classical fully connected p = 2 spherical spin glass. The
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Figure 11: The integrated linear response, χ(t, t′) =
∫ t
t′
dτR(t, τ) against C(t, t′), for t′ = 1024 and using t as
a parameter. The curved part corresponds to the stationary and oscillatory regime with (t − t′)/t′ → 0 while
the straight line is for times in the monotonic aging decay of C.
latter being a classical model in contact with an equilibrium bath (Γ = 0, eV = 0), the former
being its quantum version in contact with a non-equilibrium bath (Γ 6= 0, eV 6= 0). The fact
that the scaling functions are super-universal, in the sense that they do not depend on the
external parameters T, eV,Γ once qEA is extracted as a factor, can be understood as follows.
First the fact that the non-equilibrium environment of our model gives rise to the same long-
time dynamics than an equilibrium environment can be seen as a consequence of the Ohmic
behavior of the reservoirs self-energy kernels at small frequencies (see Sect. 4.2.2). Second, the
fact that our quantum model shows a classical behavior at late times can be understood as a
consequence of decoherence due to the dissipative (and Ohmic) bath. Furthermore, the effect of
the temperature T on the long-time dynamics being irrelevant (in a RG sense) in the classical
limit, one can expect the same to hold in the quantum case with respect to all parameters.
This result has an interesting consequence. In the case of (large M) quantum 3d coarsening
the classical-quantum mapping extends to space-time correlations and proves the existence
of a growing coherence length R(tw) ∝ t1/2w over which the rotors are oriented in the same
direction. This real-space interpretation of aging unveils the connection with coarsening that
was announced all along this manuscript.
We found quite naturally that the long-time dynamics correspond to a Bose-Einstein-type
condensation process of the N M-dimensional “vectors” nσ on the direction of the edge eigen-
vector. The relaxation is controlled by the decay of ρ(Jσ) close to its edge. For Gaussian i.i.d.
couplings ρ(Jσ) ∝ [(2J)2 − J2σ]1/2. This coincides with the distribution of the modulus of the
Laplacian eigenvalues, ρ(k2) ∝ (k2)d/2−1 in d = 3. For this reason all models with a square
root singularity of the distribution of “masses” Jσ, as the ferromagnetic rotor model in d = 3
and the completely connected spin glass rotor model, are characterized by the same long-time
dynamics.
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5.5.4 Linear response
It has already been noticed in Sect. 5.2 that the response function was somehow peculiar since
its equation of motion is decoupled from the one of the self correlation. Having argued that the
long-time dynamics are governed by their classical counterparts, the linear response should also
scale as in the classical limit. Therefore, the quantum fluctuation-dissipation relation between
integrated linear response, χ(t, t′) ≡ ∫ t
t′
dt′′ R(t, t′′) and self correlation C(t, t′) approaches the
classical one, χ ∼ ct + (qEA − C)/Teff , with an infinite effective temperature [36], Teff → ∞,
as shown in Fig. 11. The relations between integrated responses and correlation functions in
other quantum problems that also approach classical-like form in the aging regime were shown
in [31, 37].
5.5.5 The Lagrange multiplier
One should check the validity of a key assumption that was used to derive the phase diagram:
the convergence of z(t) to an asymptotic value on the critical manifold. We first derive ana-
lytically the asymptotic behavior (within our long-time approximation) of z(t) in the Γ = 0
coarsening phase showing that this is indeed the case. Then we give numerical evidence that
z(t) converges in the whole phase space.
The condition C(t, t) =
∫
dJσ ρJ(Jσ) 〈nσ(t)·nσ(t)〉ξ = 1 reads after taking its time derivative
and assuming furthermore that nσ(0) is uncorrelated with σ (nσ(0) = n0, ∀ σ), that is valid for
random initial conditions (coming from infinite temperature for instance)
0 =
∫
dJσ ρJ(Jσ) 〈∂tnσ(t) · nσ(t)〉ξ (5.49)
=
∫
dJσ ρJ(Jσ)
{
n20λσ(t)e
2
∫ t
0
dτ λσ(τ) +
T ∗
η
[
1 + 2λσ(t)
∫ t
0
dτ ′ e2
∫ t
τ ′
dτ ′′ λσ(τ ′′)
]}
.(5.50)
Taking the derivative with respect to n20 yields
0 =
∫
dJσ ρJ (Jσ)λσ(t) e
2
∫ t
0
dτ λσ(τ) , (5.51)
that can be recast into
∆z(t) =
η
2
∂t ln
∫
dJσ ρJ(Jσ) e
2Jσt/η . (5.52)
Asymptotic behavior of z(t). By plugging the density of eigenvalues of an infinite (N →∞)
and symmetric random matrix with Gaussian elements of variance J2/N
ρJ (Jσ) ≡ 1
πJ
√
1−
(
Jσ
2J
)2
for Jσ ∈ [−2J ; +2J ] , (5.53)
and zero elsewhere, we obtain
∆z(t) =
η
2
∂t ln
η
2J
1
t
I1
(
4J
η
t
)
, (5.54)
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Figure 12: (Color online.) (a) ∆z(t) ≡ z(t)− ΣRB(ω = 0) quickly converges toward 2J , the largest eigenvalue
of the Jij matrix (here Γ = eV = T = 0.1J , g = 1, and ǫF = 10J). (b) Dependence of z∞ with T (plain curve)
and eV (dashed curve).
where I1 is the modified Bessel function of the first kind and first order. We obtain, the
pre-asymptotic behavior for t≫ η/J
z(t) ≃ 2J + ΣRB(ω = 0)− η
3
4t
. (5.55)
We just showed that inside the coarsening phase, the Lagrange multiplier z(t) reaches an
asymptotic value which is actually the critical value, z∞c = 2J + Σ
R
B(ω = 0), calculated in
Sect. 5.3 from the QNESS phase TTI equations without neglecting any term. The coherence
between those two results somehow justifies the approximations made previously. In the ǫF →
∞ limit (reservoirs acting like an Ohmic bath) ΣR(ω = 0) vanishes and we recover the same
mechanism as in the classical case [30].
These analytical results are supported by the numerical analysis. Computed after the
quench, the Lagrange multiplier z(t) quickly converges to an asymptotic value z∞. As an
example, we plot in Fig. 12 (a) the behavior of z(t) after a quench into the QNESS phase. The
oscillations and the zero initial slope are signatures of the second and higher order derivatives
in eq. (5.37). These terms were dropped in the analytical study of the long-time limit, see
eq. (5.46), but the numerical integration does not neglect them. We give in Fig. 12 (b) the
dependence of z∞ with T and eV . It is quite clear that z∞ is constant (and equal to z∞c ) inside
the critical surface and increases with T , Γ, and eV as soon as entering the QNESS phase. This
justifies the assumptions made in Sect. 5.3.
To summarize the results, in the whole phase diagram z(t) always rapidly reaches an asymp-
totic value z∞. Inside the QNESS phase, z∞ is a growing function of the parameters T,Γ, V
whereas on the critical surface and inside the coarsening region, it is fixed to z∞c .
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Link between z(t) and the potential energy density One is interested in computing the
energy density ǫ(t) of the effective Brownian particle. It is given by
ǫ(t) = −1
2
N∑
i,j=1
Jijni(t)nj(t)
J
= −1
2
∫
dJσ ρJ (Jσ)Jσn
2
σ(t) . (5.56)
Using the solution (5.47) for nσ(t) at T
∗ = 0, one has
2ǫ(t) = −n20 e−
2
η
∫ t
0
dτ ∆z(τ)
∫
dJσ Jσρ(Jσ) e
2Jσt/η . (5.57)
By use of eq. (5.52), we obtain
2ǫ(t) = −η
2
∂t ln
∫
dJσ ρ(Jσ) e
2Jσt/η . (5.58)
We recognize eq. (5.52) in the right-hand-side (rhs) of this last expression, giving finally
ǫ(t) = −1
2
∆z(t) . (5.59)
This result is valid for any disorder density ρ(Jσ). For a non-zero T
∗, similar calculations give,
see [30],
ǫ(t) =
1
2
[T ∗ −∆z(t)] . (5.60)
6 The current
The physics of electric currents through mesoscopic quantum impurities in out-of-equilibrium
settings has attracted a lot of attention in the recent years. The Kondo impurity is the canonical
example of a strongly correlated system that has both been tackled experimentally [41] and
theoretically by non-perturbative methods [42]. It is, to our knowledge, the first time that some
fermionic reservoirs are coupled to a macroscopic disordered quantum system. In the previous
Sections we analyzed the effects of the voltage drop on the system dynamics. In this Section we
study the properties of the current that establishes between the two reservoirs. In particular
we are interested in the possible influence of the rotors on the current. Is the current, that
is rather easy to measure experimentally, able to give information about the dynamics of the
rotors ?
We recall the expression of the interaction Hamiltonian given in eq. (2.8):
HSB = −
√
M
~ωc
Ns
N∑
i=1
M∑
µ=1
Ns∑
k,k′=1
M∑
l,l′=1
nµi [ψ
†
Likl σ
µ
ll′ ψRik′l′ + L↔ R] . (6.1)
From the point of view of the electric current, our model consists in two reservoirs coupled
through time-dependent tunneling constants nµi (t). It is different from the usual quantum
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impurity problems in the fact that the electrons cannot stay on the rotor system but only hop
directly from one reservoir to the other. Furthermore, the quantum character of the system
is not expected to play any significant role since its level spacings are smaller than any other
energy scale in the large MN limit. The computation of the current will therefore lead to
Landauer formula [43] a priori dependent on the rotors states.
The electric current carried by the fermions flowing from the right to the left reservoirs is
IR→L(t) = −e 〈dNL
dt
〉 = − ie
~
〈[H,NL]〉 = − ie
~
〈[HSB, NL]〉 , (6.2)
where −e is the electric charge of a fermion and NL ≡
∑
ikl ψ
†
LiklψLikl is the number operator
of the left reservoirs. HSB is the part of the total Hamiltonian H that couples the system and
the reservoirs, see eq. (2.8). After straightforward algebra, we obtain
IR→L(t) = − ie
~
〈
√
M
~ωc
Ns
∑
iµkk′ll
σµll′n
µ
i
[
ψ†LiklψRjk′l′ − L↔ R
]
〉 . (6.3)
In the Keldysh field theory formalism, this corresponds to the quantity
IR→L(t) =
1
2
(
I+R→L(t) + I
−
R→L(t)
)
, (6.4)
with
IaR→L(t) ≡ −
ie
~
〈
√
M
~ωc
Ns
∑
iµkk′ll
σµll′n
µa
i (t)
[
ψ¯aLikl(t)ψ
a
Rjk′l′(t)− L↔ R
]〉 . (6.5)
Expanding the action up to first order in the coupling constant g, we obtain an average over
the rotors and the free fermions that are now uncoupled, that we note 〈 · · · 〉SB
IR→L(t) =
1
2
〈(I+L→R(t) + I−L→R(t)) i
~
SSB〉SB
=
e
2~2
M
(
~ωc
Ns
)2∑
ab
∑
iµkk′ll′
∑
jνqq′mm′
b
∫
dt′ σµll′σ
ν
mm′〈nµai (t)nνbj (t′) (6.6)
× [ψ¯aLikl(t)ψaRjk′l′(t)− L↔ R] [ψ¯bLjqm(t′)ψbRjq′m′(t′) + L↔ R]〉SB .
Averaging over the free fermions, we obtain
IR→L(t) =
e
2~2
MN(~ωc)
2
∑
ab=±
b
∫
dt′ i~Gab(t, t′)
[
i~GabL (t, t
′)i~GbaR (t
′, t)− L↔ R] . (6.7)
Gab are the macroscopic Keldysh Green’s functions for the rotors and GabL/R are the Green’s
functions of the free fermions in the L/R-reservoirs. This reads, after Keldysh rotations,
IR→L(t) = − e
~
MN
∫ t
0
dτ C(t, t− τ) ΠRB(τ) + R(t, t− τ) ΠKB (τ) , (6.8)
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with
ΠKB ≡ −2(~ωc)2 Im
[
GKLG
K
R
∗ − ~
2
4
(
GRLG
R
R
∗
+GALG
A
R
∗)]
,
ΠRB ≡ −2(~ωc)2 Im
[
GRLG
K
R
∗
+GKLG
R
R
∗]
.
(6.9)
The expression for the current given in eq. (6.8) is quite generic. It is valid as soon as the
system and the fermionic leads are coupled with an interaction HSB. The details of the system
and the leads enter in the formula through their respective Green’s functions. The formula was
obtain after a first order expansion in the coupling constant g. The second order term like all
the even order terms are zero by use of Wick’s theorem. The third and higher odd order terms
would have involved higher order correlation functions of the system. Plugging the expressions
of the fermionic Green’s functions GKα , G
R
α , and G
A
α (α = L,R) that are given in Appendix B.1,
we get
ΠKB (τ) =
1
2
(~ωc)
2〈〈
[
tanh (β
ǫL − µL
2
) tanh (β
ǫR − µR
2
)− 1
]
sin
(
ǫL − ǫR
~
τ
)
〉L〉R , (6.10)
ΠRB(τ) =
1
~
(~ωc)
2〈〈
[
tanh (β
ǫL − µL
2
)− tanh (β ǫR − µR
2
)
]
cos
(
ǫL − ǫR
~
τ
)
〉L〉RΘ(τ) , (6.11)
where the notation 〈〈 · · · 〉L〉R stands for
∫∫
dǫ dǫ′ ρL(ǫ)ρR(ǫ′) · · · . One can check that the
current vanishes when the bias voltage (eV ≡ µR − µL) is set to zero.
Linear conductance. We develop the current formula (6.8) to the first order in eV and
compute the linear conductance
IR→L(t)=− e
~
MN eV
∫ t
0
dτ C(t, t− τ)|eV=0
dΠRB (τ)
deV
∣∣∣∣
eV=0
+ R(t, t− τ)|eV=0
dΠKB (τ)
deV
∣∣∣∣
eV=0
, (6.12)
One can derive for a flat half-filled DOS, ρ(ǫ) ∝ Θ(ǫF − |ǫ− ǫF |), in the limit ǫF →∞ (in that
limit we expect the results to depend very little on the precise shape of the DOS)
dΠRB (τ)
deV
∣∣∣∣
eV=0
= −πg2δ(τ) , (6.13)
dΠKB (τ)
deV
∣∣∣∣
eV=0
= −~g2 1
2τ
. (6.14)
Therefore the linear current very quickly goes from zero to
IR→L(t) =
e
2~
MNg2 eV
(
π + ~
∫ t
0
dτ
R(t, t− τ)
τ
)
. (6.15)
The dependence on the history of the two-time correlation function has disappeared and the
second term in eq. (6.15) goes to zero due to the rapid decay of the response function. Finally
the current quickly takes an asymptotic value
I∞R→L =
e
2~
πMNg2 eV . (6.16)
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From this computation, it appears that the current only probes the very fast dynamics of the
system it passes through and does not give information on the long-time dynamics. Since the
short-time dynamics of the system are equilibrium ones even in the coarsening regime, the
current cannot be used to tell in which regime the system is. An exact numerical integration
of eq. (6.8) supports these findings for other types of DOS, for finite values of ǫF and far from
the linear regime.
7 Conclusions and discussion
In this paper we presented a detailed study of the quantum fully-connected rotor model driven
out of equilibrium by a fermionic drive. We determined analytically the phase diagram of
the model and we showed that a critical manifold, controlled by the value of the disorder
strength, separates a QNESS with zero order parameter from an ordering phase with non-zero
order parameter. We solved the equations that describe the dynamics in the different phases
with a numerical integration and analytically by using various approximation schemes that give
valuable physical insights. In particular, we showed that this (quasi) quadratic model maps to a
set of Langevin equations with additive colored noise that describes the dynamics of the rotors.
The nature of the noise is determined by the type of electron baths used and, in the driven
case, the friction kernel and noise-noise correlation are not linked by any fluctuation-dissipation
relation. By using this effective Langevin description we established the connection with the 3d
coarsening dynamics of the O(M) model and we showed that the long-time ordering dynamics
are in the class of the classical limit of our model without a drive, i.e., with the typical length
growing as t1/2.
Finally, we derived a generic expression for the current flowing through the system that
involves a time-convolution between the characteristics of the system (through its correlation
and linear response) and the ones the leads (through their retarded and Keldysh kernels). Inter-
estingly enough, for the type of density of states used in the large ǫF limit the current depends
only on the short-time difference (stationary) regime in which coarsening is not relevant.
Future studies along these lines include the analysis of the fate of first order phase transi-
tions, common in disordered quantum spin systems with multi-spin interactions when driven
out of equilibrium.
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Appendices
A Conventions
Θ is the Heaviside step function. We choose Θ(0) = 1/2, so that Θ(x) + Θ(−x) = 1 ∀ x ∈ R.
We recall the identities∫ ∞
−∞
dx
2π
eixy = δ(y) and
∫ y
−∞
dx δ(x) = Θ(y) , (A.1)
where δ is the Dirac delta function. In particular
∫ 0
−∞ dx δ(x) = 1/2.
A.1 Fourier transform
The convention for the Fourier transform F that we use is
F [f(τ)](ω) ≡ f(ω) ≡
∫ ∞
−∞
dτ e+iωτ f(τ) ,
F−1[f(ω)](τ) ≡ f(τ) =
∫ ∞
−∞
dω
2π
e−iωτ f(ω) ,
(A.2)
The Fourier transform of the step function is
F [Θ(τ)](ω) = i pv 1
ω
+ πδ(ω) , (A.3)
where ‘pv’ denotes the principal value. Convolutions in real and Fourier spaces are defined by
(f ◦ g)(τ) ≡
∫
dτ ′ f(τ ′)g(τ − τ ′) = F−1[(f g)(ω)](τ) ,
(f ◦ g)(ω) ≡
∫
dω′
2π
f(ω′)g(ω − ω′) = F [(f g)(τ)](ω) .
(A.4)
A.2 Heisenberg representation
In the Heisenberg representation the operators evolve as
AH(t) = U
†(t)A(t)U(t) . (A.5)
with the unitary operator
U(t) ≡ Te− i~
∫ t
0 dt
′ H(t′) , (A.6)
and thus U †(t) = T˜e−
i
~
∫ 0
t
dt′ H(t′). T and T˜ are respectively the time and anti-time-ordering
operators (see Appendix A.3). For Hamiltonians H that do not explicitly depend on time we
get
AH(t) = e
iHt/~A(t)e−iHt/~ . (A.7)
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A.3 Time-ordering operator
On the real time axis, the time-ordering operator T rearranges operators with ascending times
to the left:
T AH(t)BH(t
′) = AH(t)BH(t
′)Θ(t− t′) + ζ BH(t′)AH(t)Θ(t′ − t) , (A.8)
with ζ = −1 if both A and B are fermionic operators, ζ = 1 otherwise. The anti-time-ordering
operator T˜ rearranges operators the other way round:
T˜ AH(t)BH(t
′) = AH(t)BH(t
′)Θ(t′ − t) + ζ BH(t′)AH(t)Θ(t− t′) , (A.9)
On the Keldysh contour C, the position of an operator is specified by both the time and
the branch index. By the notation AH(t, a), we denote the operator A in the Heisenberg
representation at time t (t ∈ [0,+∞[) on the branch a (a = ±). One can similarly define a
time-ordering operator TC that rearranges operators along the contour C represented in Fig. 5.
The rules are
TC AH(t,−)BH(t′,+) = AH(t)BH(t′) ,
TC AH(t,+)BH(t′,−) = ζ BH(t′)AH(t) ,
TC AH(t,+)BH(t′,+) = AH(t)BH(t′)Θ(t− t′) + ζ BH(t′)AH(t)Θ(t′ − t) ,
TC AH(t,−)BH(t′,−) = AH(t)BH(t′)Θ(t′ − t) + ζ BH(t′)AH(t)Θ(t− t′) .
(A.10)
A.4 Green’s functions
Let φ and φ† be respectively annihilation and creation operators (bosonic or fermionic). In the
field theory formalism of the Keldysh approach, we define the Green’s functions as
i~Gab(t, t′) ≡ 〈φa(t)φ¯b(t′)〉 . (A.11)
a, b = ±, φ¯ is either the complex conjugate (for bosons) or the Grassmannian conjugate (for
fermions) of φ and the average is understood as
〈 · · · 〉 ≡
∫
D[φ±, φ¯±] · · · exp
(
i
~
S[φ±, φ¯±]
)
. (A.12)
In the operator formalism the Green’s function read
i~Gab(t, t′) ≡ Tr
[
TC φH(t, a) φ
†
H(t
′, b) ̺H(0,±)
]
, (A.13)
where φH(t, a) denotes the Heisenberg representation of the operator φ at time t on the a-branch
of the Keldysh contour. ̺H(0,±) = ̺(0) is the initial density matrix (normalized to be of unit
trace) and its location on the + or −-branch does not matter thanks to the cyclicity of the
trace. TC is the time-ordering operator acting with respect to the relative position of (t, a) and
(t′, b) on the Keldysh contour (see Appendix A.3).
One has, independently of the bosonicity or fermonicity of the field
Gab(t′, t) = −Gb¯a¯(t, t′)∗ , (A.14)
where the star indicates complex conjugate and a¯ ≡ −a.
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B Fermionic bath
We define the fermionic Keldysh Green’s functions
i~Gab(t, t′) ≡ 〈ψa(t)ψ¯b(t′)〉 , (B.1)
where a, b = ±. Like for bosons [see eqs. (3.21) , one has
G++(t, t′) = G−+(t, t′)Θ(t− t′) +G+−(t, t′)Θ(t′ − t) ,
G−−(t, t′) = G+−(t, t′)Θ(t− t′) +G−+(t, t′)Θ(t′ − t) , (B.2)
leading to the relation between Keldysh Green’s functions
G++ +G−− = G+− +G−+ . (B.3)
B.1 Keldysh rotation
We introduce the new fermionic fields{
2 ψ(1) ≡ ψ+ + ψ− , 2 ψ¯(1) ≡ ψ¯+ + ψ¯− ,
~ ψ(2) ≡ ψ+ − ψ− , ~ ψ¯(2) ≡ ψ¯+ − ψ¯− . (B.4)
These definitions leads to
i~G(11)(t, t′) ≡ 〈ψ(1)(t)ψ¯(1)(t′)〉 = i~/4 [G++ +G−− +G−+ +G+−] ≡ GK ,
i~G(12)(t, t′) ≡ 〈ψ(1)(t)ψ¯(2)(t′)〉 = i/2 [G++ −G−− +G−+ −G+−] ≡ −iGR ,
i~G(21)(t, t′) ≡ 〈ψ(2)(t)ψ¯(1)(t′)〉 = i/2 [G++ −G−− −G−+ +G+−] ≡ iGA ,
i~G(22)(t, t′) ≡ 〈ψ(2)(t)ψ¯(2)(t′)〉 = i/~ [G++ +G−− −G−+ −G+−] = 0 .
(B.5)
Where we defined, en passant, the Keldysh GK , the retarded GR and the advanced GA Green’s
functions in the same manner that we did for C and R in Sect. 3.3.4. Using relation (B.3) we
get
GK = i~/2
[
G++ +G−−
]
= i~/2
[
G+− +G−+
]
, (B.6)
GR = − [G++ −G+−] = [G+− −G−+]Θ(τ) , (B.7)
GA =
[
G++ −G−+] = [G+− −G−+]Θ(−τ) , (B.8)
which are inverted as
i~Gab = GK +
i~
2
(a GA − b GR) . (B.9)
B.2 Symmetry properties under t↔ t′
Using eq. (A.14), one establishes
GR(τ) = −GA(−τ)∗ , GK(τ) = GK(−τ)∗ . (B.10)
And hence in Fourier space
GR(ω) = −GA(ω)∗ , GK(ω) ∈ R . (B.11)
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B.3 Free fermions
B.3.1 Single free fermion
The free fermion Hamiltonian is
H = ǫ ψ†ψ . (B.12)
Starting from the expression in terms of operators of the Keldysh Green’s functions,
i~Gab(t, t′) = Tr
[
TC ψH(t, a)ψ
†
H(t
′, b)̺(0)
]
, (B.13)
with a, b = ± and the grand-canonical density matrix ̺(0) ∝ e−β(H−µN), one computes
i~G+−(ǫ; τ) = −nF e− i~ ǫτ ,
i~G−+(ǫ; τ) = (1− nF )e− i~ ǫτ .
(B.14)
nF is the Fermi factor given by nF (ǫ) ≡
(
1 + eβ(ǫ−µ)
)−1
. After the Keldysh rotation we get
GK(ǫ; τ) =
1
2
tanh
(
β
ǫ− µ
2
)
e−
i
~
ǫτ ,
GR(ǫ; τ) =
i
~
e−
i
~
ǫτΘ(τ) , (B.15)
GA(ǫ; τ) =
i
~
e−
i
~
ǫτΘ(−τ) .
B.3.2 Collection of free fermions
For our left and right reservoirs, we consider continuous distribution (density of states) ρL(ǫ)
and ρR(ǫ) of these free fermions. This yields to the Keldysh Green’s functions
Gabα (τ) =
∫
dǫ ρα(ǫ)G
ab
α (ǫ; τ) , (B.16)
with α = L,R. After a Keldysh rotation it yields
GK(τ) =
∫
dǫ ρ(ǫ)
1
2
tanh[β(ǫ− µ)/2] e− i~ ǫτ = 1
2
〈 tanh[β(ǫ− µ)/2] e− i~ ǫτ 〉ǫ ,
GR(τ) =
∫
dǫ ρ(ǫ)
i
~
e−
i
~
ǫτΘ(τ) =
i
~
〈 e− i~ ǫτ 〉ǫ Θ(τ) ,
GA(τ) =
∫
dǫ ρ(ǫ)
i
~
e−
i
~
ǫτ Θ(−τ) = i
~
〈 e− i~ ǫτ 〉ǫ Θ(−τ) ,
(B.17)
where we introduced a short-hand notation for the integration over energy levels. In terms of
the Fourier transforms of ρ(ǫ) it reads
GR(τ) =
i
~
2πρ(τ/~)Θ(τ) , GA(τ) =
i
~
2πρ(τ/~)Θ(−τ) . (B.18)
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B.3.3 Fourier transforms
GK(ω) = π~ tanh
(
β
~ω − µ
2
)
ρ(~ω) ∈ R ,
GR(ω) +GA(ω) = 2iπρ(~ω) ∈ iR .
(B.19)
Since ρ(ǫ) is real, one computes
ImGR(ω) = πρ(~ω) . (B.20)
Thus we get, as a check, the grand-canonical fermionic fluctuation-dissipation theorem that is
established generally in Sect. C:
GK(ω) = ~ tanh
(
β
~ω − µ
2
)
Im GR(ω) . (B.21)
C Fluctuation-Dissipation Theorem
In this Section we give a proof of the fluctuation-dissipation theorem both in its bosonic and
fermionic versions. This theorem only holds in equilibrium and gives a relation between the
Green’s functions. In the grand-canonical ensemble, the initial density operator reads ̺(0) ∝
exp (−β(H − µN)), where N is the number operator commuting with H (in non-relativistic
quantum mechanics), µ is the chemical potential fixing the average number of particles. One
can obtain the theorem for the canonical ensemble by formally setting µ = 0. Let us consider
a pair of either bosonic or fermionic operators, for instance creation and annihilation operators
φ† and φ. Let us write the following Keldysh Green’s function
i~G+−(t, t′) = Tr
[
TC φH(t,+)φ
†
H(t
′,−)̺(0)
]
. (C.1)
By resolving the time-ordering we get
i~G+−(t, t′) = ζ Tr
[
φ†H(t
′)φH(t)̺(0)
]
, (C.2)
with ζ = +1 in the bosonic case and ζ = −1 in the fermionic case. Using the analyticity of the
Green’s functions and then expanding φH(t + iβ~) = exp (−βH)φH(t) exp (+βH), we get
i~G+−(t+ iβ~, t′) = ζ Tr
[
φ†H(t
′)φH(t+ iβ~)̺(0)
]
(C.3)
∝ ζ Tr
[
φ†H(t
′) exp (−βH)φH(t) exp (βµN)
]
. (C.4)
Since H and N commute and since for any operator f(N), one has φf(N) = f(N + 1)φ, we
have
φH(t) exp (βµN) = exp (βµ(N + 1))φH(t) , (C.5)
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and so
i~G+−(t+ iβ~, t′) = ζ exp(βµ) Tr
[
φ†H(t
′)̺(0)φH(t)
]
. (C.6)
Using the cyclicity of the trace, we come to
i~G+−(t+ iβ~, t′) = ζ exp(βµ) Tr
[
φH(t)φ
†
H(t
′)̺(0)
]
(C.7)
= ζ exp(βµ) i~G−+(t, t′) . (C.8)
If the system is in equilibrium, the time translational invariance of the previous equation gives
the KMS relation:
G+−(ω) exp(β~ω) = ζ exp(βµ) G−+(ω) . (C.9)
Using eqs. (B.7) and (B.8), we have on the one hand
GR(ω) +GA(ω) = G+−(ω)(1− ζ exp(β(~ω − µ)) . (C.10)
On the other hand eq. (B.6) implies
GK(ω) =
i~
2
G+−(ω)[1 + ζ exp(β(~ω − µ))] . (C.11)
These two last relations yield the grand-canonical quantum FDT:
GK(ω) = ~ tanh
(
β
~ω − µ
2
)−ζ
Im GR(ω) . (C.12)
D Computing the self-energy
D.1 Derivation within the Schwinger-Keldysh formalism
In the Schwinger-Keldysh path-integral representation we had (see eq. (3.12)) for the whole
system (rotors and environment)
Z[η±] ≡
∫
c
D[n±,ψ±, ψ¯±]e i~S[n±,ψ±,ψ¯±]〈n+(0), ψ¯+(0)|̺(0)|n−(0),ψ−(0)〉 , (D.1)
At time t = 0, just after the quench, the initial density is assumed to be factorized: ̺(0) =
IS ⊗ ̺freeL (0)⊗ ̺freeR (0) (see Sect. 3.1) yielding
〈n+(0), ψ¯+(0)|̺(0)|n−(0), ψ¯−(0)〉
= δ(n+(0)− n−(0)) 〈ψ¯+L(0)|̺freeL (0)|ψ−L(0)〉 〈ψ¯+R(0)|̺freeR (0)|ψ−R(0)〉 . (D.2)
The generating functional reads
Z[η±] =
∫
c′
D[n+,n−]e i~SS [n+,n−,η] 〈〈 e i~SSB[n+,ψ+,ψ¯+,n−,ψ−,ψ¯−] 〉L〉R . (D.3)
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The index c′ at the bottom of the integral is here to remind the constraints on the field inte-
gration, namely n+i (t)
2
= n−i (t)
2
= 1 and n+i (0) = n
−
i (0) ∀ i. We introduced the average over
the free environment composed of the two reservoirs:
〈〈 · · · 〉L〉R ≡
∫
D[ψ±, ψ¯±] · · · e i~SLLe i~SRR
×〈ψ¯+L(0)|̺freeL (0)|ψ−L(0)〉 〈ψ¯+R(0)|̺freeR (0)|ψ−R(0)〉 . (D.4)
We now develop the coupling e
i
~
SSB up to the second order,
〈〈 e i~SSB 〉L〉R ≃ 1 + i
~
〈〈 SSB 〉L〉R − 1
2~2
〈〈 S2SB 〉L〉R . (D.5)
The first order term is zero. The second order term reads
〈〈 S2SB 〉L〉R=M
(
~ωc
Ns
)2 ∑
ab=±
ab
∫∫ ∞
0
dt dt′
N∑
ij=1
Ns∑
kk′qq′=1
M∑
µν=1
M∑
ll′mm′=1
nµai (t)n
νb
j (t
′) σµll′σ
ν
mm′′
×〈〈 [ψ¯aLikl(t)ψaRik′l′(t) + L↔ R] [ψ¯bLjqm(t′)ψbRjq′m′(t′) + L↔ R] 〉L〉R . (D.6)
Developing the term on the second line, we obtain
〈〈 [ψ¯aLikl(t)ψaRik′l′(t) + L↔ R] [ψ¯bLjqm(t′)ψbRjq′m′(t′) + L↔ R] 〉L〉R
= 〈〈 ψ¯aRikl(t)ψaLik′l′(t)ψ¯bLjqm(t′)ψbRjq′m′(t′) + L↔ R 〉L〉R
= −〈ψaLik′l′(t)ψ¯bLjqm(t′)〉L 〈ψbRjq′m′(t′)ψ¯aRikl(t)〉R + L↔ R
= δijδk′qδkq′δl′mδlm′~
2
[
GabLk′(t, t
′)GbaRk(t
′, t) + L↔ R] . (D.7)
With the free fermionic Green’s functions defined on the Keldysh contour as i~Gabαk(t, t
′) =
〈ψak(t)ψ¯bk(t′)〉α for α = L,R, a, b = ± and where k labels the electron’s energy. Expression
(D.6) now reads
〈 S2SB 〉LR = ~2M
(
~ωc
Ns
)2 ∑
ab=±
ab
∫∫ ∞
0
dt dt′
N∑
i=1
Ns∑
kk′=1
M∑
µν=1
M∑
ll′=1
nµai (t)n
νb
i (t
′) σµll′σ
ν
l′l
× [GabLk′(t, t′)GbaRk(t′, t) + L↔ R] . (D.8)
By using the property Tr σµσν = δµν , we get
〈 S2SB 〉LR = M~2
(
~ωc
Ns
)2 ∑
ab=±
ab
∫∫ ∞
0
dt dt′
N∑
i=1
nai (t) · nbi(t′)
×
∑
kk′
[
GabLk′(t, t
′)GbaRk(t
′, t) + L↔ R] . (D.9)
Finally expression (D.5) can be recast into
〈〈 e i~SSB 〉L〉R ≃ e i~S
(2)
SB , (D.10)
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with
S
(2)
SB[n
+,n−] ≡ −1
2
M
∑
ab=±
∫∫ +∞
0
dt dt′ ΣabB (t, t
′)
N∑
i=1
nai (t) · nbi(t′) , (D.11)
where the exponent (2) is here to recall that we developed until second order and with the
self-energy
ΣabB (t, t
′) ≡ −abi~ (~ωc)2
[
GabL (t, t
′)GbaR (t
′, t) +GabR (t, t
′)GbaL (t
′, t)
]
, (D.12)
where the Keldysh Green’s functions of the fermions in the α-reservoir (α = L,R) are given by
Gabα (t, t
′) ≡
∫
dǫα ρα(ǫα)G
ab
α (ǫα; t− t′) = Gabα (t− t′) . (D.13)
ρα(ǫ) is the density of states in α-reservoir and G
ab
α (ǫ; τ) are the Keldysh Green’s functions of
a free fermion with energy ǫ in equilibrium in the α-reservoir (see Appendix B.3.1):
i~G+−α (ǫ; τ) = −nα(ǫ)e−
i
~
iǫτ ,
i~G−+α (ǫ; τ) = [1− nα(ǫ)] e−
i
~
ǫτ ,
i~G++α (ǫ; τ) = i~G
−+
α (ǫ; τ)Θ(τ) + i~G
+−
α (ǫ; τ)Θ(−τ) ,
i~G−−α (ǫ; τ) = i~G
+−
α (ǫ; τ)Θ(τ) + i~G
−+
α (ǫ; τ)Θ(−τ) ,
(D.14)
with the Fermi factor nα(ǫ) ≡ (1 + eβα(ǫ−µα))−1. It is clear then that the self-energy is time
translational invariant: ΣabB (t, t
′) ≡ ΣabB (τ) with τ ≡ t − t′. Moreover ΣabB (τ) is a symmetric
matrix with respect to time and Keldysh indices:
ΣabB (τ) = Σ
ba
B (−τ) , (D.15)
Using the time reversal property eq. (A.14) of the Keldysh Green’s functions one also establishes
ΣabB (τ)
∗
= −Σa¯b¯B (τ) , (D.16)
where we note a¯ ≡ −a.
After a Keldysh rotation of the rotors coordinates, it yields
i
~
S
(2)
SB[n
(1),n(2)] =
1
2
M
∑
rs=(1),(2)
∫∫ ∞
0
dt dt′ ΣrsB (t, t
′)
N∑
i=1
nri (t)n
s
i (t
′) , (D.17)
with
Σ
(22)
B = −i~/2
[
Σ++B + Σ
−−
B
]
,
Σ
(21)
B = −i
[
Σ++B + Σ
+−
B
]
,
Σ
(12)
B = −i
[
Σ++B + Σ
−+
B
]
,
Σ
(11)
B = −i/~
[
Σ++B + Σ
+−
B + Σ
−+
B + Σ
−−
B
]
= 0 .
(D.18)
which is inverted as
i~ΣabB = −abΣ(22)B −
~
2
(
aΣ
(21)
B + bΣ
(12)
B
)
. (D.19)
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D.2 FDT check
We checked that the fermion-reservoir self-energy satisfies the bosonic FDT. This is only valid
when the reservoirs constitute an equilibrium bath, i.e., βL = βR = β and µL = µR = µ0
(V = 0). Note that distribution functions ρL(ω) and ρR(ω) can be different although the proof
given below uses ρL(ω) = ρR(ω) = ρ(ǫ) for simplicity reasons. The goal is to check
ΣKB (ω) = ~ coth
(
β
~ω
2
)
Im ΣRB(ω) = ~ coth
(
β
~ω
2
) [
ΣRB + Σ
A
B
]
(ω)
2i
. (D.20)
We first develop the term in the lhs, then we do the same with the rhs to prove their equality.
ΣKB (ω) = TF Σ
K
B(τ)
= −2(~ωc)2 TF
{
GKGK∗ − ~2/4 [GAGA∗ +GRGR∗]}
= −2(~ωc)2 TF
{
GKGK∗ − ~2/4 [GR +GA] [GR∗ +GA∗]} , (D.21)
where we used the nullity of cross terms of the type GRGA since GR ∝ Θ(τ) and GA ∝ Θ(−τ).
ΣKB (ω) = −2(~ωc)2
{
GK ◦GK∗ − ~2/4 [GR +GA] ◦ [GR∗ +GA∗]} , (D.22)
where ◦ is the symbol for the convolution (see Appendix A) and GR∗(ω) stands for the Fourier
transform of GR(τ)∗. Since we easily obtain
GR(ω) +GA(ω) = 2iπρ(~ω) ,
GR∗(ω) +GA∗(ω) = −2iπρ(−~ω) , (D.23)
and
GK(ω) = π~ρ(~ω) tanh
(
β ~ω−µ0
2
)
,
GK∗(ω) = π~ρ(−~ω) tanh (β−~ω−µ0
2
)
,
(D.24)
we get by replacing in (D.22)
ΣKB (ω)=−2(~ωc)2(π~)2
×{[ρ(~ω) tanh(β ~ω−µ0
2
)]◦[ρ(−~ω) tanh(β−~ω−µ0
2
)]− [ρ(~ω)]◦[ρ(−~ω)]}
=−2(~ωc)2(π~)
∫
dǫ′
2π
ρ(ǫ′)ρ(ǫ′ − ~ω)
{
tanh
(
β ǫ
′−µ0
2
)
tanh
(
β ǫ
′−~ω−µ0
2
)
− 1
}
=−π~(~ωc)2 coth
(
β ~ω
2
) ∫
dǫ′ ρ(ǫ′)ρ(ǫ′ − ~ω)
{
tanh
(
β ǫ
′−~ω−µ0
2
)
− tanh
(
β ǫ
′−µ0
2
)}
,
(D.25)
where we used the trigonometry relation
tanh (x− y) = tanh x− tanh y
1− tanh x tanh y .
Let’s now calculate the rhs of (D.20).[
ΣRB + Σ
A
B
]
(ω)
2i
= i(~ωc)
2 TF
{
GRGK∗ +GAGK∗ +GKGR∗ +GKGA∗
}
= i(~ωc)
2 TF
{
(GR +GA)GK∗ +GK(GR∗ +GA∗)
}
= i(~ωc)
2
{[
GR +GA
] ◦ [GK∗]+ [GK] ◦ [GR∗ +GA∗]} , (D.26)
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giving
~ coth
(
β ~ω
2
) [ΣRB+ΣAB](ω)
2i
= −2(π~)2(~ωc)2 coth
(
β ~ω
2
)
×{[ρ(~ω)] ◦ [ρ(−~ω) tanh (β−~ω−µ0
2
)]− [ρ(~ω) tanh (β ~ω−µ0
2
)] ◦ [ρ(−~ω)]}
= −π~(~ωc)2(2π~) coth
(
β ~ω
2
) ∫
dǫ′ ρ(ǫ′)ρ(ǫ′ − ~ω)
{
tanh
(
β ǫ
′−~ω−µ0
2
)
− tanh
(
β ǫ
′−µ0
2
)}
.
We recognize here the development (D.25) of ΣKB . We just proved that the bosonic FDT is
satisfied provided that the two fermionic reservoirs have the same temperature and chemical
potential. They can have a different density of states.
E Dynamics
E.1 Quadratic effective action
One can render the effective action quadratic at the price of introducing new fields. For a given
i and a given pair of (r, µ, t) and (s, ν, t′), the identity
1 =
∫
dQ rsiµν(t, t
′) δ
(
nµri (t)n
νs
i (t
′)−Q rsiµν(t, t′)
)
, (E.1)
becomes, after using the integral representation of the delta distribution (see Appendix A),
1 ∝
∫
dQ rsiµν(t, t
′) dλ rsiµν(t, t
′) exp
(
−iM
2
λ rsiµν(t, t
′)
(
nµri (t)n
νs
i (t
′)−Q rsiµν(t, t′)
))
. (E.2)
Introducing similar identities for all possible pairs of (r, µ, t) and (s, ν, t′), we obtain a path
integral over two3 fields Q rsiµν(t, t
′) and λ rsiµν(t, t
′) that are symmetric in the Keldysh indices,
times and rotor components: Q sriνµ(t
′, t) = Q rsiµν(t, t
′) and λ sriνµ(t
′, t) = λ rsiµν(t, t
′). The effective
action is now also a functional of Q and λ and reads
i
~
Seff = −M
2
∑
r,s=(1),(2)
∫∫
dt dt′
∑
i
∑
µν
nµri (t)
[
Op rsiµν(t, t
′) + iλ rsiµν(t, t
′)
]
nνsi (t
′) (E.3)
+
J2M2
2N
∑
i,j
∫∫
dt dt′
∑
µ,ν
Q
(11)
iµν (t, t
′)Q (22)jµν (t, t
′) +Q (12)iµν (t, t
′)Q (21)jµν (t, t
′)
+
i
~
M
2
∑
a
a
∫
dt
∑
i
zai (t) + i
M
2
∑
rs
∫∫
dt dt′
∑
i
∑
µν
λ rsiµν(t, t
′)Q rsiµν(t, t
′)
+ boundary terms ,
3There are N(M2K2+MK)/2 of each of these fields, where K = 2 is the number of possible Keldysh indices.
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where we introduced the operator Op rsiµν(t, t
′) defined as
Op
(12)
iµν (t, t
′) ≡ iδµνδ(t− t′)
[
1
Γ
∂2t′ +
1
2
∑
a=±
zai (t)
]
− iδµνΣRB(t′, t) ,
Op
(21)
iµν (t, t
′) ≡ Op (12)iνµ (t′, t) ,
Op
(22)
iµν (t, t
′) ≡ i~
4
δµνδ(t− t′)
∑
a=±
azai (t) + δµνΣ
K
B (t, t
′) ,
Op
(11)
iµν (t, t
′) ≡ i
2~
δµνδ(t− t′)
∑
a=±
azai (t) .
(E.4)
Op rsiµν(t, t
′) is symmetric in the Keldysh indices, times and rotor components: Op sriνµ(t
′, t) =
Op rsiµν(t, t
′). The functional integration over nµri is now quadratic and can be performed, leading
to
i
~
Seff = −1
2
Tr lnM (Op+ iλ) (E.5)
−J
2M2
2N
∑
i,j
∫∫
dt dt′
∑
µ,ν
Q
(11)
iµν (t, t
′)Q (22)jµν (t, t
′) +Q (12)iµν (t, t
′)Q (21)jµν (t, t
′)
+
i
~
M
2
∑
a
a
∫
dt
∑
i
zai (t) + i
M
2
∑
rs
∫∫
dt dt′
∑
i
∑
µν
λ rsiµν(t, t
′)Q rsiµν(t, t
′)
where the trace in the first term is spanning the whole space of indices, namely rotor sites,
Keldysh indices, times and rotor components.
E.2 Saddle-point evaluation
In this subsection, we evaluate in the limit M → ∞ the saddle-point equations with respect
to the dummy fields we introduced previously, namely λ rsiµν(t, t
′), Q rsiµν(t, t
′) and zai (t). The
fluctuations around the saddle are neglected. In particular, using eq. (E.1) we have the identity
(see the definition of Green’s functions in Sect. 3.3.4)
Q rsiµν(t, t
′) = i~G rsiiµν(t, t
′) . (E.6)
Along the lines we prove that the solution in the saddle isO(NM), like the starting Hamiltonian.
The saddle-point with respect to λ rsiµν(t, t
′) yields
δSeff
δλ rsiµν(t, t
′)
= −1
2
Tr
δ
δλ rsiµν(t, t
′)
lnM (Op+ iλ) + i
M
2
Qrsiµν(t, t
′) = 0 , (E.7)
giving in matrix notations
t(Op+ iλ)−1 = MQ , (E.8)
where the symbol t represents the transposition. Since all operators in the last equation are
symmetric by definition, we get
Op+ iλ =
1
M
Q−1 . (E.9)
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The saddle-point equation with respect to Q rsiµν(t, t
′) yields
iλ rsiµν(t, t
′) =
J2M
N
∑
j
Q r¯s¯jµν(t, t
′) ∀ i , (E.10)
where (2) ≡ (1) and (1) ≡ (2). The rhs of this last equation being site-independent, λ rsiµν(t, t′)
does not depend on i: λ rsiµν(t, t
′) = λrsµν(t, t
′). Equations (E.9) and (E.10) imply
Op rsi +
J2M
N
∑
j
Q r¯s¯j −
1
M
Q−1
rs
i = 0 . (E.11)
The saddle-point equation with respect to zai (t) yields to the two equations:∑
µ
(
[Op+ iλ]−1
) (12)
iµµ
(t, t) +
(
[Op+ iλ]−1
) (21)
iµµ
(t, t) = 0 ,
∑
µ
(
[Op+ iλ]−1
) (11)
iµµ
(t, t) +
~
2
4
(
[Op+ iλ]−1
) (22)
iµµ
(t, t) = M .
(E.12)
This is nothing more than the constraint that rotors should have a unit length. However, λ
being site-independent, it is clear from these equations that it has to be the same for Op. Finally
at the saddle, Op, Q and z are site-independent (homogeneous) so we can get rid of the sites
indices: Op rsiµν(t, t
′) = Oprsµν(t, t
′), Q rsiµν(t, t
′) = Qrsµν(t, t
′) and zai (t) = z
a(t). Equation (E.11)
becomes
Oprs + J2MQr¯s¯ − 1
M
Q−1
rs
= 0 . (E.13)
Since from its definition (E.4) Oprsµν(t, t
′) ∝ δµν , the previous equation tells us that it has to
be the same for Qrsµν(t, t
′) so we can get rid of all the rotor component indices. Multiplying by
Qsv(t′, t′′), and summing over s and t′, we get∫
dt′
∑
s
Oprs(t, t′)Qsv(t′, t′′) + J2MQr¯s¯(t, t′)Qsv(t′, t′′)− 1
M
δrvδ(t− t′′) = 0 . (E.14)
The macroscopic Green’s function reading i~Grs(t, t′) = MQrs(t, t′) we obtain∫
dt′
∑
s
Oprs(t, t′)i~Gsv(t′, t′′) + J2i~Gr¯s¯(t, t′)i~Gsv(t′, t′′)− δrvδ(t− t′′) = 0 . (E.15)
E.3 Schwinger-Dyson equations
The (r = (2), v = (1)) component of eq. (E.15) gives a complex equation the real part of which
yields
z+(t) = z−(t) ≡ z(t) ∀ t , (E.16)
and the imaginary part of which is the dynamic equation for the self-correlation:[
1
Γ
∂2
∂t2
+ z(t)
]
C(t, t′) =
∫ t′
0
dt′′ ΣK(t, t′′)R(t′, t′′) +
∫ t
0
dt′′ ΣR(t, t′′)C(t′′, t′) , (E.17)
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where we introduced
ΣK ≡ J2C + ΣKB , ΣR ≡ J2R + ΣRB . (E.18)
Similarly, the (r = (2), v = (2)) component of eq. (E.15) yields the equation of motion for the
self-response: [
1
Γ
∂2
∂t2
+ z(t)
]
R(t, t′) = δ(t− t′) +
∫ t
t′
dt′′ ΣR(t, t′′)R(t′′, t′) . (E.19)
The (r = (1), v = (1)) component of eq. (E.15) leads to the same equation and the (r = (1), v =
(2)) component expresses 0 = 0. Setting t′ = t in eq. (E.17) we obtain the expression for the
Lagrange multiplier
z(t) =
∫ t
0
dt′′ ΣK(t, t′′)R(t, t′′) + ΣR(t, t′′)C(t, t′′)− 1
Γ
∂2C
∂t2
(t, t′ → t−) . (E.20)
Equations (E.17) and (E.19) together with eq. (E.20) constitute the Schwinger-Dyson equations
that fully determine the dynamics of the interacting system.
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