Abstract: Entanglement entropies are notoriously difficult to compute. Large-N strongly-coupled holographic CFTs are an important exception, where the AdS/CFT dictionary gives the entanglement entropy of a CFT region in terms of the area of an extremal bulk surface anchored to the AdS boundary. Using this prescription, we show -for quite general states of (2+1)-dimensional such CFTs -that the renormalized entanglement entropy of any region of the CFT is bounded from above by a weighted local energy density. The key ingredient in this construction is the inverse mean curvature (IMC) flow, which we suitably generalize to flows of surfaces anchored to the AdS boundary. Our bound can then be thought of as a "subregion" Penrose inequality in asymptotically locally AdS spacetimes, similar to the Penrose inequalities obtained from IMC flows in asymptotically flat spacetimes. Combining the result with positivity of relative entropy, we argue that our bound is valid perturbatively in 1/N , and conjecture that a restricted version of it holds in any CFT.
Introduction
There is now ample evidence that entanglement entropy plays a crucial role in a broad range of fields, ranging from characterizing quantum phases of matter in condensed matter systems [1] [2] [3] [4] ; understanding RG flow and constructing c-theorems [5] [6] [7] [8] [9] [10] ; studying phase transitions in QFTs [11] [12] [13] [14] ; and understanding the emergence of classical spacetime from quantum gravity [15] [16] [17] . Unfortunately, tractable methods for explicitly calculating entanglement entropy remain elusive. A notable exception, however, is holography in the context of AdS/CFT [18] [19] [20] . Specifically, in the large-N , large-λ limit, the entanglement entropy of some spatial region B in a holographic CFT is given by the HRT formula [21] [22] [23] [24] [25] :
where the minimization is performed over bulk extremal surfaces X B , and here ∼ means "homologous to". The HRT formula has been remarkably useful in understanding properties of the bulk gravitational theory from properties of S B ; see e.g. [26] [27] [28] [29] [30] [31] [32] [33] [34] . However, it suffers a drawback: any computation of S B relies quite explicitly on knowing the bulk geometry. Thus equation (1.1) does not immediately take on any transparent interpretation in terms of field theory data, and does not substantially address the converse question of understanding entanglement entropy in purely field theoretic terms.
Our purpose in this paper is to address this deficiency, at least in the holographic context. To that end, recall that in any state on B it is possible to define a statedependent operator H B -the modular Hamiltonian -so that the entanglement entropy can be written as S B = H B . Like S B , H B is in general very complicated and thus rarely known explicitly 1 . A natural attempt to alleviate this difficulty is to relax the equality S B = H B to a bound S B ≤ E B (1.2) for some appropriately "nice" operator E B . Ideally, such an operator should reduce to the modular Hamiltonian H B in cases where the latter is known. Of course, as stated the bound (1.2) is trivial, because S B is divergent and thus E B must be divergent as well. Let us therefore be more precise, restricting our attention to (2+1)-dimensional field theories. Recall that in a continuum QFT, the entanglement entropy S B is divergent due to short-distance correlations across the entanglement surface ∂B. Introducing a UV regulator , the leading piece of this divergence takes the "area law" form [35, 36] 
where a −1 is some state-independent constant and L is the length of ∂B. In a general QFT, the suppressed terms · · · may in fact contain sub-leading state-dependent divergent terms; see e.g. [37] . But when the area law term in (1.3) is the only divergent piece of S B -such as in a large-N holographic CFT deformed by appropriate operators -all state dependence is contained in the finite piece S ren B , termed the renormalized entanglement entropy 2 (sometimes also called the "universal" contribution to the entropy).
Then our main result is that -under certain assumptions to be made more precise later -in any state of a (2+1)-dimensional holographic CFT, the renormalized entanglement entropy obeys (1.5)
Here ε is the energy density on B and ω is a state-dependent (but c-number) positive weighting function which can be computed explicitly from the dual geometry; thus like H B , E B is a state-dependent operator. We emphasize that (1.4) holds not just in the limit of a classical bulk, but for any state which is a finite-order perturbation (say, in 1/N ) of a state dual to Einstein gravity. In such a case, the weighting function ω is calculated only from the classical geometry, neglecting perturbative corrections. In the special case when B is a disk on Minkowski space and the CFT is in vacuum, the operator E B corresponds precisely to H B and the inequality in (1.4) becomes saturated. Thus one can think of E B as a tractable generalization of H B , and the properties of ω allow us to make bulk-independent statements about S ren B ; for example, whenever ε is non-positive on B, it follows that S ren B is bounded above by −8π 2 c eff χ B . The key ingredient in proving (1.4) is a geometric flow called the inverse mean curvature (IMC) flow, first studied in [38, 39] in the context of proving Penrose inequalities in asymptotically flat spacetimes (that is, lower bounds on the ADM mass in terms of the area of any horizons). It was shown in [40] that similar inequalities can be obtained from IMC flows in black hole spacetimes with homogeneous slicings, but Lee and Neves have shown that in general asymptotically AdS spacetimes a similar approach yields much weaker bounds than in the asymptotically flat case [41, 42] . Our approach here can be thought of as a strengthening of the results of [42] , which we do B N X B Figure 1 . B is a spatial region of a (2+1)-dimensional CFT on the boundary, and X B is the corresponding HRT surface. By the homology constraint there exists a spatial slice N (shaded gray) with boundary given by X B ∪ B; when N is chosen to be a maximal-volume slice, the IMC flow on N from X B to B (shown as a foliation of N ) produces the bound (1.4).
by introducing a new IMC flow in which the flow surfaces are anchored to the AdS boundary. The bound (1.4) can thus be thought of as a generalized Penrose inequality applied to subregions of the AdS boundary.
The essence of our approach is as follows. By the homology constraint [43] in the HRT formula, there exists a spatial slice "enclosed" by B and X B . The IMC flow defines a preferred foliation of this slice into two-dimensional surfaces that flow from X B to B, as shown in Figure 1 . Under this flow, the so-called reduced Hawking mass I H obeys a monotonicity property, yielding precisely the bound (1.4). It is especially worth noting that to obtain this result, we must perform the flow over a maximal-volume spatial slice enclosed by X B and B, the volume of which has recently been conjectured to be dual to the complexity of the state on B [44] (see also [45] [46] [47] [48] [49] [50] [51] for related ideas). This paper is organized as follows. In Section 2, we introduce the IMC flow and review the monotonicity property of the reduced Hawking mass, and then derive a generalization to the case of boundary-anchored flow surfaces. In Section 3 we compute the asymptotic behavior of the reduced Hawking mass and apply the monotonicity of the flow to derive (1.4), stating our assumptions precisely in the process. The reader only interested in the final result may skip the calculations in Section 3 and just read the final statement of Theorem 2. In Section 4 we note that E B and H B agree in the case where the latter is known explicitly (i.e. in the vacuum state on Minkowski space and when B is a disk). Combined with positivity of the relative entropy, we use this feature to argue that our bound should hold for any state which is a perturbative correction of a classical one. We conclude in Section 5 with a discussion of open directions and generalizations, and possible connections to complexity. Appendices A, B, C, and D contain useful results we will invoke throughout the text.
Preliminaries
Unless otherwise specified, our conventions will be as follows. We will consider a (3+1)-dimensional asymptotically locally AdS spacetime (M, g ab ) obeying Einstein's equation with negative cosmological constant: 6) with the AdS length. We will require that the matter obey the weak energy condition:
We use Ω to denote a defining function of some conformal frame; that is, Ω is a scalar field such that the conformally rescaled metricg ab = Ω 2 g ab is regular on (at least some portion of) the asymptotic boundary, which we will always refer to as ∂M . Z will refer to a Fefferman-Graham defining function [52, 53] , which has the properties that
in a neighborhood of the boundary, and that ∂M is a totally geodesic surface 3 with respect tog ab (see [54] for a review).
We will often be concerned with boundary-anchored surfaces, defined as:
A boundary-anchored surface Σ in an asymptotically locally AdS spacetime (M, g ab ) is a surface with asymptotic boundary ∂Σ ⊂ ∂M such that (i) there exists a conformal frameg ab = Ω 2 g ab which is regular in a neighborhood of ∂Σ, and (ii) Σ is C 1 with respect tog ab in a neighborhood of ∂Σ (i.e. the extrinsic curvature of Σ with respect tog ab is finite).
We will introduce a maximal-volume time slice N of this spacetime whose induced metric, intrinsic curvature, and extrinsic curvature will be denoted by h ab , N R ab , and N K ab , respectively, and whose unit (timelike) normal will be t a . The fact that N is a maximal-volume slice implies that its mean curvature is zero:
On N , we will also consider a one-parameter family of two-dimensional surfaces Σ τ ; to avoid clutter, we will often avoid writing the parameter τ explicitly. The induced metric and intrinsic and extrinsic curvatures (in N ) of the surfaces Σ τ will be denoted by σ ab , Σ R ab , and Σ K ab , respectively, while the unit (spacelike) normals to the Σ τ in N will be denoted by n a . Finally, the Gauss-Codazzi equations relate the intrinsic curvature of N to its extrinsic curvature as
where we have explicitly used the fact that the mean curvature of N vanishes.
The Inverse Mean Curvature Flow
Our discussion of renormalized entropy has so far been relatively vague: as noted in footnote 2, S ren B is in general cutoff-dependent (as can be easily seen by considering a rescaling → (1 + a ) of the UV cutoff). Let us therefore begin by clarifying what we mean by S ren B ; we will find that a more precise formulation leads us quite naturally to introduce the inverse mean curvature flow advertised above.
Renormalized Area
By the HRT formula, the entanglement entropy of some boundary region B is given by the area of the minimal-area extremal surface X B anchored to ∂B. Because X B reaches the asymptotic boundary, its area is infinite, and thus needs to be regulated. A particularly useful choice of regulation consists of introducing a Fefferman-Graham defining function Z and excising the portion of X B at Z < / for some small cutoff , as shown in Figure 2 . If the components of the bulk stress tensor in any orthonormal frame fall off like Tμν = O(Z 2 ) near the conformal boundary, this regulated area has the well-known expansion
where L is the length of ∂B in the conformal frame associated to Z. As shown by Graham and Witten [53] , because the cutoff is defined by a Fefferman-Graham defining function Z, the constant piece A[X B ] is independent of the conformal frame associated to Z. Thus A[X B ] provides a frame-and cutoff-independent definition of the holographic renormalized entanglement entropy:
In fact, we may define the renormalized area via an appropriate subtraction:
where Figure 2 . A boundary-anchored extremal surface X B has infinite area. By introducing a cutoff at Z = / (shown as a dashed line), the -independent piece of A[X B ] is a conformal invariant and defines the renormalized area A[X B ]. This renormalized area can alternatively be defined via the subtraction of covariant counterterms on the regulated boundary ∂X B .
Dirichlet boundary conditions on X B . In such a case, its form is fixed to simply be the proper length of ∂X B [55] . However, here we are only interested in on-shell evaluations of A[X B ] -that is, we wish to compute A[X B ] on an a priori specified surface X Bso that we may choose any A ct [X B ] without worrying about its variations (in an abuse of terminology, we will continue to call A ct a counterterm). To that end, note that as found in [56] (and reviewed in Lemma 5 of Appendix A), we may take A ct [X B ] to be
where k g is the geodesic curvature of ∂X B in X B 4 . This choice of counterterm has the advantage that the Gauss-Bonnet theorem relates it to the scalar curvature of X B as
where X B R and χ X B are the Ricci scalar and Euler characteristic of X B . We can thus express the renormalized area of X B directly as an integral over all of X B , without any need for a UV cutoff at all:
The integral appearing in the expression above bears a striking resemblance to the so-called Hawking mass, defined on any surface Σ as m
That is, if a a is the geodesic acceleration of ∂X B and v a is the unit outward-pointing normal to ∂X B in X B , then k g = v a a a .
We will call I H [Σ] the reduced Hawking mass of Σ. Since X B is an extremal surface (and thus X B K = 0), we therefore find that the renormalized area A[X B ] can be written as
It is important to note that the factor of
is not a trivial addition: as we show in Appendix B, it renders I H [Σ] finite for any boundary-anchored surface Σ lying on an extremal time slice.
We may now immediately obtain a partial bound on A[X B ] and thus S ren B , reproducing one first obtained in [56] . To that end, consider the case when the bulk is pure AdS and when B lies on a static time slice of the boundary, and consider an extremal surface X B anchored on ∂B with the same topology as B. Note that X B need not be the same as the HRT surface X B , but by the HRT formula we must have that
. Then in Appendix B we show that 8) and thus by (2.7) we find
where we have introduced the effective central charge c eff ≡ 2 /16πG N . This result bounds the vacuum renormalized entanglement entropy of arbitrary regions of a holographic CFT 3 on Minkowski space. In fact, it is easy to check that taking B to be a disk saturates the inequalities in (2.9) (recall that χ = 1 for a disk), so we conclude that disks maximize S ren χ B =1 , as was found globally in [56] and locally in [57] [58] [59] . Can this bound be generalized to arbitrary states and boundary metric? In general, I H [X B ] does not have a definite sign, and thus the approach above appears unfruitful. However, the Hawking mass m H has the special feature that it is monotonic along the inverse mean curvature flow. This property, which we will now review, can be generalized to extend (2.9) into a much more powerful bound.
IMC Flow for Compact Surfaces
Let us first review the IMC flow in the case of compact surfaces without boundary, where the discussion is more streamlined. Consider a maximal-volume time slice N and a one-parameter family Σ τ of compact two-dimensional surfaces without boundary (refer to the end of Section 1 for notation). The IMC flow is then defined by requiring that the Σ τ move along their unit normals with speed equal to their inverse mean curvature. Explicitly, we require that £nτ = 1, (2.10)
n a is the normal to the flow surfaces with magnitude |n
One may alternatively think of the Σ τ as level sets of the scalar τ (the "flow time") on N , in which case the flow equation (2.10) can be re-expressed in terms of τ as
with ∇ a the covariant derivative operator on N . By (2.10), evolution along the flow is given by Σ τ = Φ τ −τ Σ τ , where Φ τ is the flow along integral curves ofn a by a time τ . It thus follows that the rate of change of any flow quantities with respect to τ can be computed by taking Lie derivatives alongn a . For instance, the rate of change of the induced metric σ ab iṡ 12) while the Gauss-Codazzi equations yield
where D a is the covariant derivative operator on Σ.
Of particular interest are integrated quantities: we show in Appendix C that along an IMC flow of compact surfaces without boundary, the rate of change of any integral F [Σ] = Σ f for scalar f is given bẏ
(2.14)
In the special case f = 1, we obtainȦ[Σ] = A[Σ], and thus the area of the flow surfaces grows exponentially in flow time:
Likewise, we may use the Gauss-Bonnet theorem (2.4) (with no boundary term) to write the reduced Hawking mass of Σ as
As long as the flow is smooth (so that the topology of the Σ remains unchanged), we may use (1.9), (2.13), and the Gauss-Bonnet theorem to obtaiṅ We have thus established the monotonicity of the Hawking mass under a smooth IMC flow of compact surfaces. However, it is important to note that IMC flows are typically not smooth; they may encounter singularities or cusps past which the flow fails to proceed smoothly (for example, when Σ K vanishes). In such a case, the analysis above fails. However, it is possible to generalize it: in the asymptotically flat case, Huisken and Ilmanen [60] showed that a regulated version of (2.11) can be used to define a "weak" IMC flow wherein the flow surfaces are allowed to "jump" over singularities of the flow while preserving monotonicity of the Hawking mass. These results were later generalized to the asymptotically hyperbolic context by Lee and Neves [42] , so the monotonicity result outlined here holds even when a smooth flow does not exist, as long as the flow surfaces do not change their topology. Thus starting the flow on an apparent horizon and flowing out to the asymptotic boundary, monotonicity of m H [Σ] yields a lower bound on the asymptotic Hawking mass in terms of the area of the apparent horizon. In an asymptotically flat spacetime, m H [Σ] asymptotically approaches the ADM mass, and thus one obtains a Penrose inequality [39, 60] . On the other hand, in the asymptotically AdS case m H [Σ] approaches the integrated energy density of the boundary in some conformal frame defined by the flow, which in general does not coincide with the mass of the spacetime except for highly symmetric configurations [40] [41] [42] ; thus the resulting inequality is substantially weaker.
IMC Flow for Surfaces with Boundary
Our main purpose now is to generalize the above monotonicity result to IMC flows of surfaces anchored to the AdS boundary. Of course, this process first requires defining what is meant by a "boundary-anchored flow". Moreover, because the flow surfaces Figure 3 . Solutions to the IMC flow equation may in principle exhibit different types of behaviors when the IMC surfaces are anchored to the asymptotic boundary ∂N . For example, the surfaces may be asymptotically extremal and "move" along the boundary, as in (a); they may remain anchored on the same curve ∂B at the boundary but always intersect the boundary at the same angle, as in (b); or they may remain anchored on the same curve ∂B while the angle θ τ of their intersection with the boundary changes with τ , as in (c). Here we will only consider case (c) by imposing appropriate boundary conditions on the flow.
have a boundary, we must then ensure that any boundary terms picked up byİ H have the correct sign to preserve monotonicity of e τ /2 I H . With an appropriate definition of boundary-anchored flow, we will in fact show that these terms vanish, so that (2.17) continues to hold.
Boundary-Anchored Flows
How should one think of a boundary-anchored flow? Specifically, how do solutions to the flow equation (2.10) behave when the flow surfaces reach the asymptotic boundary? To address these questions, in Figure 3 we sketch the near-boundary behavior of some flows which are in principle possible solutions to the IMC flow equation. Now, recall that we are ultimately interested in IMC flows that start on an extremal surface and asymptote to a specified boundary region B. Thus the only boundary-anchored flows in which we are interested are those that behave as shown in Figure 3 (c): that is, the flow surfaces should all be anchored to the same curve ∂B on the AdS boundary, while the angle of their intersection with the boundary should change smoothly with τ . More precisely, consider a conformal compactificationh ab of the spacetime which is regular at ∂B ⊂ ∂N ; also define N a andñ a τ as the unit (with respect toh ab ) normals to ∂N and Σ τ , respectively. Then the flow shown in Figure 3 (c) has the property that θ τ , defined via cos
is a smooth always-varying function of τ .
It immediately follows (either from the above definition or from Figure 3 (c)) that τ must be multi-valued at ∂B, and that this multi-valued singularity is captured by
for a (nonzero) smooth function f . It is therefore natural to take as a definition of a boundary-anchored IMC flow the requirement that near ∂B, τ exhibit the singularity structure (2.19) on top of any single-valued behavior. We therefore build these ingredients into the following definition:
Definition 2. Let (N, h ab ) be an asymptotically locally hyperbolic three-dimensional space and leth ab be a conformal completion of it. A regular boundary-anchored IMC flow is a one-parameter family of two-dimensional surfaces Σ τ anchored to a curve ∂B ⊂ ∂N such that (i) the flow equation (2.11) is obeyed and (ii) near ∂B in N , τ can be expressed as
Here f is a smooth nonzero function of its argument whenθ ∈ (0, π/2];θ is an arbitrary scalar field whose restrictions to each Σ τ are C 1 and which approach θ τ (defined in (2.18)) at ∂B; and τ reg is single-valued and | ∇τ reg | finite at ∂B .
This definition provides a boundary condition guaranteeing that near the asymptotic boundary, the IMC flow looks like Figure 3 (c). To show that this definition is compatible with the flow equation (2.11), and thus that there do in fact exist regular boundary-anchored IMC flows as defined above, let us construct a simple example in pure AdS. We restrict our attention to the Poincaré patch, in which static spatial slices of constant t are maximal-volume slices whose metric we will write in the form
where z = ξ sin θ and x = ξ cos θ. We will consider a flow anchored to the line x = z = 0. As shown in Appendix D, the IMC flow equation (2.11) is solved by 22) corresponding to an IMC flow starting on the extremal surface x = 0 and asymptoting to the half-plane x > 0, z = 0. This flow takes the form (2.20) withθ = θ, and is therefore an example of a regular boundary-anchored IMC flow. In the proof of Theorem 1 below, we will construct the asymptotics of such flows much more generally.
Intuition: Vanishing Boundary Terms
We now need to examine the behavior of the reduced Hawking mass on boundaryanchored flows. As mentioned above,İ H will pick up boundary terms, which in principle could spoil the monotonicity property of e τ /2 I H . To gain some intuition for the role these boundary terms might play, let us again consider the pure AdS flow (2.22) . It is straightforward to compute the intrinsic and extrinsic curvature of the flow surfaces:
and therefore we find that the integrand of the reduced Hawking mass I H vanishes. It is also easy to see that the integrand in the right-hand side of (2.17a) vanishes as well, from which we conclude thatİ H cannot receive a contribution from any potential boundary terms. Next, consider a general flow anchored to a curve ∂B on the boundary of a general asymptotically locally AdS spacetime. It is always possible (at least locally) to choose a conformal frame in which ∂B is geodesic; let z be the associated Fefferman-Graham coordinate on the extremal time slice N . In this frame, we choose the boundary coordinate y to be the proper distance along ∂B and the boundary coordinate x to be a Gaussian normal coordinate fired off of ∂B. With this choice of coordinates, the metric on N near ∂B takes the form
But this metric looks just like pure AdS to quadratic order in x and z (which by construction are both small near the line ∂B which anchors the flow). It is therefore quite reasonable to expect that just as for the half-plane flow (2.22), boundary terms will not contribute toİ H . This will precisely be the case, as we will show in the remainder of this Section.
Monotonicity of Reduced Hawking Mass
Because I H is finite when evaluated on any boundary-anchored surface (as shown in Appendix B),İ H must be finite as well. However, in order to control the boundary terms inİ H , it will prove useful to define a regulated IMC flow in which the asymptotic regions of the flow surfaces are cut off by some regulator. We may then analyze the behavior of boundary terms inİ H as the regulator is removed.
To that end, first consider an arbitrary IMC flow Σ τ (which need not be boundaryanchored). We may define an IMC flow with boundary by first specifying some region S 0 ⊂ Σ 0 of the initial flow surface, and then mapping S 0 to the rest of the flow along the integral curves of some flow vector field τ a of our choosing. The result is a family of flow surfaces S τ with boundary, as shown in Figure 4 . Of course, this procedure will only be well-defined if n a τ a > 0 everywhere, so that the integral curves of τ a never "turn around". A natural condition to impose on τ a in order to guarantee this condition is
which has the added benefit of allowing us to compute τ -derivatives along the flow as Lie derivatives along τ a , as we did alongn a for compact surfaces. It follows from the definition of IMC flow that τ a can be decomposed into components normal and tangent to the S τ as 26) where the unconstrained tangential component τ a encodes how the boundary of the S τ moves "in" or "out" along the flow.
Using the Gauss-Bonnet theorem (2.4), the reduced Hawking mass of the S τ can be written as
It is then straightforward to use the general time evolution formula (C.6), taking both f = 4/ 2 − S K 2 and k g , to obtain the time evolution of I H along the flow τ a . Using (1.9), (2.13), and the Gauss-Bonnet theorem, we obtain
where v a is the unit outward-pointing normal to ∂S in S and τ
Noting once again the positivity of the integral over S on the right-hand side of (2.28a), we can combine these results to obtaiṅ
where we have split the boundary terms into two contributions:
30a)
The first term is independent of the details of the choice of flow field τ a , while the second depends on a particular choice of τ a . Monotonicity of the flow will therefore be preserved as long as I 1 + I 2 ≥ 0. For a general flow, one could imagine choosing the boundary ∂(∪S τ ) of the flow appropriately to guarantee this property; for instance, requiring τ a = 0 immediately kills the boundary term I 2 . In such a case, some partial results by Marquardt [61] show that a quantity closely related to the Hawking mass is monotonic along the flow as long as ∂(∪S τ ) is convex. However, as our primary purpose is to specialize these results to regulated boundary-anchored flows, we will not pursue this direction here. Instead, we will now prove the main result of this Section: that I 1,2 vanish on any regular boundaryanchored flow. We emphasize that this result does not require that the flow begin on an extremal surface; it is therefore stronger than what might have been intuitively expected from the example of Section 2.3.1. Theorem 1. Consider a maximal-volume time slice N of a (3+1)-dimensional asymptotically locally AdS spacetime obeying Einstein's equation (1.6) with a stress tensor that satisfies the weak energy condition. Let Σ τ be a regular boundary-anchored IMC flow on N which is anchored to the AdS boundary on a smooth curve ∂B. Then the reduced Hawking mass of these surfaces obeyṡ 31) and therefore e τ /2 I H [Σ] is non-decreasing along the flow.
Proof. By the stated assumptions, equation (2.29) applies, and thus we need only evaluate the boundary terms I 1 and I 2 . Since the flow is singular at ∂B, we begin To regulate the region of Σ near ∂B, we introduce a one-parameter family of curves ∂Σ which approach ∂B as → 0. The unit tangent and normal vector fields u a and v a to the ∂Σ define an orthonormal basis on Σ in a neighborhood of ∂B.
by regulating it: in a neighborhood of ∂B, we excise the asymptotic region of each flow surface Σ by introducing a one-parameter family of cutoff curves ∂Σ chosen so that ∂Σ → ∂B as → 0. We may then introduce the unit vector field u a tangent to ∂Σ and the outward-pointing unit normal vector field v a , as shown in Figure 5 . By construction, u a , v a , and n a form an orthonormal basis of N in a neighborhood of ∂B. We now introduce a coordinate system on N adapted to ∂B. Consider any conformal frame in which ∂B has finite length; because N is asymptotically locally hyperbolic (since it is extremal, and thus by Lemma 3 it intersects the boundary orthogonally), near ∂N we may introduce a Fefferman-Graham coordinate z associated to this frame. We then take the boundary coordinate y to be the proper distance along ∂B in this frame, and the boundary coordinate x to be a Gaussian normal coordinate off of ∂B. The metric on N near ∂B then takes the form
where a(y) is the geodesic acceleration of ∂B in this conformal frame. Since ∂B is smooth and has finite length, a(y) is everywhere finite and y has finite range. As in the case of the pure AdS flow (2.22), it is convenient to introduce polar-like coordinates (ξ, θ) via z = ξ sin θ, x = ξ cos θ so that ∂B lies at ξ = 0. Then the metric becomes
where · · · are terms subleading in ξ. In these coordinates, it is straightforward to study the behavior of a general IMC flow near ∂B. First, recall that by definition 2, the flow time τ can be written as
The requirement that τ reg be single-valued at ξ = 0 implies that τ reg | ξ=0 = c 0 (y) for some c 0 (y); the requirement that | ∇τ reg | be finite with respect to the conformally compactified metrich ab ≡ (z/ ) 2 h ab is consistent with single-valuedness and additionally implies that ∂ ξ τ reg and ∂ y τ reg be finite at ξ = 0. These requirements thus imply the expansion
where we use little-o notation, defined here as lim ξ→0 ξ −p o(ξ p ) = 0. Then the flow equation (2.11), which can be thought of as an evolution equation in θ, allows us to solve for f (θ) and τ 1 . We obtain
where like c 0 (y), c 1 (y) is an unconstrained constant of integration that can be specified by providing initial data for the flow (the constant of integration from f (θ) can be absorbed into c 0 (y), so we omit it). Note that unsurprisingly, the leading-order term f (θ) reproduces the pure AdS flow (2.22) found above. With the solutions (2.36), we may now compute the asymptotic behavior of all the geometric objects necessary to evaluate the boundary terms I 1 and I 2 . The unit normal vector to the flow is given by n a = ∇ a τ /|∇τ |, which in these coordinates we find has components
To obtain the vector fields u a and v a , recall that the cutoff curves ∂Σ were required to approach ∂B as → 0. More precisely, this implies thath abṽ a (∂ y ) b | ∂B = 0, whereṽ a ≡ v a /z is the unit (with respect toh ab ) outward-pointing normal vector to ∂B on Σ in the conformally compactified space (which is regular at ∂B). In terms of the components of v a in the uncompactified space, this condition requires v y = o(ξ). Combined with the conditions that v a and u a be normalized and orthogonal to each other and to n a , we then obtain
where α(θ, y) is an arbitrary function which encodes the freedom in choosing the family of cutoff surfaces ∂Σ . The mean curvature of Σ and the geodesic curvature of ∂Σ are then
We may now easily evaluate the integrands of the boundary terms (2.30); we obtain
Now, the measure in I 1 and I 2 is the proper length element ds along ∂Σ , which is related to the coordinate length element dy as
Recalling that y has finite range, combining with (2.39a) immediately yields
(Recall that ξ → 0 as → 0.) Next, we require that τ a (which may be chosen arbitrarily) be finite in the limit ξ → 0. This implies that v a τ a = O(ξ 0 ), and so using (2.39b) we also obtain
Thus I 1 and I 2 vanish on any regular boundary-anchored flow; comparison with (2.29) completes the proof.
Having shown that boundary terms don't contribute to the evolution of a regular boundary-anchored flow, it is not much work to show that in fact the only regular boundary-anchored IMC flow that saturates the inequality (2.31) is the flow (2.22) in pure AdS: 43) where τ is the flow time, x i are coordinates on the Σ τ , and σ ij are the components of the induced metric on the Σ τ . Note that the g τ τ metric component above was fixed by the flow equation (2.10).
We then find
where a prime denotes a τ derivative. Thus the requirement that
ij (x) for some τ -independent metricσ ij . Next, from (1.9) the vanishing of T ab t a t b and
where ΣR is the Ricci scalar ofσ ij . Since Σ K is independent of x, the above implies that ΣR is in fact constant, which we rescale (via a shift in τ ) to ΣR = 2k/ 2 for k = 0 or ±1. Thus the Σ τ are (locally) homogeneous spaces. Solving (2.45) then yields
where m is a constant of integration. Inserting this expression back into (2.43) and converting to a new coordinate r = e τ /2 , we finally obtain
where dH 2 k is the metric on a homogeneous two-dimensional space with Ricci scalar 2k. We immediately recognize the above as the metric on a static slice of SchwarzschildAdS.
To check which of these flows is boundary-anchored on a curve ∂B, we may immediately exclude the case k = 1 of spherical flow surfaces, since spheres have finite area and therefore cannot be boundary-anchored (Figure 6(a) ). Next, recall from Appendix B that I H [Σ] must be finite on any boundary-anchored surface. In the cases k = 0, −1, Figure 6 . A static time slice of pure AdS and homogeneous IMC flows on it. For k = 1 (left), the flow surface are spheres, which are not boundary anchored. For k = 0 (middle), the flow surface are planar slices of Poincaré AdS, which reach the boundary only at a point; they do not constitute a regular boundary-anchored flow. For k = −1 (right), the flow surfaces are hyperbolic slices of a Rindler patch of AdS, which are anchored to the boundary on the same curve as the Rindler horizon (dashed).
the space dH 2 k is not compact 5 , and thus I H [Σ] will only be finite if its integrand (which is constant on each flow surface) vanishes. For the flows above, we find that 48) and thus a necessary condition for the flow to be boundary-anchored is m = 0; i.e. in these coordinates, N must be a Poincaré (k = 0) or Rindler (k = −1) slice of pure AdS. But flat spatial slices of the Poincaré patch reach the AdS boundary only at a point ( Figure 6(b) ), violating the requirement that ∂B be a curve; thus k = 0 is excluded as well. The only remaining case is k = −1, where the flow surfaces are anchored at the boundary on the same curve as (the bifurcation surface of) the corresponding Rindler horizon (Figure 6 (c)); in a different coordinate system, this is exactly the flow (2.22) constructed above, which is clearly a regular boundary-anchored flow. (Note that ∂B has infinite extent in the natural conformal frame associated with the coordinates of (2.21), but this is easily remedied by switching to a different frame which is regular everywhere on the line ξ = 0.)
A Bound on Energy Density and Entanglement Entropy
We may now exploit the monotonicity of the reduced Hawking mass under boundaryanchored IMC flows to obtain our bound. As mentioned in Section 1, the idea is to consider the IMC flow along a maximal-volume slice of an entanglement wedge. By starting the flow on the HRT surface and letting it flow to the boundary, the monotonicity property of Theorem 1 yields an inequality between the renormalized area of the HRT surface and of a weighted integral of the local energy density on the boundary. In Section (2.1) we showed that the reduced Hawking mass on any boundary-anchored extremal surface is
where χ Σ is the Euler characteristic of Σ and A[Σ] is the renormalized area of Σ. We now compute the asymptotic behavior of the reduced Hawking mass, and thereby obtain the promised bound.
Asymptotic Hawking Mass
Lemma 2. Let (M, g ab ) be a (3+1)-dimensional asymptotically locally AdS spacetime which satisfies Einstein's equation (1.6) with a stress tensor T ab whose components in any orthonormal frame decay near ∂M as Tμν = o(Ω 3 ). Then assume the following objects, depicted in Figure 7 , exist:
• A two-dimensional surface B ⊂ ∂M on a moment of time symmetry of the boundary (that is, B lies on a moment of time symmetry of some representative of the conformal class of the boundary); • A time slice N of the bulk which intersects B and is extremal in a neighborhood of B; and • A regular boundary-anchored IMC flow Σ τ on N anchored on ∂B and asymptoting to B.
Then the asymptotic behavior of the reduced Hawking mass of the flow surfaces obeys
where the integral is evaluated on B in any conformal frame with associated defining function Ω; ε is (the expectation value of) the local energy density on B in this frame as measured by observers moving orthogonally to B; and
Moreover, as long as the frame defined by Ω is regular everywhere on B ∪ ∂B, ω is finite and positive in B, and vanishes on ∂B.
Proof. The derivation is a generalization of that in [62] . First, introduce a foliation of the near-boundary region with timelike hypersurfaces Q τ , as shown in Figure 7 . We take the Q τ to be normal to N and to intersect N on the IMC flow surfaces Σ τ . On these Q τ we may construct the Balasubramanian-Kraus stress tensor [63] (see also [64] )
where q ab is the induced metric on the Q τ and Q K ab and Q G ab are their extrinsic curvature and Einstein tensor, respectively. Note that as defined, T ab is a bulk object, but it asymptotically approaches the boundary stress tensor (up to a conformal factor) as the Q τ approach the boundary. Specifically, in a conformal frame specified by a defining function Ω, we have
where T bndy ab is the expectation value of the boundary stress tensor in this frame and ε is the corresponding energy density as measured by observers with velocityt a normal to B. We pause here to note the additional falloffs
6 Because the bulk stress tensor falls off like o(Ω 3 ), T ab gets no contribution from bulk matter counterterms. 7 This expression follows from the fact that by construction, the density √ σT ab t a ξ b is a conformal invariant for any ξ a left unchanged by conformal transformations, so that when ξ a is a conformal Killing vector field the integral of √ σT ab t a ξ b over a boundary Cauchy slice generates a conserved charge [63] .
The first follows straightforwardly from the conformal transformation properties of the Einstein tensor, while the second (for the components of N K ab in any orthonormal frame) follows from Lemma 4 in Appendix A and relies on the fact that B lies on a moment of time symmetry. Now, the extrinsic curvature Σ K ab of the Σ τ in N is equal to the projection of the extrinsic curvature Q K ab onto N ; that is,
where recall that σ ab = q ab + t a t b is the induced metric on the Σ τ . Thus the mean curvature of the Σ τ is related to that of the Q τ by
This result then allows us to use (3.4) to write the mean curvature of the Σ τ in terms of T ab :
Likewise, we may use the Gauss-Codazzi equations to express the Ricci scalar Σ R on the Σ τ in terms of the geometry of the Q τ ; writing the result in terms of the extrinsic curvature of N and exploiting the fact that
Inserting (3.9) and (3.10) into the definition (2.6) of the reduced Hawking mass and then using (3.6), we obtain for arbitrary defining function Ω
Multiplying by e τ /2 , taking the limit τ → ∞ (so Ω → 0), and using (3.5), we recover (3.2).
Finally, that ω vanishes on ∂B follows immediately from the fact that at any finite τ , e τ /2 Ω| ∂B = 0 (assuming Ω, and therefore the conformal frame, is regular at ∂B). It is clearly positive in B, and that it is finite follows from the asymptotics of the IMC flow studied in e.g. [42, 62] .
Note the importance of B lying on a moment of time symmetry (though we emphasize that B only needs to lie on a moment of time symmetry of the boundary metric, not of the entire state). This feature was necessary to guarantee that the terms in (3.10) involving N K ab vanish sufficiently rapidly near the boundary, as per Lemma 4. Without this condition, these terms would fall off too slowly and e τ /2 I H [Σ τ ] would diverge.
A Bound
Theorem 2. Consider a (2+1)-dimensional holographic CFT whose bulk dual obeys Einstein's equation (1.6) with a bulk stress tensor obeying the weak energy condition and whose components in any orthonormal frame fall off like Tμν = o(Ω 3 ) near the asymptotic boundary. Consider also a spatial region B on a moment of time symmetry of the CFT spacetime. Assume the following objects exist:
• An extremal surface X B with the same topology as B and anchored to ∂B;
• A maximal-volume time slice N of the bulk with ∂N = X B ∪ B; and • A regular boundary-anchored IMC flow Σ τ on N with Σ 0 = X B and Σ τ →∞ = B. Then
where ω and ε are as defined in Lemma 2, and χ B and S ren B are the Euler characteristic and the renormalized entropy of B, respectively.
Proof. Because N is an extremal surface, T ab obeys the weak energy condition, and Σ τ is a regular boundary-anchored IMC flow, we may apply Theorem 1 to conclude that
Combining (3.1) and Lemma 2, we thus obtain Before moving on to interpretations of this result, let us briefly comment on the assumptions of the proof. First, note that the HRT surface X B need not always have the same topology as B (for instance, if B consists of a "fat" annulus), hence our use of X B instead. However, like X B , X B will exist quite generically, as will the extremal time slice N . Indeed, in the particular case where X B is the HRT surface, the homology constraint guarantees the existence of a spatial slice N HRT with boundary X B ∪ B; by varying this slice in time, its area can be maximized, yielding the extremal surface N . However, we have left these assumptions explicit because there are known to be finetuned spacetimes exhibiting strong time dependence in the bulk where the HRT surface and volume-minimizing slices do not exist [65] .
Next, we note that for a classical bulk, the weak energy condition is a reasonable requirement on the bulk stress tensor T ab (though not as desirable as, say, the null energy condition). More relevantly, the falloff of T ab near the boundary imposes constraints on any CFT operators dual to bulk matter fields. As a brief example, consider the asymptotic behavior of a free bulk scalar field of mass m 2 = ∆(∆ − 3)/ 2 in some Fefferman-Graham coordinate z (see e.g. [54] ):
where ∆ ≥ 3/2 and n is a positive integer. Consider the cases ∆ > 3/2 and ∆ = 3/2 separately. For ∆ > 3/2, standard quantization in the AdS/CFT dictionary dictates that φ (0) and φ (2∆−3) are the source and one-point function of a CFT scalar operator of conformal weight ∆, and determine all other terms in the above expansions. Then very schematically, the leading-order behavior of the orthonormal components of the bulk stress tensor is 16) and thus the falloff condition on T ab requires φ (0) = 0, and hence a vanishing source. In the case ∆ = 3/2, the CFT source and one-point function are φ (0) and ψ (0) , which determine all other terms in (3.15) ; the falloff condition on the stress tensor imposes that both φ (0) and ψ (0) must vanish, implying φ = 0 in the bulk. Thus the falloff condition on T ab requires that no CFT sources be turned on for scalar operators dual to free fields with conformal dimension ∆ > 3/2, and that neither source nor expectation value be turned on for scalar operators of dimension ∆ = 3/2 8 . The essence of this argument is unchanged for other types of matter, so we expect these statements hold for more general CFT sources and operators as well.
Finally, the strongest assumption required to obtain the above bound is the existence of a smooth IMC flow from X B to B. As mentioned in Section 2, it is known that IMC may become singular, and thus one needs to instead consider weak flows. When swap roles for a scalar operator of dimension ∆ = 3 − ∆ [66] [67] [68] . In CFT parlance, one would then say that our bound applies to any state in which no scalar operator of conformal dimension 1/2 < ∆ < 3/2 has a nonzero one-point function (though a source may be turned on). However, this is somewhat unnatural, as one would prefer to know whether or not the bound will hold in a particular theory, which is fixed by sources, not one-point functions.
the flow surfaces are compact, these weak flows are also known to preserve monotonicity of the Hawking mass [42, 60] , yielding Penrose inequalities. It is likely that these constructions extend to the flows considered here: some recent work [61] has shown that in Euclidean space, unique solutions to the weak IMC flow can be found in which the flow surfaces are constrained to be normal to some boundary, and moreover [61] suggests that a Hawking mass-like functional is monotonic along these weak flows. We therefore find it likely that there exists a weak formulation of our boundary-anchored flows which preserves monotonicity of e τ /2 I H [Σ].
Beyond the Classical Limit
The derivation of the bound (3.12) was purely classical; that is, it assumed the existence of a classical bulk spacetime obeying Einstein's equation sourced by classical matter. But one crucial feature of strict inequalities is that they cannot be violated by (sufficiently small) perturbative corrections. In the present context, this corresponds to an intuitive expectation that when (3.12) is obeyed as a strict inequality, perturbative corrections cannot violate it. The situation is more subtle when the bound is saturated, however; thus our purpose is now to investigate this intuition more carefully and argue that even as a weak inequality, (3.12) holds for any states which are finite-order perturbations of a classical state. This result relies crucially on the positivity of relative entropy, which we now quickly review.
Positivity of Relative Entropy and the First Law
Consider some CFT region B and any two states ρ B and σ B on B. One can then define the relative entropy of ρ B and σ B as
The relative entropy S(σ B |ρ B ) essentially measures the distinguishability of ρ B and σ B , and it therefore has the property that it is positive whenever ρ B and σ B are distinct Note that because the region B is unchanged and the area-law divergence in S B is state-independent, we have that ∆S B = ∆S ren B . As a special case, note that since the relative entropy is positive and vanishes when σ B = ρ B , it must be stationary under perturbations σ B = ρ B + δρ for some small δρ. Then the inequality (4.2) is saturated to first order in δρ:
This so-called first law of entanglement, derived in [70] , can be interpreted as a version of the first law of thermodynamics dE = T dS for nearby equilibrium states.
Saturating the Bound
Interestingly, in a certain special case we can derive the first law (4.4). Doing so requires first saturating our bound (3.12), which from Lemma 1 only happens for the pure AdS flow (2.22). The corresponding boundary region B is the half-plane x > 0, but it will be cleaner to conformally map the half-plane to the disk via a bulk diffeomorphism. Working with AdS in polar-Poincaré coordinates
mapping the half-plane to the disk r < r 0 yields the flow
Since this flow saturates the bound, it immediately follows that the renormalized entanglement entropy of a disk in vacuum is
which reproduces the result of [55] . In fact, this result could have been obtained directly from the partial result (2.9). The advantage of the flow is that it allows us to calculate the weighing function ω: in the conformal frame defined by Ω = z/ , we obtain
producing the operator
This can immediately be recognized as the vacuum modular Hamiltonian H disk of the disk (see e.g. [70] ), as might be expected based on the saturation of the bound. The above observation allows us to derive the first law of entanglement for perturbations of the vacuum, which we can think of as a check of the HRT formula complementary to (and more general than) those performed in [70] . To do so, consider a perturbation of order δ of the CFT vacuum state. In the bulk dual, this corresponds to a perturbation of the bulk geometry and matter fields of order δ, and therefore a perturbation to |
, and T ab t a t b of order δ 2 (this latter follows because the bulk stress tensor is at least quadratic in matter fields, which vanish in vacuum). As a result, we find thatİ H + I H /2 = O(δ 2 ), and therefore the bound is saturated to linear order δ. Using the fact that ε = 0 in the vacuum, one therefore finds that δS
which immediately reproduces the first law (4.4) upon replacing E disk with H disk and δS ren disk with δS disk .
A Perturbative Bound
While we have shown our bound reproduces the first law of entanglement (for diskshaped regions and perturbations of the vacuum) when the bulk is described by Einstein gravity, we can obtain a much more powerful result by proceeding in the opposite direction: by exploiting positivity of the relative entropy, we can push our bound beyond the classical limit. For simplicity, let us restrict to 1/N corrections, though the discussion will apply equally well to other perturbative corrections (e.g. in α ). We may then consider a state ρ B which is a finite-order perturbation of a classical state, by which we mean that (i) there exists a classical geometry g
ab , corresponding to the infinite-N limit of ρ B , which obeys Einstein's equation (1.6), and (ii) expectation values in the state ρ B can be expanded as a series in 1/N which truncates at some finite power. In such a state, we therefore have that
where ω, and thus E B , is constructed from the IMC flow in the classical geometry g
ab , and the C (i) are organized by powers of 1/N with C (0) being O(N 2 ). To show that the bound (3.12) holds for arbitrary ρ B (satisfying properties (i) and (ii) above), we must show that the right-hand side of (4.11) is non-positive. Now, since C (0) captures the limit of a classical bulk, Theorem 2 implies that C (0) ≥ 0. But if C (0) > 0, the additional subleading terms C (i>0) can't change the sign of the right-hand side of (4.11), and therefore it remains negative. Thus it remains to check the marginal case C (0) = 0, which by Lemma 1 and the discussion above requires that g (0)
ab be pure AdS and that B be a disk on flat space; thus we write ρ B = ρ disk . This condition in particular implies that ρ disk is "close" to the vacuum state 11 ρ
disk in the sense that the energy density in the state ρ disk vanishes at order N 2 . Let us therefore consider the relative entropy between the state ρ disk and the vacuum state ρ (0) disk , which must be non-negative:
where H disk is the modular Hamiltonian of ρ
disk . But from Section 4.2 above, we know that
ab is pure AdS); thus we obtain
where the first line follows from the fact that the energy density vanishes to all orders in N in the state ρ 
disk (in this perturbative analysis, we interpret (4.7) as a condition that fixes the renormalization scheme). Inserting these results back into (4.12), we obtain
thus we conclude that when C (0) vanishes, positivity of the relative entropy requires the subleading terms C (i>0) to be such that the right-hand side of (4.11) is negative. We have thus shown that -thanks to positivity of the relative entropy -the bound (3.12), which was derived purely in the limit of infinite N , in fact holds perturbatively in 1/N corrections to arbitrary finite order! Moreover, the weighting function ω is still constructed from the classical geometry, so the operator E B is straightforward to compute from the classical holographic dual.
Note that since E B = ωε, the positivity of ω now allows us to generalize the simple bound (2.9) away from the vacuum (and from the classical bulk limit):
This statement is nontrivial, as states with energy density that is somewhere negative are very generic [62, 71] . It also implies that in vacuum on flat space, S ren B is bounded 11 By the "vacuum state" ρ
disk , we really mean the reduced density matrix on B when B is a disk on flat space and the CFT in its vacuum state; the resulting reduced density matrix ρ (0) disk will in fact be thermal with a Rindler temperature.
above by −8π 2 c eff χ B for any region B, with equality only if B is a disk on Minkowski space (since ε vanishes in vacuum). But interestingly, [59] have found that in the vacuum of any (not just holographic) CFT on Minkowski space, disks locally maximize S ren B . Thus our bound reproduces a result known to be true in the vacuum of any CFT. It is therefore tempting to conjecture that, at least in vacuum, our bound should hold more generally: that is, one might conjecture that (4.15) holds in the vacuum of any CFT on Minkowski space. In fact, since (4.15) holds whenever the energy density on B is non-positive, we conjecture that it holds in any state of any CFT as long as the energy density on B is non-positive.
Discussion
In this Paper, we have obtained a bound on the renormalized entanglement entropy of holographic (2+1)-dimensional CFTs in terms of a weighted energy density. One might object that because the weighting function ω must still be computed from the bulk geometry, we have not completely fulfilled our goal of removing the bulk from the picture entirely. One obvious remedy is to interpret our result as the statement that there exists a positive-definite ω such that (3.12) holds. This alone is a nontrivial result: for instance, an immediate consequence is the bound (4.15) whenever the energy density on B is non-positive. But a better interpretation is that all bulk dependence in (3.12) is packaged into ω, leaving an elegant relationship between two important field theory quantities: entanglement entropy and local energy density.
Indeed, our bound has a number of appealing aspects, most notably the facts that (i) it takes the form of a weighted integral over the local energy density of the CFT, which is a well-understood local operator; (ii) it holds perturbatively in 1/N corrections to arbitrary finite order, even though the bound operator E B is calculated only from the infinite-N limit; and (iii) it is consistent with known results regarding the entanglement entropy of the vacuum state of more general non-holographic CFTs on Minkowski space. In fact, a special case of our bound reproduces the result of [56] , which is a global generalization of the local statements of [57] [58] [59] : disks maximize the renormalized entanglement entropy of CFTs in the vacuum state. Because of its consistency with these known CFT results, we have conjectured (subject to certain constraints) that in any state of a CFT, the renormalized entanglement entropy of any region B with non-positive energy density is bounded above by −8π 2 c eff χ B as long as B lies on a moment of time symmetry (here c eff is interpreted as a measure of the degrees of freedom in the CFT, computed as usual from the coefficient of the twopoint function of the stress tensor). Any scheme-dependence in the definition of the renormalized entropy can be removed by requiring that for disk-shaped regions, the entanglement entropy equal precisely −8π 2 c eff . Nevertheless, our derivation via the inverse mean curvature flow required making some simplifying assumptions. Let us therefore list the limitations of (3.12) and possible ways to address them, as well as interesting open questions that we leave to future work.
Weak IMC Flows. The bound in Theorem 2 follows from a monotonicity property of the reduced Hawking mass along a smooth IMC flow. But as discussed in Section 2, IMC flows need not always be smooth, and in general one must instead consider weak IMC flows. For flows of surfaces without boundary, the results of [42, 60] show that it is possible to define a Hawking mass functional which is monotonic even on these weak flows. Combined with the fact that weak IMC flows of compact surfaces with boundary have been shown to exist [61] , we think it quite likely that there exists a way of preserving the monotonicity property even along weak boundary-anchored flows. However, this remains to be proven. Relatedly, a detailed analysis of such weak flows might provide more insights into the behavior of the weighting function ω, which would in turn put stronger constraints on the behavior of the operator E B .
Higher Dimensions. Our bound was derived only for a (2+ 1)-dimensional CFT, and therefore a natural question is whether it may be extended to higher dimensions. For historical reasons, the original considerations of the IMC flow focused exclusively on (3 + 1)-dimensional spacetimes. However, the IMC flow has since been generalized to arbitrary dimensions; it therefore remains to find a Hawking mass-like functional that remains monotonic even in higher dimensions; whose value on boundary-anchored extremal surfaces recovers their renormalized area; and whose asymptotic behavior can be expressed in terms of the CFT stress tensor. One way to potentially construct such an operator is to generalize the special properties that I H has in (3 + 1) bulk dimensions. For instance, at least in even bulk dimensions, one could ensure that I H contains an integral over an Euler density, and would need to engineer other geometric contributions to I H to precisely cancel the counterterms that appear in the boundary stress tensor (3.4) in higher dimensions. At least superficially, it appears these requirements are consistent with one another: in 2(n + 1) bulk dimensions both the Euler density and the counterterms that appear in the boundary stress tensor contain n powers of the intrinsic curvature. It is less clear, however, how to proceed in odd bulk dimensions; we leave this direction to future work.
Deforming the CFT. Perhaps the strongest assumption necessary for (3.12) to hold is that the bulk stress tensor decay like o(Ω 3 ), which is necessary to ensure that the asymptotic value of the Hawking mass be finite. In field theoretic terms, this falloff requirement implies that except for the stress tensor, all CFT operators with conformal dimension ∆ > 3/2 have a vanishing source (and that operators with ∆ < 3/2 have a vanishing one-point function). However, we expect that it should be possible to generalize the definition of the reduced Hawking mass to allow for more nontrivial deformations of the CFT: if the bulk stress tensor falls of more slowly than o(Ω 3 ), the boundary stress tensor T ab receives additional contributions from matter counterterms. Then the reduced Hawking mass can be modified by matter terms chosen to precisely cancel these additional contributions to T ab . However, it is unclear whether or not such a modification can be performed while preserving the crucial monotonicity property. If the bound can be generalized in this way, however, then by deforming the CFT one could explore RG flow of renormalized entanglement entropy. Indeed, in such a case, it would potentially be possible to give the IMC flow itself an interpretation as a geometrization of an RG flow.
Connections to Complexity. Recently, it has been conjectured that the complexity of a holographic CFT state is dual to either the volume of a maximal-time slice of the bulk or the spacetime volume of the Wheeler-deWitt patch of the bulk [44] [45] [46] [47] [48] [49] [50] . While we note that the latter proposal currently seems to be favored in the literature, it is worth understanding in more detail the prominent role of the maximal-volume time slice N used in constructing our bound. To that end, note that the bound (3.12) essentially comes about from the equality
followed by the observation thatİ H + I H /2 ≥ 0. But sinceİ H + I H /2 can be written as an integral over slices of the time slice N , the integral in (5.1) can be re-expressed as an integral over the entire time slice N . One should therefore be able to bound that term by an expression proportional to the volume of N to obtain a refined bound between S ren B and E B . If, as per the early holographic complexity conjectures, we interpret the volume of N as the complexity of the CFT state on B, then this refined bound would also have an interpretation in field theoretic terms, and would nicely tie together entanglement entropy, local energy, and complexity.
Quantum Energy Inequalities. Here, we have interpreted the bound (3.12) as a bound on S ren B in terms of the weighted energy density E B . But one could equally well interpret (3.12) as a bound on the expectation value of E B in terms of S ren B . In this sense, our bound can be interpreted as a type of quantum energy inequality (QEI); that is, a lower bound on the weighted energy density of a QFT (see e.g. [72] for a review). However, note that in our case, the weighting function ω is fixed by the classical bulk geometry, and therefore by the CFT state. In QEIs, on the other hand, one typically desires the freedom to choose the weighting function arbitrarily. Nevertheless, deriving QEIs even for free fields is quite nontrivial, and therefore our bound can be thought of as a first step towards deriving QEIs in holographic CFTs.
A Field Theoretic Derivation. While our bound was derived only for states of holographic CFTs with Einstein gravity duals, in Section 4 we showed that the bound in fact continues to hold under perturbative quantum corrections. It would therefore be interesting to investigate whether a bound of the form (3.12) can be given a purely field theoretic derivation, without the need for holography at all. That is, can it be shown that for any region B of any CFT, the renormalized entropy density is bounded from below by an appropriately weighted local energy density of B? When the energy density everywhere in B has the same sign as S ren B , the answer is trivially "yes": one could simply take ω = S 
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A Conformal Transformation of Extrinsic Curvatures
In this Appendix we useful results on the conformal transformation properties of extrinsic and geodesic curvatures. Let us therefore consider a hypersurface N of dimension n embedded in a spacetime (M, g ab ) (here we allow N and M to have arbitrary dimension and signature, as long as neither is degenerate). Define the extrinsic curvature of N to be K
where h ab is the induced metric on N and ∇ a is the covariant derivative operator compatible with g ab . We also remind the reader that K a bc only has components orthogonal to N in its upper index and tangent to N in its lower two indices.
Under a conformal rescalingg ab = Ω 2 g ab , the induced metric on N transforms ash ab = Ω 2 h ab , and therefore its extrinsic curvature is
where ∇ a is the covariant derivative operator compatible withg ab , the tensor C a bc is the difference ∇ a − ∇ a between these two connections, and we recognized thath
In terms of Ω, C a bc is given by (see e.g. Appendix D of [73] )
so that we find that the extrinsic curvature transforms as
It is then straightforward to see that the trace-free extrinsic curvature transforms homogeneously under conformal transformations:
where K a ≡ h bc K a bc and likewise for K a . Consider now two special cases. First, if N is codimension-one with unit normal n a , the upper index of K a bc only has a component in the single normal direction n a . It is thus customary to take the extrinsic curvature to be K ab = n c K c ab 12 , in which case we find (usingñ a = Ω n a ) that the corresponding trace-free extrinsic curvature transforms as
Next, let N be a (one-dimensional) curve of signature with unit tangent u a (that is, = u 2 = ±1). 
If M is two-dimensional, let n a be the unit normal vector to N (which for nonzero a a is given by n a = a a /|a|); then the geodesic curvature of N is k g = n a a a , which thus transforms likek
Finally, we may use these conformal transformation properties to derive useful properties of extremal surfaces in asymptotically locally AdS spacetimes. The first is 12 Note that this definition is equivalent to the expression K ab = h the well-known property that extremal surfaces intersect the boundary orthogonally; the second constrains the asymptotic falloff of the extrinsic curvature; the third reproduces for convenience a result of [56] .
Lemma 3. Any non-null extremal surface which intersects the conformal boundary of an asymptotically locally AdS spacetime must be orthogonal to it.
Proof. Let N be a non-null extremal surface that intersects the conformal boundary ∂M , and call the induced metric and extrinsic curvature of N h ab and K a bc , respectively. Consider a defining function Ω that conformally compactifies the geometry, so that the rescaled metricg ab = Ω 2 g ab is regular at the conformal boundary ∂M . By (A.4), we find that
where n = dim(N ) and we exploited the extremality condition K a ≡ h bc K a bc = 0. Now, since N must be differentiable at ∂M 13 , K a must be regular there; since Ω| ∂M = 0, this implies that
But ∇ b Ω| ∂M ∝ñ b , whereñ a is the normal to the AdS boundary. Moreover, note that the tensor (g ab −h ab ) is just the projector onto the space orthogonal to N . Thus we find that at the boundary,ñ a has no orthogonal component to N , implying that N is normal to the boundary. 
for any defining function Ω.
Proof. If dim(N ) = 1, then N is a geodesic and its extrinsic curvature vanishes identically; hence the falloff is obeyed trivially. Let us therefore consider dim(N ) ≥ 2. Consider a defining function Ω that conformally compactifies the geometry and with respect to which ∂N is a totally geodesic surface; that is,g ab = Ω 2 g ab is regular
at ∂M and ∂N is a totally geodesic surface in ∂M . Next, on ∂N consider an arbitrary unit 14 vector fieldñ a normal to ∂N and tangent to ∂M , and an additional arbitrary unit vector fieldt a tangent to ∂N . By Lemma 3, N is orthogonal to ∂M , and thereforeñ a is also normal to N . We may thus smoothly extendedñ a ,t a to unit vector fields on N in a neighborhood of ∂M by requiring that they remain orthogonal and tangent to N , respectively. (This extension is highly non-unique; it can be performed, for instance, by parallel transport along an arbitrary family of curves on N .) Thus they give rise to unit vector fields n a = Ωñ a , t a = Ωt a with respect to g ab on N in a neighborhood of ∂M .
Next, consider the componentsñ at btc K a bc of the extrinsic curvature of N with respect tog ab ; these are related to the extrinsic curvature of N with respect to g ab by (A.4):ñ
where ≡ t 2 = ±1, depending on the signature of t a . Now, on ∂N we have that
where the second equality is a consequence of the fact that ∂N is a totally geodesic surface with respect tog ab . This implies that near the boundary, we must haveñ at btc K a bc = O(Ω). Comparing with (A.12), this in turn implies that
But since t a is arbitrary, this implies that
where the O(Ω 2 ) stands for a tensor whose orthonormal components are O(Ω 2 ). Finally, because N is extremal, we have that
where as before, n = dim(N ). Therefore
and so we conclude that in fact
for this choice of defining function Ω. But since n a is an arbitrary unit vector normal to N and since any two defining functions are related by an O(1) factor, this completes the proof.
Lemma 5. Let Σ be a two-dimensional spacelike boundary-anchored extremal surface in an asymptotically locally AdS spacetime (M, g ab ) with AdS scale . As described in Section 2.1, let Σ be the corresponding regulated surface cut off at Z = / , where Z is a Fefferman-Graham defining function. Then
where k g is the geodesic curvature of ∂Σ in Σ with respect to the outward-pointing normal and L is the length of ∂Σ in the conformal frame defined by Z (and the natural volume element on ∂Σ is understood).
Proof. The proof reproduces elements of that in [56] . We use the conformal transformation (A.8) of the geodesic curvature k g to express it in terms of the geodesic curvaturek g of ∂Σ in the compactified geometryg ab = Z 2 g ab :
whereñ a is the unit outward-pointing normal to ∂Σ in the compactified geometry and we have used the fact that on ∂Σ , Z = / . With respect tog ab , the conformal boundary ∂M is a totally geodesic surface; i.e., any curve on it has no geodesic acceleration in the direction normal to the boundary. Butk g is the component of the geodesic acceleration of ∂Σ tangent to Σ, so since Σ intersects the boundary orthogonally (since it is an extremal surface), we have thatk g = O( ). Also because Σ is orthogonal to the boundary, we have thatñ a = − ∇ a Z/| ∇Z| + O( 2 ), and thus 21) where in the second equality we used the property (1.8). We therefore find that k g = −1/ + O( 2 ). Using the fact that the proper distance transforms as ds = Z −1d s = ( / )ds, we thus find that 22) which completes the proof.
B Regularity of the Reduced Hawking Mass
In this Appendix, we show that the reduced Hawking mass I H [Σ] is finite for any boundary-anchored surface Σ, as long as the bulk stress tensor T ab falls off sufficiently rapidly at infinity. To see this, first note that by using the Gauss-Codazzi equations and the Einstein equation (1.6), the Ricci curvature of Σ can be decomposed in terms of the full stress tensor, the Weyl tensor of M , and the extrinsic curvature of N and Σ. Using the fact that N is a maximal-volume surface (so N K = 0), the result is
where recall that t a and n a are the unit normals to N and Σ (in N ), respectively. Plugging the above expression into (2.6), we obtain
where we have rewritten everything in terms of the trace-free extrinsic curvatures
with the first equality holding because N K = 0. As an aside, note that when Σ is extremal, inserting (B.2) into equation (2.7) produces an expression for A[Σ] analogous to ones appearing in [74] . Now, consider a conformal frameg ab = Ω 2 g ab which is regular at ∂Σ ⊂ ∂M (such a frame must exist, by definition 1). From (A.6) (and from the conformal transformation propertiest a = Ω −1 t a ,ñ a = Ω −1 n a ), it is straightforward to see that the integral in (B.2) containing the trace-free extrinsic curvatures is a conformal invariant. Likewise, the integral containing the Weyl scalar is a conformal invariant as well. Thus each of those integrals can be evaluated in the conformally compactified geometryg ab , and are thus clearly finite. Similarly, the integral containing the stress tensor will be finite as well as long as the stress tensor has the asymptotic falloff
This condition will hold if the components of the stress tensor in any orthonormal frame have an asymptotic falloff of Tμν = O(Ω 2 ). Thus under this assumption, we find that I H [Σ] is finite (and generically nonzero) when evaluated on any boundary-anchored surface Σ.
In the special case where the bulk is pure AdS and Σ lies on a bulk moment of time symmetry, we have that N K ab , C abcd , and T ab all vanish, in which case (B.2) reproduces the expression (2.8) claimed in the main text.
C Time Evolution of Integrals
In this Appendix, we review generally how to compute the time evolution of geometric integrals. Our approach here is a more formal version of the so-called calculus of moving surfaces [75] .
Consider a one-parameter family of n-dimensional surfaces S τ in a Riemannian manifold (these need not be IMC flow surfaces, and they may have arbitrary codimension). Let the induced metric, natural volume form, and extrinsic curvature of the S τ be σ ab , a 1 ···an , and K a bc , respectively 15 .
Next, let us introduce a flow field τ a whose integral curves map the S τ to one another and which is normalized by the condition τ a ∇ a τ = 1 (where we interpret τ as a scalar over the family of surfaces). Then the rate of change of any geometric object on the S τ with respect to τ is given by a Lie derivative along τ a . In particular, consider an arbitrary integral
for some n-form f on the S τ . The τ -derivative of I is then given bẏ
which using Cartan's formula and Stokes' theorem can be expressed aṡ
Now, ι τ df is an n-form, and therefore its restriction to the tangent space of S τ must be proportional to . We thus write ι τ df = h + · · · for some scalar h, where · · · are terms whose projection onto S τ vanishes. Contracting both sides with a 1 ···an and writing f = f for a scalar f , we find after some manipulation that
15 Our definition of K a bc is given in Appendix A, and recall that the natural volume form has the property that a1···an a1···an = n!, and thus that D b a1···an = 0, with D a the covariant derivative on the S τ . See e.g. Appendix B of [73] for details and conventions. Putting these results together, we finḋ 6) where the natural volume form in each integral is understood. Roughly speaking, the first term can be interpreted as the contribution toİ from a variation in f in the n a direction, the second as a contribution from the expansion or contraction of the S τ as they flow in the n a direction, and the third as a contribution from any current through the boundary of S τ .
For the special case of IMC flow surfaces, we have that the S τ are codimension-one in N , and thus it is natural to write their mean curvature as K = n a K a , where n a is the unit normal to them. The IMC flow condition requires that τ a ⊥ = n a /K, and thus we obtainḞ =
whereḟ ≡ (n a /K)∇ a f . In the case where the S are compact and without boundary, the boundary term above vanishes, and we recover equation (2.14) quoted in the main text.
D IMC Flows in Pure AdS
In this Appendix we derive the half-plane pure AdS IMC flow (2.22) . Working in the Poincaré coordinates of equation (2.21), the RT surface for the half-plane z = 0, x ≥ 0 is the half-plane x = 0, z ≥ 0. By symmetry, the solution to the IMC flow equation (2.11) will be a function of x and z only: τ = τ (x, z).
It is difficult to solve (2.10) exactly in full generality, so we look for perturbative solutions about the RT surface. Specifically, we will look for a series solution in x:
τ (x, z) = 
