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Research into hydrogen fuel cells as a portable power source has increased 
significantly over the past decade as demand for higher energy density sources has risen. 
However, the difficulties and dangers associated with transporting hydrogen in highly 
compressed form has led to the idea of on-board reforming of hydrogen rich, high energy 
density liquid fuels. Experimental studies have largely focused on miniaturizing large 
scale unit operations reactor designs, which proves inadequate for smaller scale portable 
applications ranging from 1 – 1000 W. In these applications size minimization is among 
the most critical design goals, and the concept of multifunctional reactors in which the 
various components are intimately coupled and carry out multiple unit operations has 
proven fruitful. Such a reactor is studied in this work and is dubbed a direct droplet 
impingement reactor (DDIR). Here, the liquid fuel is delivered by a regularly spaced 
array of droplet generators, which have dual functions of atomization and fuel pumping. 
The droplets impinge, vaporize, and react on a heated catalyst layer, which acts as both 
the fuel vaporizer and reaction chamber. 
Previous studies have investigated similar reactor designs, but with irregular 
sprays of droplets, making a rational study of the reactor performance near impossible. 
Precise control over droplet characteristics and regular spacing of the array has led to the 
idea of studying the DDIR on a unit cell basis. A theoretical model of the DDIR unit cell 
is developed, which considers the coupled processes of 1) droplet transport, heating, 
evaporation, and impingement with 2) liquid accumulation, capillary penetration, and 
vaporization on the heated catalyst interface, and 3) gas phase transport and reaction. The 
 xv
components of this model are validated by comparison with relevant literature results. 
Furthermore, an experimental apparatus approximating a unit cell of the DDIR is used to 
directly compare against model predictions, providing additional confidence in the 
validity of the model. 
A demonstration unit of the DDIR for methanol steam reforming capable of 
supplying a 100 W fuel cell is constructed and tested. Comparison with literature results 
confirms the viability of the DDIR concept in comparison with other proposed portable 
reformers at this scale. Additionally, stable autothermal reforming of methanol is 
demonstrated. 
Using methanol steam reforming as a case study, the unit cell model is used to 
investigate the effects of various parameters on the reactor performance. Specifically, the 
influence of the unit cell aspect ratio, throughput, droplet parameters, and heat losses are 
investigated. The interplay between back diffusion of products and thermal resistance in 
the catalyst bed suggests an optimal design configuration that maximizes selectivity to 
the steam reforming reaction. It is also found that to avoid hotspots, a given reactor 
throughput should be achieved using unit cells with the lowest practically achievable 
throughput. Criteria for droplet impingement are also developed, which is critical for 
proper operation of the reactor and also place limitations on the minimum unit cell 
throughput depending on the capabilities of the droplet generator. Finally, possible 
directions for future research are made on both the experimental and modeling fronts. 
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CHAPTER 1  
INTRODUCTION 
 
Increasing power demands from portable electronic devices has sparked 
numerous investigations into improving the energy density of portable power sources 
over that of state of the art battery technology [1]. One approach has been to improve 
battery technology by refining existing devices, particularly lithium ion batteries [2-4]. 
Portable hydrogen fuel cells have also received a lot of attention, but the low volumetric 
energy density of hydrogen gas severely limits the application of this technology [5]. To 
improve the energy density, the hydrogen can be carried in the form of a metal hydride 
[6] or a liquid hydrocarbon [7-19] and released on board as demanded by the electronic 
device(s). This work focuses on a novel method for portable catalytic reforming of liquid 
fuels by atomizing the liquid with precise control over droplet characteristics, having the 
droplets impinge in a well controlled manner on a heated catalyst to react and produce 
hydrogen. This fuel reforming technology is dubbed a direct droplet impingement reactor 
(DDIR). 
Many proposed portable liquid fuel reforming methods are simply scaled down 
versions of a traditional large scale unit operations reactor as shown schematically in 
Figure 1.1 [20-23]. In this approach, the primary design goal is to maximize the energy 
efficiency of the system. However, in portable systems minimizing overall size is a 
primary design goal, and this often conflicts with maximizing component efficiency, as 
shown by Mitsos et al. [24]. To address this design challenge, the concept of 
multifunctional reactors, in which a single component accomplishes two or more 
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functions, has been put forward to reduce system size and to simplify the design [25]. 
This is done in the DDIR by using the catalyst as both the reaction chamber and fuel 
vaporizer, and a fuel ejector that simultaneously atomizes and pumps the fuel. Others 
have investigated similar reactor designs, most notably the work by Schmidt’s group at 
the University of Minnesota [26, 27]. However, poor control over the droplet 
characteristics in these studies prevented a careful empirical examination of the influence 
of operating parameters, and rational design of this reactor. By achieving superior control 
over droplet characteristics, not only are empirical studies facilitated, but a theoretical 
model can be developed to predict and optimize reactor performance. 
 
 
Figure 1.1. Schematic of unit operations reactor for hydrogen generation from a liquid 
hydrocarbon fuel. 
As a case study for the DDIR this thesis focuses on methanol steam reforming, 
which is widely studied as one of the most viable methods for distributed hydrogen 
generation [28] because of its relatively mild reforming conditions. Of primary 
importance for reactor design is development of comprehensive regime maps showing 
how the controllable parameters translate to the particular mode of reactor operation and 
corresponding performance. This in turn is supported by experimental evidence showing 
the utility of these maps in DDIR design. The tools developed in this thesis are general 
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enough for application of the DDIR reactor design to a wider range of reactions in which 
a liquid feed is vaporized and converted over a solid catalyst. 
Chapter 2 reviews the state of the art in portable fuel reforming devices. The 
DDIR concept is explained with a focus on how it addresses shortcomings of previous 
fuel reforming devices and how it enables the execution of a careful parametric study. 
Most importantly the reactor can be conceptualized as an array of unit cells, each 
consisting of its own droplet generator, which enables scaling by adding or subtracting 
unit cells to match a particular application. Additionally, several possible embodiments of 
the reactor design are presented in connection with possible applications.  
A detailed model of a unit cell of the DDIR is developed in Chapter 3. This model 
consists of three major parts: the transit of the droplet to the catalyst layer, impingement 
of the droplet and accumulation/vaporization of liquid at the catalyst interface, and gas 
phase transport and reaction, which are all intimately coupled to each other. A multi-level 
iterative method for model solution is also outlined and implemented using the 
commercial computational fluid dynamics software Fluent. 
The validation of the model results is presented in Chapter 4. The main processes 
of droplet transport, film accumulation and capillary penetration into the catalyst bed, and 
gas phase transport and reaction are compared to relevant literature results. Additionally, 
an experimental apparatus designed to approximate a unit cell of the reactor is described 
along with the stroboscopic technique used to visualize the droplet impingement and film 
growth. Experiments are performed showing droplet transport, film growth, and reaction 
under various conditions and compared to model results. Finally, a bench scale DDIR 
constructed from an ultrasonic atomizer array and an electrically heated catalyst bed is 
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employed to generate hydrogen sufficient to supply a 100 W fuel cell. Autothermal 
operation is also demonstrated. 
In Chapter 5 the performance of the DDIR in steady-state operation is 
investigated using the model implementation described in Chapter 3. The influence of 
operating parameters including unit cell aspect ratio and throughput are investigated. 
Reactor performance is gauged using several performance metrics such as conversion, 
selectivity, and power density while considering design tradeoffs. Recommendations are 
also made regarding droplet delivery parameters to achieve a desired throughput. 
Chapter 6 summarizes this thesis work including the original contributions to the 
field of portable fuel reforming and the most important conclusions drawn from both the 




CHAPTER 2  
PORTABLE FUEL REFORMING AND CONCEPT DEVELOPMENT 
 
2.1 Review of Portable Fuel Reforming Devices 
Distributed hydrogen production from high energy density liquid fuels has 
received much attention over the past decade  primarily because of the various potential 
uses of hydrogen fuel cells in automobiles [28-30], military field operations [8, 15], and 
portable consumer electronics [1, 31]. The basic functions of such a portable fuel 
reformer are to 1) store the fuel, 2) feed the fuel to the reaction chamber, 3) vaporize the 
fuel, and 4) convert the fuel to hydrogen, all within a compact package commensurate 
with the overall size of the devices that are being powered. Auxiliary functions such as 
incorporating a CO cleanup reactor stage [32, 33] and catalytic combustion of some of 
the generated hydrogen for heat supply [34] are also possible. Relevant design 
considerations for such systems are discussed along with some specific examples of 
portable fuel reforming devices from the literature. 
2.1.1 Selection of Fuel and Reaction Pathway 
Many liquid hydrocarbon fuels have been considered for supplying portable 
hydrogen fuel cells including ethanol [35], octane [13], and diesel and jet fuel [28]. The 
primary reaction pathways to hydrogen for these fuels are steam reforming and partial 
oxidation over Ni or Ni/Pd catalysts at temperatures above 700oC [36]. As a result of the 
high temperature at which these reactions proceed, a large amount of CO is present in the 
product stream, which is a poison for the PEM fuel cell anode catalyst [9]. Additionally, 
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the high operating temperature leads to increasingly significant heat losses as the size of 
the system decreases and the surface area to volume ratio increases. 
Methanol offers the advantages of high volatility, low reaction temperatures, and 
high H/C ratio compared to the above mentioned fuels and thus has been the most widely 
studied for distributed hydrogen production [37-39]. Again, the two primary competing 
reaction pathways for distributed conversion of methanol to hydrogen are steam 
reforming (MSR) and partial oxidation (MPOX), each offering their own unique 
advantages. 
0
3 2 2 2 298MSR:  CH OH+H O 3H +CO    49 5 kJ/molH .Δ =  (2.1)
( ) 03 2 2 2 2 2 2981MPOX:  CH OH+ O +3.76N 2H +CO 1 88N   192 kJ/mol2 . H+ Δ = − (2.2)
Both of these reactions are carried out via heterogeneous catalysis usually over a 
fixed bed of CuO/ZnO/Al2O3 particles [40], although other catalyst formulations have 
demonstrated high activity such as Sn-Mo-O for partial oxidation [41] and Pd/ZnO for 
steam reforming [42]. Partial oxidation is exothermic and autothermal operation has been 
demonstrated [43], whereas steam reforming requires additional external heat input to 
vaporize the water in the feed as well as drive the endothermic reaction. However, steam 
reforming yields more hydrogen per unit of fuel consumed and its products are not 
diluted by excess nitrogen as in partial oxidation, which requires air. This is important for 
efficient on-the-spot removal and storage of carbon dioxide from the product stream, 
which has recently been proposed to counteract the increasing levels of atmospheric 
greenhouse gases [44]. Combining steam reforming and partial oxidation in what is 
termed autothermal reforming or oxidative steam reforming has also been demonstrated 
[43, 45].  
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Methanol decomposition (MD) and water gas shift (WGS) are the two secondary 
reactions that must be considered in either steam reforming or partial oxidation of 
methanol. 
0
3 2 298MD:  CH OH 2H +CO   90 kJ/molHΔ =  (2.3)
0
2 2 2 298WGS:  H O + CO H +CO   47 kJ/molHΔ = −
 
(2.4)
These reactions account for the appearance of carbon monoxide in the products, which is 
found to increase from 1-2% at bed temperatures around 200oC to over 10% above 320oC 
[46]. Above 300oC, catalyst deactivation accelerates rapidly due to sintering [47, 48] and 
the catalyst is unusable for long periods at these elevated temperatures. 
 The discussion from this point forward will focus solely on methanol reforming 
and some important design considerations are investigated. 
2.1.2 Heat Supply 
External heat input is required to vaporize the liquid fuel feed and drive the 
endothermic steam reforming reaction. One option is to route some of the electrical 
power generated by the fuel cell into resistance heaters in thermal contact with a 
vaporizer and reaction chamber. Pattekar and Kothare and Shin and Besser [49] both 
utilized microfabrication processes to pattern Pt resistance heaters on a substrate with 
microchannels etched on the opposite side. The liquid feed was vaporized and reacted in 
these microchannels and good control over the reactor temperature was demonstrated. It 
should be noted that in both of these cases, the reactors were not integrated with a fuel 
cell and so it is assumed the electricity was supplied from the wall. Consideration must 
also be given to the variation in heating load over the reactor because the reaction rate, 
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and thus the rate of heat consumption, is greatest at the reactor inlet and decreases 
dramatically towards the reactor outlet. To minimize temperature gradients in the reactor, 
it is necessary to spatially match the heat dissipated in the electrical heater with that 
consumed in the reaction by a) varying the spatial density of the heaters, and/or b) 
varying the heater resistance by decreasing the conductor cross-sectional area in regions 
of high heat load. 
Another approach is to supply the required heat from exothermic chemical 
reaction. For autothermal reforming, it is possible to adjust the feed ratios such that the 
amount of heat generated is sufficient to both vaporize the feed and to drive the steam 
reforming reaction. Assuming that a fraction, λ, of the molar flow rate of methanol, Mn , 
undergoes steam reforming, overall energy conservation for an autothermal reforming 
reactor gives 
( )
( ) ( )
1 M MPOX
i fg p ,l sat f p ,g rxn sat M MSR lossii M ,W
n H
n h c T T c T T n H q
=
− λ Δ =
⎡ ⎤+ − + − + λ Δ +⎣ ⎦∑
 (2.5)
where the subscripts M and W denote methanol and water respectively, and qloss is the 
heat lost to the surroundings. Along with the stoichiometric relations W Mn n= λ , 
( )0 5 1O Mn . n= − λ , and 4 76air On . n= , the quantities λ, Wn , and airn can be calculated for a 
desired throughput. Successful implementation of this scheme requires good thermal 
contact between the reaction chamber and vaporizer. 
 Another approach considered for methanol steam reforming is to catalytically 
combust a portion of the methanol feed in a separate reaction chamber thermally 
contacted with the steam reforming chamber. Stefanidis and Vlachos [50] performed a 
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detailed numerical study of methanol steam reforming and catalytic combustion in co-
current flow in two channels separated by a wall. By using a co-current flow 
configuration, the spatial regions of high heat generation and high heat consumption are 
matched. This study determined appropriate catalyst loadings and feed rates in both 
channels to maintain the reactor operating temperature for a desired throughput. 
Kawamura et al. [21] constructed a layered microchannel reactor in which a methanol 
catalytic combustor is sandwiched between a methanol steam reformer and a fuel 
vaporizer. Experimental characterization of this reactor showed control over the 
operating temperatures of the reformer and vaporizer via the supply rate to the methanol 
catalytic combustor. 
 Since not all of the hydrogen generated by the liquid feed is utilized by the fuel 
cell (80% utilization is typical), many researchers have attempted to catalytically combust 
the unused hydrogen to supply heat to the reactor. Such a methanol steam reformer 
coupled with a hydrogen catalytic combustor was constructed by Kim  [34], producing 
enough hydrogen to power a 4.5 W PEM fuel cell. In these experiments, the hydrogen 
supplied to the reactor was set equal to the estimated unutilized hydrogen for the given 
flow rate of methanol (2 ml/h). It should be noted however, that the hydrogen was 
supplied from a pressurized cylinder and not from the actual products from the steam 
reformer. Schuessler et al. [51] integrated a carbon monoxide and hydrogen oxidation 
stage with a methanol autothermal reformer and vaporizer. This reactor consisted of two 
layers such that the vaporizer and oxidation stage were adjacent to each other and the 
heat from the oxidation went into vaporizing the liquid feed. In this case, oxidation of the 
products occurs before feeding to the fuel cell, so it is critical to control the oxygen feed 
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to control consumption of the hydrogen rich feed before reaching the fuel cell. 
2.1.3 Elimination of CO in Products 
Because CO is a poison to the fuel cell anode at very low concentrations (~ 100 
ppm), it is necessary to take steps to reduce CO concentration from the 2-3 mol % 
expected at typical reactor operating conditions. A common solution to this problem is to 
preferentially oxidize CO over a platinum based catalyst to reduce the CO concentration 
to below 100 ppm while leaving the hydrogen unreacted. For example, Pan and Wang 
[52] integrated a multi-stage CO preferential oxidation (PrOX) reactor consisting of a 
monolithic Pt catalyst following a methanol steam reformer. In their experiments, it was 
demonstrated that the CO concentration was reduced from ~ 2% at the outlet of the 
reformer stage to about 20 ppm at the outlet of the preferential oxidation reactor. 
Another interesting solution is to incorporate a selectively permeable membrane 
in the reaction chamber to remove the hydrogen at the point of production, so that none 
of the CO in the products makes it to the fuel cell anode. These so-called membrane 
reactors provide the added benefit of increased conversion rates so that a smaller reactor 
volume can be used for a given throughput. Most often, the hydrogen selective membrane 
is a metallic alloy consisting of 77% Pd/23% Ag. Nair and Harold [53] presented a steam 
reforming reactor consisting of a packed bed of catalyst particles with an interspersed 
array of tubes, each of which is comprised of a porous support with a thin film of Pd on 
its outer edge. The results clearly show an increase in methanol conversion over a normal 
packed bed reactor of the same volume operated under identical conditions. 
2.1.4 Liquid Feed Delivery Method 
A significant challenge in all of the above described fuel processors is the liquid 
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fuel delivery method, and integration of this component has largely been neglected in the 
literature. Typically, a syringe pump is used when testing fuel reformers in the laboratory, 
which is not a realistic solution for smaller scale applications due to its disproportionately 
large size compared to the overall system. Even with the flow control offered by a 
syringe pump, the vaporizing liquid feed in small channels creates large pressure drops 
and flow rate oscillations that lead to significant variations in the feed flow rate. 
Kandlikar offers an excellent review of this problem and identifies the formation of 
confined, stabilized vapor slugs in microchannels as the primary cause of these problems  
[54]. This challenge can be addressed by including a section of large pressure drop 
upstream of the vaporizing section, so that the fluid is pushed downstream. For example, 
Pattekar and Kothare [55] modified their original microchannel reactor design so that the 
liquid flows radially outward as it boils and the flow cross-section continuously 
increases. 
The solution to this problem presented by the DDIR is an example of a 
multifunctional reactor in which two or more unit operations are synergistically 
integrated into a single component. Specifically, this is accomplished by bringing the 
liquid feed, heat supply, and entrance to the catalyst bed to the same location. In other 
words, for reactions involving heterogeneous catalysis of a vaporized liquid feed over a 
fixed porous solid bed, multifunctionality can be achieved by atomizing the liquid feed 
followed by liquid vaporization directly on the hot catalyst bed. This solves the problem 
of flow instabilities caused by vaporizing the liquid feed in small channels since the 
liquid is vaporized directly at the catalyst surface and is not constrained inside a channel. 
Variations on this concept have been studied for a few applications. The most 
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commercially successful example is that of a fluid catalytic cracking (FCC) riser reactor, 
in which a heavy hydrocarbon fuel is sprayed into a fluidized bed of heated catalyst 
particles where collisions cause the fuel droplets to rapidly vaporize and react on the 
catalyst particle surface. Control of droplet size distribution is a major issue since this 
determines vaporization rate, and thus conversion and selectivity [56, 57]. Another 
example in an early phase of development is catalytic combustion of liquid hydrocarbons 
as a portable power source by electrospraying directly onto a catalyst coated mesh [58, 
59]. The primary problem with electrospraying is the high voltage required (> 1 kV), 
which could present a problem for small-scale portable applications. 
An example of a DDIR-type design for generating hydrogen from liquid fuels is 
one developed by Schmidt’s group at the University of Minnesota, in which a standard 
automotive fuel injector sprays liquid hydrocarbon fuels directly onto a catalyst plug. 
Schmidt has termed this process “reactive flash volatilization”. The reactor was used for 
autothermal partial oxidation of ~400 μm diameter droplet sprays of ethanol [27, 60], 
soy-oil, and glucose-water solutions [26] mixed with air over Rh-Ce catalyst supported 
on alumina foam. Experiments were carried out at various temperatures and air-fuel feed 
ratios, aiming to identify optimal conditions for both conversion and selectivity. The 
authors also stress the need to improve modeling of the droplet impingement, 
vaporization and reaction processes to gain better fundamental understanding and control 
reactor performance. However, the automotive fuel injector used in these experiments is 
inadequate because the wide droplet size distribution, spray angle, and irregularity of 
impingement location makes it difficult to carry out a rational study of the effect of the 
various operating parameters on reactor performance.  
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The reactor studied in this work requires exactly this precise control over droplet 
size, velocity, impingement location and angle, enabling model development to study the 
effect of various operating parameters on reactor performance.  Any modeling effort must 
be accompanied by supporting experiments to gain confidence in the validity of the 
model and to provide practical relevance of the simulation results. The ultrasonic 
atomizer array designed by our research group [61-63] achieves the desired control over 
droplet characteristics while operating at low power in a compact package. This device, 
shown in Figure 2.1, operates by piezoelectric excitation of a liquid filled cavity at one of 
its resonance frequencies. The resulting standing pressure wave created in the fluid is 
amplified by pyramidal nozzles, creating a large pressure gradient at the nozzle exit, 
forcing ejection of liquid droplets at the operating frequency. The orifice size at the 
nozzle exit controls the droplet size, giving excellent control over droplet diameter, and 
the droplet velocity is controlled by the voltage applied to the piezoelectric transducer. 
Additionally, liquid pumping action has been demonstrated with this device, drawing 
liquid from a larger secondary storage tank into the reservoir inlet during operation. Thus, 
this atomizer comprises a complete solution to the fuel delivery problem. 
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Figure 2.1. Schematic of ultrasonic atomizer array.  
2.2 DDIR Design Concept and Specific Embodiments 
Three basic components comprise the general DDIR: a liquid fuel reservoir, a 
droplet generator, and the catalyst layer. This is amenable to a simple layered design that 
can be easily manufactured in a compact package. The key feature is the array of droplet 
generators, which must produce a regular pattern of monodisperse droplets at a precise 
rate for maximum control over reactor performance. This results in a structure in which 
each droplet generator comprises a unit cell of the overall reactor. Scalability is then 
enabled by adding or subtracting the number of unit cells of the reactor. Furthermore, the 
reactor can be modeled and studied on a unit cell basis, leading to a significantly 
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simplified design approach. Using this basic design as a template, the reactor can be 
customized for a specific reaction by adding required components.  
The simplest embodiment described above is shown in Figure 2.2a, and this 
layered structure can be generalized to incorporate multiple catalyst layers separated by 
impermeable, selectively permeable, or completely permeable walls as show in Figure 
2.2b. This layered structure also allows for introduction of gaseous species to particular 
locations by means of a delivery tube, which is perforated at the desired delivery point. 
 
Figure 2.2. (a) Simplest embodiment of DDIR reactor consisting of array of droplet 
generators and heated catalyst layer. (b) Generalized embodiment of DDIR with multiple 
catalyst layers each separated by wall layers with different properties, and gas supplied to 
selected layers with a gas distribution tube. 
Consider using a preferential oxidation (PrOX) reactor stage after methanol steam 
reforming to reduce the small amounts of CO to acceptable level. Here, a PrOX catalyst 
layer lies directly on top of the MSR catalyst layer as shown in Figure 2.3(a). The 
required oxygen is delivered via air intake through the delivery tube to the PrOX catalyst 
layer. In Figure 2.3(b) a hydrogen selective membrane is placed on top of the MSR 
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catalyst layer to remove the hydrogen as it is generated within the catalyst. In this 
particular embodiment, the reaction byproducts (primarily CO and CO2) exit the reactor 
laterally. 
 
Figure 2.3. Examples of DDIR reactor designs for elimination of excess CO from MSR. 
a) use of a PrOX catalyst layer with air introduction, b) use of hydrogen selective 
membrane. 
Another method for introducing gaseous species into the reactor is to intersperse 
gas delivery channels with the liquid nozzles of the droplet generator as shown in Figure 
2.4, which improves the distribution and mixing of gaseous reagents. In Figure 2.4(a), the 
mixing occurs in the space between the droplet generator and catalyst surface. This 
configuration could be employed, for example, in autothermal reforming or partial 
oxidation of methanol in which air (or pure oxygen) must mix with the vaporized 
reagents immediately at the catalyst interface. Alternatively, the gaseous reagents can be 
directed along an array of distribution tubes that travel through the catalyst layers where 
they are released at the desired location as shown in Figure 2.4(b). Again, this 
configuration could be employed for selectively introducing air to a PrOX catalyst layer 
with an improved spatial distribution of the gaseous reagents. 
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Figure 2.4. Improved distribution of gaseous species in DDIR. (a) Gas released at same 
plane as droplets. (b) Gas distribution tubes extend up into the catalyst layer(s) with gas 
selectively released at desired location(s). 
Heater deployment is another important design consideration for the DDIR. One 
option is to deploy an electrical heater at the plane of droplet impingement on the catalyst 
layer to vaporize the impinging droplets as shown in Figure 2.5(a). This heater can also 
supply heat to the adjacent catalyst if an endothermic reaction is occurring. However, if 
the thermal conductivity of the catalyst layer is low or the layer is relatively thick, 
significant temperature gradients can result, negatively effecting reactor performance. To 
alleviate this, heaters can also be deployed throughout the catalyst layer as shown in 
Figure 2.5(b). One way to do this is to use a separate catalyst filled tube heated at the 
periphery for each unit cell. In this arrangement, the interface heater is dedicated to 
vaporizing the impinging droplets and the periphery heaters handle the heat load for the 
reaction. Since heat is provided locally to each unit cell, temperature gradients in the 
catalyst layer are avoided. Such heater arrangements would even be useful for startup of 
autothermal reactions where the heaters would only be powered when needed and turned 
off once reaction is supplying sufficient heat to be self-sustaining. 
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Figure 2.5. Deployment of electrical heaters in DDIR (a) Heater deployed along catalyst 
interface for vaporizing impinging droplets. (b) Additional heaters deployed in catalyst 
layer. 
Another way to supply heat for an endothermic reaction is to carry out an 
exothermic reaction in adjacent cells as shown in Figure 2.6(a). In this embodiment, there 
are separate feeds for the exothermic and endothermic unit cells, which are separated by 
impermeable boundaries, but are in good thermal contact.  In this configuration, the 
spatial regions of high heat generation and high heat consumption are at the catalyst 
interface. 
A concept for integration of the fuel cell anode with the reaction chamber is 
depicted in Figure 2.6(b). Here, tubes consisting of a supported hydrogen permeable 
membrane outer wall are deployed within the catalyst bed, similar to the configuration 
described in [53]. However, in this embodiment, the fuel cell anode features 
interdigitated fingers that extend into the membrane coated tubes so that the hydrogen 




Figure 2.6. (a) Heat supply for endothermic reaction from adjacent cells in thermal 
contact executing exothermic reaction. Boundaries are impermeable so there is no mixing 
of chemical species between adjacent unit cells. (b) Integration of hydrogen selective 
membrane in interior of catalyst bed with interdigitated fuel cell anode directly at 
hydrogen permeation location. 
2.3 Identification of Processes Occurring in DDIR 
Before developing a detailed model of the DDIR, the processes occurring in the 
reactor must be identified along with the possible operating regimes. These processes are 
1) droplet transit to the catalyst interface, 2) droplet impingement at the catalyst interface 
and accumulation of a liquid film, and 3) gas phase transport and reaction in the porous 
catalyst layer. These processes all influence one another, so that the model must consider 
the coupling between these processes in order to correctly predict performance.  
As the droplets travel toward the catalyst interface they can lose some of their 
mass due to evaporation and have their trajectory altered by the surrounding gas phase 
flow. For example, if there is significant backward directed flow due to vaporization at 
the catalyst interface, a droplet can be deflected before impinging at the droplet interface. 
This phenomenon, known as the Leidenfrost effect, has been well documented in the 
literature [64-66]. Most studies of this effect have been confined to a single droplet under 
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the influence of gravity on a solid surface, although Chandra and Avedisian [67] have 
established the Leidenfrost temperature as 673 K for a single droplet on a porous alumina 
surface. The DDIR differs since there is a stream of droplets impinging, one after the 
other, so a higher interface heat flux would be necessary to maintain this temperature to 
keep each successive droplet from impinging on the catalyst interface. The motion of the 
droplet stream can also induce a flow in the gas phase not only due to evaporation, but 
also due to viscous forces. Thus, it is critical to consider the coupling between the droplet 
motion and evaporation and the flow in the gas phase. 
If droplet impingement does occur, then several possibilities must be considered. 
First, it is possible that splashing of the liquid occurs, which could lead to loss of some of 
the liquid feed as it leaves the vicinity of the catalyst interface. Wachters and Westerling 
established the threshold above which splashing occurs as We = 2ρV2R/σ > 80, and it is 
desirable to operate the reactor below this threshold. When the droplet impinges it is also 
subjected to greatly increased heat fluxes as a result of the liquid/solid thermal contact. If 
the heat flux into the droplet is sufficiently high, then the impinging droplet could 
completely vaporize before arrival of the next droplet, and this is termed flash 
evaporation. On the other hand, another droplet could impinge before the first is 
completely vaporized, leading to an accumulation of liquid at the catalyst interface. Since 
the liquid accumulates on a porous catalyst bed, capillary forces can also draw the liquid 
into the bed interior as the liquid is being vaporized. This complicated interplay between 
transport processes must be properly modeled to correctly predict reactor performance. 
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CHAPTER 3  
MODEL DEVELOPMENT AND IMPLEMENTATION 
 
This work is focused on the steady-state operation of the DDIR. However, a 
general transient model is first developed and then reduced to the steady state model case. 
This makes the model development logically easier to follow and it also lays the 
foundation for future transient studies. The steady-state model is implemented in the CFD 
software Fluent and validation studies are carried out independently for each major 
component of the model.  
3.1 Model Formulation 
The DDIR unit cell is represented by a two-dimensional axisymmetric model as 
shown in Figure 3.1 below. The unit cell has a uniform radius of Rcell and consists of a 
droplet transit zone of length Hcell and a catalyst layer of length Hcat, in which the reaction 
occurs. Droplets are introduced into the unit cell at the origin (z = r = 0) with given initial 
axial velocity, Vd,0, radius, Rd,0, and temperature, Td,0, with a frequency, f.  A droplet’s 
distance from the ejection point is Zd, and its velocity, Vd, can change due to drag and 
pressure forces, its radius, Rd, can change by evaporation, and its temperature, Td, can 
change as heat is exchanged with the surroundings. In the scenario depicted in Figure 3.1, 
droplets impinge on the interface and a liquid film accumulates at the catalyst interface. 
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Figure 3.1. Schematic of DDIR unit cell used in developing model. 
3.1.1 Droplet Transit Equations 
A single droplet can be tracked from its ejection point at z = r = 0 with a set of 1st 
order ordinary differential equations assuming the droplet motion is one dimensional 
along the centerline of the unit cell, the droplet temperature is spatially uniform, and the 
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Here, Fd is the net force on the droplet, ev ,dm and ev ,d ,im  are the overall and species i mass 
evaporation rates respectively, qc is the heat transfer rate to the droplet from the 
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surroundings, hfg,i is the heat of vaporization of species i, ρl is the liquid density, and  cp,l 
is the liquid specific heat.  
The only forces on the droplet considered in this analysis are viscous drag and 
pressure forces from the surrounding gas phase with the gravitational force neglected. 
Taking the ratio of the drag force to the gravitational force gives a criterion for neglecting 
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For the cases considered in this work, the maximum droplet radius considered is 30 µm 
and a typical droplet velocity is 10 m/s, which gives (ρl/ρg)(Red/Fr2) = 0.08, which 
satisfies the criteria for neglecting gravitational force on the droplet. The force on a single 
droplet can then be written as follows. 
( ) ( ) 216 2d g d d d d
pF f R V u R R
z
∂= − π μ − − π
∂
 (3.7)
Where u is the local z-component of gas velocity, p is the local gas pressure, and ρg is the 
gas density. The factor f1 is a correction accounting for the effect of evaporating liquid 
and deviation from Stokes flow [68]. 
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Where Red is the droplet Reynolds number based on the velocity difference between gas 
and droplet: 2d d d g gRe R V u ρ μ= − , Ree is the droplet Reynolds number based on the 
velocity of the evaporating vapor leaving the droplet surface, 2e d e g gRe R V ρ μ= , with 
( )0 09 0 077 0 4 da . . exp . Re= + − , and ( )0 4 0 77 0 04 db . . exp . Re= + − . The velocity Ve is 
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given by the overall mass evaporation rate as 24e ev ,d g dV m R= πρ . This correction is valid 
for 0 < Red < 100 and 0 < Ree < 10. 
The convective heat transfer from the gas to droplet, ( )( )22 4c d g dq f h R T T= π − , 
has a correction, ( )2 1f eβ= β − , similar to the correction for drag to account for the 
effect of evaporating liquid [68]. The coefficient β is a dimensionless droplet surface area 








β = −  (3.9)
The convective heat transfer coefficient, h, is given in terms of the droplet Nusselt 
number, 1 2 1 32 0 552 / /d d gNu . Re Pr= + [68]. Finally, the mass evaporation rate from the 
droplet, ev ,dm , is given by the D
2-law [69] modified to include convective effects. The 
evaporation rate can be either heat transfer or mass transfer limited. The mass-transfer-
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  (3.10)
where ρg is the average gas phase density between the droplet surface and far-field, Dg is 
the corresponding average diffusion coefficient, yf,∞ is the mass fraction of the fuel 
mixture in the far-field away from the droplet, yf,s is the mass fraction of the fuel mixture 
at the droplet surface, and 1 2 1 32 0 552 / /d d gSh . Re Sc= + . For heat transfer limited 
evaporation, the rate is [70] 
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where kg is the average gas thermal conductivity, cp,g is the average gas specific heat, and 
T∞ is the far-field temperature of the gas surrounding the droplet. Note that the mass 
transfer limited evaporation law is only valid if the fuel surface mass fraction, yf,s, is less 
than 1; that is if the droplet temperature is less than the saturation temperature of the fuel 
mixture. Once the droplet reaches the mixture saturation temperature, mass transfer can 
no longer limit the droplet evaporation process and ev ,dm  is always heat transfer limited. 
In this model the liquid droplet is a binary fuel mixture, so it is possible to have 
different evaporation rates for the two components. Sirignano [71] presents two limiting 
cases depending on the relative rates of droplet evaporation and species diffusion in the 
liquid, which bypasses the need to solve transport equations in the droplet interior. When 
fuel diffusion in the liquid is much faster than droplet evaporation, the composition 
throughout the droplet can be treated as uniform, but varying with time as the relative 
rates of evaporation of the two components is determined by their relative vapor 
pressures at the droplet surface. At the other extreme, droplet evaporation is much faster 
than component diffusion in the liquid, so that the composition in the droplet remains 
unchanged throughout the droplet lifetime. In this case, the liquid composition only 
varies in a very thin (vanishing in the limit) layer near the droplet surface. Since the 
composition doesn’t vary in the bulk of the droplet, mass conservation requires the 
relative evaporation rates of each species to be in proportion to their initial 
concentrations. To determine what limit is applicable, time scales for liquid diffusion, τld, 
and droplet evaporation, τde, are defined as follows: 
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Where Dl is the diffusion coefficient in the liquid, and K is the evaporation constant in the 
D2 law. For the case τld >> τde, the evaporation rate of each species can change and 
depends on the species vapor pressure at the surface and liquid phase composition. For 
mass transfer limited evaporation, K is given by the following expression: 
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If the droplet evaporation is heat transfer limited, then K is given by 
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 (3.14)
The liquid diffusion coefficient of species A (e.g. A = methanol), Dl,A, is given by the 
following expression for concentrated non-electrolyte solutions [72]: 
( ) ( ) ( )( )
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 (3.15)
Here, 0ABD  is the diffusion coefficient for an infinitely dilute solution of species A in 
solvent B, xA, γA, and μA are the mole fraction, activity coefficient, and viscosity of species 
A in the liquid (A + B) solution, respectively, and μm is the mean viscosity of the liquid 
solution.  
Varanasi et al. [73] presented a method for calculating the evaporation rate of 
each species, ev ,d ,im , in the droplet for the case τld >> τde. 
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Here, the summation is only over those species contained in the liquid droplet. Assuming 
sufficiently low operating pressures, the gaseous species mole fractions at the droplet 
surface, χi,s, can be calculated using the Clausius-Clapeyron equation to find the mole 
fraction if the droplet consists of pure i, *i ,sχ , coupled with Raoult’s law, which is 
modified by the activity coefficient for the species in the liquid mixture. 
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*
i ,s i i ,l i ,sχ = γ χ χ  (3.18)
Where ℜi is the ideal gas constant for species i, Tsat,i is the boiling point of species i at 
standard atmospheric pressure, patm, and χi,l is the mole fraction of species i in the liquid 
droplet. 
3.1.2 Gas Phase Conservation Equations 
Turning attention to the gas phase, mass, momentum, heat, and species 
conservation equations must be solved in both the droplet transit zone and the porous 
catalyst layer. In the cylindrical coordinate system of the DDIR unit cell shown in Figure 
3.1, species conservation satisfies the following equation in both zones. 
( ) ( ) ( )1 1i i ii i e ,i e ,i i
C C CuC rwC rD D S t,z,r
t z r r r r r z z
∂ ∂ ∂∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ + = + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
 (3.19)
Where Ci is the molar density of species i in the gas phase, u and w are the axial and 
radial components of velocity, respectively, De,i is the effective diffusion coefficient of 
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species i in the mixture. In the droplet transit zone, the latter is simply the unmodified gas 
phase diffusion coefficient, Di. However, in the catalyst layer this diffusion coefficient 
must be modified according to De,i = (ε/τ)Di, where ε and τ are the porosity and tortuosity 
of the catalyst layer, respectively. The volumetric species source term, Si, arises from 
droplet evaporation in the droplet transit zone and from chemical reactions in the catalyst 
zone. Due to the disparity of sizes (i.e. droplet vs. domain), it is assumed that the 
presence of a droplet results in a point source at its instantaneous location with the 
strength determined through the droplet transit equations presented above. This results in 
the following expression for the species source term: 
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Here, the superscript j is an integer index identifying a particular droplet, Nd is the total 
number of droplets in the droplet transit zone, Nrxn is the number of reactions in the 
mechanism, νik is the stoichiometric coefficient of species i in the kth reaction proceeding 
at a rate rk. 
Energy conservation is also satisfied throughout the entire domain. 
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(3.21)
Here, ke is the effective thermal conductivity, which for the droplet transit zone is equal 
to the gas phase thermal conductivity, kg. In the catalyst zone local thermal equilibrium 
between the catalyst and gas is assumed, so only a single thermal energy conservation 
equation is required. Thus, in the catalyst layer, the effective thermal conductivity has 
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contributions from both the catalyst and gas phases, ke = εkg + (1-ε)kc, where kc is the 
thermal conductivity of the solid catalyst. The effective thermal capacity is also the 
volume average of the gaseous and solid components, (ρcp)e = ε(ρcp)g + (1-ε) (ρcp)c. The 
source term Sh in the catalyst layer comes from the heat of reaction, h i iiS H r= Δ∑ , and in 
the droplet transit zone, it is the heat absorbed by evaporating droplets. A heat sink term 
can be written similar to the species source term for droplet evaporation. 
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Momentum conservation in the z and r directions satisfy the following equations, 
respectively: 
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(3.23)
( ) ( ) ( ) ( )
2
1 1gg g g
g g m,r
r ww uw p w wr w S t,z,r
t z r r r r r r z z K
∂ ρ∂ ρ ∂ ρ εμ∂ ∂ ∂ ∂ ∂⎛ ⎞ ⎛ ⎞+ + = −ε + μ + μ + +⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠ ⎝ ⎠
(3.24)
Here, K is the permeability of the porous catalyst, and Sm,z and Sm,r are momentum  
sources in the z and r directions, respectively. For the droplet transit zone, ε = 1 and K = 
∞, eliminating the Darcy term in the momentum equations above. The momentum 
sources in the droplet transit zone arise from viscous drag acting on the moving droplets 
and droplet evaporation. Since droplets are confined to move along the z axis, the radial 
source term only has a contribution from evaporation. The total radial momentum 
generation rate, ,d rp , from a single droplet (point source) is calculated by integrating over 
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Here, θ is the angle from the unit cell axis, and the total local radial momentum 
generation rate is calculated similarly to the species source term, 
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The axial momentum source term arises from  viscous drag between the droplets 
and the surrounding gas phase. 
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3.1.3 Boundary and Initial Conditions 
A droplet is introduced into the droplet transit zone with the above specified 
initial conditions at intervals of τ = 1/f. Introduction of a droplet increases the number of 
droplets in the domain by one (Nd = Nd + 1). A droplet is removed from the 
computational domain whenever it completely evaporates (Rd = 0), stops or reverses 
direction (Vd ≤ 0), or it impinges on the catalyst (Zd +Rd = Hcell), decreasing the number 
of droplets in the solution domain by one (Nd = Nd – 1). Further conditions associated 
with droplet impingement are discussed next. 
Referring to Figure 3.1, the gas is initially assumed to be stagnant with all species 
concentrations at specified values and the droplet transit and catalyst zones at uniform, 
but different temperatures. 
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At the atomizer surface (z = 0), an adiabatic impermeable layer is assumed, yielding the 
following boundary conditions for the gas phase transport equations. 
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Symmetry is enforced at the unit cell axis (r = 0) and along the boundary (r = Rcell). 
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It is also possible to specify heat flux on the unit cell boundary r = Rcell if heaters are 










Here, wq′′  is taken as positive when heat is transferred from the unit cell boundary to the 
interior of the domain. At the reactor outlet (z = Hcell + Hcat), the pressure is specified, a 
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3.1.4 Reaction Kinetics 
Kinetic expressions are required for the relevant reactions under study to 
complete the formulation of the gas phase transport equations presented above. This 
study is focused on conversion of methanol to hydrogen which can take place via steam 
reforming or partial oxidation as discussed in Chapter 2. Many kinetic studies have been 
carried out for the steam reforming of methanol over Cu/ZnO/Al2O3 catalysts primarily 
because of the potential of this reaction for onboard hydrogen supply for portable fuel 
cells. There is still some debate over the reaction mechanism. Some early studies 
suggested that the steam reforming mechanism is methanol decomposition to form 
hydrogen and carbon monoxide followed by water gas shift to convert the carbon 
monoxide to hydrogen and carbon dioxide using the water in the feed [74]. More recent 
studies have put forward more complicated surface mechanisms involving the formation 
of many intermediates before the final products are desorbed from the catalyst surface 
[39, 75]. Here, the kinetic model of Peppley et al. [76] is used to model the reaction in the 
catalyst zone. This model gives the rates of methanol steam reforming (rMSR), methanol 
decomposition (rMD), and water gas shift reaction (rWGS) with the rate expressions derived 
using Langmuir-Hinshelwood type rate expressions considering the formation of several 
intermediate species on two different types of active sites on the catalyst surface. The 
model parameters were adjusted to best fit experimental studies performed for 160 oC < T 
< 260oC, 1 atm < P < 10 atm, and 4-100% methanol conversion. 
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In these expressions, the k’s are the Arrhenius rate constants [m2/s-mol], K’s are 
equilibrium constants, C’s are surface concentrations of adsorption sites [mol/m2], SA is 
the specific surface area of the catalyst [m2/m3], and p’s are partial pressures of each of 
the species [bar] (A = CH3OH, B = H2O, C = CO2, D = H2, and E = CO). The original 
paper [76] contains the values of the model parameters to be used in the above rate 
expressions. 
3.1.5 Droplet Impingement and Film Growth 
At the interface between the droplet transit and catalyst zones (z = Hcell), when 
droplet impingement occurs additional source terms for gas phase species, heat, and 
momentum result as the liquid fuel vaporizes on the catalyst surface. Accumulation of 
liquid at the catalyst interface is possible if the time between successive droplet impacts 
is less than the time it takes for a single droplet to vaporize after impact. Additionally, the 
liquid can penetrate into the catalyst via capillary suction. In general, tracking the liquid 
interface under these circumstances is a difficult task, but for this particular problem, all 
that is required is an estimate of the radial extent of the film and its penetration depth, 
rather than the detailed structure of the film interface and variation of  mass flux over the 
interface. This allows certain simplifying assumptions to be made, which will prove 
sufficiently accurate in the model validation presented in chapter 4.  The liquid is 
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assumed to be stagnant (on the time scale of droplet impingement) with a uniform species 
composition equal to that of the droplet upon impact and that the penetration depth of the 
liquid into the catalyst, hf,c, is uniform across the film radius. This situation is shown 
schematically in Figure 3.2 with the boundaries of the film outside and inside the catalyst 
layer defined by Γf,g and Γf,c, respectively, and the radius of the film given by Rf.  
 
Figure 3.2. Depiction of film accumulation at catalyst interface. 
The liquid film is subject to energy conservation, such that its temperature can 
change due to external heating, internal heating due to embedded wire heaters, droplet 
impingement, and phase change. Ignoring temperature variations in the liquid film would 
further simplifies the problem and it is worthwhile to determine the conditions under 
which this assumption holds. This is done by using a generalized Biot number (Bi) 
defined as the ratio of thermal resistances inside and outside the liquid film, with the film 
being treated as isothermal for Bi < 0.1. The ratio of thermal resistances is estimated as
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g f l cellk R k R  and using kg = 0.03 W/m-K and kl = 0.4 W/m-K, the criteria becomes 
f cellR R < 1.33, which is true by definition since the film size cannot exceed the unit cell 
size. Thus, the liquid film is treated as isothermal for all cases with energy conservation 
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Here, Tf is the temperature of the liquid film, the integral over the film boundary accounts 
for external heat transfer and heat lost due to phase change, and the last term is the heat 
generated within the accumulated liquid by the interface heater.  
Just as with the droplets, the evaporation rate at the film interface can be either 
mass or heat transfer limited. In the mass transfer controlled case, the evaporated species 
mass flux, ev , f ,im′′ , is defined by the diffusive mass flux in the gas phase at the interface. 
f
i






Once the liquid temperature reaches saturation, vaporization controlled by the heat 
transfer rate occurs, the left side of eq. (3.36) is set to zero, and the species are assumed 
to evaporate in proportion to their liquid mass fractions. 
The motion of the liquid film boundaries can be found by a mass balance at each 
interface. In tracking the film boundaries, the influence of gravitational force is neglected 
in comparison to the surface tension force, which is justified by the low value of the 
Bond number, Bo,  for the cases studied here. 
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 (3.38)
Given that the film radius for most cases presented in this work is on the order of 0.001 m 
or less, Bo is on the order of 0.1 or less. A mass balance on the gas side of the film yields 
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Here, ( ) ( )2 26 3f ,g f ,g f f ,g/ h R h∀ = π +  is the volume of the liquid film on the gas side of 
the catalyst interface, assuming that it is in the shape of a hemispherical cap, and pm  is 
the mass flow rate penetrating into the catalyst. Constraints on the liquid film geometry 
are also enforced due to the size of the unit cell, 0 f cellR R≤ ≤ . If Rf = Rcell, then the liquid 
film becomes cylindrical and only its height above the catalyst surface is changed. 
Conservation of mass and momentum in integral form on the catalyst side of the 
liquid film give equations for the interface velocities at z = Hcell + hf,c and r = Rf  as well 
as the film penetration rate, pm . Conservation of mass is split into two equations, (3.40) 
and (3.41), by introducing the factor α, which is the fraction of pm  that contributes to 
radial growth of the film. Conservation of momentum in the axial and radial directions 
are given by eqs. (3.42) and (3.43), respectively. Here, it is assumed that the only forces 
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Here, 2, ,f c f f cR hεπ∀ =  is the volume of liquid penetrated into the catalyst, 
2
, ,2f c f f f cA R R hπ π= +  is the interface area of the film on the catalyst side, and 
2 cosc c pP Rσ θ=  is the capillary pressure in a pore of radius Rp. Equations (3.39)-(3.43) 
allow for solution of the interface velocities fdR dt , ,f gdh dt , and ,f cdh dt along with 
pm  and α. These equations are subject to the constraints that Rf, hf,c, ∀f,g ≥ 0 and pm = 0 
when ∀f,g = 0. 
The pore radius is estimated with knowledge of the specific surface area, S0, and 











There are two scales of pore diameter to consider; “macropores” are defined by the voids 
between catalyst particles and there are also “micropores” within each catalyst particle. 
Which pore diameter controls the capillary flow into the catalyst depends upon the lateral 
extent of the accumulated liquid relative to the macropore diameter. If Rf < Rp then pm  is 
controlled by flow through the micropores, and if Rf > Rp, then pm  is controlled by flow 
through the macropores. Another consideration is the effect of inefficient packing and 
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irregular particle shape and size on macropore controlled capillary flow. Transition from 
a small pore into a much larger void can stop the capillary flow through that pore. 
Hapgood et al. [77] developed a simple modification to account for these effects by 
introducing an effective porosity, ( )1eff cp cpε ε ε ε= − + , and effective pore radius, Rp,eff,, 
given by eq. (3.44) with ε replaced with εeff ( cpε  is the porosity of the close-packed bed). 
Here it is assumed that only a fraction of the total pore volume is useful for capillary 
driven flow, with the maximum drawing rate achieved when the bed is closely packed 
and ε = εcp. This closely packed porosity depends highly on the size and shape of the 
particles and must be determined experimentally. It is assumed that these effects can be 
ignored for liquid flow inside the micropores since the interior of the catalyst particles is 
well packed. 
The contact angle of the liquid on the catalyst surface must also be estimated for 
the capillary penetration model. Chandra and Avedisian [67] present empirical results 
showing θc in the temperature range 50-200 oC for methanol on alumina with ε = 0.25. 
Since this closely approximates the conditions in this work, it is also used for this study.  
To close the problem, conditions at the accumulated liquid interface must be 
supplied for the gas phase species and momentum conservation equations, in addition to 
those already specified for the energy conservation equation. These conditions are local 
species equilibrium at the interface between the liquid and gas, and velocity determined 
by the local evaporation rate. The equilibrium mole fractions for each species are 
calculated exactly the same as for the droplets in eq. (3.18). 
1         0     i T i ,s n ev ,i t f ,g f ,c
ig
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ρ ∑  (3.45)
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3.1.6 Periodic Steady State Equations 
Of particular interest is the steady-state behavior of the system after an initial 
startup period when all dependent variables reach a periodic (in time) steady-state driven 
by the periodic injection of droplets into the system. The equations describing the 
periodic steady-state behavior of the system can be found by time averaging the transient 
equations presented above over the forcing period, assuming each dependent variable, ϕ , 
can be represented as the sum of steady-state and time varying portions, Sϕ ϕ ϕ′= + . The 




T dtϕ ϕ= ∫ . For example, the 
time averaged species transport equation is given by the following equation. 
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(3.46)
A considerable difficulty in solving the time averaged equations is properly 
evaluating the terms involving the time average of products of time varying quantities. 
For this reason, it is interesting to study the conditions for which the time varying portion 
of the solution is negligible. Physically, the time varying portion of the solution arises 
from the periodic nature of the droplet introduction into the system. This injection 
frequency defines a forcing timescale, 1/for fτ = . If this timescale is shorter than the 
shortest relaxation time for the various transport processes in the presence of the droplet 
stream, then the time varying portion of each dependent variable will be negligible. In 
other words, the gas phase dependent variables are disturbed as a droplet passes a given 
location, and in order for the process to be considered steady state, these disturbances 
cannot dissipate in the time it takes successive droplets to pass through this given 
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location. The relevant transport processes in the gas phase that are influenced by the 
droplets are diffusion (by evaporation), viscous dissipation (by drag forces), and 
conduction (by heat transfer) for which the relaxation times are 2 /diff sL Dτ = , 2 /visc sLτ ν=  
and 2 /cond sLτ α= , respectively. The length scale for each process can be different and is 
defined as the length over which the relevant dependent variable changes in the presence 
of the droplet. Taking the length scale as the droplet radius gives the most stringent 
condition on the minimum droplet delivery frequency required to neglect the transient 
terms. This condition will change based on reactor operating conditions and its validity 










With the assumption that the transient terms can be ignored, the time-averaged 
gas phase conservation equations are simplified as follows: 
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In these time-averaged equations, the “S” subscript indicating the steady-state part 
of the variable has been removed to simplify the notation. The time-averaged droplet 
sources, S , are found by making the substitution dt = dZd/Vd in the integral. For example, 
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the species source becomes 
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At periodic steady-state, each successive droplet will follow the same trajectory 
under the same conditions allowing the above integral over a single period for every 
droplet to be replaced by an integral over the entire trajectory for a single droplet. 
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The droplet source terms for the time-averaged heat and momentum conservation 
equations are found in an identical manner, 
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(3.56)
At steady-state, it is assumed that the uniform temperature of the liquid film 
accumulated at the catalyst interface is at the liquid saturation temperature so that the 
vaporization rate is heat transfer controlled and the energy conservation becomes 
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Determining whether a film forms under steady-state operation and, if so, what its time-
averaged dimensions are requires an iterative procedure in which film dimensions are 
guessed and then updated based on the gas phase solution and resulting film vaporization 
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rate for that guess. Equations (3.42), and (3.43) describing momentum conservation in the 
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(3.59) 
Two regimes are possible depending on the value of the capillary penetration rate 
compared to the droplet delivery rate. If pm > ( ) 34 3 l d/ R fπρ , this indicates that each 
droplet is completely imbibed into the catalyst layer before arrival of the next droplet; but 
in reality pm  cannot exceed the droplet delivery rate. This is illustrated in graphical form 
in Figure 3.3, showing that the penetration rate exceeds the delivery rate, then falls to 
zero once the droplet is completely imbibed and this cycle repeats upon impingement of 




Figure 3.3. Capillary penetration rate as a function of time with periodic impingement of 
droplets. The instantaneous penetration rate at droplet impingement exceeds the droplet 
delivery rate, but the average penetration rate must equal the droplet delivery rate.  
 The actual capillary penetration rate in this case is obtained by time averaging eq. (3.39) 
and solving for pm . This is then used to calculate the interface velocities from eqs. (3.40) 
and (3.41). The other case occurs when  pm < ( ) 34 3 l d/ R fπρ  and liquid also accumulates 
above the catalyst layer. In this case, pm  calculated from eqs. (3.58) and (3.59) is the 
correct value and is used in eqs. (3.39)- (3.41) to calculate f ,gdh dt , f ,cdh dt , and 
fdR dt . In both cases the interface velocities are used to update the guess for the film 
dimensions using a pseudo timestep and the procedure is repeated until the boundary 
velocities are zero to within a specified tolerance. If the film grows to the unit cell 
boundary before convergence, then the catalyst has flooded and the calculation is 
terminated. In the opposite extreme, if the film dimensions shrink to the size of the 
impinging droplets, then flash evaporation is occurring. 
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3.2 Model Implementation 
The steady-state model described above is implemented in the commercial 
computational fluid dynamics (CFD) software Fluent (v. 6.3.26) while Gambit (v. 2.2.30) 
is used to mesh the computational domain. The representative mesh in Figure 3.4 shows 
that the domain is divided into four regions, 1) the gas fluid zone, 2) the catalyst fluid 
zone, 3) the gas side film zone, and 4) the catalyst side film zone. The size of the film 
zones are initially guessed and then updated as described below. Gas phase conservation 
equations are only solved in the gas and catalyst fluid zones. The mesh is finer around the 
film interface, gas/catalyst interface, and axis boundary zones since gradients are 
expected to be highest in these regions due to film vaporization, interface heat sources, 
and droplet evaporation, respectively. Further downstream, the reaction rates drop as the 
conversion increases, so the grid is coarsened in this direction. Details of grid parameters, 
convergence, and discretization error estimates are presented in Appendix A along with 
the details of the model implementation.  
 
Figure 3.4. Representative mesh of DDIR unit cell model created in Gambit v2.2.30 
showing the fluid and boundary zones defined in Fluent. 
The solution starts from an initial guess of the gas phase dependent variables and 
film geometry. A multi-level iterative procedure is employed for determining the droplet 
trajectory (lowest iteration level), vaporization rate from the film (middle iteration level), 
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and the steady-state film dimensions (highest iteration level), which is summarized in 
Figure 3.5. The droplet trajectory (including droplet position, velocity, radius, 
temperature, and molar composition) is solved for a given solution of the gas phase 
conservation equations using a 4th order vector Runge-Kutta method to integrate 
equations (3.1)-(3.5)  with surrounding conditions obtained from the current gas phase 
solution in Fluent. This in turn provides sources for the gas phase conservation equations 
due to droplet heating, drag, and evaporation. These sources are applied in the 
computational cells adjacent to the axis boundary zone, and depend on the droplet 
conditions at the corresponding point along its trajectory. The gas phase conservation 
equations are solved again with these updated source terms and the procedure is repeated 
throughout the solution.  
Sources for the gas phase conservation equations also arise from vaporization 
from the accumulated liquid film. These source terms are applied in the computational 
cells adjacent to the film interface, with the vaporization rate in each cell determined by 
the net local heat flux at the interface. As an initial guess, the total vaporization rate from 
the film is set equal to the droplet delivery rate with the sources uniformly distributed 
over the computational cells adjacent to the interface. At this level of iteration, the gas 
phase equations are solved until convergence is achieved, the film interface sources are 
updated and the procedure is repeated until the mass flow rate at the reactor outlet does 




Figure 3.5. Flowchart showing general solution procedure for Fluent implementation of 
steady-state DDIR model.  
Once the solution has converged for a given guess of the steady-state film size, 
the film interface velocities in equations (3.40) and (3.41) are used along with a pseudo-
timestep to update the film dimensions. A new mesh is created with the updated film 
dimensions and the gas phase solution from the previous film dimensions is mapped onto 
the new mesh to improve the rate of convergence of the solution for the new mesh. This 
process is repeated until the interface velocities are zero within a specified tolerance. 




CHAPTER 4  
MODEL VALIDATION AND EXPERIMENTAL 
CHARACTERIZATION 
 
4.1 Comparison of Model Results to Literature 
Since there are several processes occurring simultaneously in the steady state 
DDIR model, validation is carried out by considering each of the major processes in 
isolation. Relevant results in the literature are used as a basis for comparison in validating 
each process in the model. Additionally, experimental validation studies are 
independently carried out for reaction/transport in the porous catalyst, and film 
growth/evaporation and compared with simulation results to provide confidence in 
applying the model. 
4.1.1 Droplet Heating and Evaporation 
To validate the droplet heating and evaporation model, the results of Varanasi et 
al. [73] are used. In this work, the evaporation of a stationary 50% molar heptane/decane 
droplet is computed numerically. The droplet is initially at 350 K and evaporates in dry 
nitrogen at 375 K. The latent heat, boiling point, and liquid density of both heptane and 
decane reported in the paper are used in these DDIR simulations and all other properties 
are taken from the Fluent materials database. The results in Varanasi et al. are presented 
in nondimensional form, and based on the data provided, a 45 μm droplet will have a 
lifetime of 0.041 s. Comparison of the normalized droplet surface area and temperature 
vs. time predicted by Varanasi et al. and the DDIR simulation is shown in Figure 4.1. The 
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same qualitative behavior is exhibited by both simulations, in which the more volatile 
heptane evaporates at a faster rate than the decane, causing the normalized droplet surface 
area and temperature to drop more quickly at the beginning of the droplet lifetime until 
the wet bulb temperature of the liquid mixture (~ 315 K) is attained. Once the heptane 
liquid mass fraction sufficiently decreases, the temperature begins to recover because the 
evaporation rate slows due to the lower volatility of the decane, as exhibited by the 
decreased slope of the normalized surface area curve. The DDIR model predicts 
temperatures about 2–3 K higher in the temperature recovery zone and a lifetime about 
5% shorter. These are most likely due to differences in properties used between the two 
simulations, since Varanasi et al. do not provide a comprehensive list of properties used 
in their simulations. 
 
Figure 4.1. Comparison of evaporating droplet surface area and temperature change for 
50% heptane/50% decane mixture as a function of droplet lifetime using DDIR model 
and by Varanasi et al. 
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4.1.2 Liquid Penetration 
The bulk of literature results for capillary penetration of a liquid into a porous 
medium consider a single volume of liquid initially deposited onto a porous substrate 
rather than a continuous supply of droplets. Furthermore, simultaneous liquid 
vaporization due to heating of the porous bed is rarely considered. As a result, the film 
growth and penetration model must be validated under these simpler conditions. The 
results of Alleborn and Raszillier [78] are used for comparison with the transient 
penetration model presented above. In this work, the simultaneous spreading and sorption 
of a single liquid droplet on a thick porous substrate is considered where momentum 
conservation in the liquid layer is a balance between pressure and Darcy friction with a 
constant capillary pressure acting at the liquid interface. The liquid front is tracked using 
a modified enthalpy method. Initially, the liquid is completely above the surface and is 
imbibed into a substrate with porosity 0.25, a dimensionless permeability, Pm = 
2 43 e eKR h = 10
-5, and a dimensionless capillary suction, Su = 2c e eP R hσ  = 5x10
5, where 
he and Re are the equilibrium radius and height of a given volume of liquid on a solid 
surface with a contact angle cθ . Their results show that a dimensionless time, 
3 43e et h Rσ μ  = 0.29 is required to imbibe 99% of the liquid volume with the profile of the 
liquid front presented graphically for intermediate times. For the DDIR capillary 
penetration model, an initial film radius of 5 mm is assumed, from which all other 
parameters are calculated using the dimensionless groups defined by Alleborn and 
Raszillier, and assuming the initial dimensionless volumes are equal. The results show 
that a dimensionless time of 0.22 is required to imbibe 99% of the droplet volume. 
Additionally, the location of the liquid interface is compared at three different times for 
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both methods in Figure 4.2, demonstrating that the DDIR model effectively captures the 
radial spreading of the liquid as it enters the porous layer. Considering the vast 
computational savings in solving a set of first order ODEs over the 2-D momentum 
conservation with front tracking, the results obtained with the simplified model are 
acceptable. 
 
Figure 4.2. Comparison of capillary penetration model used in DDIR studies with 
numerical results of Alleborn and Raszillier [78] for imbibition of a liquid film into a 
thick porous substrate. The liquid-gas interface is shown for both methods at three 
separate times. 
4.1.3 Methanol Steam Reforming Reaction 
The experimental results of Lee et al. [79] for methanol steam reforming are used 
to validate the DDIR reaction model. These investigators packed a 0.25 in. diameter 
stainless steel tube with 1.0 g of commercially available Synetix 33-5 catalyst ground and 
sieved to a particle size between 0.3 and 0.42 mm. A mixture consisting of 15 mol % 
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methanol, 15 mol % water vapor, and balance nitrogen (inert sweep) was introduced into 
the reactor with a total flow rate of 200 sccm. Methanol conversion was reported for 
temperatures in the range 160-260 oC. The DDIR simulations were run without droplets, 
the ejector boundary was changed to an inlet boundary condition with the above 
composition and flow rate used in the experiments, and the catalyst zone set to a constant 
temperature, mimicking the experimental conditions. Comparison of the results is shown 
in Figure 4.3.  
 
Figure 4.3. Validation of methanol steam reforming reaction kinetics used in steady state 
DDIR model. Simulation conditions correspond to the experiments of Lee et al., which is 
the basis for comparison. 
The methanol conversion predicted by the DDIR model follows the same trend 
with temperature as observed experimentally, but displays a lower conversion at a given 
temperature throughout most of the range. Possible reasons for this deviation are 
deviations from temperature uniformity in the experiments and differences in catalyst 
morphology (possibly different specific surface areas and effectiveness factors) between 
that used by Lee et al. and that used in determining the kinetic expression. 
 52
4.2 Experimental Validation Using Unit Cell Reactor 
In addition to comparing the results of the different components of the model to 
relevant literature results, an experimental apparatus is constructed to approximate a unit 
cell of the DDIR reactor. This apparatus is used to examine the processes of droplet 
transit, film growth, and reaction and compare them to simulations run under identical 
conditions to gain confidence in the accuracy of the model results. 
4.2.1 Experimental Apparatus 
To properly validate the results from the steady-state simulations, the 
experimental reactor must closely match the conditions of the unit cell model. To ensure 
this, an experimental reactor was constructed that meets the following design 
specifications: 
• The droplet generator produces a single stream of droplets with a uniform size 
operating continuously without interruption. Droplet size, flow rate, and delivery 
frequency can be easily adjusted by a change of atomizer components. 
• Impingement of droplets on the catalyst surface is clearly visible by an external 
camera and resulting images can be recorded on demand. 
• Two independent heaters are employed 1) at the impingement interface and 2) along 
the periphery of the reaction chamber to control the film growth and catalyst bed 
temperature, respectively. 
• The electrical heater at the impingement interface has the power capacity to prevent 
flooding of the catalyst with droplets of 40 µm diameter impinging at a frequency of 
100 kHz. 
• The electrical heaters are temperature controlled to prevent burnout in case droplet 
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generation is interrupted. 
• The temperature is monitored at the impingement point and within the bulk of the 
catalyst. 
• Analysis of the gaseous products occurs via mass spectrometry and is displayed in 
real-time. 
The resulting design is a product of multiple iterations and is shown in schematic form in 
Figure 4.4 along with the instrumentation used to control the reactor and make 
measurements. 
 
Figure 4.4. Schematic of experimental apparatus of DDIR unit cell showing control and 
measurement instrumentation used. 
Droplets are generated by forcing the liquid fuel through a small opening at 
elevated pressure, forming a jet that is subsequently broken up into droplets via acoustic 
excitation of the nozzle structure. The ultrasonic actuator consists of four disk shaped 
piezoelectric elements sandwiched between titanium rods, having a 5/8 in. diameter and 
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an overall length of 4 in. A sinusoidal signal is generated by an Agilent 33250A function 
generator, amplified with an ENI 2100L RF power amplifier and applied across the faces 
of the piezoelectric elements resulting in axial excitation. A Tektronix TDS2014 
oscilloscope attached to the output of the RF amplifier monitors the applied voltage level, 
frequency, and waveform shape. The liquid reservoir is made of titanium and is attached 
to the ultrasonic actuator with a ¼”-28 threaded connection and includes a side port for 
liquid feed. The nozzle structure is exactly the same as that used in the ultrasonic 
atomizer described in section 2.1.4 and is fixed to the liquid reservoir with Duralco 4525 
epoxy from Cotronics Inc., which provides the necessary strength and chemical 
resistance for working with the pressurized liquid methanol/water mixture.  
The catalyst used in all experiments is BASF F3-01, which is comprised of Cu/Zn 
supported on γ-Al2O3. The catalyst is supplied as 1.5 mm x 1.5 mm cylindrical pellets, 
which are crushed and sieved to obtain the desired average catalyst particle size for each 
experiment.  Before utilizing the catalyst for reaction, it is reduced by heating to ~220 oC 
and flowing a mixture of ~200 sccm of argon and ~20 sccm of hydrogen for about 1 
hour. Both argon and hydrogen flows are metered using MKS mass flow controllers 
(MFCs) connected to an interface unit allowing for both control and monitoring of the 
flow rates (MKS Type 247). The argon MFC (M/N M100B00453CS1BV) has a full scale 
of 5000 sccm while the hydrogen MFC (M/N 1259-000203V) has a full scale of 20 sccm. 
The argon flow is additionally monitored using a Cole Parmer 150 mm tube rotameter 
because of the high relative uncertainty associated with the argon mass flow controller 
measurement, which is discussed below. The reaction experiment must be carried out 
immediately following reduction to avoid leaking of air into the system and deactivation 
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of the catalyst. 
A ceramic tube (99% alumina) contains the catalyst, which is heated with two 
independently controlled heaters: one along the outside of the ceramic tube and the other 
at the droplet impingement interface. The periphery heater is formed by wrapping 30 
AWG nickel-chromium (nichrome) wire tightly around the outer diameter of the ceramic 
tube. An outer ceramic tube (macor) encases the inner ceramic tube and periphery heater 
to provide electrical and thermal insulation from the environment. The outer ceramic tube 
also has rectangular grooves to accommodate lead wires and thermocouple feeds. These 
wires are fixed into the channels by filling with Resbond 920 ceramic adhesive. 
The interface heater, shown in Figure 4.5 is constructed by wrapping 36 AWG 
nichrome wire toroidally around two thin macor disks, which are sandwiched together 
using ceramic adhesive, which also serves to electrically insulate the two disks. A copper 
woven wire mesh (100 mesh) is attached to the bottom using the same ceramic adhesive 
to hold the catalyst in place. The two sections of the heater are connected in parallel and 




Figure 4.5. Construction of Interface Heaters for DDIR Experimental Apparatus 
Temperature is monitored at the wire mesh near the edge of the inner reactor wall 
as well as at the back end of the interface heater using K-type thermocouples (OMEGA 
CHAL-0005). The thermocouple at the wire mesh gives a measure of the extent of liquid 
accumulation along the catalyst interface in addition to the visual method described 
below. If the temperature measured by the interface thermocouple is at or below 
saturation for the liquid mixture, this signifies flooding of the catalyst layer is occurring. 
The thermocouple at the back of the interface heater monitors the maximum temperature 
in the reactor. A separate J-Type thermocouple is used to measure various points on the 
reactor surface during testing as a secondary monitor. All thermocouples are routed 
through an Agilent 34970A data acquisition unit, allowing for real-time monitoring of the 
relevant reactor temperatures. 
Argon is swept across the reactor outlet through a three-way fitting, carrying the 
product stream to a Hiden Analytical HPR20 quadrupole mass spectrometer for analysis. 
The sampling capillary on the mass spectrometer is heated, allowing the unreacted 
condensable methanol and water to be sampled and detected by the mass spectrometer. 
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To prevent contamination of the pump oil in the system, the pump oil chambers are 
vented when products are being sampled and for at least 30 minutes after. The three-way 
fitting used for the sweep gas is designed to create a Venturi effect, lowering the pressure 
at the reactor outlet and aiding the flow of products. 
Visualization of the droplet impingement at the catalyst interface is accomplished 
with a stroboscopic technique as described in [62]. An array of LEDs is pulsed at the 
same frequency at which the ultrasonic actuator is powered using a pulse width 
approximately 10 times less than the driving period. Two separate camera systems were 
utilized depending on the data acquired. For high magnification images of the droplet 
transit and impingement, a Redlake MEGAPLUS ES 1.0 CCD camera controlled with a 
National Instruments IMAQ 1422 image acquisition board captures the images of the 
droplet impingement. For larger field of view images of film accumulation at the catalyst 
interface a Keyence VHX-500F digital microscope was utilized. Post-processing is done 
using National Instruments Vision Assistant software (v. 8.2) using a microscope reticle 
to obtain a calibration for the length of a pixel at a given magnification, and using this 
calibration to measure desired features on the captured images. 
4.2.2 Measurement Errors and Uncertainty Analysis 
The measurements of temperature, flow rates, partial pressures, and visualized 
feature sizes have associated uncertainties that must be considered when reporting results. 
The K-Type thermocouples (OMEGA CHAL-0005) have a reported accuracy of ± 2.2 K 
for the range of temperatures considered in these experiments (150 – 300 oC).  
The flow rate measured by the mass flow controllers has an error equal to +/- 1% 
of full range, which is +/- 50 sccm for the argon flow meter and +/- 0.2 sccm for the 
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hydrogen flow meter. The rotameter used as a secondary monitor of the argon flow rate 
has an estimated error of +/- 20% of the smallest graduation. This results in uncertainties 
of +/- 5.5 sccm and 6.5 sccm at 200 and 500 sccm, respectively. For this reason, the 
rotameter reading is used in all calculations. 
Estimating the error in the mass spectrometer partial pressure measurements is 
more difficult. In order to obtain reliable quantitative results, regular calibrations must be 
performed in the range of compositions expected in the actual experiments. In these 
calibrations, known feed rates of species are mixed together and sampled by the mass 
spectrometer after sufficient mixing has occurred. One of these species is always a 
reference and the ratio of flow rate of any other species, i∀ ,  with the reference , ref∀ , 
can then be compared to the ratio of the measured species partial pressure, pi, to that of 








In subsequent experiments, the flow rate of any other species can be calculated with 
knowledge of the reference flow rate and partial pressures of both the species of interest 






∀ = ∀  (4.2)
In the case of the reactor experiments, as stated above, the reference used is argon. It is an 
easy matter to obtain the calibration for hydrogen relative to argon during the catalyst 
reduction process. However, it is not practical to perform this calibration for any other 
species of interest (methanol, water, carbon dioxide, carbon monoxide) with the reactor 
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online. Given this, the error in the hydrogen partial pressure is taken as +/- 1% and a 
more conservative estimate of +/- 5% is taken for all other species. 
Calibration of the images obtained is performed by capturing the image of a 
microscope reticle with the same magnification. The reticle used has graduations of 10 
µm and a full scale size of 1 mm. The number of pixels between the graduations at the 
ends of the image is used to obtain the length of one pixel. This one pixel length is also 
taken as the uncertainty for any measurements taken at the given magnification. 
4.2.3 Estimation of Heat Losses 
The single unit cell experimental apparatus is subject to heat loss to the 
surroundings, primarily from the sidewalls of the reactor. Proper estimation of these 
losses is critical so that the conditions applied in the simulations reasonably closely 
match those in the corresponding experiments. Heat loss occurs via combined convection 
and radiation from the outer surface of the reactor. Because the experiments are 
performed in a fume hood with bulk flow transverse to the buoyancy driven flow, the 
possibility of the combined effect of forced and natural convection must be considered. 
For all experiments, velocity of the bulk flow is 110 LFPM with a temperature of 
295 K and the outer diameter of the cylindrical reactor is 0.35 in., giving ReD = 180. The 
length of the reactor is 1.75 in., and taking the outer surface temperature as 250 oC, GrL = 
9.6x105. Thus, 2ReL DGr = 30 and forced convection effects are neglected [80]. The 
natural convection coefficient is estimated from the correlation of Churchill and Chu 
[80], yielding hc = 14 W/m2-K. Radiative losses are accounted for using the radiative heat 
transfer coefficient, ( )( )2 2r o oh T T T Tεσ ∞ ∞= + + . To calculate the local net heat flux into 
the reactor, a thermal resistance network is used as depicted in Figure 4.6. Here, the 
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thermal resistances per unit length are ( )ln / 2i i i iR OD ID kπ′ = , 
( )ln / 2o o o oR OD ID kπ′ = , 1c o cR OD hπ′ = , and 1r o rR OD hπ′ = , where OD and ID stand 
for the outer diameter and inner diameter respectively while the subscripts o and i denote 
the outer and inner tubes comprising the unit cell reactor, respectively. The temperature 
at the inner surface, Ts, is taken from the current iteration of the solution to solve for the 
local heat transfer rate into the catalyst bed.  
 
Figure 4.6. Thermal resistance network used for calculating heat losses in simulations 
accompanying experimental studies of unit cell DDIR. 
Employing this thermal resistance network to calculate the heat flux entering the reactor 
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where wq′  is the local heat rate per unit length, eq ,outR′  is the equivalent thermal resistance 
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changing the interface heater voltage to ensure steady state had been achieved. The 
measurement error for the film size (± 1 pixel) was ±0.1 mm for each case since the same 
magnification was used for each image. Simulations were performed for the same range 
of applied interface heat, and the resulting radial extent of the film was compared with 
the experimental results, as shown in Figure 4.8. Below the amount of heat required to 
completely vaporize the droplet feed, flooding must occur, and this is shown in the 
hatched region. Decrease in the film size with increasing supplied heat is observed for 
both the experimental and simulation results as expected and the results correspond with 
exceptional accuracy. 
 
Figure 4.8. Comparison of accumulated liquid film radius observed experimentally with 
simulation results under identical conditions.  
4.2.5 Experimental Validation of Capillary Penetration Model 
As stated in section 3.1.6, if the maximum capillary penetration rate is larger than 
the droplet delivery rate, then each droplet is completely imbibed into the catalyst layer 
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and none of the accumulated liquid film protrudes from the catalyst surface. The 
transition from a completely imbibed liquid film and one that is partially supported above 
the catalyst interface was observed experimentally by comparing the results for average 
catalyst particle sizes of 100 µm and 10 µm. In both cases, a stream of 15 µm droplets 
was delivered at 1 MHz with 3.6 W applied to the interface heater. In Figure 4.9 (a) the 
film thickness above the catalyst interface is not measurable, although the wetted portion 
of the interface is clearly visible by the reflected light from the stroboscopic source. With 
the smaller catalyst particles, the film thickness is clearly non-zero as seen in Figure 4.9 
(b). 
 
Figure 4.9. Visualization of accumulated liquid film at catalyst interface with 3.6 W 
interface heater power and impinging stream of 15 µm droplets at 1 MHz. a) Average 
catalyst particle diameter 100 µm, b) Average catalyst particle diameter 10 µm. 
It is impossible to compute the capillary penetration rate from the visualization 
results because of its dependence on the penetration depth, which is not optically 
accessible. For this reason, simulations were carried out under identical conditions to 
ensure that the relative rates of droplet delivery and capillary penetration are 
 64
commensurate with the observed experimental results. For both simulations, 15 µm 
diameter droplets are delivered at a rate of 1 MHz with an initial velocity of 15 m/s. Also, 
for both cases Rcell = 1.5 mm with a total of 3.6 W applied uniformly along the catalyst 
interface. Note that in the experiments, the overall lateral extent of the reactor is larger 
because of the encasing material, but the inner diameter is the same as in the simulations. 
Figure 4.10 shows the accumulated liquid at the catalyst interface for both (a) the 100 µm 
particles and (b) the 10 µm particles. In this figure, the heavy vertical line denotes the 
catalyst interface with the catalyst bed lying to the left (corresponding to the experimental 
visualization results). The results show that the liquid penetrates deeper into the catalyst 
layer, but does not spread as much for the larger catalyst particles. Also, more liquid is 
supported above the catalyst interface for the smaller catalyst particles. These results 
qualitatively agree with the experimental results presented above, but there is some 
disagreement between the experimental and simulation results, each case displaying an 
approximately 40% difference between the observed and the simulated film sizes. 
However, it should also be noted that the ratios of the observed to the simulated film 
radius are approximately the same, with a value of 0.63 for the 100 µm particles and 0.65 
for the 10 µm particles. One possible reason for the numerical discrepancy is 
overestimation of the heat losses used in the simulations, which would cause the size of 




Figure 4.10. Simulation results accompanying visualization of liquid accumulation at 
catalyst interface. For both cases, Rd,0 = 7.5 µm, f = 1 MHz, Rcell = 1.5 mm, Qint = 3.6 W 
a) dp = 100 µm, b) dp = 10 µm. 
Another feature observed in the simulation results is a factor of 100 increase in 
gas phase pressure at the catalyst interface with the factor of 10 decrease in the catalyst 
particle size, due to the increased Darcy friction. In the experiments, this pressure 
increase was not realized because the space between the atomizer and catalyst was not 
enclosed. 
4.2.6 Experimental Validation of Hydrogen Production from Unit Cell Reactor 
In this set of experiments, the methanol steam reforming reaction was carried out 
using the DDIR unit cell experimental apparatus described above, varying the heater 
power input to observe the transition from flooding to stable film formation while 
monitoring the product composition with the mass spectrometer. Argon was introduced at 
the reactor inlet at a rate of 250 sccm as well as being swept across the reactor outlet at 
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the same rate. The average catalyst particle size used was 100 µm and was filled to a 
height of 15 mm in the inner tube of the reactor with the remainder of the tube filled with 
inert alumina particles of approximately the same average size. Droplets with a diameter 
56 µm were introduced to the reactor at a rate of 24 kHz with approximately 10 mm of 
space separating the surface of the droplet generator and the catalyst interface. 
After catalyst reduction, a 30 minute settling period was allowed before 
commencing droplet generation. The voltage of the periphery heater was kept constant 
throughout the entire test at 50 VRMS, while the interface heater voltage was varied 
between 3.5 – 10 VRMS. At each interface heater voltage setting, a dwell time of at least 
10 minutes was used to allow the catalyst bed temperature and species composition to 
reach steady state. Also, the current flowing through the interface was monitored using a 
Fluke true RMS multimeter (M/N 179) to obtain more accurate readings of the power 
input. The transient response of the hydrogen partial pressure read at the mass 
spectrometer shown in Figure 4.11 justifies waiting 10 minutes before taking 
measurements. When droplet impingement commences, the catalyst surface is hot, so the 
conversion is high, and the interface cools quickly as the liquid film accumulates at the 
catalyst interface. The heater is adjusted manually from its low baseline value after 
impingement occurs, at which point the hydrogen flux partially recovers and approaches 
its steady state value. This manual adjustment is necessary because supplying the 
interface heat rate necessary to achieve a steady-state film would cause burnout under dry 
conditions. Once steady impingement is occurring, a change in heater input will take less 
time to reach steady state. 
 67
 
Figure 4.11. Transient response of hydrogen output from DDIR unit cell experimental 
apparatus after activating atomizer. Interface heater was supplying 2 W under dry 
conditions and increased to 4 W after activating atomizer.  
 The steady state results for these experiments are shown below in Figure 4.12 in 
the form of hydrogen flow rate and compared with model results. The simulation results 
roughly follow the observed experimental results for applied interface heat above 5 W. 
However, the simulations overpredict the hydrogen generation rate at higher applied 
interface heat, even when increasing the convective heat transfer coefficient to 25 W/m2-
K from the baseline value of 15 W/m2-K calculated from the experimental conditions. 
There are a few plausible explanations for this: 1) the heat losses in the simulations are 
underpredicted, 2) hotspots in the catalyst bed in the vicinity of the interface heater cause 
local catalyst deactivation and reduced conversion, and 3) the specific surface area of the 
catalyst used in the experiments is lower than the manufacturer reported value used in the 
simulations. Given all these possible sources of error, the results are in satisfactory 
agreement. What is most interesting are the experimental results observed below an 
applied interface heat of 5 W. Below this point, the simulations predict flooding of the 
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catalyst interface and no hydrogen production. However, the simulations do not account 
for axial heat transfer from the periphery heater to the interface, so that the actual heat 
supplied to the interface is higher than reported. Since the power supplied to the 
periphery heater is constant throughout all experiments, the hydrogen production rate 
approaches a constant value at low values of applied interface heat.  This is estimated by 
the isothermal catalyst condition at 505 K, also shown in Figure 4.12. 
 
Figure 4.12. Comparison of experimental and model results for hydrogen generation rate 
from a stream of 27.5 µm droplets delivered at a frequency of 100 kHz impinging on a 
catalyst bed of 150 mg with applied interface heat varied between 1.5 – 11 W. 
4.3 Design and Experimental Demonstration of DDIR for 100 W Fuel Cell 
The experiments presented above were carried out primarily to validate the DDIR 
unit cell model, although a secondary purpose was to demonstrate the practical 
implementation of a DDIR type reactor. This practical demonstration was extended by 
designing, constructing, and operating a complete DDIR system with an array of droplet 
generators, which collectively supply hydrogen for use in a fuel cell. The reactor was 
designed to supply sufficient hydrogen for a 100 W fuel cell, although integration with a 
fuel cell was not considered in these experiments. 
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4.3.1 Reactor Sizing for Methanol Steam Reforming 
The liquid feed rate, catalyst bed size, and heater capacity were calculated given 
the 100 W peak power demand. The required hydrogen feed rate, Hn , to achieve this 
power demand is estimated by 
( )cell th cell th an HP I n NF= η Φ = η Φ η  (4.4)
where thΦ  = 1.23 V is the theoretical single cell voltage, N = 2 is the number of electrons 
generated per molecule of hydrogen, and F = 96500 C/gmol is Faraday’s constant. 
Assuming typical values of utilization at the fuel cell anode, anη = 0.8, and fuel cell 
efficiency, cellη = 0.6 [81], Hn = 8.78x10
-4 gmol/s. If only the steam reforming reaction 
occurs at 95% conversion, the required methanol flow rate is Mn = 3.08x10
-4 gmol/s. If 
the liquid feed at the reactor inlet is 50% molar methanol/water, the total volumetric feed 
rate (assuming standard conditions) is 0.018 ml/s.  
 The ultrasonic atomizer described in section 2.1.4 was used in this reactor to 
supply the liquid feed. The baseline design of this device consisted of a 20x20 array of 
nozzles of various sizes spaced at 780 µm on a square grid with a nominal operating 
frequency of 1 MHz, giving a relationship between the desired nozzle size (assumed to be 
the same as the droplet size) and volumetric flow rate, ( ) 3 0400 4 3 d ,R f∀ = π . The design 
droplet diameter of 4.4 µm suggested using the closest available size, which was 5 µm. 
 The catalyst bed cross-sectional area is set by the area of the ultrasonic atomizer, 
and the required thickness of 20 mm for 95% conversion was calculated using an 
isothermal plug flow reactor model assuming a bed temperature of 250 oC. The required 
heater capacity was set to twice that required to vaporize and heat the liquid feed and 
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carry out the endothermic steam reforming reaction in order to account for heat losses, 
which requires a 100 W heater.  
4.3.2 Experimental Apparatus 
As described above, the reactor consisted of an array of droplet generators and an 
electrically heated catalyst layer in addition to a gas delivery system as shown 
schematically in Figure 4.13, and was outfitted with similar measurement and control 
instrumentation as that employed for the unit cell reactor.  
 
  
Figure 4.13. Reactor used for 100 W capacity DDIR experiments. Both a schematic and 
photo are shown. 
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The piezoelectric used to power the ultrasonic atomizer was P-880 from 
American Piezo, Inc. with dimensions 28 mm x 24 mm x 2 mm driven with a Agilent 
33250A function generator amplified with a T&C Power Conversion Ultra 2020 RF 
Amplifier. Liquid flow rate control was achieved by operating the atomizer in a burst 
mode and varying the duty cycle. The liquid flow rate was also monitored by storing the 
liquid feed in a graduated buret and recording the liquid level at regular intervals 
throughout the experiment to get an average flow rate. This is necessary because on most 
occasions only a fraction of the nozzles on the ultrasonic atomizer were actively ejecting 
droplets.  
The catalyst used in the reactor was BASF F3-01 Cu/Zn reforming catalyst in its 
original 1.5 mm x 1.5 mm pellet form. The catalyst rested in a cavity in an aluminum 
block and held in place by a copper mesh with a 100 µm opening size. Heaters were 
constructed by winding 30 AWG nickel-chromium alloy wire around a 1/16” O.D. x 1.5” 
L ceramic tube. Four of these heaters were connected in series around the periphery of 
the aluminum block. Two thermocouples were used to monitor the temperature at the 
copper mesh where the droplets impinge and also at the periphery of the heated block. A 
Harrick ATC low voltage temperature controller was used in conjunction with the two 
thermocouples to power the heaters and maintain the desired temperature at the mesh. 
Gas was delivered to the impingement plane via two perforated 1/16” stainless 
steel tubes such that the gas comes out parallel to the ejected droplets. In all cases, 200 
sccm argon was fed into the reactor with the same system described above in Section 
4.2.1, providing a reference for product gas analysis. For autothermal reforming, air was 
pumped into the reactor using a Hargraves (M/N E129-13-120) miniature reciprocating 
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pump. A Cole Parmer 65mm rotameter monitored the flow rate of air entering the system.  
Analysis of the product gases was carried out with a Hiden HPR20 quadrupole 
mass spectrometer. Separate experiments were run to establish the relative sensitivity of 
the detector to hydrogen, water, and methanol compared to argon by individually feeding 
each of these species with argon at known flow rates. The partial pressures of the product 
species were then converted to molar flow rates using the flow rate and partial pressure of 
the argon reference. 
Upon reactor startup, the catalyst was heated to 200oC and reduced by flowing a 
5% H2 in Ar mixture at 200 sccm for one hour. The gas flows were then set to the desired 
values for the experiment and the reactor and mass spectrometer are allowed to settle for 
at least 10 minutes. The droplet generator was turned on and the reactor is visually 
inspected to ensure that the droplets are impinging on the catalyst bed.  
4.3.3 Methanol Steam Reforming Experiments 
Several methanol steam reforming experiments were performed with catalyst bed 
temperatures between 200-240 oC and at a catalyst loading of 20 g. At each temperature, 
the flow rate from the ultrasonic atomizer was varied by adjusting the duty cycle in burst 
mode operation. The results of these experiments are summarized in Figure 4.14 below. 
For temperatures of 220 and 240 oC, the results show an increase of conversion with W/F 
as expected, but are still below the conversion for an ideal 200 oC PFR. At 200 oC, even 
more scatter in the data was observed. The primary reason for this was that significant 
deflection of the droplets from a straight line path occurred, resulting in condensation on 
the side walls. Thus, a significant fraction of the liquid feed did not contact the catalyst 
bed, resulting in much lower conversion than expected. 
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Figure 4.14. Conversion for initial methanol steam reforming reaction experiments on 
100 W DDIR compared with isothermal plug flow reactor at 200 oC. Temperature range 
between 200-240 oC and catalyst loading 20 g for all cases. 
Figure 4.15 shows that a significant amount of CO appears in the product stream. 
The primary reason for this is the high temperature observed at the edge of the catalyst 
bed, which increases the rate of the methanol decomposition reaction relative to steam 
reforming, and increasing the amount of CO in the products. Improved distribution of the 
heat throughout the catalyst bed would reduce the CO in the product stream. This is 
investigated further in Chapter 5. 
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Figure 4.15. a) Fraction of CO in products for different reaction temperatures and W/F. b) 
Measured temperature at edge of catalyst bed compared to the temperature at the center 
of the catalyst bed, showing the spatial temperature variation. 
To ameliorate some of the problems with droplet deflection, 1) the applied 
voltage to the piezoelectric transducer was increased to increase the ejected droplet 
velocity, and 2) the catalyst layer was brought closer to the atomizer surface. This 
modified configuration was then utilized to run methanol steam reforming experiments at 
200 oC with catalyst loading varied between 1 – 10g, and the atomizer run at a constant 
100% duty cycle. The results of these experiments were then compared with 
experimental studies of portable methanol steam reformers presented in the literature, 
which demonstrates the feasibility of the DDIR concept for this reaction. Figure 4.16 
shows the conversion vs. catalyst mass to fuel flow rate ratio (W/F) for these experiments 
and the portable methanol steam reformers described in [17, 18, 82] at 200 oC. Even with 
the aforementioned improvements in the droplet delivery, significant variations in droplet 
delivery rate occurred within each experiment and from experiment to experiment. These 




Figure 4.16. Comparison of methanol conversion in proof of concept DDIR for methanol 
steam reforming with selected literature results at 200 oC. 
4.3.4 Demonstration of Autothermal Reforming 
Autothermal reforming of methanol was also demonstrated using the DDIR. To 
achieve autothermal operation, the feed rates of air, methanol, and water must be in the 
correct ratio so that the heat liberated by partial oxidation is sufficient to vaporize the 
liquid feed and drive the endothermic steam reforming as given in eq. (2.5), which was 
used to calculate the ratio of methanol to water in the feed, assuming 20% of the total 
heat generated by the exothermic reaction was lost to the environment. The stoichiometry 
of the partial oxidation was then used to calculate the required air feed rate. 
 The reactor was preheated to 300 oC using the electrical heaters with a mixture of 
air flowing at 300 sccm and argon at 150 sccm flowing into the reactor via the gas 
delivery tubes. The acoustic atomizer was then activated to introduce a 5:1 by volume 
methanol/water mixture. Figure 4.17 shows the time variation of the power input to the 
heaters along with the interface temperature and product distribution. 
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Figure 4.17. Results from methanol autothermal reforming experiment using proof-of-
concept DDIR, a) power input to heater and measured temperatures, b) partial pressure of 
species measured at reactor outlet. 
These results show that the upon ejection of the liquid mixture onto the catalyst layer at 
approximately 14000 s, the automatic temperature controller turned off power to the 
heaters, the interface temperature increased from 300 oC to between 350-400 oC, and 
hydrogen was observed at the reactor outlet. This behavior was sustained for over 10 min 
until ejection of the liquid fuel mixture was ceased. Since there was no power supplied to 
the heaters during this period, it is clear that autothermal operation of the DDIR was 
achieved. Additionally, the temperature at the catalyst interface was between 50-100 oC 
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higher than the temperature measured at the heater, suggesting that all heat was generated 
from the exothermic reaction at the catalyst interface. Although sustained autothermal 
reforming was achieved, these results also show large oscillations in both the interface 
temperature and product composition. Also, a significant amount of excess water was 
observed in the products, indicating that the fuel feed was not at the optimal ratio. 
 The results obtained from the macroscopic DDIR for methanol steam reforming 
and autothermal reforming clearly demonstrate the feasibility of the concept for both of 
these reactions. For the steam reforming reaction, the conversion for a given W/F ratio 
observed for the DDIR is comparable to selected literature results for portable MSR 
reactors. Autothermal reforming was demonstrated with the DDIR, but also displayed 
unexpected oscillations in temperature and product composition. These results suggest 
that a more careful study of the design parameters for the DDIR should be carried out to 




CHAPTER 5  
REACTOR SIMULATIONS AND IDENTIFICATION OF 
OPERATING REGIMES 
 
5.1 Ideal Performance Limits for Methanol Steam Reforming 
To establish a baseline for comparison and ideal limits for reactor performance, 
an isothermal plug flow reactor (PFR) model is used to calculate quantities of interest for 
temperatures between 473-573 K.  This temperature range corresponds to the suggested 
operating range reported in the literature for Cu/Zn based methanol steam reforming 
catalysts [76]. The isothermal plug flow equations are simply a balance between 
advection of species and reaction along the length of the reactor and the molar flux of any 









In using this simplified model, diffusion of species is neglected, which at low Peclet 
number (Pe) can result in significant errors. In a real reactor with low Pe the reaction 
products diffuse back toward the reactor inlet, where they competitively adsorb on the 
catalyst surface, decreasing the reaction rate. Assuming an isothermal bed can also lead 
to significant deviation from actual results since the  thermal conductivity of the catalyst 
bed is typically low (~1 W/m-K). 
Despite these shortcomings, the simple nature of the isothermal plug flow model 
is quite valuable in establishing expected performance limitations. For example, the 
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upper limit on the power output for a fuel cell fed with the reactor product stream can be 
estimated by 2 2out H HP n LHV= , where 2Hn  is the molar flow rate of hydrogen at the 
reactor exit and 2HLHV  is the molar lower heating value of hydrogen gas. A lower limit 
for the heat input required to run the reactor, Qin, is calculated by considering only the 
power input required to vaporize and heat the feed and to drive the endothermic reaction, 
assuming that no heat is lost to the surroundings. 
( )in f i fg ,i p ,g ,i rxn sat M rxn
i M ,W
Q n x h c T T x H
=
⎛ ⎞
⎡ ⎤= + − + Δ⎜ ⎟⎣ ⎦
⎝ ⎠
∑  (5.2)
Here, fn  is the molar flow rate of the reactant feed, the subscripts M and W refer to 
methanol and water, respectively, and fg ,ih  and p ,g ,ic  are the molar heat of vaporization 
and molar specific heat, respectively. Thus, upper limits on the efficiency, 
( )out in f M MP Q n x LHVη = − , and volumetric power density, ( )out in rP Qω = − ∀  are 
established, where r∀  is the volume of the reactor. Additionally, the performance metrics 
of methanol conversion, XM, and selectivity to methanol steam reforming, SCO2/CO, are 




















The results for 95% methanol conversion are summarized in Figure 5.1 below and are not 
only used as a baseline for comparison, but also to estimate the required catalyst bed size 
for a given flow rate of droplets in the DDIR. 
 80
 
Figure 5.1. Size requirements and ideal operating limits for methanol steam reforming 
reaction carried out in isothermal plug flow reactor with 95% conversion in the 
temperature range 473-573 K. 
 At lower temperatures, selectivity to steam reforming is high so that more 
hydrogen is produced per unit of fuel consumed and less heat goes to raising the 
vaporized feed to reaction temperature. Thus, η is higher at lower reactor temperatures, 
but the power density drastically increases at higher temperatures due to the exponential 
dependence of the reaction rate on temperature, resulting in a corresponding increase in 
hydrogen production per unit volume of catalyst bed. This, however, is accompanied by 
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increased CO at the reactor outlet and a decrease in efficiency due to the increased heat 
required to bring the reactants to reaction temperature. From a practical perspective, the 
heat losses would also significantly increase as the operating temperature increased. 
Catalyst bed temperatures above 573 K are not considered due to rapid deactivation of 
the catalyst as a result of sintering [48]. 
 Examining the reactor performance at a fixed temperature of 523 K with varying 
catalyst bed volume also reveals some design tradeoffs. At low W/F, insufficient 
hydrogen is produced to break even and supply the required heat input for the reactor, so 
the power density is zero. The power density then begins to increase, goes through a 
maximum and begins to decrease as the amount of hydrogen produced per unit volume of 
reactor continues to decrease further downstream as the reaction rate decreases. The 
selectivity similarly decreases with increasing W/F because the increasing presence of H2 
and CO2 from the steam reforming reaction leads to an increase in the reverse water gas 
shift reaction, producing CO. From a size minimization perspective, it is desirable to run 
the reactor at the W/F value that maximizes the power density, which also corresponds to 
a high selectivity. However, operating the reactor at this point would result in very low 
fuel utilization since the conversion here is less than 50%. These basic trends apply to all 
temperatures in the catalyst operating range (473 – 573 K). 
Without a mechanism to recycle the unutilized feed and bring it back to the 
reactor inlet, it is impractical to operate at maximum power density because much of the 
fuel is wasted. Most proposed portable fuel reforming devices have targeted high 
conversion (and thus high efficiency) operation, sacrificing power density for fuel 
utilization, a tradeoff which was discussed in detail by Harold and Nair [40]. In fact, a 
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review of the literature has not yielded any serious attempts to recycle the unused feed in 
portable reforming devices, although Mitsos [83] considers the possibility of fuel 
recycling in a conceptual design of portable fuel reformers. One possibility would be to 
run the outlet feed (products + unreacted gases) through a cold trap to condense the feed 
and bring it back to the fuel reservoir. Of course, consideration must also be given to the 
increase in system size and complexity involved in implementing a feed recycle system. 
For the purposes of this study, feed recycle is not considered, and the catalyst bed volume 




Figure 5.2. Power density, selectivity, and conversion as a function of catalyst mass to 
molar fuel flow ratio for methanol steam reforming carried out in an isothermal plug flow 
reactor at 523 K. 
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5.2 Baseline DDIR Simulation for Steam Reforming 
As a baseline case, consider 20 µm droplets delivered at a frequency of 100 kHz 
with an initial velocity of 5 m/s. This ensures that the droplet stream impinges on the 
catalyst interface and does not experience any mass loss due to vaporization. These 
effects are further investigated below. The required catalyst bed volume for 95% 
conversion for a unit cell is estimated from the isothermal plug flow reactor results above 
assuming that the entire bed is at 523 K (optimum for steam reforming). Of course this is 
not possible for the real reactor due to the relatively low thermal conductivity of the 
packed bed (ks ~ 1.0 W/m-K), which is seen in the results below. Another consideration 
that is inconsequential for the isothermal plug flow reactor is the aspect ratio (AR = 
Hcat/Rcell) of the unit cell. This becomes important for the DDIR since it will determine 
how much of the catalyst interface is covered by the liquid film, how effectively the heat 
supply is distributed throughout the catalyst bed, and the reactor Peclet number (Pe) for a 
given throughput, which plays in important role in reactor performance. Here, the Peclet 
number is defined with the velocity scale determined by the total mass flow rate of 







= = ⎜ ⎟⎜ ⎟π⎝ ⎠⎝ ⎠
 (5.5)
 For this baseline case, an aspect ratio of 1.5:1 is investigated with a W/F = 72 
kgcat-s/gmol, matching that required for 95% conversion in the isothermal plug flow 
reactor at 523 K, which results in catalyst bed dimensions of Rcell  = 4 mm and Hcat = 6 
mm. The total heat supplied to the reactor is found from eq. (5.2) to be Qin = 0.99 W and 
distributed uniformly along the catalyst interface so that the interface heat flux is 1.97 
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W/cm2. The parameters used in the baseline case are summarized in Table 5.1 below. 
Table 5.1 Operating Parameters for Baseline DDIR for methanol steam reforming 
Parameter Description Value 
Rd,0 Initial droplet radius (µm) 10.0 
Vd,0 Initial droplet velocity (m/s) 5.0 
Td,0 Initial droplet temperature (K) 300 
XM,d,0 Initial droplet methanol mole fraction 0.5 
intq′′  Heat flux at catalyst interface (W/cm
2) 1.97 
wq′′  Heat flux at unit cell periphery (W/cm
2) 0 
Rcell Unit cell radius (m) 0.004 
Hcell Distance from droplet generator to catalyst (m) 0.001 
Hcat Length of catalyst bed (m) 0.006 
ε Catalyst porosity  0.3 
dp Catalyst average particle size (mm) 0.1 
ks Catalyst thermal conductivity (W/m-K) 1.0 
 
The hydrodynamic behavior for the baseline case is depicted in Figure 5.3, which 
shows streamlines and contours of velocity magnitude and pressure in the region 
surrounding the catalyst interface. In this figure and all others, the droplets emanate from 
the left-center of the figure and travel to the right, and the catalyst interface is denoted by 
the vertical line dividing the accumulated liquid film. Figure 5.3 shows that a 
recirculation zone is created in the space between the droplet generator and catalyst 
interface due to the continuous supply of droplets moving along the unit cell axis. This 
recirculation zone exhibits a high velocity close to the axis where the stream of droplets 
creates a strong flow entrainment that slows rapidly with radial distance from the axis. 
Streamlines also emerge from the liquid film interface inside the catalyst layer due to 
vaporization and are driven normal to the isobars, which results in backflow of some of 
the vapor generated from the liquid film, causing a radial flow in the space between the 
atomizer and catalyst, before the flow reenters the bed near the unit cell edge. 
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Figure 5.3. Streamlines and contours of pressure and velocity magnitude for baseline case 
in region directly surrounding the accumulated liquid film. 
The temperature profile is shown in Figure 5.4 (a) along with the rate of methanol 
steam reforming. Along the unit cell axis, the temperature remains close to the initial 
droplet temperature since the continuous droplet stream acts to cool the surrounding gas. 
As a result, the droplet temperature also remains unchanged as it travels to the catalyst 
interface and impinges on the liquid film. A strong radial temperature gradient is 
observed near the catalyst interface due to the high heat load imposed by vaporization at 
the liquid film interface. Since the vapor leaving the liquid film interface is at its 
saturation temperature, measurable reaction rates are not observed close to the film 
interface because sensible heating of the vapor must occur before it reaches suitable 
reaction temperature. Thus, the portion of the catalyst bed covered by the liquid film and 
its immediate vicinity are unutilized. Examining the flow pattern in Figure 5.3 shows that 
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the vapor generated at the film interface that enters the droplet transit zone, re-enters the 
catalyst bed towards the unit cell edge. Additionally, the bed temperature exceeds 570 K 
at this point since the heat is supplied along the catalyst interface, resulting in all reaction 
rates being highest in this region. This hotspot results in increased carbon monoxide 
formation due to methanol decomposition, but this is partially ameliorated due to the 
water gas shift reaction at the same spatial location. 
 
Figure 5.4. (a) Contours of temperature and rate of methanol steam reforming reaction, 
and (b) rates of methanol decomposition and water gas shift reactions for baseline DDIR-
MSR case. 
Away from the catalyst interface, the bed approaches isothermality close to the 
target design value of 523 K. In this region of the catalyst bed, the methanol steam 
reforming reaction rate is dominant over the decomposition and water gas shift reactions 
as expected. Furthermore, the steam reforming reaction rate decreases downstream in the 
catalyst bed as the concentrations of methanol and steam drop. 
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Comparing the baseline DDIR performance with that of the isothermal plug flow 
reactor reveals expected deficiencies, which are summarized in table 5.2 below. The 
obvious reason for the lower conversion in the DDIR is that a significant portion of the 
catalyst bed is covered by the liquid film and unutilized. Here, the volume of the liquid 
covering the catalyst is only 0.08% of the total bed volume, so this contributes a small 
amount to the decreased performance. However, consider that the volume of catalyst 
below 500 K surrounding the liquid film accounts for 20% of the overall bed volume, 
which explains the decreased conversion. As a result, less hydrogen is produced per unit 
of fuel input compared with the isothermal PFR, resulting in lower efficiency and power 
density. The lower selectivity and higher CO in the outlet of the DDIR is explained by 
the hotspot along the catalyst interface, which increases the rate of methanol 
decomposition reaction relative to the steam reforming reaction.  
Table 5.2. Comparison of baseline DDIR for methanol steam reforming reaction with the 
equivalent isothermal plug flow reactor. For both cases, W/F = 72 kgcat-s/gmol, /in inQ m
= 2.8 MJ/kg. 








Isothermal PFR 0.95 13.5 1.8 84 12.9 
DDIR 0.69 9.3 3.1 55 8.19 
5.2.1 Effect of Unit Cell Aspect Ratio 
The effect of the catalyst bed aspect ratio on reactor performance is investigated 
by holding the catalyst bed volume, droplet delivery rate, and total heat input constant 
and equal to the baseline case presented above, and varying the aspect ratio (0.75 < AR < 
9) . All other properties and operating parameters are unchanged from the baseline case. 
Figure 5.5 shows that as the aspect ratio is increased, the maximum temperature at the 
catalyst interface increases, which is expected since the same total heat rate is applied 
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within a smaller area. At the same time, the average temperature over the entire catalyst 
bed decreases because the thermal resistance in the axial direction increases. In other 
words, a larger portion of the catalyst bed is further from the heat source at the interface 
as AR increases. Despite the decrease in average bed temperature with AR, monotonic 
increases in both conversion and power density are observed. This occurs because of the 
exponential dependence of reaction rate on temperature coupled with higher interface 
temperatures with increasing AR, causing increased hydrogen production.  
However, the practical consideration of catalyst deactivation must be accounted 
for when examining these results. Recalling the maximum catalyst operating temperature 
of 573 K suggests that increasing the aspect ratio beyond a value of 2 will result in 
deactivation of the catalyst in the vicinity of the heater and the power density and 
conversion will most certainly be lower than the values computed by the simulations. 
These effects could be accounted for via a modified kinetic model, which appropriately 
modifies the reaction rate in regions exceeding the suggested operating limits. 
Deactivation models for the Cu/ZnO/Al2O3 steam reforming catalyst exist in the literature 
[47, 84], which could be applied to this model to estimate the decrease in reaction rate at 
elevated temperatures. However, such a model is not incorporated here because of limited 
applicability of these semi-empirical models and lack of generality. As a result the 




Figure 5.5. Effect of changing unit cell aspect ratio on catalyst interface temperature, 
selectivity to methanol steam reforming reaction, power density, and methanol 
conversion. W/F = 72 kgcat-s/mol and /in inQ m  = 2.8 MJ/kg for each case. 
The selectivity to steam reforming displays a more interesting trend with aspect 
ratio. One would expect that the increased interface temperature at larger AR would result 
in a monotonically decreasing selectivity with AR, but the selectivity achieves a 
maximum at AR ≅ 3 before decreasing at higher AR. Examining contour plots of 
hydrogen mole fraction and fractional yield (defined as the local ratio of the rates of 
steam reforming to decomposition, rMSR/rMD) in Figure 5.6 shows that the mole fraction 
of hydrogen is higher near the catalyst interface for the lower AR case. The inhibiting 
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effect of hydrogen on the steam reforming reaction causes a decrease in the fractional 
yield such that its average is lower over the entire catalyst bed for lower AR, which 
results in a lower selectivity. Physically, this occurs because diffusional transport 
becomes dominant over advective transport and the resulting dispersion of the products 
causes the mole fraction of products near the catalyst interface to increase. 
 
Figure 5.6. Contours of hydrogen mole fraction and fractional yield for a) AR = 0.75, b) 
AR = 3. dm  = 3.5x10
-7 kg/s W/F = 72 kgcat-s/mol and /in inQ m  = 2.8 MJ/kg for each 
case. 
This interpretation of the variation in selectivity with aspect ratio is supported by 
considering the results for the two limiting cases 1) Pe → 0 and 2) ke → ∞, which are 
shown in Figure 5.7. These results are obtained by rerunning the simulations for each 
aspect ratio value above with exactly the same values except 1) setting a constant mass 
diffusion coefficient equal to 1x10-10 m2/s, and 2) changing the solid thermal conductivity 
from 1 W/m-K to 10 W/m-K. For case 1) where Pe → 0, the dispersion of products at 
lower aspect ratio is virtually eliminated and a monotonically decreasing selectivity is 
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observed as expected. For case 2) where ke → ∞, diffusion still dominates over advection 
at lower AR, but as AR increases, isothermal plug flow behavior is approached. The 
situation in the real reactor can be roughly thought of as a combination of these two ideal 
cases where the selectivity is controlled by back diffusion of products at low AR, and by 
thermal resistance of the catalyst bed at high AR. 
 
Figure 5.7. Variation of selectivity to methanol steam reforming with aspect ratio for the 
limiting cases Pe → 0 and ke → ∞. 
5.2.2 Effect of Heater Distribution 
As mentioned in the above discussion, as the DDIR unit cell aspect ratio 
increases, the interface temperature increases, leading to a low selectivity and large axial 
temperature gradient in the catalyst bed. The performance of the high aspect ratio unit 
cell could be improved by instead deploying the heater at the unit cell periphery, a 
configuration that was mentioned in section 2.2. Thus, heat would be spread along the 
entire length of the unit cell so that it is delivered close to the point of consumption by 
endothermic chemical reaction. Attention is confined to the case where the heat flux is 
constant along the unit cell periphery, which is the situation for an electrical resistance 
heater uniformly distributed so that each unit cell becomes its own miniature reactor.  
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Consideration must still be given to the fact that the heat load is higher at the 
interface due to liquid vaporization and higher rate of reaction. For this reason, 
simultaneously deploying separate heaters at both the interface and along the unit cell 
periphery is also studied. In this configuration, the heat applied at the interface is equal to 
that required to vaporize the liquid feed and heat it to reaction temperature while the heat 
applied along the periphery is equal to the heat required to drive the endothermic steam 
reforming reaction. Thus the heat fluxes at the interface, iq′′ , and periphery, wq′′ , are 
( ) ( )3 0
2
4 3 l d , fg p ,g rxn sat
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cell
R f h c T T
q
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All three heater configurations are examined for AR ranging from 1.5 – 9 with the 
same total heat supplied in each case with all other conditions equal to those studied in 
section 5.2.1, where the heat was all supplied at the catalyst interface. These results are 
summarized in Figure 5.8. At low aspect ratio where the thermal resistance is low, the 
effect of heater arrangement on performance is less pronounced.  
When heat is supplied only at the edge of the catalyst bed, the peak bed 
temperature decreases as AR increases, resulting in decreased power density. 
Furthermore, flooding occurs for AR > 5 because the total heat (which is constant for all 
cases) is spread over a larger area, so the heat flux near the interface is insufficient to 
vaporize the impinging droplets. It is also likely that flooding will also occur if AR drops 
below a certain threshold level because the increased radial thermal resistance will cause 
the accumulated liquid to spread out more, although this is not confirmed via simulations. 
 93
 
Figure 5.8. Effect of heater placement in DDIR unit cell on (a) selectivity and (b) power 
density. Equal total heat rates were applied uniformly at the catalyst interface, unit cell 
boundary, or split between the two as described above. For all cases, W/F = 72 kgcat-
s/gmol, and /in inQ m  = 2.8 MJ/kg. 
Reactor performance is optimized for a given aspect ratio when splitting the heat 
between the catalyst interface and unit cell periphery as described above. Furthermore, in 
this configuration, performance improves with increasing AR. The primary reasons for 
this are: 1) the interface heater supplies sufficient heat to vaporize the liquid feed, 2) the 
heat transfer along the periphery is delivered directly at the point of consumption by the 
steam reforming reaction, 3) as the aspect ratio increases, the radial heat transfer 
resistance decreases, so radial temperature gradients are minimized and 4) the Peclet 
number increases with increase in aspect ratio, approaching plug flow and reducing the 
effect of back diffusion of reactants. A plot of average temperature and difference 
between maximum catalyst interface and outlet temperatures supports the conclusion that 
splitting the heat load between the catalyst interface and unit cell boundary provides 
optimal performance for higher aspect ratios. When considering these results it is 
important to realize the increased system complexity in employing heaters within the 
catalyst bed that uniformly heat each unit cell periphery, in addition to controlling two 
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independent heaters. In this case, each unit cell is actually a miniature reactor, and the 
overall reactor is just a collection of these miniature reactors. However, if the catalyst 
were only heated at the interface, the unit cell view point is merely conceptual and the 
design is greatly simplified. For this reason, the remainder of this work focuses on the 
simplest case where heat is only supplied at the catalyst interface. 
 
Figure 5.9. Difference between maximum interface and outlet temperature and average 
bed temperature for different bed aspect ratios with applied heat split between interface 
and unit cell periphery. 
In all cases presented above, the applied heat fluxes are spatially uniform. It is 
also possible to generate a non-uniform heat flux distribution to improve performance for 
the high aspect ratio case. One possibility is mentioned in section 2.2, where alternating 
unit cells carry out a strong exothermic reaction, such as catalytic combustion, supplying 
heat to adjacent unit cells carrying out steam reforming. For both reactions, the reaction 
rate is highest near the impingement point so that spatially, the location of highest heat 
generation for the combustion reaction corresponds to the location of highest heat 
consumption for the steam reforming reaction. To achieve this, proper catalyst loadings 
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and feed rates must be selected to match the heat loads in adjacent channels. A thorough 
analysis of this has already been performed by Stefanidis and Vlachos [50] and is not 
pursued any further here. 
5.2.3 Effect of Droplet Delivery Rate 
To achieve a target fuel throughput, the number of unit cells is selected such that 
the sum of the individual unit cell throughputs adds up to the desired overall throughput. 
A critical design question is whether it is better to have a large number of droplet 
generators, each with a low throughput or a small number of droplet generators, each 
with a high throughput. As a first step in addressing this question, unit cells with 5, 10, 
and 20 µm diameter droplets delivered at a frequency of 100 kHz are investigated. The 
initial droplet velocity is set so that the droplet Reynolds number, ,0 ,0Red d d gR V ν= = 3.3 
(as in the baseline simulations) to ensure that the droplet stream impinges on the catalyst 
interface without significant evaporation. In each case, the catalyst bed is heated at the 
interface with /in inQ m  = 2.8 MJ/kg and W/F = 72 kgcat-s/gmol, just as with the baseline 
case. In investigating the effect of AR above, it is observed that the interplay between 
diffusive and advective transport and bed thermal resistance are the critical factors in 
determining reactor performance. For this reason, the results here are presented as a 
function of Pe rather than AR. For each throughput a range of AR are investigated to 
roughly cover the range 1 < Pe < 10, and the relevant results are presented in Figure 5.10. 
As expected, the maximum interface temperature increases while the average outlet 
temperature decreases with increasing Pe because of the increasing axial thermal 
resistance, as observed in Figure 5.10 (c). However, for a given Pe, the maximum 
interface temperature is significantly less for lower throughput since the radial extent of 
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the unit cell is smaller, and the radial thermal resistance is smaller. On the other hand, the 
variation in outlet temperature with throughput at a given Pe is not nearly as large, and 
thus the spatial temperature variation throughout the catalyst bed at a given Pe is reduced 
as the unit cell throughput is reduced.  
 
Figure 5.10. DDIR performance as a function of Pe for unit cell throughputs defined by 
droplets with Rd,0 = 2.5, 5, and 10 µm delivered at a frequency of 100 kHz. For all cases, 
W/F = 72 kgcat-s/gmol and /in inQ m  = 2.8 MJ/kg. a) methanol conversion and efficiency, 
b) selectivity to methanol steam reforming, c) maximum interface temperature and 
average outlet temperature, and d) power density. 
Although the catalyst bed approaches isothermality for lower unit cell throughput 
and lower Pe, Figure 5.10 (a) and (d) show that the methanol conversion, efficiency, and 
power density are in fact higher for higher unit cell throughput because of the hotspot at 
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the catalyst interface combined with the exponential dependence of reaction rate on 
temperature (this was discussed in the previous section) 
Again, the most interesting result is the variation of selectivity with Pe for varying 
throughput shown in Figure 5.10 (b). All the curves display a maximum in selectivity 
with Pe, the reasons for which are explained in the previous section. What is remarkable 
is that the maximum in selectivity occurs at Pe ~ 3 regardless of unit cell throughput. 
This validates selecting Pe as the dimensionless parameter controlling reactor 
performance, capturing the influence of both back diffusion of products and catalyst bed 
thermal resistance.  
All previous results are for W/F = 72 kgcat-s/gmol and /in inQ m  = 2.8 MJ/kg, 
which is based on the isothermal plug flow reactor results at 523 K. However, the non 
ideal conditions in the DDIR result in low methanol conversion (~ 60-70%), which would 
be considered unacceptable for an actual fuel reformer, since a large part of the fuel 
would be unutilized. Achieving an acceptable minimum conversion of 95% requires 
increasing W/F or /in inQ m , or some combination thereof.  
First, consider keeping /in inQ m  constant at 2.8 MJ/kg and increasing W/F to try 
to achieve the target conversion for each of the unit cell throughputs presented above 
with Pe = 3. The results of these simulations are shown in Figure 5.11. As catalyst is 
added (W/F increased), the conversion increases as expected, but begins to level off 
before it reaches 80% for the highest throughput case. This occurs because the bed 
thermal resistance increases with size, which causes both peak and average catalyst 
temperatures to decrease to the point where conversion actually begins to decrease as 
more catalyst is added. For the lower unit cell throughput cases, the conversion does not 
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level off, but only marginal increase in conversion is observed for over a factor of 4 
increase in W/F. Thus, the approach of simply increasing the catalyst bed size with a 
fixed heat input at the catalyst interface is not a practical solution for achieving the target 
95% conversion. However, this may be a viable solution for the split heater deployment 
described above since the applied heat is better spatially matched to the point of 
consumption. 
 
Figure 5.11. Effect of increasing W/F on methanol conversion for the cases, Rd,0 = 10 µm, 
5 µm, 2.5 µm, each with Pe = 3, f = 100 KHz, /in inQ m  = 2.8 MJ/kg. 
Instead, consider retaining W/F = 72 kgcat-s/gmol as in the above cases and 
increasing /in inQ m  to 3.4 MJ/kg to achieve the desired 95 % conversion level. This is 
shown in Figure 5.12 as a function of Pe for unit cell throughputs defined by 5, 10, and 
20 µm diameter droplets delivered at a frequency of 100 kHz. Clearly, the target 
conversion is achievable simply by increasing the interface heat flux, and accompanying 
increases in power density and efficiency are also observed. Furthermore, the difference 
in performance for different unit cell throughputs is less pronounced. However, the 
tradeoff is a decrease in selectivity. In fact, Figure 5.12 (b) not only shows that selectivity 
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drops dramatically compared to the results for /in inQ m  = 2.8 MJ/kg shown in Figure 
5.10, but there is no clear maximum in selectivity with Pe. Figure 5.12 (c) reveals an 
expected increase in both interface and outlet temperature compared to the case with 
lower heat input. Because the decomposition rate increases faster with temperature than 
the steam reforming rate, the behavior of the selectivity at elevated temperatures is 
dominated by this, reducing the influence of back diffusion and bed thermal resistance 
that results in a clear maximum in selectivity with Pe at lower /in inQ m . In fact, observing 
Figure 5.10 (b) for the highest throughput case (Rd,0 = 10 µm, f = 100 KHz) hints at this 




Figure 5.12. DDIR performance as a function of Pe for unit cell throughputs defined by 
droplets with Rd,0 = 2.5, 5, and 10 µm delivered at a frequency of 100 kHz. For all cases, 
W/F = 72 kgcat-s/gmol and /in inQ m  = 3.4 MJ/kg. a) methanol conversion and efficiency, 
b) selectivity to methanol steam reforming, c) maximum interface temperature and 
average outlet temperature, and d) power density. 
As mentioned previously, changing both W/F and /in inQ m  instead of just one or 
the other, is a viable option for achieving a conversion goal. Having control over both of 
these opens up the parameter space considerably and allows the reactor performance 
metrics to be tuned over a much broader range. To fully explore this possibility, several 
simulations must be run over reasonable ranges of W/F and /in inQ m  for different 
throughputs and unit cell aspect ratios (Pe). This requires a considerable investment in 
computational time and is not investigated further here. However, the general trends in 
behavior observed for the cases presented above provide valuable insight into the design 
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of the DDIR reactor for methanol steam reforming without the need for an exhaustive 
parametric study. 
Again, one must factor in the practical consideration of maximum catalyst 
operating temperature. In each case presented above, the maximum temperature at the 
catalyst interface is always lowest for the lowest unit cell throughput. This suggests that 
to eliminate hotspots and promote bed isothermality, achieving a given total throughput 
should be accomplished by adding together unit cells with the lowest throughput that is 
practically achievable. In the next section, it is observed that certain conditions must be 
met in order for the droplet stream to impinge on the catalyst and have the reactor operate 
as anticipated. This leads to more stringent conditions as the unit cell throughput is 
decreased. 
5.2.4 Effect of Droplet Parameters at a Given Throughput 
Achieving a given unit cell throughput could be accomplished by delivering small 
droplets at a high frequency or larger droplets at a lower frequency. It is desired to 
determine whether this has an effect on the reactor behavior. Specifically, the droplet 
stream can impinge on the catalyst interface, be overcome by viscous drag and not reach 
the catalyst layer, or completely evaporate before reaching the catalyst interface. This is 
investigated by considering a fixed unit cell throughput of 4.4x10-8 kg/s achieved with 
droplet sizes of 5, 10, and 20 µm and frequencies of 800, 100, and 12.5 kHz, respectively 
with Vd,0 = 5 m/s and Td,0 = 300 K for all cases. For each droplet diameter the distance 
between the atomizer and catalyst, Hcell, is increased until the droplet does not impinge on 
the catalyst interface or completely evaporates. For the purposes of this analysis, the 
droplet stream is defined as “stopped” when the droplet velocity decreases to 0.001Vd,0, 
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meaning the droplet stream is overcome by drag forces before reaching the catalyst 
interface.  The other simulation parameters are fixed at /in inQ m  = 2.8 MJ/kg, W/F = 72 
kgcat-s/gmol, and AR = 1.5.  
For a single droplet traveling through a quiescent medium it is a simple matter to 
calculate whether the droplet impinges on the surface, completely evaporates, or is 
overcome by drag forces and never reaches the catalyst surface. This is done by solving 
the trajectory of the droplet using eqs. (3.1)-5). First, consider the case of negligible  
droplet heating and evaporation. Here, an analytical expression for Vd(t) is found by 
integrating eq. (3.2) to find the time required for Vd = 0.001Vd,0. The maximum distance 
traveled by the droplet, dmax, is then found by integrating eq. (3.1) over this time using the 













To cast this in dimensionless form, the following time scales are defined: 
• Droplet transit, , ,0d trans cell dH Vτ = , defined as the time required for the droplet to 
travel to the catalyst interface. 
• Droplet drag, ( )( )2, ,0d drag l g d gRτ ρ ρ ν= , defined as the ratio of the initial droplet 
momentum to the drag force on the droplet (assuming Stokes flow). 
Using these timescales, the following criterion defines the transition between 












In the case of the DDIR, however, the continuous stream of droplets creates an 
entrained flow with a recirculation zone as shown above for the baseline case. This 
coupling between the droplet transport and the surrounding gas phase has a significant 
impact on what the ultimate fate of the droplet stream is. Examining eq. (3.2) shows that 
the drag force is proportional to (Vd – u), where u is the gas phase velocity. Clearly, the 
higher the surrounding gas velocity induced by the entrained flow, the lower the drag 
force will be, and in general terms the easier it is for the droplet stream to impinge on the 
catalyst interface. To determine this effect, a modified timescale for droplet drag, *d ,dragτ , 
is introduced that accounts for the gas phase velocity. This timescale is found by scaling 
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 An appropriate scale for the gas phase velocity follows from the gas phase 
momentum equation, eq. (3.50), by assuming that the viscous term in the radial direction 
scales with the source term from the droplet and the radial length scales with droplet 
radius. 





g d , d , sg s
d , d ,






The only difficulty is in dealing with the delta function in the source term. Realizing that 
this concentrates the source at the axis, and instead spreading the source out so that it 
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Assuming that the criterion for transition between impingement and no 
impingement, 9 2*d ,drag trans /τ τ > , still holds with the modified timescale for drag, and 
inserting the expression for the velocity scale from eq. (5.13) yields a new expression for 
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Defining the ratio of timescales mod d ,drag transRe = τ τ , which is like a modified Reynolds 
number and recognizing the Strouhal number, 0 0d , d ,St R f V= , the transition between 






Plotting this transition line as shown does not divide the simulation results between the 
impingement and no impingement well. Reconsidering the droplet velocity scale used in 
the above scale analysis leads to the proper form of the transition line. Since at transition, 
the velocity varies between Vd,0 and 0.001Vd,0, the proper scaling to use is a time (or 
position) averaged velocity, which turns out to be 0.22Vd,0. Plotting the transition line 
with this revised velocity scale is a much better fit to the simulation data, and is shown in 
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Figure 5.13. Physically, the scaling makes sense since as 0St → , 9 2modRe /→ , and as 
St → ∞ , 0modRe → . However, it should be realized that there is a maximum St for 
which the transition scaling is valid, which corresponds to the transition between a stream 
of droplets and a jet (when the droplets touch each other the distance between them is 
2Rd,0). This corresponds to St > 0.5, which is shown on Figure 5.13, demonstrating that 
the derived scaling law applies to all of the simulated cases. 
 
Figure 5.13. Regime map showing transition between droplet impingement and no 
impingement. The minimum Remod for impingement decreases as St increases. The 
transition line shifts up if significant droplet evaporation is occurring. 
At the highest value of St, however, the no impingement result lies above the 
transition line. This occurs because the droplet stream experiences significant evaporation 
as shown in Figure 5.14. Thus, the transition line will shift upwards for increasing values 
of , ,d trans d evτ τ because as the droplet radius continuously decreases as evaporation occurs, 
the surface area to volume ratio increases and the drag forces become dominant. Here, the 
timescale for droplet evaporation is defined as 2, ,0d ev dR Kτ = . 
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Figure 5.14. Normalized droplet area vs. normalized position for different values of the 
droplet evaporation timescale. 
In general, complete evaporation of the droplet stream is possible before it is 
arrested if the value of , ,d trans d evτ τ  is sufficiently high, but this does not occur for any of 
the cases in the methanol steam reforming reaction considered here.  In the case of steam 
reforming the composition of the surrounding gas tends to that of the incoming droplet 
stream so that the potential for mass transfer is low and the reaction temperature is 
relatively moderate so that heat transfer to the droplets is low. In the case of autothermal 
reforming, full evaporation may be possible because the surrounding air flow will 
increase the potential for mass transfer from the droplet. If complete evaporation of the 
droplet stream occurs, then the complexity of the regime map increases and another 
family of transition lines must be added to account for this. 
Consider the implications of these results on the conclusion reached in the 
previous section that the unit cell throughput should be made as small as possible to more 
effectively utilize the heat supplied at the interface. For smaller throughput (at a constant 
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Vd,0), St decreases, so Remod must be higher to achieve impingement. Furthermore, 
smaller unit cell throughput requires smaller droplets at a higher frequency in order to 
retain the validity of the steady state assumption. Thus, the evaporation timescale will 
decrease and the transition curve shifts to even higher Remod. Achieving impingement 
then largely depends on the maximum droplet velocity attainable by the droplet generator 
and the minimum allowable proximity between the droplet generator and the catalyst 
interface (which is addressed further below in the practical considerations section). 
5.2.5 Effect of Heat Losses 
Heat losses to the surroundings will have a significant impact on reactor 
performance. Consider the effect of heat losses from a single isolated unit cell with Pe = 
3, W/F = 72 kgcat-s/gmol, /in inQ m  = 2.8 MJ/kg, and a throughput of 3.5 x10
-7 kg/s. 
Figure 5.15 shows that even at values of heat transfer coefficient below typical natural 
convection conditions (~ 10 W/m2-K) the unit cell reactor performance suffers greatly.  
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Figure 5.15. Effect of heat transfer coefficient on conversion and average catalyst bed 
temperature for a single unit cell with Pe = 3, W/F = 72 kgcat-s/gmol, /in inQ m  = 2.8 
MJ/kg, and a throughput of 3.5 x10-7 kg/s. 
However, in a real DDIR, there are a collection of unit cells and in this situation, 
only the unit cells on the edge lose heat to the environment, which will result in 
decreased performance. The heat loss at the edges will also produce a temperature 
gradient over the entire DDIR so that each interior unit cell experiences different 
conditions, which is depicted schematically in Figure 5.16 (a). It is desired to account for 
these heat losses to the surroundings in such a manner that each unit cell experiences 
identical conditions, so that the basic design principle of adding unit cells together to 
achieve a given total throughput is unchanged. To accomplish this goal, the total heat loss 
from the periphery of the entire reactor must be uniformly distributed over all of the unit 
cells as shown in Figure 5.16 (b). Here, the unit cells have a square cross section instead 
of the circular cross-section assumed in the theoretical model. In other words, each 




Figure 5.16. a) Schematic of heat losses from unit cells along edge of DDIR and profile 
of average unit cell temperature. b) Equally distributing the total heat loss from the 
overall DDIR among all the unit cells results in identical conditions in each unit cell. 
Both the total number of unit cells (which depends on total desired throughput) 
and the configuration of the unit cells play an important role in reactor performance. For 
example, arranging all unit cells in a straight line will obviously result in the highest heat 
loss while arranging the unit cells in a square pattern will minimize the surface area to 
volume ratio and thus minimize the heat loss. The total heat loss from the DDIR, Qtot, can 
be calculated from the heat loss from an isolated unit cell, Qcell, with a uniform heat 








Where Acell,edge/Acell,tot is the ratio of the exposed surface area of all of the edge unit cells 
to the total surface area of the edge unit cells (factoring out the unit cell boundaries on the 
interior of the reactor), and Nedge is the number of unit cells on the periphery of the 
overall DDIR. For a given configuration and size, this total heat loss is distributed evenly 
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among all unit cells, . 
cell ,edge edgetot
cell ,eq cell
tot cell ,tot tot
A NQQ Q
N A N
= =  (5.17)
Thus, the overall reactor performance is estimated by applying the equivalent unit cell 
heat loss, Qcell,eq. Plotting any desired integral reactor performance metric against the 
fraction Qcell,eq/Qcell, allows the reactor performance to be estimated for a given overall 
configuration since the quantity (Acell,edge/Acell,tot)(Nedge/Ntot) is easily calculated. For the 
optimal configuration of arranging the unit cells in a square (or as close to a square as 
possible), the following simplification is made. 
1cell ,edge edge




These plots are shown below in Figure 5.17 for a unit cell throughput of 3.5x10-7 with 
W/F = 72 kgcat-s/gmol, /in inQ m  = 2.8 MJ/kg, Pe = 3, and a value of the overall heat 
transfer coefficient of h = 10 W/m2-K, which is typical for natural convection. Figure 
5.17 confirms that reactor layout plays a critical role in performance and it is desired to 
minimize the number of cells on the edge. Even in the optimal configuration, if only a 
small total number of unit cells are required to achieve a target overall throughput, the 
reactor performance may be far from optimal. One strategy for countering heat losses is 
to simply add insulation at the boundaries to decrease the effective heat transfer 
coefficient. The configuration of heating the unit cell at the periphery can be modified so 
that only the periphery of the overall reactor is heated, which is less complicated. In fact 
this is exactly the configuration employed for the 100 W demonstration DDIR discussed 




Figure 5.17. Influence of heat losses on reactor integral performance metrics with a heat 
transfer coefficient, h = 10 W/m2-K. The results are plotted against the parameter 
(Acell,edge/Acell)(Nedge/Ntot) which accounts for the layout of the unit cells. a) conversion, b) 
selectivity, c) power density, and d) efficiency. 
5.2.6 Practical Considerations 
One problem that is consistently observed in the experiments is condensation of 
liquid feed as some of the vapor generated at the catalyst interface comes into contact 
with the cold side walls or atomizer surface. The flow of the vaporized liquid feed  back 
toward the atomizer and the high concentration of gaseous methanol and water coupled 
with surfaces exposed to cold external conditions explains these observations. Thus, unit 
cells at or near the boundary are particularly subject to condensation. To counter this, the 
reactor should be properly insulated such that all surfaces remain above the saturation 
temperature of the liquid mixture. 
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Another problem can arise when the temperature at the atomizer surface is 
maintained above the saturation temperature of the liquid. If the atomizer surface is in 
intimate thermal contact with the reservoir from which it is supplied, the liquid can boil 
and interfere with proper atomization of the liquid. This is true for the specific case of the 
ultrasonic atomizer studied in this work, and care must be taken to sufficiently insulate 
the liquid reservoir to avoid boiling at elevated temperatures. As a result, there is a 
practical minimum distance between the atomizer surface and hot catalyst interface, 




CHAPTER 6  
CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE 
WORK 
 
This thesis work has led to a number of fundamental insights and important 
recommendations about the design and operation of DDIRs for methanol steam 
reforming. The original contributions to the field of portable fuel reforming and catalytic 
microreactor design are summarized below along with a summary of the important 
conclusions from the theoretical and experimental studies and suggestions for future 
studies on direct droplet impingement type reactors. 
6.1 Original Contributions 
• Development of the DDIR concept using a layered design of a regularly spaced array 
of droplet generators and a heated catalyst layer offers a scalable reactor platform 
utilizing the concept of multifunctional reactors in which 1) the droplet generator acts 
as both a liquid feed pump and fuel atomizer, and 2) the heated catalyst layer acts as 
both the liquid vaporizer and reaction chamber. Further, conceptualizing the DDIR as 
a collection of unit cells allows a careful theoretical and experimental investigation of 
the DDIR operation and development of first-principles guidelines for the reactor 
scale-up to various throughputs. 
• A physics-based comprehensive model of the DDIR unit cell is developed with 
minimal empiricism, which considers the coupled processes of 1) droplet transport, 
evaporation, and impingement on the catalyst interface 2) liquid film accumulation at 
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the catalyst interface with capillary penetration and vaporization, and 3) heat and 
mass transport in the gas phase with catalytic reaction. This provides a 
comprehensive framework to investigate the influence of operating parameters on 
reactor performance. The model was applied to an in-depth investigation of methanol 
steam reforming, but the simulation tools developed are general enough to extend to 
other reactant/catalyst systems where a liquid feed must be vaporized before 
conversion via heterogeneous catalysis. 
• Both methanol steam reforming and sustained methanol autothermal reforming are 
successfully experimentally demonstrated using the DDIR over a range of operating 
conditions.  
• An experimental apparatus emulating a unit cell of the DDIR reactor is constructed to 
allow careful visual examination of the droplet impingement and film growth 
processes at the porous catalyst interface while simultaneously monitoring reaction 
products. Different droplet impact conditions and film accumulation regimes are 
observed, and are found to be in good agreement with model predictions. These 
coupled transport-reaction measurements are important in their own right, as well as 
for validating the comprehensive DDIR model. 
• Analytical criteria are developed for droplet impingement on the heated catalyst layer 
in terms of relevant dimensionless numbers, using the reduced order droplet transit 
model and time scale analysis. The criteria are validated through simulations showing 
transition to impingement of the droplet stream. Furthermore, the developed criteria 
agree with experimental data showing deflection of the droplet stream from the 
catalyst interface.  
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6.2 Conclusions 
Several conclusions can be drawn relative to the design of a DDIR reactor for 
methanol steam reforming based on the combined experimental observations and 
simulation results. The overall reactor performance depends on the complex interplay of 
all transport processes occurring in the reactor. 
• Selectivity to steam reforming displays a clear maximum at Pe ~ 3, independent of 
the droplet delivery rate, resulting from a transition between back diffusion 
dominated behavior at low Pe to bed thermal resistance dominated behavior at high 
Pe. However, as reactor temperature increases, the selectivity decreases as expected 
and the variation with Pe diminishes. 
• For a given droplet delivery rate, a minimum Reynolds number is required to ensure 
impingement on the catalyst interface, which is a decreasing function of droplet 
Strouhal number. This minimum Reynolds number increases with increasing droplet 
evaporation rate. However, the Reynolds number should also be such that Weber 
number is less than 80 at impingement to prevent splashing at the interface and 
subsequent unpredictable behavior. Beyond a Strouhal number of ½, the droplet 
stream collapses into a continuous jet which impinges at the catalyst surface. 
• Complete evaporation of the droplet stream before impingement is not observed 
either experimentally or in simulations due to the mild conditions of the steam 
reforming reaction. Depending on operating conditions, film operation could be 
preferred from the conversion/selectivity prospective, so flash evaporation is not 
necessarily an optimal mode for DDIR operation, especially for reactions requiring 
moderate temperature. 
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• The spatial deployment of heaters in the reactor and unit cell aspect ratio (defined as 
the ratio of lateral extent to length) both have a significant impact on reactor 
performance. 
o Employing heaters only at the interface favors lower aspect ratios because the 
axial thermal resistance is less and leads to less spatial variation in bed 
temperature. 
o Employing heaters only along the side walls of the unit cell also favors lower 
aspect ratios because more heat is concentrated near the interface where it is 
required to drive vaporization and endothermic reaction. For this reason, 
flooding occurs above a certain aspect ratio, which depends on the total heat 
input to the reactor. 
o Splitting the heat load between an interface heater and side wall heater such 
that the interface heater matches the thermal load required to vaporize and 
heat the feed while the side wall heater matches the thermal load of the 
endothermic reaction always leads to the most favorable operation. 
Furthermore, the performance improvement is more pronounced for higher 
aspect ratio. 
• Experimental results for methanol steam reforming with the demonstrated DDIR 
show comparable results with those presented in the literature for portable reformers. 
Furthermore, sustained autothermal operation was demonstrated, opening the door for 
future research for this reaction, which is discussed further below. 
6.2.1 Summary in the Context of Existing Portable Reformer Technology 
The key differences in the liquid fuel delivery method and reagent/catalyst 
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interaction in the DDIR lead to some distinct advantages over portable microchannel 
reformers presented in the literature. First, the droplet generator is an intimately 
integrated multifunctional component, achieving precise control over the droplet 
characteristics while simultaneously serving as the liquid feed pump. On the other hand, 
integrated fuel delivery methods have largely gone unaddressed for most microchannel 
fuel reformers. Furthermore, since the droplet generator is able to maintain precise 
control at low flow rates, this device is suitable for low-power applications (< 100 W). 
Also, variations in hydrogen demand from the fuel cell can be met by changing the rate 
of droplet delivery. For the specific case of the ultrasonic atomizer presented in this work, 
this is easily achieved by operating the device in a pulsed mode with variable duty cycle. 
Maintaining flow rate control at low flow rates is more difficult in microchannel reactor 
designs due to formation of stabilized vapor slugs and flow rate variations as described in 
Chapter 2. The multifunctional vaporization/catalysis method employed in the DDIR 
avoids these problems and has proven viable to achieve phase change and reaction with 
the heated catalyst bed, as confirmed by both experiments and modeling. Additionally, 
the DDIR provides a simpler design since the standalone vaporizer component is 
eliminated. 
Another significant difference between microchannel based fuel reformers and the 
DDIR design is the resulting form factor. For microchannel designs, typically, the reactor 
is operated at high Pe to approach plug flow, using long channels with low hydraulic 
diameter etched into a planar substrate. Increase in throughput is achieved by increasing 
channel length or adding more channels in parallel. Stacked arrangements are utilized 
instead of arranging the channel(s) on a single layer to achieve a given form factor [21]. 
 118
For the simplest embodiment of the DDIR with only the interface heater deployed, the 
form factor is set by the overall throughput and the unit cell aspect ratio for which the 
selectivity is maximum (Pe ~ 3). It was shown that much more flexibility in reactor form 
factor is achieved by employing more complex heater configurations (i.e. deploying 
heaters at the unit cell periphery within the catalyst bed). 
 The experimental results for the microchannel fuel reformers from the literature 
initially presented in Chapter 4 are revisited and compared against DDIR simulations 
under similar ranges of catalyst loading and thermal conditions. This provides some 
insight into how well the DDIR design would compare to the microchannel reformers if 
the problems encountered during the experiments were eliminated. These results are 
shown below for DDIR simulations run with Pe = 3, a unit cell throughput of 3.5 x10-7 
kg/s, and /in inQ m  varied (and applied all at the catalyst interface) to yield an average 
catalyst bed temperature close to 200 oC although there is some variation in temperature 
between the results. Figure 6.1 clearly shows the potential of the DDIR to outperform the 
microchannel reactors, especially at higher conversions, where up to a 40% increase in 
conversion is observed. Further, these microchannel reactor results do not account for 
penalization due to liquid feed vaporization and heating. These penalties are 
automatically built into the DDIR reactor. Isothermal plug flow reactor (PFR) results are 
also shown, providing an upper limit on reactor performance, showing that the DDIR 
deviates most at higher conversion due to the larger bed size and higher thermal 
resistance in the bed. However, the performance of the DDIR can be improved further 
relative to the isothermal PFR by better heat distribution as demonstrated in Chapter 5.  
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Figure 6.1. Comparison of methanol conversion in experimental microchannel reactors 
with DDIR simulations. The experimental results for the 100 W demonstration DDIR are 
also shown. 
The results from the preliminary experiments and detailed modeling for methanol 
steam reforming presented in this work shows that the DDIR can achieve performance at 
least comparable to typical portable microchannel fuel reformers. Further performance 
improvements are possible with optimal design parameters as presented in Chapter 5.  
This makes the DDIR an attractive alternative design for portable fuel reforming, 
motivating further research into this class of reactors with several specific suggestions 
made below. 
6.3 Suggestions for Improvements and Future Research 
1) Extended Experimental Investigation of MSR. Several interesting results from the 
model results for methanol steam reforming should be verified experimentally. This 
involves development of several droplet generators with different unit cell 
throughputs (by varying droplet diameter and operating frequency). Further, 
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improving the spatial distribution of heat supply at the catalyst interface is necessary 
with the array of droplet generators. However, the basic infrastructure already exists 
for measurement and instrumentation of the experimental apparatus. 
2) Reliability of Droplet Generator. Lack of stable and steady operation of the ultrasonic 
atomizer array used in the 100 W reactor demonstration unit was one factor in 
preventing optimal performance. Investigation into improving the operation of the 
droplet generator such that each nozzle in the array always produces a single droplet 
at every cycle is required. Alternative droplet generation techniques can also be 
explored. 
3) Investigation of Transient Operation. The DDIR reactor is inherently transient since 
there is a finite time between successive droplet injections, but this work focused on 
the case where this time was sufficiently small to avoid significant transients. A first 
step would be to properly model the product of fluctuating terms appearing in the 
periodic steady-state equations to extend the range of applicability of the model. 
Beyond this, examination of forced unsteady-state operation is already underway 
in our research group. Specifically, the modulation of feed rate, composition, and 
reactor temperature is being investigated to improve the time averaged performance 
of the reactor compared to steady-state operation. Systematic investigation of 
potential modulating frequencies is being performed by identifying the timescales of 
the transport processes occurring in the reactor. This basic approach has proved 
fruitful in utilizing periodic flow reversal for methane partial oxidation by matching 
the switching time with the time scale for thermal capacitance of the bed, resulting in 
measurable performance improvement [85]. 
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4) Modeling of Autothermal Operation. Although this mode of operation was 
demonstrated with the bench scale DDIR reactor, it was not investigated in detail 
using the model developed in this work. Extension of this model to this reaction 
should be straightforward given appropriate kinetic data [86], which is far more 
sparse than that for steam reforming. What is particularly appealing about this 
reaction is that the heat for vaporizing and heating the liquid is produced directly at 
the point of contact with the catalyst without the need for external heat input, except 
at startup. Reactor sizing and aspect ratio take on a more important role as mixing of 
the vaporized feed at the interface with input air must occur while the heat produced 
from the exothermic reaction must be effectively spread over the catalyst bed. 
Autothermal reforming reactors would be particularly suited for applications 
requiring high power densities since none of the useful energy produced in the form 
of hydrogen would be wasted for heating. However, integration of a hydrogen 
separation membrane is crucial to obtain concentrations suitable for a fuel cell feed. 
5) Integration with Variable Volume Batch Reactor. Previous work in this lab group 
investigated and demonstrated a fuel reforming device for hydrogen generation in 
which a fixed amount of fuel is converted in a batch reactor integrated with a 
hydrogen selective membrane, called a CHAMP reactor [87]. Integration of the DDIR 
type droplet delivery method in the interior of the CHAMP would eliminate the need 
for an external vaporizer. Also, additional modes of operation could open up with the 
ability to introduce more fuel mid-cycle.  
Another possible configuration is a hybrid DDIR-CHAMP combination where the 
DDIR is operated at low W/F to achieve a high power density (but low fuel 
 122
utilization) and the CHAMP is used as a regenerative fuel processor to achieve 
optimal conversion and selectivity. 
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APPENDIX A 
DETAILS OF FLUENT SIMULATIONS 
 
A.1. Zone Definition and Boundary Conditions 
 The DDIR unit cell geometry is meshed in Gambit v2.2.30 as shown in Figure 
3.4, in which four separate fluid zones and eight boundary zones are defined. The Fluent 
settings for each of these zones is described next. 
Atomizer Boundary Zone 
 This is set as a “wall” boundary, which is impermeable to flow. The default 
thermal boundary condition for this zone is adiabatic.  
 In some of the simulations accompanying experimental results, a gas flow is 
introduced at this boundary, so the boundary condition is changed to a “velocity-inlet” 
with the appropriate velocity normal to the boundary and gas temperature supplied as 
inputs. 
Outlet Boundary Zone 
 The outlet boundary zone is defined as a “pressure outlet” with the pressure and 
backflow temperature specified as inputs to the simulation. The default values are a 
gauge pressure of zero and backflow of nitrogen at a temperature of 300 K. Additionally, 
the option for target mass flow rate is set to the current combined value of the 
vaporization rate from the liquid film and droplet stream. 
Film Interface Zones 
 All film interface zones are defined as wall boundary conditions. Because there is 
a fluid zone on each side of the wall, there is an additional shadow zone automatically 
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generated for each boundary zone once the mesh is imported into Fluent. A constant 
temperature equal to the saturation temperature of the liquid fuel mixture is applied to 
each of the film interface zones. 
Gas Fluid Zone 
 This is the space where the droplets travel between the droplet generator and 
catalyst surface. In this zone, source terms are applied for mass, species, momentum, and 
heat arising from evaporation of droplets and from the gas side film interface. The source 
terms arising from droplet evaporation are applied to the computational  cells adjacent to 
the axis boundary zone and are calculated by integrating the steady-state source terms 
across the length of the computational  cell. For example, the source term for species i in 
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where the integral has been approximated by the trapezoidal rule, jzΔ is the axial length 
of cell j, j∀  is the volume of computational cell j, and k is the index of the droplet 
trajectory points calculated in computational cell j.  These source terms are implemented 
using separate DEFINE_SOURCE User Defined Function (UDF) coded in C++ for each 
source term. 
 Source terms from evaporation of the gas side film interface are applied to the 
adjacent computational cells on the gas side and are determined based on the normal 
component of the heat flux at the interface.  
Catalyst Fluid Zone 
 In this zone, options are enabled for porous zone and reaction as well as source 
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terms for evaporation from the catalyst side film interface and interface heating. In the 
porous zone options, the pore level viscous and inertial resistances are calculated 
according to the Carman-Kozeny model [88] via DEFINE_PROFILE UDFs in which the 
catalyst porosity and particle diameter are inputs to the simulation. The reaction 
mechanism and corresponding kinetics for methanol steam reforming are taken from 
Peppley [39, 76]. This kinetic model is implemented in a DEFINE_VR_RATE UDF. 
Source terms from evaporation at the film interface are calculated and employed 
identically compared to those on the gas side film. 
Gas and Catalyst Side Film Zones 
 The “Fixed Values” option is enabled in these fluid zones to set all gas phase 
species and velocities to zero. The liquid phase methanol and water mass fractions are set 
equal to those from the impinging droplets which are calculated from the droplet 
trajectory analysis (Ch. 3). The porous zone options are setup in the catalyst side film 
zone identically to those in the catalyst fluid zone. 
A.2. Material Properties 
 Species transport is enabled and a mixture material consisting of species to be 
tracked is created. This mixture material consists of the species in the reaction network 
(gas phase methanol, water, hydrogen, carbon dioxide, carbon monoxide), and the inert 
species (nitrogen), along with liquid phase methanol and water, all of which are imported 
from the Fluent materials database. The mixture density is calculated using the “volume-
weighted-mixing-law” option in Fluent. The mixture thermal conductivity and viscosity 
are calculated using the “mass-weighted-mixing-law” option in Fluent. The mass 
diffusivity is calculated using a “DEFINE_DIFFUSIVITY” UDF in which the binary 
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diffusion coefficient for each species in all other species is calculated using the 
Chapman-Enskog equation [72], averaged over the temperature range 300-600K, with 












The diffusion coefficient in the liquid zones is calculated according to eq. (3.15). 
 The reaction network of Peppley consisting of methanol steam reforming, 
methanol decomposition, and water-gas shift reaction, are all defined as a reaction 
mechanism in the mixture material. 
A.3. Droplet Transit 
 The droplet trajectory equations (3.1)-(3.5) are solved using a fourth order Runge-
Kutta method with the time step adjustable as an input to the simulation. The surrounding 
gas phase fluid properties, velocity and temperature, which are required for the trajectory 
calculation, are taken from the Fluent cell where the droplet is located at that particular 
point in the trajectory. The evaporation rate at each point in the trajectory is calculated 
and stored along with the other droplet variables for calculation of the source terms 
arising from droplet evaporation. These equations are solved within a DEFINE_ADJUST 
UDF so that the droplet trajectory is updated after each Fluent iteration of the gas phase 
equations. 
A.4. Solution Procedure 
 A Fluent Scheme program is used to control execution of the simulation, which is 
summarized in the flowchart of Figure 3.5. All adjustable simulation parameters, such as 
droplet characteristics, reactor size, boundary conditions, and solution controls can be 
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changed in the Scheme program. Additionally, all setup steps that would normally have 
to be input manually via the Fluent GUI or TUI (such as setting up material properties, 
defining boundary conditions, and loading/calling udfs) are accomplished automatically 
with the Scheme program. 
Mesh Generation 
 An execute-on-demand UDF is developed to write a Gambit journal file 
containing all the commands used to generate the mesh for the current film dimensions, 
including export of the mesh to a Fluent case file. A separate execute-on-demand UDF 
calls Gambit as a background process and runs the journal file with Fluent execution 
paused until the mesh has been created and exported. Because Gambit has a minimum 
feature size, the mesh is created 1000 times larger and is scaled back down once it has 
been imported into Fluent. 
Initialization 
 For the first iteration when the film size is guessed, the gas phase variables are 
usually initialized to spatially uniform values:  u = w = 0, T = 300 K, yM = 0.64, yW = 
0.36, and yi = 0 for all other species. In some cases, when a suitable solution for a 
different case is available, it is mapped onto the current solution domain using a 
DEFINE_INIT UDF. For subsequent iterations of the film dimensions, a new mesh is 
created and the solution for the gas phase variables from the previous mesh is mapped 
onto the updated mesh to increase the rate of convergence. First, the cell positions and 
corresponding values for each gas phase dependent variable are obtained before the film 
dimensions are adjusted. The cell position values are then shifted according to how much 
the film interface will move upon remeshing, and these new positions and gas phase 
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solution are written to a file. After the new mesh has been generated, the same  
DEFINE_INIT UDF mentioned above is employed, which reads in the file containing the 
solution from the previous mesh and initializes the solution for each cell to that of the 
closest cell in the old mesh. 
Convergence Criteria and Solution Controls 
 Convergence criteria for each transport equation was determined empirically by 
continually decreasing the convergence threshold for each variable for a test case (the 
baseline case presented in Chapter 5) until further reductions produced a negligible 
change in results. This results in the general criteria used for convergence as listed below 
(the numbers given are the scaled residuals in Fluent): 
• Energy – 5x10-9 
• Species – 1x10-6 
• Velocity – 1x10-4 
• Continuity – 1x10-3 
In some situations, these criteria must be modified, particularly when leveling of the 
residual occurs before reaching the prescribed criterion. This is the case for the 
simulations accompanying the experimental validation. 
 Fluent has many options for modifying the solution method that are changed from 
their default values for the purposes of this simulation.  
• The discretization for each equation except for pressure is set to the power law 
method .  
• Under-relaxation factors are usually set to 1 for all variables except pressure and 
velocity, which are left at their default values of 0.3 and 0.7. In certain situations, 
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such as modeling the experimental unit cell reactor, it is required to set the under-
relaxation factors to 0.99 to avoid oscillations in the residuals and promote 
convergence. 
Grid Sensitivity 
To establish a suitable grid for use in the simulations, several steps were taken. 
First, a test case was examined in which no film was accumulated on the liquid interface 
and the atomizer boundary was replaced with a velocity inlet condition to introduce the 
reactants consisting of a 50/50 molar mixture of methanol and steam at 523 K. All other 
conditions are equal to those in section 5.2.3 for the feed of 10 µm diameter droplets at 
100 kHz (all heat was supplied at interface). Three different uniform grid sizes, Δzbulk = 
80, 40, and 20 µm were used. As shown in table A.1 below, the discretization error 
(calculating the methods presented in Ferziger and Peric [89]) using methanol conversion 
is less than 1% and the coarsest grid size is sufficient to predict the reactor behavior in 
the absence of the liquid film. In the second step a constant film size of Rfilm = 6x10-5 and 
hf,c = 4x10-5 was used and the reactants were introduced in a spatially uniform manner 
over the film surface. The grid size in the bulk of the reactor was set to 80 µm and the 
grid size on the film was set to three different values of Δzfilm = 12 µm, 6 µm, and 3 µm. 
The grid size is changed smoothly from the size at the film to the size in the bulk using 
the first and last ratio mesh grading scheme in Gambit. This shows that using 10 cells to 
resolve the effects at the film interface is sufficient, which is used as a general rule of 
thumb for all simulations. Finally, the full simulation is run in which the film size is 
iterated to find the stationary condition using the grid sizes 1) Δzbulk = 20 µm, Δzfilm = 3 
µm, 2) Δzbulk = 40 µm, Δzfilm = 6 µm, and 3) Δzbulk = 80 µm, Δzfilm = 12 µm and the results 
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are summarized in Table A.1 below.  
Table A.1. Grid sensitivity results showing change in methanol conversion (XM) with 
grid refinement for two specialized cases (Cases 1 and 2) to establish appropriate grid 
parameters, and testing of these grid parameters for the full simulation (Case 3). 
Case 1 Case 2 Case 3 
r21 2 2 2
r32 2 2 2
XM,1 0.848209 0.985033 0.994653
XM,2 0.845527 0.987758 0.995519
XM,3 0.841009 0.987953 0.99572
ε32 -0.00452 0.000195 0.000201
ε21 -0.00268 0.002725 0.000866
p - guess 2 2 2
q(p) 0 0 0
p 0.752375 3.80471 2.107172
XM,1,ext,21 0.852127 0.984823 0.994391
XM,1,ext,32 0.852127 0.987743 0.995458
ea,21 0.003162 0.002766 0.000871
ea,32 0.005343 0.000197 0.000202
eext 12 0.004598 0.000213 0.000263
GCIfine 0.005774 0.000267 0.000329
 
Most of the simulations presented in Chapter 5 are in this general operating range, but it 
should be noted that these grid parameters will not produce grid independent results for 
all cases, but are only a guideline. A few cases were “spot checked” by decreasing the 
grid size and checking that the solution did not change an appreciable amount. In 
particular, care must be taken when applying much higher heat fluxes since the gradients 
in temperature and species become much greater near the interface. This is the case for 
many of the experimental validation simulations and the mesh had to be refined in the 
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