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Abstract—This paper addresses the problem of finding sev-
eral different solutions with the same optimum performance
in single objective real-world engineering problems. In this
paper a parallel robot design was proposed. Thereby, this
paper presents a genetic algorithm to optimize uni-objective
problems with an infinite number of optimal solutions. The
algorithm uses the maximin concept and -dominance to
promote diversity over the admissible space. The performance
of the proposed algorithm is analyzed with three well-known
test functions and one function obtained from practical real-
world engineering optimization problems. A spreading analysis
is performed showing that the solutions drawn by the algorithm
are well dispersed.
Keywords-spreading technique, genetic algorithm
I. INTRODUCTION
Some single-objective problems have several optimal
solutions. A finite number of solutions can be found at
different peaks of the objective function or an unlimited
set of solutions exist along one or more regions in the
parameter space. Therefore, achieving a well-spread and
non-dominated parameter front is of paramount importance
to the decision maker, since he can choose from a set of
optimum solutions the one best suited to be developed or
implemented in the problem context.
Evolutionary algorithms use different approaches to pro-
mote the solutions diversity, such as the sharing model,
crowding and maximin techniques. The sharing model, orig-
inally suggested by Goldberg and Richardson [8], is used
to obtain a set of optimal solutions distributed by several
optimal peaks. To promote solutions in less crowded regions
of the parameter space and, therefore, to force the population
to be well distributed, the sharing model degrades the fitness
values of similar solutions according to the distance of their
closest neighbors. In this method, the number of optimum
solutions under each peak is proportional to its value.
The crowding technique, introduced by De Jong [3],
replaces offspring by similar solutions existing in the pop-
ulation in order to maintain its diversity. Similarity is mea-
sured, like in the sharing model, by evaluating the distance
between solutions. In some crowding technique variants, the
offspring compete against their parents, giving the winners a
chance to breed in the next population. This method tends to
spread solutions over the most prominent search space peaks,
achieving a number of solutions in each peak proportional
to its base size.
Deb and Tiwari [6], [7] proposed an algorithm to solve
several types of optimization: single-objective uni-optimal
problems, single-objective multi-optima problems, multi-
-objective uni-optimal and multi-objective multi-optima
problems. The Deb and Tiwari algorithm is capable of
solving the problem without knowing at the outset the type
of optimization to perform. In single-objective multi-optima
problems they [6], [7] use the -dominance and the crowding
distance in the objective and the parameter space, respec-
tively. These authors apply the algorithm in multi-modal
problems which have several optimum solutions in different
peaks.
Maximin is used in classic multi-attribute problems [17]
and in game theory [12], [14]. The maximin strategy aims to
maximize the result from a set of values that were previously
obtained, from other sets, using minimizing functions. In
2003, Balling [1] proposed a multi-objective optimization
technique based on a fitness function derived from the max-
imin strategy [12] and Li [11] used the maximin fitness in a
particle swarm multi-objective optimizer. Moreover, Pires et
al. [16] used the maximin technique to find a well distributed
non-dominated Pareto front in multi-objective optimization
algorithms. The maximin strategy can be adopted by genetic
algorithms (GAs) to obtain a set of solutions well distributed
along the parameter space. The maximin technique is mainly
used to obtain a set of points from a continuous front instead
of finding the peaks of multi-modal functions.
The method proposed in this paper uses the maximin
concept together with the -dominance [10] in order to
find a front in the parameter space. This method presents
a better performance than the one reported in the literature
[13], which adopts the sharing scheme, because it reduces
significantly the solutions dispersion along the optimum
front and, consequently, leading a better defined front.
The paper is organized as follow. Section II describes
the maximin spreading algorithm. This optimization method
promotes solutions diversity in the parameters space. Sec-
tion III presents the simulation results of five optimization
problems. The first three problems follow two well-known
and widely used functions: the Himmelblau’s, squared sine
and double pulse functions. These equations are used by the
algorithm as the fitness function in three different optimiza-
tions. The fourth and fifth functions presented in section III
are obtained from real-world engineering applications. One
optimizes the design of radio frequency switched capacitor
arrays and the other optimizes of the kinematics of parallel
robots. Section 4 studies the spreading of the solutions drawn
by the proposed algorithm. Finally, section V outlines the
main conclusions.
II. MAXIMIN SPREADING ALGORITHM
In multi-objective problems there are several ways to find
the Pareto front. One of them is based on the -dominance
concept in which solutions with slightly inferior fitness
values are allowed to remain in the population as non-
-dominated ones. This technique is used to get a set of solu-
tions with good spread and diversity over the multi-objective
space [10].
The proposed single-objective algorithm adopts the above-
-mention concept and the maximin scheme as the main
techniques to achieve good diversity in the parameters space.
Initially, the algorithm divides the objective space using vir-
tual horizontal parallel hyperplanes (straight lines or planes
for a 1-D or 2-D dimensional parameter space, respectively),
that are separated from each other by a -distance (see
Figure 1(a)). Two consecutive hyperplanes define a -rank,
where all the solutions have the same preference, even if
their objective values are different, as illustrated in Figure
1(a). After the division of the objective space, the algorithm
selects the solutions, starting from the best -ranks (r1),
until a -rank is found with more solutions than the empty
slots available in the new population. However, if the best
-rank (rank r1) has more solutions than the number of
individuals of the new population, then the solutions of the
other -ranks are not considered. In both cases, the best
distributed solutions in the parameter space are selected
according to the maximin scheme. The basic idea behind
the maximin sorting scheme is the selection of the solutions
that decrease the large gap areas where no solution exists in
the already selected population. For example, consider the
population solutions of one -rank depicted in Figure 1(b). In
this case, two parameters {x1, x2} are considered. Initially,
two extreme solutions for each parameter are selected, {a, b}
and {d, c} for x1 and x2, respectively. Through this selection
the set S ≡ {a, b, c, d} is initialized. Then, the solution
e is selected because it has the larger distance to the set
S. After that, solution f is selected for inclusion into the
set S ≡ {a, b, c, d, e}, for the same reasons. The process
is repeated until population S is completed. The maximin
technique boosts its performance as the number of iterations
increases, since all the solutions, which are already in the
first -rank, tend to spread along a non-dominated front.
The maximin sorting scheme is depicted in Figure 2.
In each generation new offspring (set D) are merged with
their progenitors (set P ), according with Figure 2, leading
to the new set R (line 1). After that, the algorithm may
select, for each one of the optimization parameters (npar), the
extreme solutions (getMin and getMax functions) from rank
r1 (lines 5-7) and introduces them into the final population
(set S). Then, the individuals of lower rank are removed
(getRankMin function) from the auxiliary population A and
inserted into the set S until the number of solutions of the
current rank surpass the allowed number of solutions of set
S (lines 9-12). Next, the squared distance, caj (1a), between
each solution, aj , and the solutions already selected, si, is
evaluated (lines 13-15). After that, the solution aj , whose
squared distance to the set S is the larger (k solution), is
selected (1b) (getMaxCi function, line 17). Each time a solu-
tion enters into the set S (line 18), the cost cal of the set A is
reevaluated (lines 19-21). This process ends when the set S
is completed, requiring, at most, O(pop2dim) computations,
where popdim represents the number of population elements.
caj = min
si∈S,aj∈A
‖ aj − si ‖
2 (1a)
S = S ∪ {aj : caj = max
ai∈A
cai} (1b)
The proposed algorithm can be used with a static constant
or a dynamic variable -parameter across all the iterations. In
the dynamic technique, as the number of algorithm iterations
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Figure 1. (a) Problem with one objective and one parameter {x}, where
rm represents the rank m = {1, ...,3} and  is the rank length. (b)
Solutions in a bi-dimensional parameter space {x1, x2} represented by
the dot-points. Solutions {a, b, ..., f} are the most distant from each other.
increases, the -length is decreased so that the algorithm
favors the search of new solutions in regions near the
optimal front. Therefore, the dynamic -technique leads to
better results than the static -method. In fact, a more well
defined (i.e., low dispersed) front is obtained at the end of
the algorithm, while maintaining a good exploration at the
beginning.
III. SIMULATION RESULTS
This section presents the simulation results of the pro-
posed algorithm for several problems. The first three func-
tions, which have well-known optima values, are used to
validate the presented algorithm. The Himmelblau’s and
the squared sine functions are selected directly from the
literature and the third one, the double pulse function, is
chosen because it has two continuous parameters fronts.
The last two functions are obtained from two real-world
engineering problems, namely, the design optimization of
radio frequency circuits and the kinematic optimization
of parallel robots. For each considered problems there is
only one optimization function. However, each problem has
several different optimums solutions differing between them
by the parameters values. In all the optimization problems
parameters are encoded directly into real-value vectors.
1: R = P ∪D
2: S = ∅
3: A = getRankMin(R)
4: if #A > popdim then
5: for i = 1 to npar do
6: S = S∪ getMin(A, i)∪ getMax(A, i)
7: end for
8: end if
9: while #S + #A ≤ popdim do
10: S = S ∪A
11: A = getRankMin(R)
12: end while
13: for j = 1 to #A do
14: caj = min
si∈S
{‖aj − si‖2}
15: end for
16: while #S < popdim do
17: k = getMaxCi(A)
18: S = S ∪ k
19: for l = 1 to #A do
20: cal = min{‖al − k‖
2, cal}
21: end for
22: end while
Figure 2. Maximin spreading algorithm pseudo-code.
For all the above mention optimization problems the suc-
cessive generations of new solutions are reproduced based
on a linear ranking scheme and simulated binary crossover
[9], [5] (with ηc = 20). When mutation occurs the operator
replaces the value of one design parameter according to a
uniform distribution function. The probabilities of crossover
and mutation are pc = 0.6 and pm = 0.05, respectively.
At the end of each GA cycle, it is used a m− (λ + μ)
strategy to select the solutions which survive for the next
iteration. This means that the best solutions among parents
(λ) and offspring (μ) are chosen based on  rank sort. To fill
the last gap of the population the maximin (m) technique is
used.
For the first three optimization functions, it is used a
dynamic  that is decreased during the optimization. The 
begins with the value of 5 and stops when reaches the final
value 0.01. The  is decreased by 1% every 10 iterations or
when all the solutions belongs to the same rank.
A. Himmelblau’s Function
The first optimization function used is the well-known
Himmelblau’s function [4]
f1(x1, x2) = (x
2
1 + x2 − 11)
2 + (x1 + x
2
2 − 7)
2 (2)
where −5 ≤ xi ≤ 5, i = {1, 2}. It has two parameters
and four isolated minima, all having the optimal function
value of f∗1 = 0. In this experiment a set of 100 solutions is
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Figure 3. Solutions found for the Himmelblau’s function.
Table I
SOLUTION DISTRIBUTION OVER THE OPTIMUMS OF f1(x1, x2)
Optimal position {x1, x2} Solution percentage
{+3.000, +2.000} 23%
{−2.805, +3.131} 18%
{−3.779,−3.283} 32%
{+3.584,−1.848} 27
used and the algorithm is executed during 1000 iterations.
Figure 3 shows the obtained solutions for the Himmelblau’s
function.
It is clear that the algorithm converges and is able to find
the four minima in only one simulation run. Moreover, the
solutions are well distributed by all the 4 optimal as depicted
by figure I.
B. Squared Sine Function
The second optimization function is a squared sine func-
tion:
f2(x) = sin
2(πx) (3)
where 0 ≤ x ≤ 20. It has one parameter and 21 isolated
minima, all with the optimal value of f∗2 = 0. In this
experiment a set of 100 solutions is used and the algorithm
is executed during 1000 iterations. Figure 4 depicts the final
solution set obtained for the sine function. It could be seen
that the algorithm find all the isolated optimal.
At the end of the simulation, the solutions are well
dispersed by all the optimal minimal. This phenomena can
be observed examining the number of solutions in the
neighborhood of each minima. The solutions percentage for
each minimum peak can be seen in table II.
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Figure 4. Solutions found for the sine function.
Table II
SOLUTION DISTRIBUTION OVER THE OPTIMUMS OF f2(x)
Optimal position {x} Solution percentage
{0} 3%
{1} 4%
{2} 5%
{3} 5%
{4} 5%
{5} 5%
{6} 4%
{7} 5%
{8} 5%
{9} 5%
{10} 5%
{11} 6%
{12} 5%
{13} 5%
{14} 5%
{15} 5%
{16} 5%
{17} 5%
{18} 5%
{19} 5%
{20} 3%
C. Double Pulse Function
In this section, a function is used with one parameter and
two continuous optimal fronts in the parameter space:
f3(x) =
{
1, 3.5 < x < 4.0 or 16.0 < x < 16.5
0, otherwise (4)
where 0 ≤ x ≤ 20.
Figure 5 shows that the algorithm finds a representative
solution set of the non-dominated front in a single algorithm
execution. Moreover, the final solutions are spread over
the optimal parameter front. In this experiment, it is also
considered a population with 100 individuals and 1000
Table III
SOLUTION DISTRIBUTION OVER THE OPTIMUMS OF f3(x)
Optimal position {x} [3.5, 4.0] [16.0, 16.5]
Number of solutions 53% 47%
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Figure 5. Solutions found for the double pulse function.
iterations. In this case the solutions found by the algorithm
are divided between the pulses (see table III).
D. PR Function
The last function describes a real problem, where, the
kinematic optimization of a Stewart-type parallel manipula-
tor, based on maximum dexterity [2], is considered (Figure
6). The manipulator’s mechanical structure comprises a fixed
(base) platform and a moving platform, linked together
by six independent, identical, open kinematic chains. Each
chain comprises two links: the first link (linear actuator)
is always normal to the base and has a variable length, li
(i = {1, ..., 6}), with one of its ends fixed to the base and the
other one attached, by a universal joint, to the second link;
the second link (arm) has a fixed length, L, and is attached
to the moving platform by a spherical joint.
The function to maximize is given by expression (5).
f4(rB , φP , φB, L) =
σmax(Jc)
σmin(Jc)
(5)
where σmax(Jc) and σmin(Jc) represent the maximum and
minimum singular values of the inverse kinematic jacobian
matrix, JC (6).
JC =
⎡
⎢⎢⎢⎣
(e1−l1zB)
T
z
T
B
e1−l1
(P p1|B×(e1−l1zB)
T )
z
T
B
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(e6−l6zB)
T
z
T
B
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(P p6|B×(e6−l6zB)
T )
z
T
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⎥⎥⎥⎦ (6)
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Figure 6. Schematic representation of the parallel manipulator structure.
This is a 6×6 matrix in which all vectors can be obtained
using vector algebra applied to each parallel manipulator’s
kinematic chain. Vectors ei are given by
ei = xP (pos) − bi +
P pi|B (7)
where xP (pos) is the position of the moving platform ex-
pressed in the base frame, bi represents the positions of
the connecting points between kinematic chains and base
and Ppi|B are the positions of the points Pi connecting the
kinematic chains to the moving platform, expressed in the
base frame.
The scalars li (i = {1, . . . , 6}) are the displacements of
the actuators, given by
li = eiz +
√
L2 − e2ix − e
2
iy (8)
This work considers a particular manipulator pose (po-
sition and orientation), corresponding to the centre of the
manipulator workspace i.e., [0 0 2 0 0 0]T (units in rP and
degrees, respectively). Thus, for this pose, the jacobian ma-
trix will be a function of the four kinematic parameters, that
are sufficient to define the parallel manipulator’s kinematic
structure.
The parameters are codified by real values through the
vector p = [rB φP φB L]T . The solutions are randomly
initialized in the range 1.0 ≤ rB ≤ 2.5, 0o ≤ φP , φB ≤ 25o
and 2.0 ≤ L ≤ 3.5.
The  is initialized with the value 20.0 and, during the
evolution, its value is sucessively decreased until it reaches
0.03. This decrement is done at a rate of 10% every time
the best 200 solutions are in the first rank and when  has
not changed in the last 100 generations.
The solutions are classified by the fitness function given
by equation (5), in case the solution is admissible, otherwise
it takes a very height value (1× 1020).
The global results (Figure 7 and Figure 8) show that there
are multiple sets of solutions that are optimal. Moreover, the
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Figure 7. Optimal solutions set of kinematic parameters. (cont.)
algorithm draws a representative solution set of the optimal
parameters front. As it can be seen in Figure 8, the final
population set belongs to the best rank.
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Figure 8. Fitness function values for all the optimal solutions.
IV. PERFORMANCE INDICES
To study the solution diversity the spacing index (SP )
[15] and the minimal distance graph (MDG) [16] are
employed. In this work, both functions uses the distances in
parameter space instead of objective space as was initially
proposed by their authors.
The spacing metric, which measures the range (distance)
variance of neighboring vectors in the parameter front, is
defined by (9a), where #S is the number of the considered
solutions, d is the mean of all di distances and di, which is
a measure according to the distance to its closest neighbor,
is given by (9b). p is the number of problem parameters,
and sk,j represents the parameter j of solution k.
SP (S) =
√√√√ 1
#S − 1
#S∑
i=1
(di − d)2 (9a)
di = min
sk∈S∧sk =si
p∑
j=1
|si,j − sk,j | (9b)
The MDG performance index (10) is calculated based
on the minimum weight spanning tree, where the weights
are the minimum distances edges, di, that connect all the
considered solutions of the population.
MDG(S) =
√√√√ 1
#S − 2
#S−1∑
i=1
(di − d)2 (10)
The resultant metric values, for the functions considered
in section III are shown in table IV. The indices present
small values indicating that the algorithm obtains a good
solution spread. When the index MDG is used in the
functions f1, f2 and f3, the obtained values are greater than
those evaluated with the SP index. This hapens since the
MDG index uses, necessarily, the distances between the
different niches.
Table V shows the median, the average, the standard
desviation, the maximum, the minimum, the objective range
and  value for the considered functions. In all the optimiza-
tion problems, the final solution set are spreaded in the best
Table IV
PERFORMANCE INDICES RESULTS.
Index f1 f2 f3 f4
SP 0.001 0.002 0.003 0.005
MDG 0.948 0.371 1.205 0.003
Table V
ANALYSIS RESULTS.
Index f1 f2 f3 f4
Median 0.007 0.003 1.000 1.416
Average 0.006 0.005 1.000 1.416
Std dev 0.004 0.004 0.000 0.001
Max 0.010 0.010 1.000 1.414
Min 0.000 0.000 1.000 1.417
Max - Min 0.010 0.010 0.000 0.003
 0.010 0.010 0.010 0.003
rank. This could be confirmed through the maximum and
minimum values (Max - Min ≤ ). For function f3 all the
solutions have the value 1 since it is a binary function and
the rank value is 0.01. The solutions of the other functions
are spreaded along the interval rank. The rank interval, , is
fundamental to allow the movement of solutions along the
front. Otherwise, they remain trapped in an optimal of the
front.
The algorithm finds all the minimum for three functions
(f1, f2, f3) which have been commonly adopted as a bench-
mark in multi-objective evolutionary community.
For the practical problem, and since its optimums values
are not known, is inferred that algorithm finds the function
optimal.
V. CONCLUSIONS
A new spreading technique was developed with the pur-
pose of solving a wide range of different single-objective
optimization problems. To access the algorithm perfor-
mance, it was firstly applied in benchmark functions. For
these functions the algorihtm found a correct representative
solution set. Then, it was used in a function obtained
from a practical engineering problems, namely, in kinematic
optimization of parallel robots. In all the test cases, the
algorithm found in only one run several solutions with the
same maximum performance but with different parameters
values. The results show that the proposed algorithm solves
different types of single-objective problems, maintaining a
good spreading in parameter space.
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