ABSTRACT It remains a central problem in population genetics to infer the past action of natural selection, and these inferences pose a challenge because demographic events will also substantially affect patterns of polymorphism and divergence. Thus it is imperative to explicitly model the underlying demographic history of the population whenever making inferences about natural selection. In light of the considerable interest in adaptation in African populations of Drosophila melanogaster, which are considered ancestral to the species, we generated a large polymorphism data set representing 2.1 Mb from each of 20 individuals from a Ugandan population of D. melanogaster. In contrast to previous inferences of a simple population expansion in eastern Africa, our demographic modeling of this ancestral population reveals a strong signature of a population bottleneck followed by population expansion, which has significant implications for future demographic modeling of derived populations of this species. Taking this more complex underlying demographic history into account, we also estimate a mean X-linked region-wide rate of adaptation of 6 · 10 211 /site/generation and a mean selection coefficient of beneficial mutations of 0.0009. These inferences regarding the rate and strength of selection are largely consistent with most other estimates from D. melanogaster and indicate a relatively high rate of adaptation driven by weakly beneficial mutations.
T HERE is considerable interest in understanding the nature and extent of adaptation in natural populations. Drosophila melanogaster has been the focus of many such studies and a variety of approaches to address this fundamental question have been developed with this system. These include divergence-based methods (e.g., Sattath et al. 2011) , polymorphism-based approaches (e.g., Kim and Stephan 2002; Sabeti et al. 2002; Kim and Nielsen 2004; Li and Stephan 2006b; Jensen et al. 2008a) , and approaches that use both polymorphism and divergence data (e.g., Fay et al. 2002; Welch 2006; Andolfatto 2007; Macpherson et al. 2007; Shapiro et al. 2007) . In some cases, these methods aim to localize putative targets of selection (e.g., Harr et al. 2002; Glinka et al. 2003; Jensen et al. 2007a) , while in others the ultimate goal is to generally characterize the average rate and strength of adaptation (Wiehe and Stephan 1993; Li and Stephan 2006a; Andolfatto 2007; Macpherson et al. 2007; Jensen et al. 2008a) . These approaches have enjoyed much success, and it is becoming clear that the signatures of both recent and recurrent selection abound in the D. melanogaster genome (for review see Sella et al. 2009 ).
However, demographic history will also leave its signature in the genome, which has the potential to confound inferences of natural selection. Indeed, to effectively investigate models of natural selection, which are of great general interest in evolutionary biology, one must take into account the underlying demographic history of a population. Consequently, understanding demographic history is integral for making incisive inferences about the genetic adaptation of populations (e.g., Akey et al. 2004; Nielsen et al. 2009; Lohmueller et al. 2011) .
Many sophisticated methodologies for estimating demographic parameters have been developed, and application of such methods has revealed much about the demographic history of natural populations of D. melanogaster (Haddrill et al. 2005; Ometto et al. 2005 ; Thornton and Andolfatto 2006; Stephan and Li 2007; Laurent et al. 2011) . Although it is clear that presumably ancestral East African populations (Pool and Aquadro 2006) show strong signals of nonequilibrium demography (for review see Stephan and Li 2007) , it has mostly been assumed that many of the observed deviations from neutrality have been driven by population expansion (although see Haddrill et al. 2005) . As a consequence, the parameter space for characterizing the demographic history of African populations has not been thoroughly explored.
Here we present a high-coverage resequencing data set collected from 20 individuals of D. melanogaster from Uganda for a continuous 2.1-Mb region of the X chromosome. This locus encompasses the region between the genes garnet and scalloped; we focus on this region because recombination rates in this interval are estimated to be high (Fiston-Lavier et al. 2010) . This high rate of recombination enhances our ability to detect multiple independent selective events, and multiple genealogies represented should also improve the quality of demographic inferences. In addition to examining patterns of polymorphism and divergence across this region and across functional categories of sites, we also use these data to model the demographic history of this population. Our results provide strong evidence in support of a severe population contraction followed by expansion in this presumed ancestral population. These findings have significant consequences for demographic inference in derived populations of D. melanogaster, which typically assume that ancestral populations of this species can be best modeled with a simple growth model. We then use the estimated demographic parameters to inform models of single and recurrent hitchhiking. Our inferences of selection point to three potential targets of recent selective sweeps in this 2.1-Mb region, and we infer a mean selection coefficient of beneficial mutations and a mean rate of adaptation that are wholly consistent with previous results. These results thus further refine our understanding of the adaptive history of ancestral populations of D. melanogaster and highlight the importance of modeling this ancestral nonequilibrium history when subsequently inferring both adaptive and demographic events in derived populations.
Materials and Methods

Strains used
This study used twenty X chromosome extraction lines of D. melanogaster derived from a single population sample collected from Namulonge, Uganda, in 2005 by J. Ogwang for John E. Pool (Pool and Aquadro 2006) . The chromosomeextraction procedure ensures that each strain is isogenic for a single, wild-derived X chromosome. These strains are: UgX2b, UgX3a, UgX6b, UgX8b, UgX10b, UgX11a, UgX12b, UgX13b, UgX17a, UgX18, UgX19a, UgX20, UgX29b, UgX30a, UgX37, UgX40, UgX45b, UgX52b, UgX54a, and UgX63.
DNA preparation
Genomic DNA was extracted from each line using the Qiagen DNeasy blood and tissue kit. Twenty-five individuals from each line were used for each genomic DNA extract. Genomic DNA was sheared using sonication, and genomic DNA libraries suitable for Illumina single-end sequencing were prepared following a standard protocol (available upon request). Each library was barcoded with 1 of 10 3-bp barcodes (ACT, ATA, AAG, GGA, TTG, GCG, TAA, TGT, GAT, and AGC). DNA from each genomic library was quantified using PicoGreen, and DNAs from 10 different libraries (each with a different barcode) were combined in equal amounts. This procedure thus yielded two pools of DNA, each of which was composed of DNA from 10 different strains of D. melanogaster.
These pooled DNA samples were enriched for the X chromosome region between the genes garnet and scalloped (coordinates in Flybase release 5.2 are 13621236-15719755) using a custom NimbleGen Comparative Genomic Hybridization Array (OID26736). This array contains 385,000 oligos, each of which map to the target region of interest. The array does not include repetitive sequence or low-complexity sequence, and overall, 94.3% of bases in the reference sequence were covered by at least one oligo. The two pooled DNA samples were individually hybridized to an array at the Cornell Microarray Core following standard NimbleGen hybridization protocol. The resulting DNA, enriched for the 2.1-Mb X chromosome region between garnet and scalloped, was sequenced using Illumina single-end sequencing (86-bp reads) at the Cornell Life Sciences Core Laboratories Center. Each sample was sequenced twice (each on a different run).
Bioinformatics
Individual reads were mapped to the D. melanogaster genome using the Burrows-Wheeler Aligner (BWA) (Li and Durbin 2009 ) with default parameters. Only reads mapping uniquely to the genome were retained for analysis. SAMtools ) was used to generate alignment files in pileup format. These pileup files were used to call bases and identify single nucleotide polymorphisms (SNPs) using the joint genotype for inbred lines (JGIL) (Stone 2012) .
Insertions, deletions, and larger-copy-number variants were ignored in this analysis largely because it is difficult to explicitly model ascertainment bias of this type of event given our targeted enrichment strategy. In particular, the use of short oligos on the array limits our ability to capture genomic regions with .3 mismatches relative to the reference sequence. Given levels of polymorphism in D. melanogaster (1%) and oligo length (, 100 bp), we do not expect this to compromise our ability to capture fragments with SNPs, but we do expect that capturing insertion, deletion, and copy number variation will be challenging. As a consequence, we do not include these types of events in our analysis. Although these events would add to the resolution of the models, counting all data of this class as missing should not bias the inference derived solely from alignable single-base changes.
Validation of base calls
To validate base calls, nine noncoding loci roughly evenly distributed across the 2.1-Mb region of interest were PCR amplified and Sanger sequenced in all 20 strains. The sizes of these loci ranged from 622 to 788 bp. Primer sequences for and approximate physical positions of these nine loci can be found in Supporting Information, Table S1 .
Genomic DNA was extracted from each of the 20 lines using the Qiagen DNeasy Blood and Tissue kit. Twenty-five individuals from each line were used for each genomic DNA extract. Genomic DNA from each line was amplified using PCR. We amplified these loci using a touchdown PCR program. Amplifying conditions were as follows: 94°/2 min, 12 cycles of 94°/30 sec (target annealing temperature + 6°)/30 sec, 72°/60 sec with the annealing temperature reduced by 0.5 degrees per cycle, followed by 23 cycles of 94 o /30 sec (target annealing temperature)/30 sec, 72°/60 sec. We included a final extension of 72°/7min. The target annealing temperature was 56°for VL1, VL2, VL3, VL6, VL7, and VL9, 52°for VL4 and VL10, and 53°for VL5. All PCR reactions were 8 ml, and each contained 4 ml Qiagen 2X PCR MasterMix, 0.2 ml of each 10 mM primer, 2.6 ml H 2 O, and 1 ml genomic DNA (at 10 ng/ml). PCR reactions were enzymatically cleaned with exonuclease I and shrimp alkaline phosphatase and were cycle sequenced in half-strength halfreactions with Big Dye under standard cycling conditions. These sequencing reactions were cleaned and sequenced at the Genome Sciences Laboratory at North Carolina State University. Sequence data were analyzed in Sequencher (v. 4.10.1). Base calls in each individual at each locus were based on at least two sequence reads (one in each direction) from a single PCR amplification.
Summary statistics
Annotations for this 2.1-Mb region are based on annotations of release 5.4 of the D. melanogaster genome as well as information from the RedFly database and a curated database of footprinting literature (kindly provided by R. Kulathinal, personal communication). Each base is annotated with respect to several features, including whether it is (a) contained in a transcript, (b) contained in a coding sequence, (c) first codon position, (d) second codon position, (e) third codon position, (f) 59 UTR, (g) 39 UTR, or (h) intron. We further refined the "intron" classification to separate short (#65 bp) and long (.65 bp) introns based on the release 5.4 GFF file for D. melanogaster and trimmed the first and last 10 bp of each intron. We used previously reported definitions of "preferred" codons (Marais et al. 2001) to further classify changes at third codon positions (preferred / preferred or unpreferred / unpreferred).
Pairwise alignments between D. melanogaster and D. sechellia for the garnet-scalloped region were generated by parsing the net.axt files from the UCSC genome browser. This net.axt file was based on release 3 of the D. melanogaster genome and release 1 of the D. sechellia genome. When polarizing the site frequency spectrum (SFS) to D. sechellia alone, we used these pairwise alignments. When polarizing the SFS to both D. sechellia and D. yakuba, we relied on multispecies alignments for this region that were kindly provided by R. Kulathinal (personal communication).
For several annotation classes, we estimated Watterson's u, p, Dxy (pairwise divergence between species), and Tajima's D for the entire 2.1-Mb region using custom Perl scripts (available upon request). We also estimated these quantities (combining all sequence types) in sliding windows across the 2.1-Mb region with a window size of 10 kb and a step size of 5 kb.
Demographic modeling
Demographic modeling was performed with dadi (Gutenkunst et al. 2009 ). To correct for potential mis-inference of the ancestral state, we corrected the SFS for multiple mutations along the lineage to the ingroup following Hernandez et al. (2007) . Note that this approach also corrects for violations of the infinite-sites model that occur along this lineage as well. Estimates of the Q matrix appropriate for Drosophila were taken from Singh et al. (2009) , and trinucleotide frequencies were derived from the sequence data obtained in the current study.
We considered five demographic models implemented in dadi: neutral (standard neutral model), two epoch (instantaneous size change some time ago), growth (exponential growth beginning some time ago), bottlegrowth (instantaneous size change followed by exponential growth), and three epoch (bottleneck of some duration followed by recovery).
Fitting single hitchhiking models
To identify putatively swept regions of the genome, we utilized the likelihood framework initially proposed by Kim and Stephan (2002) , with a number of modifications as implemented by Pavlidis et al. (2010) . The initial composite likelihood ratio test (CLRT) used the spatial distribution of SNP frequencies and levels of variability and compares the composite likelihood of the data under the standard neutral model to the likelihood under a single selective sweep model. Although this method was an important and widely used advance, Jensen et al. (2005) subsequently demonstrated that neutral nonequilibrium models may indeed be frequently identified as putatively swept regions under this model, owing to the ability of particular population bottlenecks to resemble sweep-like patterns of variation in the SFS.
To better deal with these nonequilibrium perturbations, two subsequent strategies have been employed. First, apart from SFS-based approaches, Stephan et al. (2006) proposed that recently swept regions produce unusual patterns of linkage disequilibrium (LD), which may indeed be useful in distinguishing sweep models from neutral nonequilibrium models. Jensen et al. (2007b) demonstrated that such patterns (as captured in the statistic v; Kim and Nielsen 2004) attained sufficient power at reasonable false-positive rates in identifying swept loci even in severely bottlenecked populations.
A second approach to this problem was developed by Nielsen et al. (2005) and still relies on the likelihood framework of Kim and Stephan and patterns in the SFS alone-but rather than comparing these against a neutral equilibrium model, their null effectively becomes the so-called "background SFS." This test is thus essentially an outlier approach-a model is fitted to the overall SFS of the data in a model-nonspecific manner, and then unusual regions are identified relative to this background pattern.
Thus, these background SFS-and LD-based approaches have both been proposed to improve performance for the identification of recently swept loci in nonequilibrium populations. Pavlidis et al. (2010) recently evaluated the performance of both methodologies independently and compared performance with a hybrid approach-that is, using both sweep-like patterns in the SFS and LD, with the background SFS as a null. Results demonstrate that the hybrid approach is superior to either approach independently, and this thus represents the best-performing approach currently available for the identification of putatively swept regions. It is this method that we adopt here, which is available for download at: http://www.bio.lmu.de/~pavlidis/home/? Software:Genome_scans_for_selection
To reduce the false-positive rate, we used the demographic parameter estimates to construct the null distribution for the SFS (Thornton and Jensen 2007) . As third codon positions are likely to be less constrained than long intron sites (see below), we used demographic parameter estimates from the third codon position data to generate the neutral null distributions. Finally, following Jensen et al. (2008a) we take a parametric bootstrap approach to quantify uncertainty in parameter estimation.
Fitting recurrent hitchhiking models
In addition to detecting adaptive evolution at specific loci as discussed above, a separate literature has grown around the question of characterizing the genomic rate and strength of adaptation (for review see Sella et al. 2009 )-thus, estimating a recurrent hitchhiking model as opposed to a single hitchhiking model. We here take the approximate Bayesian (ABC) approach of Jensen et al. (2008a) , which has been demonstrated to accurately estimate the mean rate (2Nl) and strength (s) of positive selection for data sets of this size, and it allows for the modeling of these parameters to be given by distributions rather than fixed values. Because the level of reduction in variation owing to recurrent hitchhiking depends on the joint parameter (2Nsl) (Wiehe and Stephan 1993) , both the mean and standard deviations of a number of common polymorphism summary statistics are used to uncouple these parameters (the mean average pairwise difference (p), Watterson's theta (u w ) (Watterson 1975) , u H (Fu 1996) , and ZnS (Kelly 1997)). Calculating these summary statistics from the observed data and from simulated data, we implement the regression approach of Beaumont et al. (2002) in fitting a local linear regression of simulated parameter values to simulated summary statistics, substituting the observed statistics into a regression equation (see Thornton 2009 ). The prior distribution on the strength of selection is a uniform (1.0 · 10 26 , 1.0), as is the prior distribution on the rate of selection (1.0 · 10 27 , 1.0 · 10 21 ). Tolerance is set at 0.001. Estimation is based on 10 6 draws from the prior using the recurrent hitchhiking (RHH) machinery of Jensen et al. (2008a) . Note that the RHH framework is an equilibrium model and that the underlying demographic model is used only to generate the priors. For inferences of selection parameters, we assume exponential distributions of the rate and strength, such that each draw from the prior represents the mean of the distribution. For reference, the empirical values of the key parameters used in this model fitting are presented in Table S2 . The estimation and simulation programs are available for download at http://www.molpopgen.org/software/JensenThorntonAndolfatto2008/. Nonequilibrium selection simulations were performed in SFS_CODE (Hernandez 2008) .
Results
Next-generation sequencing
Sequence reads from each of the two Illumina sequencing runs for each pooled sample were combined prior to analysis. Barcoded adapters were trimmed from each read, as were premature 39 adapters. The number of reads per (barcoded) strain ranged from 2,272,898 to 10,190,383, with an average of 2,486,628 reads per strain. These reads were mapped to the D. melanogaster genome using BWA (Li and Durbin 2009) . The percentage of reads mapping uniquely to the D. melanogaster genome ranged from 67.4 to 75.2, with an average of 71.5%. Between 63.6 and 71.1% of reads overall mapped uniquely to our target region, with an average of 66.7% across strains. Perhaps more importantly, of reads uniquely mapping to the genome, between 89.1 and 96.4% of reads map to our target region, with an overall average of 93.1% across strains.
Duplicate reads (those with identical start and end coordinates) were removed. Given that the expected coverage based on read counts (ranging from 59· to 268·) in many cases exceeded the read length (86 bp), the removal of duplicate reads is likely to have removed both duplicates arising from PCR as well as duplicate reads arising stochastically through the sequencing itself. This, while not systematically biasing our results in any way, reduces coverage dramatically. Postduplicate read removal, coverage in our target region ranged from 16.9· to 67.4·, with an average coverage across strains of 32.4·. Within each strain, 74-92% of sites were covered by at least 5 reads, 61-90% of sites were covered by at least 10 reads, and 38-87% of sites were covered by at least 20 reads. Between 6 and 16% of sites had zero coverage within strains, which is likely due in part to gaps in the hybridization array (see Materials and Methods).
Base calling and validation
Bases were called using JGIL (Stone 2012 ). This tool is specifically designed for lines that are mostly homozygous due to inbreeding, but that may have regions of residual heterozygosity. Over 91% of possible bases were called, with the remaining 9% left as N's in the sequence. Across the region, 78.7% of sites had base calls in all 20 lines, and 5.7% of sites were left as N's in all 20 lines. The remaining 15.6% of sites were called in between 1 and 19 lines; the full distribution of the number of sites in which bases were called as N's in 0-20 strains is presented in Figure S1 .
Overall, 73,002 sites were identified as SNPs, 71,365 of which are biallelic. Of these biallelic polymorphic sites, 46,883 (65.7%) had bases called in all 20 lines. The (folded) SFS of these SNPs is presented in Figure S2 .
To assess the accuracy of the JGIL base and SNP calls, we Sanger sequenced nine short loci distributed across the garnet-scalloped region in all 20 Uganda lines. These validation data are summarized in Figure 1 . Summed across lines and loci, we Sanger sequenced a total of 109,686 sites. Of these sites, 98.8% had a JGIL base call, and 1.2% sites were called N in JGIL. Of those sites with base calls, 98.9% of bases were called correctly. Both invariant and polymorphic sites are included in this category, and if we measure accuracy in these types of sites separately, our Sanger data suggest a 99.1% accuracy of JGIL base calls at invariant sites and 95.0% accuracy at polymorphic sites. The bulk of this slightly reduced accuracy is due to JGIL failing to call SNPs rather than falsely calling SNPs at invariant sites; of polymorphisms identified by Sanger sequencing that were missed by JGIL, 50% are singletons. However, the site frequency spectra of polymorphisms identified by Sanger sequencing and JGIL are statistically indistinguishable and show comparable deviations from neutrality including an excess of low-and high-frequency-derived alleles ( Figure  S3 ). Approximately 1.1% of JGIL base calls did not match the Sanger data. The vast majority of these cases (85.3%) correspond to sites that are called as bases in JGIL while the Sanger data indicate that these bases are in deletions. At 14.5% of incorrect base calls, JGIL called a base that did not match the base called from Sanger sequencing. The remaining sites correspond to sites at which the Sanger base calls were unclear but JGIL called a base. We refer to this as an "incorrect" base call by JGIL, although in these cases the JGIL data may in fact be correct.
Approximately 1.2% of sites were called N's by JGIL. Comparison with the Sanger sequencing data suggests that slightly more than half of these bases can be called with Sanger data, and slightly less than half of these sites are in deletions.
Polymorphism and divergence
When estimating summary statistics regarding polymorphism and divergence, we considered only sites for which bases were called in all 20 lines as well as in our outgroup species, D. sechellia. We first examined polymorphism across the entire 2.1-Mb region, partitioned by sequence annotation. The sequence classes considered (and numbers of sites included) for this analysis were intergenic (527,975), UTR (97,842), long intron (583,879), short intron (9234), first codon position (113,207), second codon position (113,229), and third codon position (112,835). Estimates of nucleotide diversity (Watterson's estimator and p) and divergence from D. sechellia (Dxy) are presented in Figure 2 .
We also conducted a sliding window analysis in which we examined levels of per-site polymorphism and divergence as well as Tajima's D in 10-kb windows (with a slide of 5 kb). These metrics are summarized without regard to annotation, as we consider all sites within the window, independent of the functional annotation of those sites. These data are presented in Figure 3 . Importantly, the window breakpoints are set by the chromosomal coordinates, independent of how many sites within the 10-kb window have bases called in all 20 lines of D. melanogaster and D. sechellia. As Figure 1 Sanger validation of JGIL base calls. In total 109, 686 sites were sequenced, which corresponds to 20 individuals at nine 700-bp loci across the 2.1-Mb region between garnet and scalloped. Thus, 5.5 kb of Sanger sequence data were generated for each of the 20 lines. JGIL made base calls 98.8% of the time, 98.9% of which were correct. This corresponds to an accuracy of 99.1% at invariant sites and 95.0% and polymorphic sites. Incorrect base calls were overwhelmingly revealed to be in deletions through Sanger sequencing. Approximately 42% of N's called by JGIL correspond to deleted bases in the Sanger data.
a consequence, after excluding sites with missing data, the number of sites considered in each window (1) ,10,000 and (2) varies across windows. The four windows containing fewer than 2000 sites were excluded from the analysis.
Demographic modeling
We fitted several demographic models to our polymorphism data using dadi (Gutenkunst et al. 2009 ). We used the unfolded SFS with D. sechellia as our outgroup and considered the site frequency spectra of different functional classes of site. Taking into account both potential constraint experienced by each annotation class as well as the number of sites within that annotation class, we chose to use long intron sites and third codon position sites to fit demographic models. We corrected the long intron site frequency and third codon position site frequency spectra for potential mis-inference of ancestral state using previously described methodology (Hernandez et al. 2007 ). This correction is parameterized by expected divergence, and we thus employed a site-class-specific correction, making use of observed divergence for both site classes from previous work (Singh et al. 2009 ). These divergence values are 0.057 for long introns and 0.093 for third codon positions. The corrected vs. uncorrected site frequency spectra for these two classes of site are presented in Figure S4 .
To assess the efficacy of this mathematical correction to the SFS, we instead polarized the SNPs using outgroup data from both D. yakuba and D. sechellia ( Figure S4 ). Comparison of these spectra with those using the mathematical correction for potential mis-inference of ancestral state reveals a lower proportion of high-frequency-derived alleles in the mathematically corrected SFS. We thus believe that this mathematical correction is the most conservative approach for polarizing the SFS, and use "corrected" site frequency spectra throughout the rest of our analyses.
We evaluated the fit of five different demographic models to the polymorphism data from each of our two types of sites. Using dadi nomenclature, we explored a neutral equilibrium model, a two-epoch model (corresponding to an instantaneous size change some time ago), a growth model (exponential growth beginning some time ago), a bottlegrowth model (instantaneous population reduction some time ago followed by exponential growth), and a three-epoch model (a bottleneck some time ago of some duration followed by recovery). The log-likelihoods of these various models are presented in Table 1 and the site frequency spectra under each of the demographic models compared to the observed site frequency spectra are presented in Figure S5 . Because these models are not nested, it is difficult to statistically compare the fits of the five models to our empirical data. However, it seems clear that for both long intron sites and third codon positions, the bottlegrowth and three epoch models fit the observed data better than the neutral, two-epoch, and growth models. It also seems clear that distinguishing between the three-epoch and bottlegrowth models would be difficult, as both models seem to fit the data equally well.
We assessed the robustness of these findings to various aspects of the data. We first explored the possibility that we undercorrected the SFS of the long intron data by using a divergence value of 0.057. However, using expected divergence at third codon positions (0.093) to correct the SFS of long intron sites does not affect our demographic modeling results (Table S3 ). In addition, polarizing SNPs using multispecies divergence data rather than a mathematical correction does not change our modeling results either, with the bottlegrowth and three-epoch models clearly better supported than simple growth or two-epoch models (Table  S3 ). Further, given that our Sanger data indicated that half of the polymorphic sites missed by JGIL were singletons as well as the sensitivity of demographic modeling to this site class in particular, we refitted the demographic models to both long intron and third codon position sites excluding singletons. In this case as well, demographic models including a bottleneck followed by growth fitted the data much better than simple growth or simple bottleneck models (Table S3) . Finally, selection on codon usage at synonymous sites may potentially compromise demographic inference. Although we believe our results are robust to this given that long introns also provide strong support for a bottleneck followed by growth model, we reanalyzed the third codon position data, focusing only on synonymous changes that were either preferred codon / preferred codon or unpreferred codon / unpreferred codon. These synonymous polymorphisms also show strong support for the three-epoch and bottlegrowth models to the exclusion of a simple growth or simple bottleneck model (Table S3) .
Given the overwhelming support for the three-epoch and bottlegrowth models and their robustness to myriad aspects of these data, we chose these two models for further exploration. Comparing between long introns and third codon positions, both models fitted the third codon position data much better than the long intron data ( Figure S5 ). This is likely due to the excess of high-frequency-derived alleles, which is more pronounced in the long intron data than it is in the third codon position data ( Figure S4 and Figure S5 ). To explore this possibility, we refitted the bottlegrowth and three-epoch models to the long intron polymorphism data, only considering those polymorphisms that were present at a frequency of 15 or fewer. Demographic parameter estimates and model log-likelihoods for the long intron data, the masked long intron data, and the third codon position data are presented in Table 2 (bottlegrowth model) and Table 3 (three-epoch model).
Inferences of selection
To gain insight into the history of positive selection in this 2.1-Mb region, we fitted models of single and recurrent hitchhiking. We used the Pavlidis et al. (2010) framework, which takes into account both the SFS and patterns of linkage disequilibrium to fit single hitchhiking models. We found three regions with strong statistical signals of a recent selective sweep. Given the resolution afforded by our bootstrapping, these putatively swept loci are contained within the following regions on the physical map: 13.922-13.924 Mbp (P , 0.0001), 15.248-15.250 Mbp (P , 0.0001), and 15.600-15.602 Mbp (P , 0.0001). Fitting models of recurrent hitchhiking (Jensen et al. 2008a ) facilitated estimating the mean rate of adaptive evolution (2Nl) and the mean selection coefficient (s). The fit of the RHH models to our data are quite good; the fraction of simulations of our bestfitting model falling within the tolerance (defined as 0.001) of the real value for each summary statistic used in the ABC analysis is presented in Table S4 . We estimate mean s at 0.0009 [95% credibility interval (CI):0.0005-0.001] and mean l at 6 · 10 211 (95% CI: 1 · 10 211 -9 · 10 211 )/site/ generation.
Although the Jensen et al. (2008a) method is reasonably robust to nonequilibrium demography, we assessed the impact of our inferred population bottleneck on the estimation of these selection parameters. We simulated neutral evolution using the specific demographic models estimated from our third codon position data (Table 2 and Table 3 ) and reestimated the mean rate of adaptive evolution and mean selection coefficient from these simulated data. This approach yields a rate of adaptation 5-7 · 10 29 and a selection coefficient of 6-9 · 10 26 depending on the specific demographic model simulated (Table 2 and Table 3 ). Both parameter estimates from the simulated data differ by 2 orders of magnitude as compared to the estimates from empirical data. The selection coefficient is underestimated by 2 orders of magnitude and the rate of adaptation is overestimated by 2 orders of magnitude. This thus indicates that the demographic model alone does not result in the observed inferences of selection parameters. To assess the impact of an incorrect underlying demographic model in inferences of recurrent hitchhiking parameters, we used a forward simulation approach. We used our maximum a posteriori (MAP) estimates of the selection coefficient and rate of adaptation (0.0009 and 6 · 10 211 , respectively) and simulated selection under our inferred demographic model (Table 2 and Table 3 ). We then assumed a simple growth model (Li and Stephan 2006a) in our estimation of the selection coefficient and rate of adaptation. When the simple growth model is assumed, both the selection coefficient and the rate of adaption are overestimated by an order of magnitude (s = 0.01, 2Nl = 4 · 10 210 ).
We examined the three putatively swept regions identified by the single hitchhiking model listed above for additional signatures of positive selection. We also explored the two regions with most depressed nucleotide diversity (coordinates of the physical map: 15,226,236-15,301,236 and 15,596,236, 15,636,236; see Figure 2a ) for further evidence of positive selection. It is worth noting that these two regions with notably reduced p contain two of the three windows identified by the single hitchhiking models.
In total, there were 15 protein-coding genes contained within these three genomic regions. We conducted McDonaldKreitman (McDonald and Kreitman 1991) tests to examine whether patterns of polymorphism and divergence at any of these genes were consistent with recurrent positive selection. Tests of positive selection in a Phylogenetic Analysis by Maximum Likelihood (PAML) framework (Yang 1997) have already been performed for all 1:1 orthologs in the (sequenced) D. melanogaster species group (Larracuente et al. 2008) , and we mined these data to see whether any PAML model (site, branch, and/or branch site) was consistent with positive selection. We note that this PAML analysis is likely to be conservative because many rapidly evolving genes were not included in the Larracuente et al. data set due to the difficulty in assigning orthology for rapidly evolving genes. Our results are presented in Table 4 . Four of the 15 genes have statistically significant McDonald-Kreitman tests, 6 of the 15 genes show some evidence consistent with positive selection from PAML analysis, and 2 genes show patterns of polymorphism and divergence that are consistent with recurrent selection from both PAML and McDonaldKreitman analyses.
Discussion
Sequencing strategy
To maximize sequence read depth and quality, we used a custom NimbleGen hybridization array to focus our sequencing efforts to the 2.1-Mb high-recombination X chromosome region between the genes garnet and scalloped. This approach proved highly effective, with .65% of overall reads mapping to our target region on average. Moreover, on average, .90% of reads that map uniquely to the genome in fact map to our target. It is thus clear that our custom Nimblegen comparative genomics hybridization platform was highly effective for targeted sequencing of the 2.1-Mb X chromosome region of interest.
We took advantage of a recently developed base-calling algorithm, JGIL (Stone 2012) , specifically designed for inbred lines, to call bases from our sequence data. In our experimental framework, our lines are not inbred but rather are isogenic for the X chromosome due to chromosome extraction. We thus adjusted the algorithm, which uses a prior on how much expected residual heterozygosity there should be given the inbreeding strategy, to take into account that the chromosome extraction procedure should yield zero residual heterozygosity within lines. Our Sanger sequencing data are consistent with the presumed lack of heterozygosity within these lines, with .99.99% of bases showing unambiguously monomorphic chromatograms. Of the 109,686 sites interrogated by Sanger sequencing, only two yielded ambiguous base calls and in both cases the ambiguity appears driven by noise rather than heterozygosity.
Application of JGIL to our data yielded base calls at 91% of sites overall. To assess error rates on the base-calling algorithm, we Sanger sequenced a handful of loci distributed across the 2.1-Mb region. Our results (Figure 1 ) indicate that 99% of JGIL base calls are correct, which is in close agreement with other empirical validation of JGIL's performance (Stone 2012) . Our accuracy estimates are likely to be biased slightly downward because we specifically chose loci containing at least one N in the JGIL base calls for our Sanger sequencing. Our reported accuracy estimates are therefore conservative and when coupled with existing validation data (Stone 2012) , it is clear that JGIL is an exceptional tool for inferring bases from nextgeneration sequence data of appropriately constructed lines.
Polymorphism and divergence
The polymorphism data collected here represent an exciting opportunity to examine patterns of polymorphism across functional categories of sites for a reasonably large data set. We thus examined patterns of nucleotide diversity for first, second, and third coding positions, short and long introns, UTRs, and intergenic regions. Estimates of variation using Watterson's u as well as p suggest a consistent hierarchy of nucleotide diversity (Figure 2) , with second codon positions showing the least polymorphism, followed by the first coding position. As all second codon positions are nonsynonymous and most first coding positions are as well, this is thus consistent not only with the generally depressed variability at these classes of sites, but also with their relative levels of polymorphism. In contrast, short introns and third codon positions show the highest level of nucleotide variability, while UTR sequences, intergenic regions, and long introns show intermediate levels of polymorphism. These relative levels of polymorphism across functional categories of site are broadly consistent with previous reports from a variety of Drosophila species including D. miranda (Bachtrog and Andolfatto 2006) , D. simulans (Begun et al. 2007; Haddrill et al. 2008) , and D. melanogaster (Andolfatto 2005; Parsch et al. 2010; Zeng and Charlesworth 2010) .
As divergence is often used as a measure of constraint, previous work on divergence across functional annotation categories in Drosophila abound. Our results largely echo previous findings, with the relative hierarchy of divergence across these functional categories of site consistent with that shown in polymorphism. That is, first and second codon position show the least divergence with D. sechellia, which is again consistent with expectation given functional constraint of these sites as well as being consistent with previous studies in Drosophila (Andolfatto 2005; Bachtrog and Andolfatto 2006; Halligan and Keightley 2006; Haddrill et al. 2008; Parsch et al. 2010) . We also recover high levels of divergence for short introns and third codon positions, which are comparatively unconstrained site classes, which also confirms previous results (Andolfatto 2005 Laurent et al. 2011) . However, understanding the demographic history of East African, presumed ancestral populations is imperative for making demographic inferences in derived populations given that the modeling of derived populations necessarily requires making assumptions about the ancestral populations from which they were derived. It seems likely that mis-inference of the ancestral population history will lead to subsequent mis-inference in derived populations, and our results strongly suggest that commonly held assumptions about the history of this ancestral population are incorrect.
Although not exhaustively modeled, it is clear from previous work that African populations of D. melanogaster show substantial deviation from equilibrium (Haddrill et al. 2005; Ometto et al. 2005; Li and Stephan 2006a; Thornton and Andolfatto 2006) . The observed excess of rare mutations in African population samples (Glinka et al. 2003; Haddrill et al. 2005; Ometto et al. 2005) is consistent with population growth, and parameters of growth models have been estimated using several data sets (Ometto et al. 2005; Li and Stephan 2006a; Laurent et al. 2011 ). Such models have yielded mean estimates of the ratio of current to ancestral population sizes of 2.6-5 and the mean estimated time of expansion ranges from 15,000 to 60,000 years before present (Ometto et al. 2005; Li and Stephan 2006a; Laurent et al. 2011) .
However, it has also been suggested that simple growth models do not adequately describe observed patterns of polymorphism in East African samples of D. melanogaster and that multilocus patterns of variability in such samples are better explained by a simple bottleneck model (Haddrill et al. 2005) . This likely results from the observation that while growth models reduce variance among loci relative to equilibrium models, bottlenecks inflate variance relative to equilibrium models (Thornton and Andolfatto 2006) . Our results are consistent with this latter result, as our data from a Uganda population of D. melanogaster appear more consistent with models that include both a population contraction followed by expansion than simple growth models for both long introns and third codon positions (Table 1) .
Although it is clear that our polymorphism data fit the bottlegrowth and three epoch models better than the other models implemented, we cannot statistically distinguish between the fits of these two models to our data. However, the two models are qualitatively quite similar in that they both involve a population reduction followed by recovery ( Table 2, Table 3 ). For the third codon position data, the parameter estimates for the ratio of the current population size to the ancient population sizes are within an order of magnitude between the two models (0.47 vs. 0.76; Table 2  and Table 3) , and the estimated time since recovery (in units of 2N e ) are similar in magnitude as well (0.059 vs. 0.14; Table 2 and Table 3 ). Moreover, the ratios of the bottlenecked population size to the ancient population sizes are similar between the two models (0.064 vs. 0.016; Table 2 and Table 3 ).
The unmasked long intron data are more difficult to interpret. Notably, the fit of the model to the data are markedly reduced relative to the masked long intron data and the third codon position. Again, we believe this is likely due to an excess of high-frequency-derived mutations, which would be consistent with positive selection at long intron sites, which has been shown previously in D. melanogaster and D. simulans (Andolfatto 2005; Haddrill et al. 2008) . The comparatively poor fit of the model to the (unmasked) intron data, which may be driven by positive selection in this functional class of site, may underlie that observed disparity in the parameter estimates between the two demographic models (Table 2, Table 3 ).
However, if we mask high-frequency sites (see Materials and Methods), parameter estimates for these data are within an order of magnitude difference between the two demographic models. Perhaps more importantly, the parameter estimates within each demographic model comparing third codon sites to the masked long intron data are quite similar to each other. We thus believe that within our data set, given the number of polymorphisms within each functional classification of site and the frequency spectra of those polymorphisms, the third codon position data and the masked long intron data are most appropriate for demographic inference. Our data are thus consistent with a model in which the ancestral population was reduced to 0.007-0.064 of its ancestral size followed by recovery 0.14-0.66 (2N e ) generations ago to a contemporary size that is 0.47-1.81 times the ancestral population size. Assuming an effective population size of 1,000,000 and 10 generations per year, this corresponds to a recovery beginning 28,000-132,000 years before present, which is broadly consistent with previous work indicating expansion times 14,000-60,000 years before present (Ometto et al. 2005; Li and Stephan 2006a; Laurent et al. 2011) . Note that while linked selection may affect such demographic estimation (Zeng and Charlesworth 2009) , the consistency between the demographic models fit to both our long intron and third codon position data suggest a certain level of robustness. Moreover, our findings do not appear to be compromised by mis-inference of ancestral state, selection on codon usage, or incorrect base calls. Thus, the general demographic history of this African population appears to be characterized by a severe population reduction followed by expansion.
It is also worth noting that although we focus on a high recombination region of the X chromosome to minimize the effects of linkage, there will certainly be linkage among sites in this region. Given that this region will be subject to purifying and positive selection, this linkage will limit our ability to make demographic inferences, and an analysis of a single continuous 2-Mb region will not be as powerful as a collection of smaller regions that are completely unlinked. Moreover, demographic events will differentially affect levels of polymorphism and patterns of linkage on the X chromosome vs. the autosomes (assuming a 1:1 sex ratio), which suggests that generalizing our results from X-linked data to the entire genome should be done with caution. However, our data set remains the largest polymorphism data set from an African population to date and our results highlight the need to thoroughly explore the demographic history of presumed ancestral populations of this species. Inclusion of additional loci, particularly the autosomes, will be instrumental in identifying the demographic models most appropriate for this population as well as refining parameter estimates regarding the timing and severity of the bottleneck as well as the nature of the following population expansion.
Positive selection
There is mounting evidence that adaptation is widespread in Drosophila (for review see Sella et al. 2009) , and there is a general interest in both localizing particular targets of selection and estimating the average rate and strength of selective events. We used a variety of approaches to address these questions using this polymorphism data set from a 2.1-Mb region on the X chromosome. Importantly, we focus on a presumed ancestral population of D. melanogaster for our inferences regarding the adaptive history of this species. Previous studies (e.g., Pool and Aquadro 2006) have inferred these populations to be ancestral and to have had larger and more stable effective population sizes. Thus, inferences of selection in this population are less likely to be compromised by demographic history. Although there is strong evidence in support of a nonequilibrium demographic history in African populations of D. melanogaster, given the size and relative stability of effective population size compared to what is found in derived populations, we expect that the adaptive history of these ancestral populations is more reflective of general patterns and processes of adaptation in Drosophila.
To infer the rate of adaptation and strength of selection in this region, we fitted a recurrent hitchhiking model (Jensen et al. 2008a) ; our data are consistent with a mean selection coefficient of 0.0009 and an adaptation rate of 6 · 10 211 / site/generation. Previous estimates of these parameters for D. melanogaster and D. simulans have a considerable range, with selection coefficients ranging from 10 25 to 0.01 and the rate of adaptation ranging from 3.6 · 10 212 to 7.5 · 10 210 (Li and Stephan 2006a; Andolfatto 2007; Macpherson et al. 2007; Jensen et al. 2008a) . These previous results are often described as being polarized between a low frequency of adaptive events with large selection coefficients vs. a high frequency of adaptive events with small selective effects. However, the boundaries between "large" and "small" selection coefficients are poorly defined and arbitrary at best. Moreover, these two models are not incompatible with each other, and in fact recent evidence from D. simulans is suggestive of two classes of beneficial mutations, one of which has a mean selection coefficient of 0.005 and one of which has a mean selection coefficient of 4 · 10 25 (Sattath et al. 2011) , which nearly spans the entire range of selection coefficients estimated previously.
We thus refrain from qualitatively characterizing our estimates of the rate and strength of adaptive events and instead note that our estimates of selective coefficients are firmly sandwiched between all of the published estimates from D. melanogaster (Li and Stephan 2006a; Andolfatto 2007; Jensen et al. 2008a) , with an order of magnitude increase over the Andolfatto (2007) estimate and an order of magnitude decrease over the Jensen et al. (2008a) and Li and Stephan (2006a) estimates. Our estimated rates of adaptation are similarly consistent with previous data from D. melanogaster, on the same order of magnitude as the Jensen et al. (2008a) and Li and Stephan (2006a) estimates, and an order of magnitude lower than the Andolfatto (2007) estimate. Notably, although previous estimates in D. melanogaster were indeed based on X-linked data from an African population (Li and Stephan 2006a; Andolfatto 2007; Jensen et al. 2008a) , our data set is by far the largest polymorphism data set to be used for this type of inference in D. melanogaster, covering roughly an order of magnitude larger data set. Moreover, that our data are from a single continuous region gives us further confidence in our results (Jensen et al. 2008b) , although again we note that linkage among sites will limit our ability to fully discriminate among distinct selective events. Given the high rate of recombination in this region and the consistency of our results with previous work, we do not believe that linkage among sites has markedly biased our parameter estimation.
It is important to note that background selection will both reduce nucleotide variation and skew the SFS toward rare alleles. As a consequence, not accounting for background selection may artificially inflate recurrent hitchhiking estimates.
Models that estimate the distribution of fitness effects of new mutations Keightley and Eyre-Walker 2007; Boyko et al. 2008; Schneider et al. 2011; Wilson et al. 2011) are consistent with both deleterious and advantageous mutations contributing significantly to segregating polymorphisms, with the vast majority of new mutations being deleterious. However, there is reason to be hopeful that our insights into the adaptive landscape of this Uganda population of D. melanogaster are not entirely driven by background selection, as this process should not result in an excess of high-frequency derived alleles and linkage disequilibrium (and in particular the specific linkage disequilibrium pattern captured by the omega_ max statistic) (Kim and Nielsen 2004; Jensen et al. 2007b; Pavlidis et al. 2010) , both of which are critical parameters for drawing inference about past beneficial fixations. Moreover, estimates of the selection coefficient of adaptive mutations from models incorporating deleterious mutations are comparable to our own (Schneider et al. 2011) , which gives us further confidence that our results have not been grossly compromised by failing to consider background selection.
The discrepancies between our estimates and previous estimates may reflect our use of a demographic model including a bottleneck followed by growth, as our results indicate that estimation of the selection coefficient and rate of adaptation are overestimated if an incorrect demographic model is assumed. However, the general concordance of parameter estimates under recurrent hitchhiking models from a variety of data sets using a variety of approaches suggests that these estimates are likely to characterize the adaptive history of the X chromosome of D. melanogaster.
We also localized putative targets of selection by fitting single hitchhiking models (Pavlidis et al. 2010) to our polymorphism data set. Additional exploratory analyses of the genes contained within the windows identified by this modeling framework as well as those genes contained within windows of notably depressed polymorphism (Figure 2 ) are consistent with recurrent selection in many cases (Table  4) . These genes, particularly the two genes that show signals consistent with positive selection in both a PAML framework and a McDonald-Kreitman framework, are potentially interesting candidates for future studies. a Log--likelihood of several demographic models fit to the long intron polymorphism data corrected for potential mis--inference of ancestral state using expected divergence observed at synonymous sites rather than long introns (see Methods). b Log--likelihood of several demographic models fit to equal change synonymous (preferred --> preferred or unpreferred-->unpreferred) polymorphism data. 
