We introduced new polynomial features described as polynomials on the image pixels domain. After imposing natural conditions these features transform into linear combinations of the image autocovariance function readings. We proposed a way to adjust these features using learning sample textural properties. Experiments on a real diagnostic dataset of lung CT images showed a decrease of the error probability in comparison with the previous works.
Introduction
Computer-aided diagnostics provides automatization, objectivization and cheapening of medical procedures. It also belongs to the diagnostic image analysis performed by medical professionals using the lesion detection. Emphysema diagnostics by 2D slices of lung CT images is an example of such procedure (Fig. 1 ). In the presence of the disease one can note specific dark areas on the image. One of the most important and least studied steps of the image recognition process is the selection of the features, which quantitatively describes the characteristics that are most different on the images of different classes. Development of the automatic feature construction methods appropriated to the particular task is an open problem. For the selection of a small finite number of features one can use the brute force, allowing him to select the best subset of features for specific applications [1] . If the number of features exceeds several tens, heuristic selection algorithms are used, one of which was previously used to analyze lung CT images [2] . In addition, even early texture analysis was used to analyze these images in [3] mostly with a help of runlength features. Approaches to the selection of the infinite collections of features are much less studied. In most papers, such as [4] and [5] , the new features are selected as a number of several sequential transforms of the existing primitive features. However, approaches to the selection of certain feature parameters using evolutionary algorithms are also proposed [6] . The theory of the efficient linear local features construction is described in [7] and [8] .
The general approach to the adjusted feature selection is described in [9] . There was introduced a simple adjusting algorithm based on image rotation. The aim of this work was to use the new adjusted polynomial features for the lung CT images classification, as well as the study of the feature space quality criteria and adjusting algorithms, the most suitable for this problem.
Polynomial features and quadratic features
Let Ω be a set of images we want to recognize, and each image is as follows
where the pixels domain 2 D   Z is a region of interest, and
Z is a set consisting of Q gray levels. We constructed polynomial features as the polynomials on Ω . Say that a multi-index of degree 
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Assuming q I is a set of all multi-indices of degree q , we can introduce a polynomial of degree q as
where   :
is its coefficient corresponding to the term with the multi-index  .
The operator (1) determines the broad collection of parametric features differing by their coefficients  , some of which may be better or worse appropriated to the particular application. The adjusted polynomial feature selection is to select the best coefficients  for the specified problem, for which images from the learning sample are well divided into classes in the feature space formed by the operator (1). In [10] we proved that under natural constraints related to the invariance to some texture-independent transforms polynomial features (1) become the form 
In fact, the operator (2) is a linear combination of image autocovariance function readings. This is only a subset of quadratic polynomials. We assumed that the images from the learning sample are standardized, i.e. have zero mean value and unit standard deviation. Standardization consists of the mean value subtraction and the dividing by the standard deviation.
Feature space quality criteria
In this work we used the operator (2) to calculate features and the nearest neighbor algorithm as a classifier, but we calculated a distance between feature vectors by their standard score. We determined the coefficients   , mn    for the features (2) solving the optimization problem, where one of the feature space quality criteria computed from the learning sample is used as an objective function. We investigated the following feature space quality criteria.
1. The accuracy of recognition J is a fraction of correctly recognized images from the learning sample calculated using leave-one-out cross-validation [11] . 
Experiments
Experiments were carried out according to the scheme described in detail in [9] . The dataset for the experiments consists of 160 lung CT images with resolution of 140 × 200 pixels. Each experiment was carried out separately for each of the quality criteria described in the previous section, and for each of the optimization algorithms suitable for this criterion. For all criteria except 1 J we used one of three optimization algorithms: simple random search, genetic algorithm or simulated annealing. For the criterion 1 J there is a known optimization algorithm used in the discriminant analysis and based on the principal component analysis [11] . We carried out each set of experiments as follows.
1. We randomly divided the entire set of images into a learning sample and a test sample of equal volumes. 2. With a help of a given optimization procedure we determined coefficients   , mn    maximizing the specified quality criterion. The output was a taught-in system that stores in memory all adjusted feature vectors corresponding to the images from the learning sample. 3. Among the adjusted features we selected a subset of the most efficient features using the heuristic feature ordering procedure described in [2] . 4. We verified quality of the recognition system by the recognition error rate assessment using the test sample.
Specific parameters of the algorithms described in detail in [9] : 
