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ABSTRACT
Van Anderlecht, Alexandre G. M.S.A.A., Purdue University, May 2016. Tadpole
Orbits in the L4/L5 Region: Construction and Links to Other Families of Periodic
Orbits. Major Professor: Kathleen C. Howell.
The equations of motion in the Circular Restricted Three-Body Problem (CR3BP)
allow five equilibrium solutions, that is, the Lagrange or libration points. Two of the
five equilibrium solutions are the triangular or equilateral libration points, L4 and L5.
As the secondary gravitational body moves in its orbit about the larger mass, L4 and
L5 lead and trail the secondary by 60 degrees, respectively. This investigation focuses
on periodic solutions in the vicinity of the triangular libration points, specifically
horseshoe and tadpole orbits. Horseshoe orbits are symmetric periodic solutions in
the plane of primary motion encompassing both triangular points, as well as one of
the collinear libration points, L3. As a result of these known properties, it is possible
to identify regions bounding the motion of horseshoe orbits. Also planar, tadpole
orbits represent stable oscillations about the triangular points, combining a long-
period librational motion and a short-period epicyclic motion reflecting the period
of the two large gravitational bodies about their barycenter. Di↵erent strategies
are developed to e↵ectively construct tadpole orbits numerically, since the motion is
not symmetrical and cannot be bounded to a limiting region as accomplished with
horseshoe orbits. The relationship between tadpole orbits and other periodic orbits
in the vicinity of L4 and L5 is examined to explore the natural dynamical evolution
of motion and produce useful insight for applications.
11. Introduction
Motion in the vicinity of the equilateral Lagrange points is observed to exist in nature
and continues to be a focus of analytical and numerical investigations. The asteroid
Achilles (588) was discovered by the astronomer Max Wolf in 1906, and as observa-
tional techniques have improved, more than one thousand Trojan asteroids have been
discovered in the Sun-Jupiter system [1]. The paths followed by these Trojan aster-
oids appear to be tadpole orbits, which are characterized as stable oscillations about
the Lagrangian trianglar equilibrium points, L4 and L5 [2]. This motion combines
a long-period librational motion and the short-period epicyclic oscillation reflecting
the period of the two large gravitational bodies about their barycenter [3]. Tadpole
orbits are not limited to the Sun-Jupiter system; other Trojan minor planets have
been observed in the Sun-Mars, Sun-Neptune, Sun-Uranus, and Sun-Earth systems.
This type of orbit is also present in planet-moon systems, e.g., the Trojan moons
Telesto and Calypso in the Saturn-Tethys system as well as Helen and Polydeuces in
the Saturn-Dione system. In recently published investigations, Trojan asteroids have
been observed on a path that originates in a tadpole orbit around one of the equilat-
eral points and escape this region, to be eventually captured as a tadpole orbit around
the opposite equilateral point [4] [5]. This mechanism may possibly be explained by
transport via the invariant manifolds associated with the collinear Lagrange point
L3; such manifolds are similar in shape to horseshoe orbits [6]. Murray and Dermott
hypothesize that such horseshoe-like motion is directly related to tadpole orbits, re-
sulting from initial conditions with a larger initial radial separation relative to the
equilateral point and also representing resonant co-orbital motion [7]. These dynam-
ical relationships describe the motion of some Trojan bodies, but can potentially be
exploited in the design of low-cost trajectories. It is apparent from E´rdi et al. [1] that
substantial anyalysis of the resonant structures surrounding the equilateral points
2has been completed and mission design scenarios are o↵ered. Transfer orbits from
a circular parking orbit around Earth to the L4 and L5 points are available in the
Earth-Moon system [8]. In 2008, Irrgang [9] constructed transfer trajectories to and
from the equilateral points in the Earth-Moon system. For trajectory design, various
researchers now leverage the dynamical environment involving the L4 and L5 regions.
For example, low-cost trajectories can exploit heteroclinic and homoclinic connections
between periodic orbits around L3, L4, and L5 in the Sun-Earth system as well as
the invariant manifolds associated with resonant orbits in the Saturn-Titan system to
perform transfers [10] [11]. By determining the relationship between tadpole orbits
and nearby dynamical structures, low-cost trajectories can also be designed to the
L4/L5 region or between the equilateral points. The relative locations of the equilat-
eral points with respect to L3 are advantageous for solar observations, space weather
forecasting, and for seeking hidden minor objects. Additionally, serious mission pro-
posals are emerging to explore the Trojan asteroids in the Sun-Jupiter system [5].
Because low-cost trajectories are often examined as end-of life options for spacecraft,
such as the Cassini spacecraft in the Saturnian system, tadpole motion is increasingly
suggested beyond the systems in which it naturally occurs [12]. In this current inves-
tigation, the ability to compute families of tadpole orbits in both the Sun-Jupiter and
Saturn-Titan system is demonstrated and trajectories are designed to these orbits by
exploiting the related dynamical structures in the region.
1.1 Problem Definition
Alternate strategies for the numerical construction of tadpole orbits are required,
since tadpole orbits are not symmetrical and are not bounded as, for example, hore-
seshoe orbits. Because of the known existence of Trojan asteroids, a formulation in
terms of the circular restricted three-body problem to model the Sun-Jupiter system
is employed in the computation of periodic tadpole orbits. Linear approximations of
this motion in systems with higher mass ratios do not accurately predict the non-
3linear dynamical behavior. To examine the possible existence of tadpole orbits for
other mass ratios, such motion is explored in the Saturn-Titan system as well. The
most e cient strategy to construct periodic tadpole orbits depends on the system
and orbital characteristics. Given a family of periodic tadpole orbits, a relationship
with other periodic solutions in the region is investigated. The characteristics of the
families and the dynamical structures in their vicinity o↵er a framework to explain
the migration of the Trojan asteroids originating in tadpole orbits at one triangular
point to the vicinity of the opposite triangular point.
1.2 Previous Contributions
Previous investigation in the circular restricted three-body problem has resulted
in a better understanding of the system dynamics and the discovery of more periodic
solutions. Co-orbital resonant motion continues to be studied extensively, usually in
the context of natural bodies in horseshoe and tadpole configurations. Transfer orbits
to the equilateral Lagrange points are also a topic of interest for science missions,
providing an advantageous location at L4 and L5 for certain science missions. Low-
cost transfer trajectories are desirable options, as they reduce propellant cost by
leveraging the natural dynamics in the system.
1.2.1 Periodic Orbits Near the Triangular Points
The formulation of the n-body problem originated in Newton’s PhilosophiæNatu-
ralis Principia Mathematica, published in 1687 [13]. He deduced three laws of motion
and used these laws to demonstrate that the orbits in Kepler’s problem are ellipses.
In 1765, Euler derived the three collinear equilibrium points and investigated the mo-
tion of the Moon as a test particle in the Sun-Earth system. Then, in 1772, Lagrange
proved the existence of Euler’s equilibrium points and, additionally, discovered the
remaining two equilibrium solutions, known as the equilateral points [4]. In 1889,
Poincare´ proved that the only integral of motion in the circular restricted three-body
4problem is the Jacobi constant and concluded that an infinite number of periodic
orbits exist [14]. In 1967, Szebehely, followed by Deprit and Henrard in 1970, present
a review of the literature that included the study of periodic motion around the
triangular points [15].
1.2.2 Tadpole Orbits
In 1897, Darwin applied a first-order perturbation analysis to objects displaced
from the equilateral Lagrange points in the circular restricted three-body problem.
He determined that, below a limiting mass of the secondary body, stable librations
(which would later be known as tadpole orbits) would result [16]. After Wolf discov-
ered the Trojan asteroid Achilles (588) in 1906, in the vicinity of the L4 Lagrange
point, more asteroids were located including the largest Trojan asteroid Hektor (624)
in 1907 by August Kop↵. The L4 group of Trojan asteroids in the Sun-Jupiter system
is denoted as the group of Achilles and the Patroclus group oscillates about L5 [4].
In 1911, Brown isolated a region where tadpole orbits should exist and extended
this analysis to a region that allows horseshoe orbits [17]. The next major results
regarding tadpole orbits did not re-emerge until 1961 when Rabe investigated peri-
odic Trojan orbits in the CR3BP for the Sun-Jupiter system; Rabe also determined
a region of indefinite stability for these orbits in 1967 [18] [19]. Dermott and Murray
examined the dynamics of tadpole and horseshoe orbits in 1981. The general prop-
erties of these orbits were described, building upon the previous analytical theory
and demonstrating the two types of trajectories through numerical integration [2].
Much of the current analytical framework that serves as the foundation for tadpole
orbits was developed by E´rdi, who developed a second-order solution for the motion
of Trojan asteroids in the elliptical restricted three-body problem. Other authors
have o↵ered both analytical and numerical approaches to explore the orbital stabil-
ity of the Jupiter Trojans [3]. More recently, Barrabe´s and Olle´ demonstrated that
the invariant manifolds associated with orbits around the collinear libration point L3
5exhibit motion similar to that of horseshoe orbits for a wide range of mass ratios [6].
Extended by Oshima and Yanao, the ’jumping’ phenomenon of Trojan asteroids ap-
pears to leverage the L3 manifolds to move from a tadpole orbit around one of the
equilateral points to the opposite triangular point [5].
1.2.3 Transfer Trajectories
Transfer trajectories are designed to deliver a spacecraft to various trajectories
including di↵erent periodic orbits. Direct transfers may be used, departing from
a parking orbit or periodic libration point orbit in the vicinity of the smaller pri-
mary. These types of transfer trajectories have been investigated extensively in the
Earth-Moon system, beginning with work by D’Amario who specifically investigated
transfers from a lunar orbit to a periodic orbit in the vicinity of L2 [20]. Research on
transfers to the triangular points in the Earth-Moon system includes earlier work by
Broucke (1979) [21] and more recently by Irrgang (2008) [9]. Direct transfers requires
maneuvers to depart or insert into di↵erent types of orbits. Low-thrust transfers for
Trojan asteroid tours in the Sun-Jupiter system have also been developed [22], [23].
Although they may o↵er solutions with low propellant cost, low-thrust transfers are
excluded in this investigation and may apply to future work. Transfer trajectories
to tadpole orbits can be intuitively designed using the dynamics of related nearby
motion. This motion includes the invariant manifolds associated with libration point
orbits near L3 and resonant motion such as that of horseshoe orbits. Recently, the
invariant manifolds have been used to design low-cost transfer trajectories in the
Saturn-Titan system [11].
1.3 Overview of Current Research
This investigation culminates in the design of transfer trajectories between tadpole
orbits and other periodic orbits. Background regarding the system model, numerical
methods for computing periodic orbits, and techniques for constructing periodic tad-
6pole orbits are developed in order to accomplish this task. This work is organized as
follows:
Chapter 2: The circular restricted three-body problem is derived, yielding the
equations of motion governing the motion as well as the Jacobi constant. Equi-
librium solutions and a linear approximation of motion in the vicinity of the
Lagrange points are derived. In addition to these linear equations, the zero
velocity surfaces o↵er information that is useful in constructing periodic or-
bits. Finally, di↵erent coordinate transformations are developed to observe the
behavior in other frames that may produce additional insight.
Chapter 3: Various numerical methods are available to compute periodic orbits.
The state transition matrix is introduced, an essential component for the nu-
merical methods. Single and multiple shooting di↵erential corrections schemes
are used to compute both symmetric and asymmetric periodic orbits. Stability
analysis adds critical information once the periodic solutions are constructed.
Then, continuation schemes are developed to compute families of orbits or to
locate other nearby orbits by varying certain system parameters. Poincare´ maps
are introduced for analyzing the dynamical flow and can be exploited to locate
additional periodic orbits. Next, strategies to compute invariant manifolds are
introduced, which are essential to develop viable transfers.
Chapter 4: Di↵erent techniques for computing periodic tadpole orbits are de-
veloped. First, the search and filter method is introduced, beginning with its
application to locating near-periodic horseshoe motion. A linear approximation
for tadpole motion is then developed, which supplies information that is useful
to other techniques in computing tadpole orbits. Poincare´ maps representing
di↵erent surfaces of section are presented to visualize regions where tadpole
orbits may exist. Ephemeris data for Trojan asteroids in the Sun-Jupiter sys-
tem o↵ers an initial guess used to compute periodic solution in the CR3BP. By
leveraging these di↵erent techniques to find a periodic orbit, families of peri-
7odic solutions in the Saturn-Titan and Sun-Jupiter systems are computed. The
transition of this type of motion to systems with higher mass ratios is then
explored.
Chapter 5: The dynamics governing behavior in tadpole orbits as well as their
orbital properties may seed the emergence of other types of trajectories; such
an opportunity is investigated in the Saturn-Titan system. Invariant mani-
folds associated with a L3 Lyapunov orbit, horseshoe orbit, and resonant orbit
are computed for the same value of Jacobi constant as evaluated for a specific
tadpole orbit. Links between these trajectories and the tadpole orbit are deter-
mined by leveraging the natural dynamics of these manifolds. Finally, transfers
from one equilibrium point to the opposite triangular point are developed by
also using these manifolds.
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92. System Models and Governing Di↵erential Equations
The equations of motion governing the circular restricted three-body problem are
derived, along with the only integral of the motion, that is, the Jacobi constant.
Equilibrium solutions and the associated linear variational equations that approxi-
mate motion in the vicinity of these points are introduced. This background provides
the foundation required for constructing periodic orbits.
2.1 The Circular Restricted Three-Body Problem
Motion of a particle under the gravitational forces of n other bodies is known
as the general n-body problem. To derive the equations of motion, the appropriate
development of the kinematics is critical. Define each particle in the system as Pi,
each with mass mi, where i = 1, 2, . . . , n. To apply Newton’s Law of Motion, the
base point of the appropriate position vector is fixed in the inertial frame and the
derivative as viewed by an inertial observer is required. Consequently, the unit vectors
Xˆ, Yˆ , Zˆ define the inertial frame I, and the vector r¯i (where the overbar indicates a
vector) locates the position to Pi, with its inertial base point O. The position vector
r¯qi orients the particle Pi relative to Pq, as depicted in Figure 2.1. The equation for








where G˜ is the dimensional scalar universal gravitational constant. The expression for
the force in equation (2.1) is rewritten as a result of Newton’s second law of motion,











Figure 2.1. Particles in n-Body System
The vector r¯
00
i is the acceleration of Pi observed relative to an inertial frame, with the
prime indicating a derivative with respect to dimensional time. The equation for this










Reducing equation 2.1 for a system of three bodies P1, P2, and P3, the following










Solving the di↵erential equation requires a time history for r¯1 and r¯2; however, such
information is not available due to the influence of r¯3(t) on P1 and P2. To solve for all
three position vectors at the same time requires 18 integrals of the motion, but only 10
constants are known. In the 2-body problem (n = 2), the relative motion formulation
delivers an analytical solution. However, with the addition of even one additional
body (n = 3), the relative motion formulation does not reduce to a problem with
a closed form solution. But, additional assumptions can produce a representative
model that reflects behavior quite accurately in a number of systems.
2.1.1 Assumptions
To gain some useful information regarding a system of only three bodies, some
simplifying assumptions are beneficial. Consider the bodies P1, P2, P3 to be particles
with masses m1, m2, and m3, respectively. The first two particles P1 and P2 are
massive bodies denoted the primaries, i.e., a larger primary P1 and the secondary P2.
If the third body P3 is modeled as a comet or a spacecraft, it is reasonable to assume
that its mass is infinitesimal relative to the primaries. Therefore, the first assumption
involves an infinitesimal mass P3, where m3 ⌧ m2 < m1. With this assumption, the
third particle does not influence the motion of the primaries, so the motion of P1
and P2 can be represented as an isolated two-body system. Next, assume that the
primaries move on circular orbits relative to each other, about their barycenter. As
a result, the barycenter is inertially fixed, and the origin of the inertial frame can be
defined by B.
Now, the circular restricted three-body problem can be properly defined, with the
system and its coordinate frames depicted in Figure 2.2. The inertial frame with the
unit vectors Xˆ, Yˆ , Zˆ has its origin at the barycenter B. Since P1 and P2 are assumed
to be on conic paths, their mutual plane of motion is fixed, defined by the Xˆ   Yˆ
plane. It is useful however to define a rotating coordinate frame R that moves with
the primaries, with unit vectors xˆ, yˆ, zˆ. The xˆ direction is representative of a line
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directed from P1 to P2 on which the bodies are fixed in this rotating frame. Because
the unit vectors form an orthonormal triad, the yˆ direction is perpendicular to the
xˆ direction, and the zˆ direction is parallel to the angular momentum vector of the
primary system, aligned with the inertial Zˆ unit vector. A rotation through the angle
✓ relates the rotating and inertial frames.
Figure 2.2. Coordinate Frame Definitions in the CR3BP
2.1.2 Di↵erential Equations of Motion
In order to derive the equations of motion for the CR3BP, begin with equation
(2.4) which describes the motion of P3 with respect to an inertial observer, and use








The vector P¯ can be defined in terms of its rotating coordinates with dimensional
units.
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P¯ = x˜xˆ+ y˜yˆ + z˜zˆ (2.6)
The derivative of P¯ is taken in its rotating coordinates fixed in frame R but with






+I !¯R ⇥ P¯ (2.7)
where the angular velocity I !¯R = ✓
0
zˆ. Through this expression, the derivative of P¯
















The second derivative of P¯ with respect to the inertial frame can then be taken.
Because the motion involves circular orbits, the angular velocity is constant and can





















The xˆ, yˆ, zˆ components of this di↵erential equation can now be equated to the related
components in equation (2.5), where P¯
00
is initially defined. First, some characteristic
quantities can be defined in order to simplify the expressions by nondimensionalizing
the relevant quantities. The characteristic length l⇤ represents the distance between
the two primaries and remains constant and the characteristic mass m⇤ is equivalent
to the total mass of the system, being only the mass of the primaries due to the
negligible mass of the third body. The characteristic time is defined such that the
gravitational constant is made nondimensional and equal to unity.
l⇤ = D1 +D2 (2.10)







The mass parameter (used to nondimensionalize the primary masses) and nondimen-









Upon nondimensionalizing the relevant quantities by using these characteristic quan-
tities, three scalar second order nondimensional di↵erential equations for the motion
of P3 result, which are the equations of motion governing the CR3BP.
x¨  2y˙   x =  (1  µ) (x+ µ)
d3
  µ (x  1 + µ)
r3
(2.15)










These equations are written in a simplified form, using the magnitudes d and r of the




(x+ µ)2 + y2 + z2 (2.18)
r =
q
(x  1 + µ)2 + y2 + z2 (2.19)
Now the equations of motion governing the circular restricted three-body problem are
developed, and useful properties about the motion in this system can be investigated.
2.1.3 Integral of Motion
The equations of motion for the CR3BP are coupled and nonlinear, so no general
closed-form solution is known. If integrals of the motion exist, they may give useful
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information regarding the motion of the spacecraft. An expression for the gravita-
tional potential associated with the di↵erential equations that represents the system














The equations of motion can now be rewritten in terms of the pseudo-potential func-
tion as












An energy integral is then computed by first evaluating the dot product of the velocity
of the third body in the rotating frame with the equations of motion written in
equations (2.21) - (2.23), and taking the summation of these scalar energy quantities
to be










After integrating equation (2.24), Jacobi’s integral results as
x˙2 + y˙2 + z˙2 = 2U⇤   C (2.25)
The equation defining the Jacobi constant can be written in a more compact form,
noting that v defines the velocity relative to the rotating frame.
v2 = 2U⇤   C (2.26)




The Jacobi constant is a quantity that provides useful information on the system,
but finding particular solutions may also give insight into the motion of a spacecraft.
Because U⇤ is only a function of position and independent of velocity and time, P3
will theoretically remain at particular locations indefinitely with no initial velocity
or accelerations with respect to the rotating frame. These locations are the equilib-










z˙ = 0 (2.27)
Because the velocity and acceleration in the rotating frame are zero at these equi-
librium points, the gradient of the pseudo-potential function can be simplified by
eliminating these values. Each of the Lagrange points Li can be determined numeri-
cally by solving the following set of equations
 (1  µ) (xLi + µ)
d3Li
  µ (xLi   1 + µ)
r3Li











where d¯Li and r¯Li are the position vectors at each Li that define the location of the
third body with respect to the two primaries. Solving equations (2.28) - (2.30) results
in five equilibrium solutions. All of the points reside in the plane of motion of the
primaries, with no zˆ-component. Three of the solutions are located on the xˆ-axis,
and known as the collinear points. They are arbitrarily labeled with the first point L1
and second point L2 on the left and right of the secondary, respectively, and the third
point L3 to the left of the larger primary, as seen in Figure 2.3. The two remaining
Lagrange points form two complete equilateral triangles with the primaries, giving
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them their name of the equilateral or triangular points. It is determined that the























Figure 2.3. Lagrange Point Locations in the CR3BP
The focus of this investigation involves motion in the vicinity of the triangular La-
grange points.
2.2.1 Linear Variational Equations
Particles placed at the five equilibrium points are stationary with respect to the
rotating frame. In order to evaluate the stability of the Lagrange points, the equations
of motion are linearized relative to these particular solutions. During analysis, it is
expected that motion which remains in the vicinity of an equilibrium point after being
perturbed will be stable. The equilibrium solutions are perturbed by variations in
position ⇠, ⌘, ⇣
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x = xLi + ⇠ (2.33)
y = yLi + ⌘ (2.34)
z = zLi + ⇣ (2.35)
The time derivatives of the state variables are expressed in terms of the variation.
x˙ = ⇠˙ (2.36)
y˙ = ⌘˙ (2.37)
z˙ = ⇣˙ (2.38)
x¨ = ⇠¨ (2.39)
x¨ = ⌘¨ (2.40)
x¨ = ⇣¨ (2.41)
The equations of motion written in terms of the pseudo-potential function are ex-
panded about the equilibrium solutions using a Taylor series expansion. After ne-
glecting the higher-order terms and linearizing, the linear variational equations result
⇠¨   2⌘˙ = U⇤xx⇠ + U⇤xy⌘ + U⇤xz⇣ (2.42)










where the subscripts in each U⇤ term are representative of partial derivatives evaluated







(x  1 + µ) (2.45)
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d5
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Because all of the Lagrange points are in-plane, the partial derivatives containing
z-components are evaluated to be zero. As a result, equations (2.42) - (2.44) can be
reduced and written as
⇠¨   2⌘˙ = U⇤xx⇠ + U⇤xy⌘ (2.54)
⌘¨ + 2⇠˙ = U⇤yx⇠ + U
⇤
yy⌘ (2.55)
⇣¨ = U⇤zz⇣ (2.56)
The in-plane and out-of-plane motion linear for these equations is decoupled, so that
each type of motion can be investigated independently. For this investigation, planar
motion of P3 is of interest. Begin by defining the the variational equations relative to




⇠ ⌘ ⇠˙ ⌘˙
iT
(2.57)















To find the roots or eigenvalues, the determinant k( I   A)k = 0 must be evaluated.
The characteristic equation becomes
 4 +
 
4  U⇤xx   U⇤yy
 
 2 +
  2U⇤xy   2U⇤yx  +  U⇤xxU⇤yy   U⇤xyU⇤yx  = 0 (2.62)
The eigenvalues of the A matrix can give insight into the linear stability of the equi-
librium solutions. The following table summarizes Lyapunov stability in terms of the
eigenvalues.
Table 2.1. Lyapunov Stability
Condition Stability
< ( i) > 0 for any  i unstable
< ( i) < 0 for all  i asymptotically stable
< ( i)  0 for all  i marginally stable
By using this Lyapunov stability criteria, it is determined that the collinear Lagrange
points L1, L2, and L3 are linearly unstable. For systems with a large enough mass ratio
(such as the Saturn-Titan system), the triangular points L4 and L5 are marginally
stable in the linear system.
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2.2.2 Motion Near the Collinear Lagrange Points
The collinear Lagrange points are located on the xˆ-axis, and this information
is useful in simplifying the solution for the linear motion in the vicinity of L1, L2,








yy = 0 (2.63)
The roots of the characteristic equation are found to be
 1,2 = ±
q





  1   ( 21 +  22)
1
2 (2.65)
where the constants in each expression  i are functions of the pseudo-potential eval-






























where each Ai is a coe cient. The goal is to result in periodic motion by exciting the
oscillatory mode, so the conditions A1 = A2 = 0 are set. By selecting these initial
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conditions, the unstable frequencies are removed so that motion will remain near the
Lagrange point. Now the variations and their derivatives can be defined as
⇠ = ⇠0 cos (s (⌧   ⌧0)) + ⌘0
 3
sin (s (⌧   ⌧0)) (2.72)
⌘ = ⌘0 cos (s (⌧   ⌧0))   3⇠0 sin (s (⌧   ⌧0)) (2.73)
⇠˙ =  ⇠0s sin (s (⌧   ⌧0)) + ⌘0
 3
s cos (s (⌧   ⌧0)) (2.74)
⌘˙ =  ⌘0s sin (s (⌧   ⌧0))   3⇠0s cos (s (⌧   ⌧0)) (2.75)
where the initial positions and velocities at initial time ⌧0 are (⇠0, ⌘0) and (⇠˙0, ⌘˙0),





This information from the linear motion is useful in predicting the nature of motion
near the collinear Lagrange points in the nonlinear system.
2.2.3 Motion Near the Equilateral Lagrange Points
Next, the solution of the linear motion relative to the L4 and L5 is investigated.
Understanding this motion will provide the foundation for describing tadpole orbits.
Planar motion is of interest, so the characteristic equation takes the form
 4 +
 









Evaluating the partial derivatives of the pseudo-potential function at the location of




















Substituting the values in from equations (2.78) - (2.80), the characteristic equation
can be rewritten as
 4 +  2 +
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4
µ (1  µ) = 0 (2.81)
The roots of the fourth order characteristic equation are determined, using the quan-
tities defined in equations (2.84) - (2.86) to simplify the expression.
 1,2 = ±js1 (2.82)
 3,4 = ±js2 (2.83)















The expression defining the variable g defined in equation (2.84) can be used to find
the critical value of the mass ratio µ for which the triangular points are stable in the
linear system. By defining ⇤ =  2, the characteristic equation can be written in a










The equilateral points will be marginally stable from a linear perspective if 0 < g  1.
It is determined that the critical value of mass ratio µ0 = 0.03852. For values less
than this, the triangular points become unstable. Assuming the value of mass ratio
results in marginal stability, the motion is bounded and the superposition of two
harmonic oscillations with di↵erent frequencies, including a long and short period
motion. Because there are no real components of the roots, the motion of the linear
system relative to the equilateral points has marginal stability. The equations for the
variations and their derivatives can be written as
⇠ = ↵1 cos s1⌧ + ↵2 sin s1⌧ + ↵3 cos s2⌧ + ↵4 sin s2⌧ (2.89)
⌘ =  1 cos s1⌧ +  2 sin s1⌧ +  3 cos s2⌧ +  4 sin s2⌧ (2.90)
⇠˙ =  ↵1s1 sin s1⌧ + ↵2s1 cos s1⌧   ↵3s2 sin s2⌧ + ↵4s2 cos s2⌧ (2.91)
⌘˙ =   1s1 sin s1⌧ +  2s1 cos s1⌧    3s2 sin s2⌧ +  4s2 cos s2⌧ (2.92)
where ↵i and  i are coe cients that can be selected. To find initial conditions of
the equations for the variations, it is necessary to determine the relationship between
these coe cients. First, the second derivatives of the variations are computed.
⇠¨ =  ↵1s21 cos s1⌧   ↵2s21 sin s1⌧   ↵3s22 cos s2⌧   ↵4s22 sin s2⌧ (2.93)
⌘¨ =   1s21 cos s1⌧    2s21 sin s1⌧    3s22 cos s2⌧    4s22 sin s2⌧ (2.94)
Next, the equations for the variations and their first and second derivatives are sub-
stituted in to the original di↵erential equation for the variations defined in equations
(2.54) - (2.55). By solving the system of equations, the relationships between the


















The terms corresponding to the long period motion in equations (2.89)-(2.90) contain
the coe cients ↵1,↵2,  1 and  2, and the short period motion contains ↵3,↵4,  3
and  4. To eliminate the long period terms, the related coe cients must be set to
zero, resulting in the linear short period motion. The opposite procedure is used to
compute the linear long period motion. By keeping all of the coe cients, combined
short and long period motion results, which can provide a linear approximation of
tadpole orbits.
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Figure 2.4. Short and Long Period Linear Motion in the Saturn-Titan System
27
Figure 2.5. Combined Short and Long Period Linear Motion in the
Saturn-Titan System
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2.3 Zero Velocity Surfaces
Equilibrium solutions and the Jacobi constant lead to another important concept
that can be used to bound the region where motion can occur in the system. If the
relative velocity v = 0, then the expression for the Jacobi constant can be reduced to







An infinite variety of (x, y, z) combinations satisfy equation (2.99), generating a sur-
face of solutions in three dimensions. The Lagrange points also satisfy the requirement
of zero relative velocity and additionally have zero relative acceleration. Examining
each term in the expression defining the zero-velocity surface, it is determined that
the sign of each term is positive, so C must always be positive. Additional informa-
tion can be found from the surfaces when evaluating the expression for the Jacobi
constant, with the velocity term included.
v2 = 2U⇤   C (2.100)
For points lying along the zero-velocity surfaces, this velocity term is zero by def-
inition. The acceleration however will be nonzero, so the third body will move on
the surface. In order for motion between two surfaces to occur, the evaluation of v2
would have to be negative, indicating imaginary velocity. As a result, a third body
cannot move between two surfaces because an imaginary velocity is not physically
possible. Any motion outside of a surface results in a positive v2 term, and in this
region orbital motion can occur. The zero-velocity surfaces are a function of the mass
parameter of the system µ, and they evolve as the Jacobi constant decreases. These
surfaces can be viewed as curves for planar motion, and Figure 2.6 shows how the
zero-velocity curves change for the Saturn-Titan system.
In Figure 2.6(a), the value of C is set to that of L1, and this Jacobi constant
represents the critical value before the gateway opens to allow motion in the vicinity
of this Lagrange point. In Figure 2.6(b) C = CL2 , and the general structure of the
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(a) C = 3.015769539 (b) C = 3.015453907
(c) C = 3.000236693 (d) C = 3.000000027
Figure 2.6. Zero-Velocity Curves in the Saturn-Titan System
curve is similar to the previous figure; however, this view is zoomed to show that
the L1 gateway is clearly open. The following two figures are representative of the
zero-velocity curves for the critical value of L3 and the average Jacobi constant of L3
and L4, respectively. Once the Jacobi constant of the triangular points is reached,
the curve disappears. It is important to note that surfaces bounding the motion will
still exist outside of the xˆ  yˆ plane.
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2.4 Coordinate Frame Transformations
The CR3BP uses a coordinate frame that rotates with the two primaries and
by observing motion in this frame, periodic orbits and other useful trajectories can
be found that are not apparent in the inertial frame. Ephemeris data describing
the motion of real spacecraft and small bodies may only be available in an inertial
frame, so methods must be developed in order to convert this state information to
the rotating frame. Additionally, a trajectory analyst may have a conic two-body
approximation of an orbit, and converting this information so that it can be integrated
in the three-body problem demonstrates how the inclusion of a secondary body a↵ects
the motion.
2.4.1 Relating the Inertial and Rotating Frames
In order to convert a trajectory from the inertial to the rotating frame, recall the
diagram of the CR3BP in Figure 2.2. The angle ✓ relates the rotating and inertial
frame. If the ephemeris states of a spacecraft or small body are available relative
to an inertial frame fixed in the larger primary, the angle ✓ can be approximated by
the orbit of the secondary relative to the primary. This approximation can be made
assuming the orbit of the secondary is nearly circular and that this ephemeris data
is available at the same time of the spacececraft or small body. The direction cosine







The transformation for a position vector fixed in the inertial frame to the rotating
frame can be performed as follows.
I r¯1⇥3 =R r¯1⇥3ICR (2.102)
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The inertial velocity cannot be directly transformed to the rotating frame using the
same method as the position vector transformation. Instead, the angular velocity of
the inertial frame relative to the rotating frame must be accounted for such that the
velocity to be computed is relative to the rotating frame. This angular velocity is






+R !¯I ⇥I r¯ (2.103)
R!¯I =  ✓˙zˆ = 1
t⇤
(2.104)
After the velocity has been computed relative to an observer fixed in the rotating
frame, it is still expressed in terms of inertial coordinates. The transformation to the
rotating frame can now be performed using the DCM in equation (2.101).
2.4.2 Polar Coordinates in the Rotating Frame
Sometimes expressing the motion in terms of the rotating coordinates does not
always give all of the information required to describe the characteristics of a trajec-
tory. The path that the third body follows can be complex and better understood
by converting to polar coordinates. Although the location of the larger primary and
barycenter of the primary system are usually very close in most systems, it may also
be desirable to observe how P3 moves relative to the larger primary in polar coordi-
nates. The radius r can then be representative of the distance from the third body
to the larger primary, with ✓ defining the location of the spacecraft with respect to
the xˆ-axis. In order to give both options of defining the radius with respect to the
barycenter or the larger primary, introduce the variable x⇤, where x⇤ = x for the first
case. If the distance of P3 from P1 is desired, then x⇤ = x + µ. The conversion to






















By performing this change of coordinates, additional frequencies in the motion of
periodic orbits may be discovered. This investigation may provide information that
relates an orbit to related motion or characteristics of the system itself. If information
is instead available in terms of polar coordinates (for example if range measurements
are given), the rotating frame Cartesian coordinates may be of interest. This conver-
sion is performed using the following equations.
x = r cos ✓ (2.109)
y = r sin ✓ (2.110)
x˙ = r˙ cos ✓   r✓˙ sin ✓ (2.111)
y˙ = r˙ sin ✓   r✓˙ cos ✓ (2.112)
The equations are the same for motion relative to the barycenter or P1 (assuming
✓ accounts for this choice), except that µ must be subtracted from (2.109) for the
latter.
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3. Numerical Methods for Computing Periodic Orbits
Now that the equations of motion and linear approximations of the motion around the
Lagrange points have been developed for the CR3BP, periodic orbits can be searched
for in the nonlinear system. Using numerical integration, initial state conditions can
be propagated. Even though the desired orbit may be nearby, the resulting motion
is almost certainly not the actual periodic orbit in the nonlinear system. Instead
of varying initial conditions randomly until desired motion is achieved, an intuitive
approach can be developed that may result in the desired motion.
3.1 The State Transition Matrix
A standard method exists to obtain information about trajectories nearby the
integrated motion that helps determine how the initial state should be changed in
order to achieve the desired end solution. This method relies on the variational
equations and the State Transition Matrix (STM). The STM is the derivative of the
state solution at time t with respect to initial conditions at time t0. Beginning with
initial conditions x¯⇤ (t0), the final trajectory x¯⇤ (t) results. A nearby trajectory with
isochronous correspondence can be determined by perturbing the state as
x¯ (t) = x¯⇤ (t) +  x¯ (t) (3.1)
The nearby trajectory defined by equation (3.1) can be substituted into the system
equation of motion written as
˙¯x = f¯ (x¯, t) (3.2)
Using a Taylor series expansion, the first order linear and time-varying variational








The general solution for  x¯ is determined to be
 x¯ =   (t, t0)  x¯ (t0) (3.4)
where   (t, t0) is the STM. The di↵erential equation that governs the STM and its
initial conditions are defined as
 ˙ (t, t0) = A (t)  (t, t0) (3.5)
  (t0, t0) = I (3.6)





























Numerically integrating the STM is required in order to solve for for  x¯. The varia-
tional equations can then be solved for using the STM, which is defined as
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Each element of the STM predicts how each component of the final state will change
based on a change in each component of the initial state. It is useful in the targeting
problem which is the foundation of numerically computing periodic orbits in the
CR3BP.
3.2 Di↵erential Corrections
In order to solve a targeting problem, a numerical technique must be employed that
will iteratively use the information from the STM and a baseline trajectory in order to
achieve a desired result. The initial guess must be updated until certain convergence
criteria are met by minimizing the error between the desired and actual final state.
A convenient way to define this problem is through the constraints and free-variables





























37777775 = 0¯ (3.12)





= 0¯. Usually if the number of free variables is greater than or equal to the
number of constraints, a solution can be obtained. By supplying an initial guess
X¯ i, the constraint vector can be approximated with a Taylor series expansion. The








































If the number of free-variables and constraints are equivalent (n = m), then one
unique solution exists to equation (3.13). This solution is known as Newton’s Method
and can be written as
X¯j+1 = X¯j  DF¯  X¯j  1 F¯  X¯j  (3.15)
If the number of free-variables is greater than the number of constraints, then in-
finite solutions exist. Because one unique solution must be selected, the solution
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X¯j+1 closest to X¯j is selected because it inherits the most characteristics of the pre-
vious iteration. This selection yields the minimum error for the achieved evaluation
of the desired constraints. The update equation for the minimum-norm solution is
formulated as
X¯j+1 = X¯j  DF¯  X¯j T hDF¯  X¯j DF¯  X¯j Ti 1 F¯  X¯j  (3.16)
The update equation for either Newton’s Method or the minimum-norm solutions
is iterated until the magnitude of the constraint vector is less than some error ✏.
Generally, the error at each iteration should decrease until this condition is met.
3.2.1 Single Shooting
The single shooting method is a simple way to solve a targeting problem. It is
commonly used to find the initial state required in order to achieve a desired final
state. For a general formulation, consider a baseline trajectory with initial state x¯0
at time t0 and final state x¯f . The goal is to compute the solution x¯⇤0 such the desired
final state x¯⇤f at time tf is achieved.
Figure 3.1. Single Shooting Targeting Scheme
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Modifications can then be made to the general formulation for specific applications.
Common problems include computing the  V maneuver applied at a fixed initial
position to insert a spacecraft in to a specific orbit at a later time. If the mission
constraints require a specific final time, this variable can also be fixed.
3.2.2 Multiple Shooting
The single shooting method provides a versatile framework that can be changed
to satisfy di↵erent needs; however, due to the nonlinearities of the CR3BP, it has
di culty converging for some trajectories. Because the STM provides a linear ap-
proximation of the variation, error in predicting the final state increases for baselines
with longer integration times. Orbits with complicated geometry also prove di cult
to converge due to their highly nonlinear motion. By approximating a trajectory by
a set of n discrete patch points instead of integrating only one trajectory leg, the
multiple shooting method can be used to solve targeting problems. Let each of the
patch points along the trajectory be defined by x¯1, x¯2, . . . , x¯n 1, x¯n, with each point
(except for the final one) integrated for times t1, t2, . . . , tn 1, respectively. Each iter-
ation, a new set of points that is close as possible to the old set is generated, until a
continuous trajectory is formed such that each x¯ti+1 (x¯i) = x¯i+1.
Figure 3.2. Multiple Shooting Targeting Scheme
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Multiple shooting is advantageous in many scenarios where single shooting may
have di culty finding a solution. Often times only an approximate solution of a
trajectory is available and the goal is a nearby solution that inherits the characteristics
of the approximate solution. For example, a two-body Keplerian orbit may be of
interest. The conic approximation may still provide an adequate initial guess that
converges using the shooting method in the CR3BP, but some of the geometry may
be lost is only the single shooting method is used. Multiple shooting accounts for
sensitives of not only the first point along the trajectory but the intermediate points
as well.
3.3 Computing Periodic Orbits
Now that di↵erent di↵erential corrections methods have been determined, these
strategies can be employed to find periodic orbits in the CR3BP. Because the equa-
tions of motion represent a time-invariant Hamiltonian system, periodic motion can
exist, and this motion can be found through numerical integration. A two-point
boundary value problem is presented, as the final and initial state of a periodic orbit
must be the same. Periodic motion can be found near the Lagrange points, with some
motion being more complex than other. Di↵erent strategies can be used depending
on the type of orbit.
3.3.1 Symmetric Orbits
The process for computing periodic orbits can be simplified in the case of tra-
jectories that are symmetric. According to the Mirror Theorem, if at two separate
times a mirror configuration occurs, then an orbit is periodic [24]. In the CR3BP,
symmetry about the xˆ-axis can be exploited. By propagating the equations of mo-
tion in backwards time, a mirror image trajectory across the xˆ-axis exists for every
trajectory. This motion can be achieved through the following transformation, where
derivatives are taken with respect to ⌧ 0 =  ⌧ .
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x0 = x (3.17)
y0 =  y (3.18)
z0 = z (3.19)
x˙0 =  x˙ (3.20)
y˙0 = y˙ (3.21)
z˙0 =  z˙ (3.22)
As a result, determining symmetric periodic orbits only requires integration for one-
half period. When determining planar libration point orbits in the vicinity of the
collinear points, periodic solutions can be found simply by setting the initial condi-
tions at one of the perpendicular xˆ-axis crossings. To achieve this result, the condi-
tions x˙0 = y0 = 0 are set on the initial state x¯0 such that the only unknowns are then
x0 and y˙0. After propagating for a half-period
P
2 , the final state x¯f is targeted to
also have a perpendicular xˆ-axis crossing resulting in x˙f = yf = 0. For these simple
Lyapunov orbits, usually the single shooting method is su cient to converge on a
solution. An initial guess for the baseline trajectory can be determined by the linear
variational equations for motion near the collinear equilibrium points.
Other types of symmetric orbits exist that have longer periods or more complex
geometry where multiple shooting may be required to converge on a solution or reduce
computation time by finding a solution more easily. Examples of these orbits may
include horseshoe orbits that encompass the two triangular points and L3 or some
other resonant orbits.
3.3.2 Asymmetric Orbits
Not all periodic orbits in the CR3BP are symmetric about the xˆ-axis, so a more
versatile technique must be used that can also find asymmetric orbits. In order to
create a robust correction scheme that can handle orbits that may be di cult to
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Figure 3.3. L3 Lyapunov Orbit
converge, a multiple shooting targeter is developed. Let each of the patch points
along the trajectory be defined by x¯1, x¯2, . . . , x¯n 1, x¯n, with the total integration time
of all segments defined by T . The complete variable vector of length 6n+ 1 contains











Figure 3.4. Diagram of Asymmetric Orbit Corrections Scheme
Each of the patch points (except for the final one) are integrated for time Tn 1 to
the points x¯t2, x¯
t
3, . . . , x¯
t
n. Because a continuous trajectory is desired, the first set of
constraints FC of length 6 (n  1) requires the condition that x¯ti+1 (x¯i) = x¯i+1. The
second set of constraints FP of length five requires that a periodic orbit is obtained,
such that the final and initial states coincide. In order to guarantee that motion
remains in the vicinity of a libration point, a final constraint FL is required. The yˆ
component of the position vector for the initial point is constrained to a hyperplane
fixed at the yˆ coordinate of the Lagrange point of interest Li. Using this constraint
creates a robust framework that can be used to find solutions in the vicinity of both
the collinear and triangular equilibrium points for asymmetric and symmetric orbits.
































FL = y1   yLi (3.27)
Note that one of the state components is removed in the set of periodicity constraints
because it is redundant with only five of the states required to guarantee a periodic
orbit. In this case, the constraint regarding the yˆ velocity component is selected; how-
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0 1 0 0 0 0
i
(3.32)
Each  i in the Jacobian matrix is representative of the STM for each segment of the
trajectory, where  i =   (ti+1, ti). Note that equation (3.30) actually contains the
elements of the state transition matrix relating the integrated state x¯tn to the patch
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point x¯n 1, with the row related to the yˆ velocity for periodicity missing due to the
initial decision of removing this constraint.
An example of this correction scheme is its application to tadpole orbits. Due
to the complex motion of tadpole orbits and long integration time in some systems,
multiple shooting is required to converge on a solution or even to find a solution
that resembles the desired motion. In Figure 3.5, a nearly periodic trajectory near
L4 is used to generate the initial patch points, represented by red stars. For the
converged periodic tadpole orbit, the final nodes (blue stars) moved to satisfy all of
the constraints within some tolerance level of error. The final solution clearly di↵ers;
however, the tadpole motion is preserved and the solution remains in the vicinity of
the initial guess. With fewer patch points or a single shooting scheme, the complex
desired motion would likely not be found.
Although the Mirror Theorem was previously used to simplify the computation
of symmetric periodic orbits, its general application is not only limited to this case.
Motion near one of the triangular points can also be related to a partner motion
around the other point. As a result, a mirror version of this tadpole motion also
exists around L5.
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Figure 3.5. Periodic Tadpole Orbit Computation with Multiple Shooting
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3.4 Stability Analysis of Periodic Orbits
Now that periodic orbits can be computed in the CR3BP, it is important to
analyze the solutions. Four types of steady-state behavior exist in nonlinear systems:
equilibrium points, periodic orbits, quasi-periodic solutions, and chaos. According
to Lyapunov stability, it was determined that the collinear points are unstable and
the triangular points are marginally stable for the linear system. It can be predicted
that motion near the collinear points in the nonlinear system will diverge with a
perturbation, while motion near the equilateral points might remain bounded with
a small perturbation. Even so, stability analysis for motion in the nonlinear system
requires a di↵erent approach to evaluate the actual behavior. It is important to note
that the equilibrium points are constant solutions and that the A matrix is constant
for this linear system.
Periodic orbits in the nonlinear system are particular solutions of the di↵erential
equations, but the state varies with time. Accordingly, the invariant A matrix from
the linearized system cannot be used to evaluate the stability of these solutions. The
STM can be used to assess stability, but it also changes with time. After one full cycle
of the motion over time T , the monodromy matrix   (T, 0) can be defined as a special
form of the state transition matrix. After one full period of the motion, the eigenvalues
or characteristic multipliers  i of the monodromy matrix can be evaluated for stability
analysis. Because the motion is periodic, the monodromy matrix is evaluated at a
fixed point where the final state meets the initial state after one full cycle. The
location of the characteristic multipliers in the complex plane determine the stability
of the fixed point and consequently the stability of the periodic orbit.
Because the CR3BP is a Hamiltonian time-invariant system, the eigenvalues of
the monodromy matrix for periodic orbits come in reciprocal pairs. For a full six-
dimensional state, often two of the three eigenvalue pairs are equal to unity. One of
the pairs is indicative of a Hamiltonian system with the other pair indicating that the
solution is a member of a family of orbits. Because the eigenvalues come in pairs, the
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Table 3.1. Periodic Orbit Stability
Condition Stability
k ik > 1 for any  i unstable
k ik < 1 for all  i asymptotically stable
k ik  1 for all  i marginally stable
stability index ⌫ for a pair of the non-unity eigenvalues  i, j can be used to evaluate





If the magnitude of this value is less than or greater than one, the orbit is stable or
unstable respectively.
3.5 Continuations Schemes
After computing one periodic orbit in the vicinity of an equilibrium point, it is
possible to find nearby solutions with related characteristics. These solutions form a
family of orbits containing infinite members that are sometimes bounded to a certain
region. The Jacobi constant and orbital period are examples of characteristics that
can be used to parameterize a family of periodic orbits. Di↵erent numerical contin-
uation techniques can be used to find nearby solutions that are members of family.
Depending on the complexity of the motion and the existence of various types of
other motion in the vicinity of an orbit, the type of algorithm used can vary.
3.5.1 Natural Parameter Continuation
For simple cases, natural parameter continuation can be used to compute families
of orbits. This algorithm is an adaptation of the iterative solver to a parameterized
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problem. It only requires an initial solution to seed the initial guess of another family
member. A parameter is selected, and a step in this parameter from the initial
guess is taken at each iteration. Because the remaining variables are unmodified, this
method does not predict how the rest of the solution space will change after varying
the selected parameter. As a result, often small steps must be taken to converge on
another family member. Because this algorithm is easy to implement, it is a useful
tool to quickly see how other variables evolve while varying di↵erent parameters.
3.5.2 Pseudo-Arclength Continuation
In order to predict how all of the variables evolve when computing members across
an orbit family, pseudo-arclength continuation can be used. It is an approximation
of the arclength in the tangent space of a curve that represents the family of orbits.
Contrary to natural parameter continuation where only one parameter is varied in the
initial guess, this method takes a linear step in the entire solution space to predict the
next family member. Although it is still a linear approximation for a nonlinear system,
this method provides an initial guess that is usually much closer to the actual solution.
This method requires additional information than only the previous solution, but it
is not required to know how the family evolves if this information can be obtained.





= 0¯. The next family member X¯i can be approximated by
shifting the previous solution by a step  s along the family tangent vector. De-
















as well as an additional constraint enforcing that










35 = 0¯ (3.34)
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less row than column. As a result, the null space for the converged current family
member  X¯⇤i will only contain one vector spanning the solution space. Because the









is square and can be inverted. Consequently, Newton’s method can be used
numerically to iterate and find a unique solution for the current family member X¯⇤i .









Because the null vector  X¯⇤i 1 forms an orthonormal basis for the solution space,
it is a unit vector representing the direction of the family tangent vector. In order
to seed the initial guess used to compute a new family member, a step from the
previous solution is taken in the null direction. The size of this step can be modified






As an example, the L3 Lyapunov orbit family in the Saturn-Titan system is computed
using pseudo-arclength continuation and the multiple shooting correction scheme de-
veloped previously, constraining the initial point along the orbit to the hyperplane
⌃ : y = 0. The step size  s is varied using a line search such that the initial error
from the magnitude of the constraint vector is within some tolerance. The family
evolves from the small elliptical curve near L3 into the bean shape that also encom-
passes the triangular points. It does not necessarily end here, but new solutions take
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a longer time to converge when they approach the secondary body due to increased
sensitivity in this region.
Figure 3.6. L3 Lyapunov Orbit Family in the Saturn-Titan System
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3.5.3 Continuation in System Parameters
Alternative problem formulations can be used to compute families of orbits by
varying model-specific parameters. The evolution of periodic orbits based on chang-
ing a specific parameter may be desirable rather than stepping along the family
tangent vector where this parameter may not change at all or change with a certain
progression. A similar structure to pseudo-arclength continuation can be used to per-
form this numerical continuation, where a prediction is made on how the remaining
variables should change after a step from the previous solution is taken.
Continuation in Mass Ratio
Periodic orbits may be more di cult to compute in systems with certain mass
ratios, or initial conditions for periodic solutions may be available for a system other
than the one being investigated. In order to solve this problem, a robust continuation
method can be developed to find solutions parameterized by µ. First, begin with the




defined in the multiple shooting
scheme in equations (3.23) - (3.24), respectively. Define the new free variable vector Y¯ ,























The new Jacobian matrix then becomes the following augmented matrix.
DG¯(Y¯ ) =
h
DF¯ (X¯) @F¯ (X¯)@µ
i
(3.40)



































Because the state is not an explicit function of the mass ratio, the partial deriva-
tives in equation (3.41) cannot be evaluated directly and variation principles are
required. The state time derivatives can be expressed as a function ˙¯x = f¯ (t, x¯, µ)
which includes this additional parameter. The equation representing the derivative
















The term @f¯@x¯ is actually the definition of the A (t) matrix from the variational equa-
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(3.48)
In order to solve for the partial derivative terms in equation (3.41), equation (3.43)
can be integrated numerically, using the following initial conditions.
dx¯
dµ
(0) = 0¯ (3.49)
Now, change in the states can be predicted with change in the mass parameter. For




has two less rows than columns.
As a result, the null space is spanned by two vectors ⌫X and ⌫µ, where ⌫µ corresponds
with the null space direction that has a non-zero value in the µ component. Define






The next family member can be predicted by taking a step in the direction of this
null vector, and scaled by the mass parameter. With this formulation, the scalar  µ









vµ · µˆ (3.51)
This new guess is a linear projection of what the new solution should be with a change





to 0¯ at the new value of mass parameter.
Continuation in Jacobi Constant
In some mission design scenarios, an orbit existing at a specific Jacobi constant
is desired in order to design a low-energy transfer. A catalog of periodic orbits may
also exist for a certain type of motion, but none of the family solutions may be
at the required energy level. In order to solve this problem, a robust continuation
method can be developed to find solutions parameterized by C. First, begin with the




defined in the multiple shooting





an additional constraint requiring the Jacobi constant of the first patch point to be
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35 (3.53)
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is square and can be inverted. Consequently, Newton’s method
can be used numerically to iterate and find a unique solution for the current orbit
X¯⇤i as computed in equation (3.36). In order to set this method up as a continuation
scheme, now introduce the augmented system Y¯ that contains the desired value of





































two vectors ⌫X and ⌫C , where ⌫C corresponds with the null space direction that has
a non-zero value in the C component. An initial guess for the next family member








If the null vector is scaled by the component corresponding to the Jacobi constant Cˆ,
this step can be scaled such that it is defined by a scalar change in C defined by  C.
3.6 Poincare´ Maps
Poincare´ sections are useful in discovering periodic and quasiperiodic orbits in
the CR3BP. An analytical solution to the problem does not exist, due to the known
existence of only one integral of the motion, the Jacobi constant. By slicing the
solution space, the behavior of certain variables can be examined. Dynamical systems
can be expressed by systems of di↵erential equations expressed in equation (3.64) or
by maps defined in equation (3.65).
˙¯x = f¯ (x¯, t) (3.64)
x¯n+1 = f¯ (x¯n) (3.65)
A continuous time system can be reduced to an associated discrete time system
through the study of maps. Using maps is advantageous as it reduces the dimension of
the system by eliminating at least one variable in the problem. This reduction can be
performed strategically by fixing certain variables to achieve a specific characteristic
for a set of initial conditions (such as initial conditions with the same value of Jacobi
constant). Poincare´ maps can also provide insight into the system global dynamics
and help to describe why certain types of behavior exist. Constructing maps requires
knowledge of the geometrical structure of the phase space for the ordinary di↵erential
equations and insight into the type of information that is desired. In the CR3BP,
Poincare´ maps are commonly used to determine orbit structure near periodic orbits
and to find periodic orbits.
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Consider an autonomous system defined in n-dimensional phase space, with vector
field f¯ generating a flow x¯ (x¯0, t) = 't (x¯0). This flow is representative of a trajectory
that corresponds to the initial conditions x¯0 for the di↵erential equations governing
the system. Because this point x¯0 varies within the phase space, a set of solutions
are generated for a variety of trajectories. Consider the hyperplane ⌃ that exists in
phase space of dimension n  1, defined such that the flow is transverse with at least
one component normal to the plane for a trajectory.
Figure 3.7. Poincare´ Map
Assume that a cycle   exists, which is representative of a periodic orbit. The
point x⇤ is along   and as a result, the hyperplane ⌃ is transversal to   at this point.
During each time interval of one period T , the trajectory through x⇤ intersects the
hyperplane at this same point. Because the flow is continuous, trajectories with initial
conditions along ⌃ nearby x⇤ will intersect the hyperplane again in approximately
time T , returning in the vicinity of x⇤. The flow 't and hyperplane ⌃ can then define
a Poincare´ map P of the autonomous system. The first return of a trajectory passing
through ⌃ with the normal component parallel to that of the initial intersection defines
a nonlinear map P . The flow from one iteration of the map can be represented as
P (x¯0) = x¯ (x¯0) (3.66)
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where x¯ is the state vector resulting from the nonlinear map with initial conditions
x¯0. If the trajectory is periodic, then the map P repeatedly maps the fixed point x¯⇤
on to itself. Consequently, one limit cycle becomes a point on the map. In order to
observe one cycle, it is useful to produce a one-sided map which examines the flow as
the trajectory returns to the hyperplane in one direction. The Poincare´ map reduces
a continuous time to a discrete time system, and stability properties of the fixed point
can be analyzed by linearizing the map relative to the fixed point.
3.7 Numerical Computation of Invariant Manifolds
Analyzing the stability properties of a fixed point can be accomplished using
a Poincare´ map. As a result, the stability properties of a periodic orbit can also be
analyzed by using the STM, which is a stroboscopic map. A stroboscopic map is a map
sampled at specific time intervals, which are usually defined by the period T defining
a cycle. The STM is a linear stroboscopic map which is used to examine local stability
of periodic solutions. By linearizing the Poincare´ map relative to a fixed point,
the Floquet Theorem and Lyapunov’s Theorem are connected. Before discussing
invariant manifold theory, it is important to discuss some properties of the STM.
First, because the CR3BP is a time-invariant system,   and   1 are both eigenvalues
of the monodromy matrix   (T, t0). Second, the eigenvalues of the monodromy matrix
are independent of the starting point for a periodic solution. With both of these
conditions met, the eigenvectors of the monodromy matrix can be transitioned by
using the STM. If a fixed point x⇤ on a map P is being considered, then changing the
location of the stroboscopic map should not change the eigenvalues of the monodromy
matrix; however, the eigenvectors will change. Therefore, it is convenient that for a
periodic solution the eigenvectors of the monodromy matrix v¯i (ti) can be transitioned
using the following equation.
v¯i (ti) =   (ti, t0) v¯i (t0) (3.67)
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The eigenvalues for the fixed point x⇤ are indicative of the rates of expansion
or contraction from the point, with the eigenvectors indicating the direction that
motion departs and arrives. By using this information, the computation of invariant
manifolds can be used to approximate how motion will naturally approach and depart
a periodic orbit. Let W S ( ) and WU ( ) be the global stable and unstable manifolds
of a periodic orbit  , with W Sloc ( ) and W
U
loc ( ) representing the local stable and
unstable manifolds. These global manifolds can be defined by propagating the local
stable and unstable flow backwards and forwards in time, respectively. The global
stable and unstable manifolds are tangent to the stable and unstable subspaces ES ( )
and EU ( ) at the fixed point x⇤.
Consider that the fixed point x¯⇤ is an (n  1)-dimensional representation of  
which is a periodic orbit. The monodromy matrix associated with x¯⇤ contains stable,
unstable, and center subspaces with dimensions nS, nU , and nC . The stable manifold
W S ( ) and unstable manifold WU ( ) are then of dimension (nS + 1) and (nU + 1),
respectively. These manifolds are tangent to the stable and unstable subspaces, so
the eigenvectors of the mondromy matrix can be used to approximate the directions
which the manifolds depart and approach a periodic orbit. Define the components of
an eigenvector contained within the stable and unstable subspace as
v¯S =
h





xU yU zU x˙U y˙U z˙U
iT
(3.69)
Two half-manifolds span each of the stable and unstable subspaces, corresponding to
positive and negative eigenvector directions. A state along each half-manifold can be
approximated by taking a step d from a fixed point x¯⇤ in both directions defined by
the stable and unstable eigenvectors.
x¯S = x¯
⇤ ± d · V¯ WS (3.70)
x¯U = x¯
⇤ ± d · V¯ WU (3.71)
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The eigenvectors are normalized by the position components, such that d is scalar





















The states x¯S and x¯U are then integrated in backwards and forwards time, re-
spectively. If the step-o↵ distance is selected to be too small, trajectories will take
an infinite amount of time to depart the orbit; however, if this values is too large,
then the state does not accurately approximate the stable and unstable manifolds.
Di↵erent manifold arcs can be computed by varying the value of d at the same x¯⇤





With the numerical tools developed to find periodic solutions, periodic tadpole orbits
in the circular restricted three-body problem can be computed. Di↵erent approaches
used to construct these orbits numerically are discussed. Once a periodic solution
is obtained, families of periodic orbits are computed in the Saturn-Titan and Sun-
Jupiter systems and their orbital characteristics are analyzed.
4.1 Computing Periodic Tadpole Orbits
Di↵erent approaches can be used to tadpole orbits, and choosing a method depends
on the system and orbit characteristics. Linear approximations made by Dermott and
Murray can be used to define regions where horseshoe and tadpole orbits are expected
to exist [2]. These approximations are only beneficial when the mass of the secondary
is much smaller than the mass of the primary. When this mass ratio is increased, other
techniques must be employed, especially for tadpole orbits due to their asymmetry.
4.1.1 Search and Filter Techniques
If prior knowledge is known about the desired type of motion, initial conditions
can be selected and propagated that may lead to near-periodic solutions. Tadpole and
horseshoe orbits are both representative of resonant co-orbital motion that exists in
the vicinity of the triangular Lagrange points. Horseshoe orbits are symmetric about
the xˆ-axis and contain both of these equilateral points as well as the collinear point
L3. These properties reflect motion that is similar to that of the zero velocity curves
for energy levels between that of L2 and L3 for simple horseshoe orbits. Additionally,
horseshoe orbits will have at least two perpendicular xˆ-axis crossings. With this
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information known about the motion, near-periodic solutions representative of this
motion can be obtained by propagating a set of initial conditions that meet the
criteria bounding the horseshoe region. Then, trajectories that are likely candidates
for horseshoe motion can be selected using a search and filter technique used in
previous investigations [25] [26].
Figure 4.1. ZVC for C = 3.007845 in Saturn-Titan System
Because simple horseshoe orbits have two perpendicular xˆ-axis crossings and pass
through L3, it is convenient to select initial conditions that lie along this axis. Begin
with the a state vector satisfying these conditions, which is reduced to only two




x0 0 0 0 y˙0 0
iT
(4.1)
The position component x0 is varied for points beginning near the left side of
L3 where one of the perpendicular crossings is expected to occur. Because simple
horseshoe orbits usually follow the motion of zero-velocity curves similar to the one
depicted in Figure 4.1, the initial conditions can be limited by the Jacobi constant of
the triangular points. As the value of x0 is decreased, a new set of values for y˙0 are
selected such that the Jacobi constant remains less than CL4 . Each of these initial
states are propagated until the next xˆ-axis crossing, with the velocity x˙f recorded.
Because a perpendicular crossing is of interest, a zero-valued x˙f is desired. If a large
set of data is generated, an initial value of y˙0 can be interpolated for an associated
x˙0 that gives a perpendicular crossing. If the trajectory is propagated for two xˆ-axis
crossings, some near-periodic orbits may be obtained. In order to reduce the set of
initial conditions to possible horseshoe orbit candidates, the data is filtered to obtain
trajectories that satisfy the following conditions.
1. The first xˆ-axis crossing must not extend past the xˆ-coordinate of L4
2. The trajectory propagated for two xˆ-axis crossing must extend past the xˆ-
coordinate of L4
As an example of this technique, nearly 10,000 initial conditions are propagated in
the Saturn-Titan system. In Figure 4.2, the velocity at the first crossing x˙f is plotted
against the initial velocity y˙0 before any filtering.
It appears that many possible candidates for horseshoe orbits may exist with zero-
valued x˙f . Not only does this require analyzing a large set of initial conditions, but
some of these trajectories may not even pass by the triangular points or return to a
viable location for the second crossing. The filtering process is applied to remove any
conditions that will not yield horseshoe-like motion, and the set of initial conditions
is reduced to half as many states. In Figure 4.3, the filtered data is plotted in blue.
66
Figure 4.2. Horseshoe Orbit Search in Saturn-Titan System
This data is also smoothed (indicated by a green line), so that an initial value of y˙0
can be interpolated for an associated x˙0 that gives a perpendicular crossing.
Although the amount of candidate initial conditions is greatly reduced, it appears
that many choices are available as a guess for a near-periodic horseshoe orbit. By
examining the smoothed data closer, it is easier to identify initial conditions that
yield nearly perpendicular xˆ-axis crossings.
With the initial conditions selected from the zoomed image in Figure 4.4, the trajec-
tory can be propagated to see if it yields motion representative of a horseshoe orbit.
In Figure 4.5, the trajectory is plotted in the rotating frame, matching the desired
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Figure 4.3. Horseshoe Orbit Search With Filtering in Saturn-Titan System
behavior. These initial conditions can be used in a targeting algorithm to compute
the periodic horseshoe orbit in the vicinity of this trajectory.
Searching for tadpole orbits using the search and filter technique is also possible
but more trivial because they are asymmetric and cannot be universally bounded
by Jacobi constant. Because tadpole orbits exist in the vicinity of the triangular
Lagrange points, it is convenient to generate initial conditions such that the yˆ-position
is located at the coordinates of one of these points. For a small displacement ✏ from






Figure 4.4. Horseshoe Orbit Search Initial Conditions in Saturn-Titan System
where ✓ is the angle between the xˆ-axis and the initial position.
The initial velocities x˙0 and y˙0 are varied for each point, but the range of these values
cannot be definitely bounded by the Jacobi constant. Even so, it is expected that
small tadpole orbits should exist for a value of Jacobi constant that is near that of
L4. Because the type of resulting motion cannot be fully predicted, a technique such
as ending propagation at an axis crossing as was done for the horseshoe orbit is not
possible. For small displacements from the triangular Lagrange point, a tadpole orbit
should have the same period as the long period linear motion.
A set of about 5000 initial conditions propagated for one long period is investigated
for a range of Jacobi constant down to a value that is slightly less than CL4 , with the
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Figure 4.5. Near-Periodic Horseshoe Orbit from Search and Filter
magnitude of the di↵erence between the final state x¯f and x¯0 plotted against values
of y˙0. This generates a stroboscopic map where periodic trajectories should exist near
points with a small value for this error. A large collection of possible near-periodic
tadpole orbits can be seen in Figure 4.8. It is di cult to define specific filtering
criteria to reduce the set of initial conditions; however, it is clear that solutions
with the minimum state error are desirable. These conditions are also grouped with
more structure than the horseshoe search, most likely because the trajectories do not
diverge far from L4 due to the small initial displacement from the Lagrange point.
As a result, filtering is not necessary in this process.
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Figure 4.6. Tadpole Orbit Initial Conditions
These initial conditions can be used in a targeting algorithm to compute the periodic
tadpole orbit in the vicinity of this trajectory.
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Figure 4.7. Tadpole Orbit Search
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Figure 4.8. Near-Periodic Tadpole Orbit from Search
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4.1.2 Linear Approximation of the Motion
Because tadpole orbits cannot be universally bounded by Jacobi constant and de-
fined by an exact geometry, examining a linear approximation of the motion may give
insight into nearly periodic trajectories. Often elements of the linear approximation
are required to find tadpole orbits using the other methods discussed. The search
and filter technique uses the linear long period to estimate the length of one period.
The diagram in Figure 4.6 can be used to illustrate the linear approximation of a
tadpole orbit, where the initial conditions are displaced by a small amount from the
triangular point.
In order to make linear approximations of tadpole orbits using a method common
among Dermott and Murray [2] and other authors, first assume that the mass of the
secondary m2 is much less than that of the primary mass m1, such that the mass
ratio µ is infinitesimal. Define r and ✓ as polar coordinates defining the distance from
the barycenter (of the primary system) to the spacecraft and the angle defining the
spacecraft position with respect to the xˆ-axis. The distance   is defined as
  = 1  r ⌧ 1 (4.3)
Because the linear approximation of a small tadpole orbit is valid for a small dis-
placement from L4, requiring   to be a very small value indicates that r ⇡ 1, which
is the distance from the barycenter to the triangular point for an infinitesimal value













where   is a constant of integration from the equations of motion written in terms of
the polar coordinates. Tadpole motion should exist in the vicinity of L4 and should
not pass through L3, so it is important to develop a relationship between   and the
polar coordinates defining these Lagrange points.
74





 L4 = 1 (4.7)
 L3 = 0 (4.8)





From this information, it can be determined that for the linear system with infinites-
imal mass ratio,   = 53 is the maximum value for tadpole motion. Tadpole orbits
combine a long period librational and short period epicyclic motion, which can be








Resulting from the combination of short and long period motion, the trajectory may
change directions many times in a complex motion. The conditions defining where
these turning points occur can be related to the polar coordinates defined in equations
  = 0 (4.13)
✓˙ = 0 (4.14)
As performed in the search and filter technique in equation (4.2), initial conditions
can be selected for a small displacement ✏ from the triangular point that should result
in a small tadpole orbit. The analytical limit for tadpole motion for the assumptions




4 (    1)
3
(4.15)
Because the linear approximation assumes an infinitesimal mass ratio, using this
technique to find tadpole orbits can usually only find near-periodic motion for systems
with a small value of µ. Finding tadpole orbits in the Saturn-Titan system is possible
but more challenging than other systems, as the mass ratio is relatively large. Even
with the information from the linear approximation, an infinite number of initial
conditions are possible, and not all may lead to near-periodic motion in the nonlinear
system. The search and filter technique sweeps through a large set of initial conditions
displaced by ✏ from the triangular point for a limited range of Jacobi constant where
tadpole motion is expected to occur. This method generates many trajectories only
requiring knowledge of the linear long period of the system. Initial conditions can also
be generated more intuitively by combining the linear long and short period motion
derived previously in the variational equations. This method also relies on initial
conditions with a small displacement ✏ from the triangular point.
4.1.3 Poincare´ Maps
Poincare´ maps can be used to help visualize regions where tadpole orbits may exist
by propagating many initial conditions. They may also depict the dynamics of nearby
motion, giving insight into the global dynamics of the system. A one-sided map would
likely give insight into the system dynamics, but due to the sensitivity of the region
where tadpole motion is expected to occur, a standard puncture plot may not yield
any near-periodic tadpole orbits without densely populated initial conditions. The
orbit convolution technique developed by Schlei et al. generates a scalar field de-
piction of the dynamics associated with a particular Poincare´ map [27]. An image
with a resolution of N ⇥M is generated, with the map computed for n iterates (re-
turns to the surface of section) at each pixel. Because computing many intersections
can be computationally expensive, convolutions passes K can be applied to reduce
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this computational time. Using this method more clearly defines quasi-periodic and
chaotic regions. The chaotic regions appear in grey, with each distinct color usually
representing a specific orbital structure. Because tadpole orbits are surrounded by
quasiperiodic motion, they are likely to appear within island chains. These structures
often clearly emerge when using the orbit convolution method, making it a suitable
choice for finding tadpole orbits.
Often the Jacobi constant is fixed when generating Poincare´ maps. Because tad-
pole orbits cannot be universally bounded by C, it is convenient to have some insight
into the energy that these orbits exist at. Otherwise, many di↵erent maps for a range
of Jacobi constant could be created, with the results investigated in search of struc-
tures representative of tadpole orbits. Because near-periodic orbits can be found in
the Saturn-Titan system using a linear approximation, the Jacobi constant of one of
these previously computed orbits can be selected for generating initial conditions for
trajectories. A map can be created using the knowledge that tadpole motion will pass
through the y-coordinate of L4. As a result, the hyperplane defining the Poincare´
section is defined as ⌃ : y = yL4 . The following table summarizes the parameters for
the orbit convolution map in Figure 4.9, where the velocity x˙ is plotted on the y-axis
against the position x for each crossing of the hyperplane.













Iterates n = 50
Convolutions K = 5
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Figure 4.9. Orbit Convolution Map for Saturn-Titan System (Figure
created by W. Schlei, 2016)
Because small tadpole orbits originate from small displacements from L4, it is
expected that an orbit will be found near the center of this map. This position
approximately indicates the location of L4, with a small velocity. This region is in-
vestigated more closely in Figure 4.10. The tadpole orbit is expected to be represented
by a point in the middle of a saddle-center island chain, indicative of a periodic orbit.
In Figure 4.11, the initial conditions selected from the point in Figure 4.10 are
propagated. The initial velocity y˙ is selected such that the Jacobi constant of the
initial state equals the desired value for the map. Because the period of the orbit is
unknown, and the trajectory begins as a small displacement from L4, the linear long
period is a suitable estimate for the period of the nonlinear periodic orbit. The final
and initial state are very similar after this time, and a targeting scheme can be used
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Figure 4.10. Zoomed View of Orbit Convolution Map for Saturn-Titan System
to compute the periodic orbit using this trajectory as an initial baseline. This orbit
resembles the one found earlier using the search and filter technique.
Although this map provides some information about the system, using a di↵erent
surface of section may give more information. Using polar coordinates relative to
the barycenter, define the hyperplane ⌃ : ✓ = ✓L4 . The Saturn-Titan system is
still investigated, using the same value of Jacobi constant as the previous map. The
following table summarizes the parameters for the orbit convolution map in Figure
4.12, where the velocity r˙ is plotted on the y-axis against the radius r for each crossing
of the hyperplane where r✓˙   0. The range of r is selected such that the middle of
the map approximately indicates the distance to L4.
It also is expected that an orbit will be found near the center of this map, because
small tadpole orbits originate from small displacements from L4. Initial conditions
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Figure 4.11. Propagated Trajectory from Orbit Convolution Map
are selected near the center of the map where a tadpole orbit may be found. This
region is investigated more closely in Figure 4.13.
The polar coordinates from the map must be converted to Cartesian coordinates
to integrate the equations of motion and use other numerical tools that use these
coordinates. Because the value of r can be extracted and the surface of section is
fixed at ✓ = ✓L4 , the values of x and y can be directly computed.
x = r cos ✓L4 (4.16)
y = r sin ✓L4 (4.17)
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Iterates n = 50
Convolutions K = 6
Figure 4.12. Orbit Convolution Map for ⌃ : ✓ = ✓L4 (Figure created
by W. Schlei, 2016)
The value of ✓˙ must be computed before the Cartesian velocities, such that the re-
sulting initial state has a Jacobi constant equal to the desired value.
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Figure 4.13. Zoomed View of Orbit Convolution Map for ⌃ : ✓ = ✓L4
✓˙ =
r
 r˙2 cos2 ✓   r˙2 sin2 ✓   C + 2U⇤
r2
(4.18)
Now the Cartesian velocities can be computed using the polar coordinate transfor-
mation developed earlier.
In Figure 4.11, the initial conditions selected from the point in Figure 4.13 are
propagated in the nonlinear system for the length of the linear long period. A target-
ing scheme can likely be used to compute the nearby periodic orbit because the final
and initial states are close. The same tadpole orbit as the one using the ⌃ : y = yL4 is
found, but the structure of this map appears to be more orderly which may help find
additional information about the dynamics in this region that may be more di cult
to determine using the other map. Other tadpole-like motion exists nearby, and this
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map can be used to find other tadpole orbits and study the relationship between these
orbits and other orbits at this energy level.
Figure 4.14. Propagated Trajectory from ⌃ : ✓ = ✓L4 Map
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4.1.4 Observations of Trojan Asteroids
Periodic tadpole orbits in the CR3BP can also be computed numerically by us-
ing information from orbits that appear in nature. The discovery of many Trojan
asteroids in the Sun-Jupiter system provide many di↵erent orbits available for inves-
tigation. Ephemerides for many Trojan asteroids and other small bodies are available
through the JPL HORIZONS system [28]. By using this information and propagating
to generate initial conditions in the CR3BP, periodic motion for 3D orbits may be
found. Additionally, these solutions can be compared to the actual ephemeris motion
to see if the behavior of the resulting orbits is similar and if the shape is maintained.
In order to investigate the motion of the Trojan asteroids in the Sun-Jupiter system,
the states in the Sun-fixed inertial frame must be computed first. Using the SPICE
system [29], ephemerides of Jupiter and the asteroid of interest can be computed
relative to the Sun. The ephemeris Trojan asteroids are not planar or exactly pe-
riodic as the tadpole orbits computed in previous sections. In order to simplify the
analysis and provide initial conditions that may be easier to correct in the CR3BP,
Trojan asteroids with low inclination are selected. The first asteroid investigated is
Eurymedon, which resides in the L4 region in the greek camp of Trojan Asteroids. The
approximate Keplerian orbital elements and additional information used to catalog
the orbit can be found in Table 4.3.
In Figure 4.15, the ephemeris state of Eurymedon and Jupiter is computed relative
to the Sun, such that it is plotted in a Sun-centered inertial frame. The state is
propagated for 190 years, with an initial epoch of March 1, 1900. Because the period
of tadpole orbits are typically similar to the linear long period of the system, it is
expected that in order for the geometry of the orbit to nearly repeat in the Sun-Jupiter
system, at least 148 years of data must be analyzed.
This ephemeris inertial state is then converted to the Sun-Jupiter rotating frame.
Jupiter’s actual orbit is not circular; however, its eccentricity is small enough that it
can be approximated as such. This rotating frame is computed by determining the
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angle ⇥ that locates Jupiter relative to the inertial Xˆ-axis. An initial state from this
orbit is selected such that is begins near L4 on the hyperplane ⌃ : y = yL4 , which will
be a convenient location for the targeter used later to find a periodic orbit.
The ephemeris state in the Sun-Jupiter rotating frame o↵ers insight into how the
motion may look in the CR3BP. Useful information about the orbit is di cult to
obtain due to the complex motion, so using polar coordinates may retrieve additional
properties about dominant frequencies in the motion. Because the ephemeris orbit is
3D, it is useful to add an additional component z representing the position in the zˆ
direction, which is independent of the in-plane motion. This addition generates a set
of cylindrical coordinate r, ✓, z that describe the motion. The radius r (in the xˆ   yˆ
plane) and angle ✓ describe the in-plane motion of the orbit.
In Figure 4.17, three dominant frequencies emerge. Motion repeats in intervals of
12 and 6 years, commensurate with the linear short period and half of this time for the
Sun-Jupiter system. The librational period appears to be approximately 148 years
which is comparable to the linear long period. In order to compute a periodic tadpole
orbit, the ephemeris state must be transitioned to the CR3BP. The initial conditions
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Figure 4.15. Eurymedon Ephemeris Orbit (Sun-Centered Inertial Frame)
selected in Figure 4.16 are integrated with the CR3BP equations of motion until the
trajectory returns near the initial state, and the planar motion is shown in Figure
4.18. Although the out-of-plane component from the ephemeris state is expected to
be small due to the small inclination of the orbit, it cannot be ignored if a periodic
solution of the full librational motion is to be computed by using this ephemeris state
to generate initial conditions in the CR3BP. The projection of the orbit in the xˆ  yˆ
plane is useful in demonstrating the epicyclic and librational motion; however, an
additional epicyclic motion is observed when viewing the 3D orbit.
This motion di↵ers slightly from the ephemeris orbit, but the overall structure is
maintained. Because the CR3BP models a circular orbit of the Sun and Jupiter about
86
Figure 4.16. Eurymedon Ephemeris Orbit (Sun-Jupiter Rotating Frame)
their barycenter, the CR3BP rotating frame and approximated ephemeris frame di↵er,
which is a possible explanation for the apparent di↵erence between the two orbits.
The di↵erence between the ephemeris orbit and that propagated in the CR3BP is
obvious in the inertial frame.
Although di↵erences from the ephemeris motion in both the rotating and inertial
frames are apparent, using cylindrical coordinates in the CR3BP rotating frame can
show how significant these di↵erences are. The frequencies representative of the short
period epicyclic motion are maintained in all three cylindrical components, with the
most significant di↵erence from the ephemeris motion appearing in the ✓ term. This
result is expected again due to the approximation of a circular Jupiter orbit. The
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Figure 4.17. Polar Components for Eurymedon Ephemeris Orbit
in-plane geometry in the CR3BP repeats after 154 years, which is 6 years longer
than the linear long period and the time it takes for the geometry to approximately
repeat for the ephemeris state. This periodic orbit is in 1:13 resonance with the Sun-
Jupiter system, such that it takes 13 revolutions of the Sun-Jupiter system about its
barycenter for the orbit to complete one full cycle.
Now that information about the geometry of the nearly-periodic orbit for the
CR3BP is available, the nearby periodic solution can be found using a targeting
scheme. The tadpole region is sensitive, especially due to the long period of these or-
bits in the Sun-Jupiter system. As a result, the periodic orbit obtained may maintain
similar characteristics to the initial guess but have some di↵erences. The resulting
88
Figure 4.18. Eurymedon CR3BP Orbit (Rotating Frame xˆ  yˆ Plane)
periodic tadpole orbit both with planar and 3D views can be seen in Figures 4.22 -
4.23.
Clearly, the resulting trajectory di↵ers from the initial guess. In Figure 4.22, the
planar motion remains in the vicinity of the initial trajectory; however, the looping
structure appears to have significantly changed. In the 3D view of the orbit in Figure
4.23, the out-of-plane structure appears similar to the initial guess. Now this mo-
tion appears to have some similarity to the L4 vertical family of orbits. Again, the
cylindrical coordinates o↵er a more useful depiction of the frequencies of the orbit.
For the corrected periodic tadpole orbit, the two frequencies for the in-plane mo-
tion are eliminated, leaving epicyclic motion with the period of approximately 6 years
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Figure 4.19. Eurymedon CR3BP Orbit (3D View)
representative of half the linear short period. The 12 year epicylic motion is main-
tained in the out-of-plane motion. Although the properties of the epicyclic motion
is changed for the solution, the long period librational motion is maintained. The
resulting orbit maintains the period of the initial guess, but the looping structure is
changed. A solution closer to the initial guess may be obtained, as infinite periodic
tadpole orbits exist; however, it may be di cult to find due to the sensitivity of the
initial conditions.
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Figure 4.20. Eurymedon CR3BP Orbit (Inertial Frame)
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Figure 4.21. Polar Components for Eurymedon CR3BP Orbit
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Figure 4.22. Corrected Eurymedon CR3BP Orbit (Rotating Frame xˆ  yˆ plane)
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Figure 4.23. Corrected Eurymedon CR3BP Orbit (3D View)
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Figure 4.24. Polar Components for Corrected Eurymedon CR3BP Orbit
95
4.2 Families of Orbits
Periodic tadpole orbits exist in families, and once a solutions is obtained, other
family members with similar properties can be computed. By finding these other
orbits, di↵erent properties such as the period and Jacobi constant can be examined to
see how they change as the family evolves. It is desirable to find a range of orbits with
di↵erent energy levels to o↵er a variety of choices for mission design scenarios. The
stability may also be investigated to see if larger tadpole orbits that deviate further
from the triangular point remain stable. In addition, by evolving the families, the
influence of other nearby motion may be observed. Because it is di cult to compute
larger tadpole orbits and initial conditions are sensitive to find periodic solutions, a
continuation scheme is used to continue the family by supplying an initial periodic
solution. For this investigation, tadpole orbits are computed in the Saturn-Titan and
Sun-Jupiter systems. Useful characteristics for these systems are defined in Tables
4.4 - 4.5.























4.2.1 Tadpole Orbits in the Saturn-Titan System
Periodic tadpole orbits in the Saturn-Titan system can be obtained by various
techniques discussed previously. Usually the periodic orbits found by using these
techniques are small and the motion resides near the triangular point. Although
tadpole orbits cannot be definitely bounded by Jacobi constant or by shape, it is
expected that as the family evolves, the orbits will grow in size and extend towards
L3. Due to the nonlinear looping nature of tadpole motion, continuation in a specific
parameter cannot be easily predicted, so using pseudo-arclength continuation is de-
sirable. The following family of 200 planar periodic L4 tadpole orbits is computed in
the Saturn-Titan system, beginning with a small orbit and increasing in size as the
orbits deviate further from the triangular point.
From Figure 4.25, it is di cult to see how the family evolves as the orbits overlap
and the looping structure changes between family members. Additionally, the family
does not end at the final computed member. The family likely continues to extend
towards L3; however, as the members grow large, converging to a solution becomes
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Figure 4.25. Planar L4 Tadpole Family in Saturn-Titan System (Rotating Frame)
more di cult and smaller steps along the family tangent vector must be taken. In
Figure 4.26, the period and Jacobi constant of each family member is plotted. The
period slightly decreases, but it remains close to 399 days which is comparable to the
linear long period of the Saturn-Titan system. The Jacobi constant begins slightly
below that of L4 for the first family member and decreases significantly. This variety
of orbits provides many options that can be matched with other orbits at similar
energy levels for a mission design scenario.
The stability index of the pair of eigenvalues  1, 2 of the monodromy matrix can
be used to evaluate the stability of the tadpole orbits, and the other two pairs of
eigenvalues across the family are unity. For the smaller tadpole orbits, the stability
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Figure 4.26. Planar L4 Tadpole Family Characteristics
index ⌫ = 1, indicating that the orbit is stable. These orbits will have no invariant
manifolds as they do not contain a stable/unstable subspace. As the family evolves,
the stability index increases slightly. These values remain near one, indicating that the
orbits are insignificantly unstable and that motion with a slight perturbation should
still remain near the nominal solution. Additionally, a large step-o↵ distance would be
required to depart or arrive at these orbits using invariant manifolds in a reasonably
amount of time. This large step-o↵ distance would result in an approximation of the
invariant manifolds with a significant amount of error. Because it is di cult to see
how the family evolves in Figure 4.25, di↵erent members of the family are plotted.
The initial conditions for each member are listed in Table 4.6.
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Figure 4.27. Planar L4 Tadpole Family Stability Index
The first tadpole family member can be seen in Figure 4.28. It is not necessarily
the smallest tadpole orbit in the entire orbit family, but it is the smallest member (also
with the highest Jacobi constant) that is computed in this set. The orbit begins near
L4 with small velocity components in both the xˆ and yˆ directions. Because the Jacobi
constant is slightly less than that of the triangular points, the motion is not bounded
by a ZVC in the plane. The small loops indicative of the short period epicyclic motion
are apparent, and these loops do not appear to be the same size throughout the orbit.
Although the direction of the complex looping motion is di cult to describe at all
points along the orbit, the flow of the epicyclic motion moves in a clockwise direction
around the triangular point similar to that of the short period orbits.
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Table 4.6. Planar L4 Tadpole Family Members in the Saturn-Titan System
Orbit x0 (nd) y0 (nd) x˙0 (nd) y˙0 (nd) P (day) C
1 0.5006453 0.8660254 -0.0015819 -0.0028112 398.98241 2.9997535
20 0.5145889 0.8660254 -0.0072946 -0.0407063 398.98296 2.9982208
40 0.5080839 0.8660254 -0.0301217 -0.0703856 398.98405 2.9939543
60 0.4882363 0.8660254 -0.0611736 -0.0940484 398.98460 2.9872743
80 0.4461267 0.8660254 -0.1051902 -0.1101190 398.98351 2.9785902
100 0.4093155 0.8660254 -0.1409712 -0.1326200 398.97996 2.9677537
120 0.4010802 0.8660254 -0.1555316 -0.1669582 398.97313 2.9541090
140 0.4022849 0.8660254 -0.1625141 -0.2036145 398.96326 2.9381601
160 0.4124825 0.8660254 -0.1629569 -0.2419097 398.95079 2.9197877
180 0.4313037 0.8660254 -0.1575447 -0.2816297 398.93633 2.8988498
200 0.4581910 0.8660254 -0.1467875 -0.3228505 398.92054 2.8752160
As the family evolves as seen in Figure 4.29, the amplitude of the orbit increases in
both its length and width as the motion displaces further from L4. The epicyclic loops
also increase in size, and the orbit seems to have a relatively symmetric structure.
Although the initial position is still close to the triangular points, the increase in the
amplitude of the motion can be attributed to the larger initial velocity magnitude.
When examining members further along the family, the amplitude of the motion
continues to increase with an increase in initial velocity magnitude. Additionally,
the Jacobi constant decreases, indicative of an increase in energy resulting from the
increase in velocity. In Figure 4.30, the asymmetry of the orbit is much more obvious
than the previous smaller tadpole orbits.
The final computed family member is plotted in Figure 4.31, although it is not
necessarily the boundary of where this family ends. Due to the complexity of tadpole
orbits and long integration time, computing larger periodic tadpole orbits is nontriv-
ial. The range of members computed does provide adequate information on how this
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Figure 4.28. Planar L4 Tadpole Family Member 1
family of tadpole orbits evolves, as seen by the consistent decrease in Jacobi constant
across the family.
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Figure 4.29. Planar L4 Tadpole Family Member 20
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Figure 4.30. Planar L4 Tadpole Family Member 100
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Figure 4.31. Planar L4 Tadpole Family Member 200
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4.2.2 Tadpole Orbits in the Sun-Jupiter System
The motion of ephemeris Trojan orbits in the Sun-Jupiter system can provide a
suitable initial guess for obtaining 3D periodic motion in the CR3BP. Although the
converged solution may or may not be the closest periodic solution in the CR3BP that
is representative of the actual Trojan asteroid motion, it may be desirable to compute
other orbits in the vicinity that have similar characteristics. By computing di↵erent
orbits in the same family, more information about the dynamics in the region can
be obtained. Additionally, these orbits can provide a variety of options for di↵erent
mission design scenarios. It is expected that as the family evolves, the orbits will
grow in size and extend towards L3, and pseudo-arclength continuation is used due
to the complex tadpole motion. The following family of 64 periodic L4 tadpole orbits
with 3D motion is computed in the Sun-Jupiter system, beginning with a small orbit
orbit and increasing in size as the orbits deviate further from the triangular point. A
planar view of the family is shown in Figure 4.32, where the looping due to the short
period epicylic motion is apparent. Because the family is 3D, it is important to also
include the out-of-plane motion, as seen in Figure 4.33.
From Figure 4.32, it is di cult to see how the family evolves; however, it is clear
that the amplitude of the orbit increases across the family. The family does not
necessarily end at the final computed member and likely continues to extend towards
L3. As the members increase in size, converging to a solution becomes more di cult
and smaller steps along the family tangent vector must be taken. In addition, the
targeter may converge to the nearby long period orbit due to the sensitivity of initial
conditions. In Figure 4.34, the period and Jacobi constant of each family member
is plotted. The period slightly decreases, but it remains close to 154 years which is
6 years longer than the linear long period of the Sun-Jupiter system. The Jacobi
constant increase until it is slightly below that of L4. The stability index across all
the members computed in this family is equal to unity, indicating that each of the
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Figure 4.32. L4 Tadpole Family in Sun-Jupiter System (Rotating
Frame xˆ  yˆ Plane)
members are marginally stable solutions. The initial conditions for each member are
listed in Table 4.6.
The first tadpole family member can be seen in Figure 4.35. It is not necessarily
the tadpole orbit with the smallest amplitude in the xˆ   yˆ plane in the entire orbit
family, but it is the smallest member (also with the lowest Jacobi constant) that is
computed in this set. The orbit begins near L4 with velocity components in both the
xˆ and yˆ directions and a large velocity component in the zˆ direction. As a result of
the large out-of-plane velocity component, periodic motion with a large amplitude in
this direction occurs. Because the Jacobi constant is slightly less than that of the
107
Figure 4.33. L4 Tadpole Family in Sun-Jupiter System (3D View)
triangular points, the motion is not bounded by a ZVC in the plane. The small loops
indicative of the epicyclic motion are apparent, and these loops do not appear to be
the same size throughout the orbit.
As the family evolves as seen in Figure 4.36, the amplitude of the orbit increases in
both its length and width in the xˆ  yˆ plane as the motion displaces further from L4.
The in-plane epicyclic loops decrease in size, and the amplitude of the out-of-plane
motion also decreases.
The final computed family member is plotted in Figure 4.37, although it is not
necessarily the boundary of where this family ends. This orbit has the largest in-plane
displacement from the triangular point and has the smallest out-of plane motion in
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Figure 4.34. L4 Tadpole Family Characteristics in Sun-Jupiter System
the family. It appears to have motion very similar to that of a long period orbit, which
explains the di culty in continuing the family without using a very small step size due
to the influence of this other nearby orbit family. The range of members computed
does provide adequate information on how this family of tadpole orbits evolves and
provides a variety of options at di↵erent energy levels with varying amplitudes of
out-of-plane behavior.
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Table 4.7. L4 Tadpole Family Members in the Sun-Jupiter System
Orbit x0 (nd) y0 (nd) z0 (nd) x˙0 (nd) y˙0 (nd) z˙0 (nd) P (yr) C
1 0.47455 0.86603 -0.04569 0.02492 -0.03060 -0.32514 154.292 2.89005
5 0.47171 0.86603 -0.04913 0.02002 -0.02857 -0.31526 154.291 2.89648
10 0.46990 0.86603 -0.04949 0.01687 -0.02652 -0.30775 154.290 2.90141
15 0.46771 0.86603 -0.03691 0.01341 -0.01954 -0.29358 154.288 2.91158
20 0.46485 0.86603 -0.03084 0.00783 -0.01378 -0.27505 154.286 2.92298
25 0.46226 0.86603 -0.03044 0.00211 -0.00993 -0.25676 154.284 2.93301
30 0.45915 0.86603 -0.03394 -0.00524 -0.00609 -0.23220 154.281 2.94498
35 0.45686 0.86603 -0.03163 -0.01092 -0.00159 -0.20775 154.279 2.95597
40 0.45328 0.86603 -0.05098 -0.01877 -0.00053 -0.18028 154.278 2.96490
45 0.44409 0.86603 -0.10219 -0.03031 -0.00128 -0.14514 154.277 2.96796
50 0.43452 0.86603 -0.13566 -0.03874 0.00462 -0.09673 154.276 2.97114
55 0.44242 0.86603 -0.09354 -0.03514 0.01077 -0.06912 154.274 2.98573
55 0.44242 0.86603 -0.09354 -0.03514 0.01077 -0.06912 154.274 2.98573
60 0.44837 0.86603 -0.04431 -0.03182 0.01375 -0.05805 154.272 2.99417
64 0.44948 0.86603 -0.01281 -0.03179 0.01647 -0.01722 154.271 2.99903
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(a) Tadpole Family Member 1 (3D View) (b) Tadpole Family Member 1 (xˆ  yˆ Plane)
(c) Tadpole Family Member 1 (xˆ  zˆ Plane) (d) Tadpole Family Member 1 (yˆ   zˆ Plane)
Figure 4.35. L4 Tadpole Family Member 1
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(a) Tadpole Family Member 30 (3D View) (b) Tadpole Family Member 30 (xˆ  yˆ Plane)
(c) Tadpole Family Member 30 (xˆ  zˆ Plane) (d) Tadpole Family Member 30 (yˆ  zˆ Plane)
Figure 4.36. L4 Tadpole Family Member 30
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(a) Tadpole Family Member 64 (3D View) (b) Tadpole Family Member 64 (xˆ  yˆ Plane)
(c) Tadpole Family Member 64 (xˆ  zˆ Plane) (d) Tadpole Family Member 64 (yˆ  zˆ Plane)
Figure 4.37. L4 Tadpole Family Member 64
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4.2.3 Tadpole Orbits in High Mass Ratio Systems
Using di↵erent strategies, it is possible to compute tadpole orbits in di↵erent
systems. For systems with a low enough mass ratio, finding these orbits is easier
because the liner approximation of the motion can provide useful information used
to find periodic solutions in the nonlinear system. As the mass ratio is increased,
the assumptions used in the linear approximation are violated. Because periodic
tadpole orbits can be obtained in systems with small mass ratios, it is possible to
use these solutions as an initial guess in a continuation scheme where the mass ratio
µ is increased. A set of these planar periodic solutions for a range of mass ratio is
computed, with the first orbit computed in the Saturn-Titan system. Twelve of these
orbits are plotted in Figure 4.38, with the initial conditions for each orbit listed in
Table 4.8. It is important to note that the Lagrange point locations will slightly
change as the mass ratio increases, and they are plotted where they reside in the
Saturn-Titan in Figure 4.38.
The first tadpole orbit computed in the µ-continuation scheme can be seen in
Figure 4.39, and it is the orbit with the smallest mass ratio (equal to that of the
Saturn-Titan system) that is computed in this set. The orbit begins near L4 with
small velocity components in both the xˆ and yˆ directions. Because the Jacobi constant
is slightly less than that of the triangular points, the motion is not bounded by a
ZVC in the plane. The small loops indicative of the short period epicyclic motion are
apparent, and the motion along these loops moves in a clockwise direction around
the triangular point.
As the mass ratio increases, the orbit becomes more asymmetric and extends further
toward L3. This orbit in Figure 4.40 is still stable and the period and Jacobi constant
remain nearly the same as the first orbit.
In Figure 4.41, the orbit is now slightly unstable and the motion extends even closer
to L3. The period is maintained and the looping structure is still very similar to the
orbit in Figure 4.40.
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Figure 4.38. Planar L4 Tadpole Orbit Continuation in Mass Ratio
(Rotating Frame)
The instability significantly increases for the orbit plotted in Figure 4.42, and the
orbit now extends past L3. This type of motion violates the classical definition of
a tadpole orbit due to both the instability and large variation from the triangular
point. The period is maintained, and the Jacobi constant remains close to that of the
first orbit computed.
The orbit in Figure 4.43 is the final solution computed using mass ratio contin-
uation. Although more orbits could be computed for an increasing mass ratio, the
initial conditions become more sensitive such that converging to a solution is more
trivial. In addition, the instability is now so large and expected to continue increas-
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Table 4.8. L4 Tadpole Orbit Continuation in Mass Ratio
Orbit x0 (nd) y0 (nd) x˙0 (nd) y˙0 (nd) P (nd) C ⌫ µ
1 0.5036 0.8660 -0.0026 -0.0104 157.21 2.9997 1.0000 2.37⇥ 10 4
2 0.5582 0.8660 0.0351 -0.0523 157.21 2.9985 1.0000 2.40⇥ 10 4
3 0.5577 0.8660 0.0418 -0.0381 157.22 2.9992 1.0000 2.45⇥ 10 4
4 0.5945 0.8660 0.0733 -0.0560 157.24 2.9987 1.0000 2.69⇥ 10 4
5 0.5332 0.8660 0.0172 -0.0155 157.29 3.0000 1.0002 3.27⇥ 10 4
6 0.4298 0.8660 -0.0912 -0.0063 157.33 2.9946 1.1532 4.02⇥ 10 4
7 0.2329 0.8660 -0.2371 -0.0231 157.34 2.9770 10.083 5.30⇥ 10 4
8 -0.0861 0.8660 -0.2696 -0.1234 157.38 2.9670 328.36 9.01⇥ 10 4
9 -0.4422 0.8660 -0.0127 -0.1253 157.49 2.9866 6968.1 1.70⇥ 10 4
10 -0.6095 0.8660 0.2259 -0.1034 157.39 2.9490 5.88⇥ 105 2.94⇥ 10 3
11 -0.6397 0.8660 0.3254 -0.1273 157.22 2.8959 2.21⇥ 107 4.58⇥ 10 3
12 -0.6731 0.8660 0.3922 -0.1131 157.06 2.8615 4.16⇥ 108 6.40⇥ 10 3
ing. Orbits that are this unstable would not be useful in a mission design scenario,
as small perturbations would cause the motion to diverge rapidly from the periodic
orbit. The period is still maintained, indicating that the same type of librational
motion is maintained across all the orbits. In the Saturn-Titan system, the time is
nearly equivalent to the long period linear motion; however, this time will vary for
di↵erent systems. As a result, it is expected that by increasing the mass ratio, true
stable tadpole orbits will not be computed using this method if the period remains
nearly the same.
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Figure 4.39. L4 Tadpole Continuation in Mass Ratio Orbit 1
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Figure 4.40. L4 Tadpole Continuation in Mass Ratio Orbit 4
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Figure 4.41. L4 Tadpole Continuation in Mass Ratio Orbit 6
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Figure 4.42. L4 Tadpole Continuation in Mass Ratio Orbit 8
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Figure 4.43. L4 Tadpole Continuation in Mass Ratio Orbit 12
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5. Trajectory Design Incorporating Dynamics Related to
Tadpole Orbits
5.1 Dynamics of Related Orbits
Investigating other periodic orbits related to tadpole orbits provides a better un-
derstanding of tadpole motion. Some periodic orbits are directly related with motion
representative of the frequencies observed in tadpole motion. By considering the dy-
namical structures associated with these periodic solutions, the natural flow can be
leveraged to provide low-cost transfer trajectories.
5.1.1 Long and Short Period Triangular Point Orbits
Tadpole orbits combine a long period librational and short period epicyclic motion.
The long and short period motion in the nonlinear system can be approximated by
the linear motion, and these frequencies appear in the associated tadpole orbits. By
investigating the families of long and short period orbits, insight about tadpole orbits
can be gained. Although the evolution of these families is well known in the Earth-
Moon system, less information is known for other systems including the Saturn-Titan
system. Periodic long and short periodic orbits in the Saturn-Titan system can be
obtained by using a linear approximation of the motion for a small displacement
from the triangular point. Subsequent family members can then be computed by
using pseudo-arclength continuation, which is desirable due to the asymmetry of
these orbits.
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Saturn-Titan L4 Short Period Family
The following family of 1000 planar periodic L4 short period orbits is computed
in the Saturn-Titan system, beginning with a small orbit orbit from the linear ap-
proximation of the motion.
Figure 5.1. L4 Short Period Family in Saturn-Titan System (Rotating Frame)
In Figure 5.1, every tenth computed orbit is plotted. The family begins with a small
elliptical motion around L4 and continues to move towards L3, until this collinear
point is contained in the orbit. As the family continues to evolve, the motion no
longer contains L4 and only moves around the collinear point and L5, indicating that
the L4 and L5 short period family are likely related. The evolution of the period and
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Jacobi constant across the family is depicted in Figure 5.2. The stability index for
all pairs of eigenvalues ⌫ = 1 for all members across the family, indicating that the
short period orbits in the Saturn-Titan system are stable. As a result, these orbits
will have no invariant manifolds as they do not contain a stable/unstable subspace.
The first and last orbits computed are not necessarily the limiting boundaries of the
family; however, this set of solutions gives insight into how the family evolves with
orbits spanning a large range of Jacobi constant.
Figure 5.2. L4 Short Period Family Characteristics
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Saturn-Titan L4 Long Period Family
The following family of 535 planar periodic L4 long period orbits is computed in the
Saturn-Titan system, beginning with a small orbit orbit from the linear approximation
of the motion.
Figure 5.3. L4 Long Period Family in Saturn-Titan System (Rotating Frame)
In Figure 5.3, every hundredth family member is plotted. The family begins with
an elliptical motion around L4 with a large amplitude along its long axis and a very
small width. As the family continues to evolve, the orbits extend towards L3, similar
to that of the tadpole family. The evolution of the period and Jacobi constant across
the family is depicted in Figure 5.4. The Jacobi constant remains slightly above that
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of L4, indicating that the in-plane motion is bounded by a zero-velocity curve at this
energy level. The stability index for all pairs of eigenvalues ⌫ = 1 for all members
across the family, indicating that the long period orbits in the Saturn-Titan system
are stable. As a result, these orbits will have no invariant manifolds as they do not
contain a stable/unstable subspace.
Figure 5.4. L4 Long Period Family Characteristics
5.1.2 L3 Lyapunov Orbits
The L3 Lyapunov orbits can be related to the motion of tadpole orbits through its
invariant manifolds. Because members of the L3 Lyapunov orbit family are unstable
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in the Saturn-Titan system, natural motion arrives and departs these orbits by means
of their stable and unstable manifolds, respectively. In order to compare motion at
the same energy level, orbits with a similar Jacobi constant must exist. Figure 5.6
shows the Jacobi constant of di↵erent members of L3 Lyapunov and tadpole orbit
family members. From this plot, it is apparent that a L3 Lyapunov orbit with a
matching Jacobi constant exists for all possible tadpole family members.
Figure 5.5. Tadpole and L3 Lyapunov Family Jacobi Constant
Tadpole family member 152 is selected as it is large and extends closer to L3
than some of the other family members. The L3 Lyapunov family member with the
closest Jacobi constant to this tadpole orbit is selected; however, an exact match in
energy does not exist because of the step size used in computing the family members.
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Because the behavior of the L3 Lyapunov manifolds are of interest, an exact match
for the two di↵erent types of orbits is actually not desirable. The invariant manifolds
are approximated by taking a small step d o↵ of the orbit in the direction of the
stable/unstable eigenvectors, so the resulting trajectory will have a Jacobi constant
that is slightly di↵erent than that of the originating Lyapunov orbit. Thus, a Lya-
punov orbit with a Jacobi constant slightly di↵erent than that of the tadpole orbit
is desired such that the step d can be selected such that the invariant manifold and
tadpole orbit match in Jacobi constant. The nearest matching L3 Lyapunov orbit is
used as an initial guess in a Jacobi constant targeter such that the solution di↵ers
by 2 ⇥ 10 5 from the tadpole orbit. Table 5.1 shows the selected tadpole and L3
Lyapunov orbit as well as characteristics defining these orbits. The resonance with
the period of the Saturn-Titan system about its barycenter is also computed, where
this value represents the number of the revolutions of the Saturn-Titan system during
one period of the orbit.
Table 5.1. Selected Tadpole and L3 Lyapunov Orbit
Orbit Jacobi Constant (nd) Period (day) System Resonance ⌫
Tadpole 2.927436457 398.95604852 25.01841888 1
L3 Lyapunov 2.927456457 15.943335091 0.999801951 1.011644962









. These manifolds are com-
puted by selecting a di↵erent hyperplane ⌃ across the entire orbit, such that each of
these fixed points are evenly distributed in time for one period of the orbit. The step
d is computed such that the manifold and tadpole orbit match in Jacobi constant.
If the step is more than 2000 km, the trajectory is discarded, because taking a step
that is too large results in an inaccurate approximation of the invariant manifolds.
The step must also be large enough so that the manifold departs the Lyapunov orbit
in a reasonable amount of time due to the small stability index of the orbit. As an
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additional consequence, these trajectories take a long time to reach the tadpole orbit
so they are propagated for 60 revolutions of the Lyapunov orbit. In Figure 5.6, ten of









distributed across the orbit are plotted.
Figure 5.6. Tadpole and L3 Lyapunov Orbit with Invariant Manifolds
From Figure 5.6, the manifold trajectories resemble the structure of a horseshoe
orbit. Manifolds of each type extend towards L4 and past the tadpole orbit. In
addition, they also extend toward L5 and would reach a mirror tadpole orbit around
this triangular point. The relationship between all of the manifold arcs computed
and the tadpole orbit is di cult to analyze due to the complex looping motion. The
looping motion of both the tadpole orbit and L3 Lyapunov orbit manifolds is also
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advantageous because the trajectories change direction many times. A loop map can
be investigated, similar to the method used by Oshima and Yanao [5]. The polar
coordinates r and ✓ are computed each time the trajectory changes direction, when
✓˙ = 0. At each of these instances, points intersecting in position can be found, and
the velocity di↵erence between the manifolds and tadpole orbit can be approximated
by only a change in r˙. In Figure 5.7, the loop map is plotted for the L3 Lyapunov
manifolds and the tadpole orbit. Points corresponding to the condition r˙ > 0 are
indicated by an asterisk and those for r˙ < 0 indicated by a triangle. It is important to
di↵erentiate these points because intersecting trajectories may be moving in opposite
directions, resulting in a large velocity di↵erence.
Figure 5.7. Tadpole and L3 Lyapunov Orbit Manifolds Loop Map
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In Figure 5.7, it is di cult to di↵erentiate between the manifold map crossings due
to the density of points on the map from the large amount of manifolds propagated.
However, it is clear that the manifolds circulate around the triangular points and L3,
providing a network of options connecting these regions. In addition, the tadpole orbit
clearly overlaps the region where some of the manifolds intersect the map. Because
the region near L4 is of interest for this example, a zoomed image is presented in
Figure 5.8.
Figure 5.8. Tadpole and L3 Lyapunov Orbit Manifolds Loop Map (Zoomed View)
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5.1.3 Horseshoe Orbits
The horseshoe orbit can be related to the motion of tadpole orbits through its
invariant manifolds, because members of the horseshoe orbit family are unstable in
the Saturn-Titan system. Figure 5.10 shows the Jacobi constant of di↵erent members
of the horseshoe and tadpole orbit family members. From this plot, it is apparent
that a horseshoe orbit with a matching Jacobi constant exists for all possible tadpole
family members.
Figure 5.9. Tadpole and Horseshoe Orbit Family Jacobi Constant
Tadpole family member 152 is selected so that the same orbit is used as the one in
the L3 Lyapunov orbit example. The horseshoe orbit family member with the closest
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Jacobi constant to this tadpole orbit is selected. This solution is used as an initial
guess in a Jacobi constant targeter such that the solution di↵ers by 2⇥10 6 from the
tadpole orbit. This orbit is o↵set by a smaller di↵erence in Jacobi constant than the
L3 Lyapunov orbit example because the stability index is much higher. As a result,
the required step-o↵ distance to depart the orbit will be smaller which corresponds to
a smaller change in Jacobi constant. Due to the long orbital period and complexity of
the horseshoe orbit, a continuation scheme is required to find this orbit even though
the Jacobi constant is only changed slightly. Table 5.2 shows the selected tadpole
and horseshoe orbit as well as characteristics defining these orbits.
Table 5.2. Selected Tadpole and Horseshoe Orbit
Orbit Jacobi Constant (nd) Period (day) System Resonance ⌫
Tadpole 2.927436457 398.95604852 25.01841888 1
Horseshoe 2.927438457 973.51183884 61.04864698 453.6270387
For the horseshoe orbit, 75 manifold arcs are computed for each of the subsets








. Fewer arcs are
computed than the L3 Lyapunov orbit example due to the much longer period of
these orbits which is computationally expensive. These manifolds are computed by
selecting a di↵erent hyperplane ⌃ across the entire orbit, such that each of these
fixed points are evenly distributed in time for one period of the orbit. The step d is
computed such that the manifold and tadpole orbit match in Jacobi constant, and
the trajectory is discarded if the step is more than 2000 km. These manifolds arcs are
propagated for 3 revolutions of the horseshoe orbit; however, propagation is stopped
when the trajectories move far away from the system. In Figure 5.10, ten manifold









distributed across the orbit are plotted.
From Figure 5.10, most of the manifold trajectories maintain the structure of the
originating horseshoe orbit. The relationship between all of the manifolds computed
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Figure 5.10. Tadpole and Horseshoe Orbit with Invariant Manifolds
and the tadpole orbit is di cult to analyze due to the complex looping motion, so a
loop map is generated again, where r and ✓ are computed each time the trajectory
changes direction, when ✓˙ = 0. In Figure 5.11, the loop map is plotted for the
horseshoe manifold arcs and the tadpole orbit. Points corresponding to the condition
r˙ > 0 are indicated by an asterisk and those for r˙ < 0 indicated by a triangle.
The manifolds circulate around the triangular points and L3, providing a network
of options connecting these regions. These manifold map intersections also pass much
closer to the collinear point than those associated with the L3 Lyapunov orbit, despite
the resemblance of the motion for these manifolds. The tadpole orbit clearly overlaps
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Figure 5.11. Tadpole and Horseshoe Orbit Manifolds Loop Map
the region where some of the manifold trajectories intersect the map, and a zoomed
image is presented in Figure 5.12.
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Figure 5.12. Tadpole and Horseshoe Orbit Manifolds Loop Map (Zoomed View)
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5.1.4 Planar Resonant Orbits
Di↵erent type of planar resonant orbits can be related to the motion of tadpole
orbits. Resonant orbits can be computed using the methods developed by Vaquero
[30]. Although the mass ratio of the Saturn-Titan system is relatively small, it is
large enough such that it can be di cult to find periodic solutions by supplying an
initial guess from the two-body problem. Ephemeris data from Hyperion’s orbit is
used and corrected in the three-body problem to generate a 3:4 resonant orbit. This
orbit completes approximately three periods of motion for every four revolutions of
the Saturn-Titan system about its barycenter. Following, a family of 3:4 resonant
orbits is computed using pseudo-arclength continuation. Because members of this
resonant orbit family are unstable in the Saturn-Titan system, stable and unstable
manifolds exist. Figure 5.14 shows the Jacobi constant of di↵erent members of the
3:4 resonant and tadpole orbit family members. From this plot, it is apparent that
multiple resonant orbits with a matching Jacobi constant exists for all possible tadpole
family members.
Tadpole family member 152 is selected so that the same orbit is used as the one
in the L3 Lyapunov and horseshoe orbit examples. The 3:4 resonant orbit family
member with the closest Jacobi constant to this tadpole orbit is selected. This orbit
is used as an initial guess in a Jacobi constant targeter such that the solution di↵ers
by 2⇥ 10 6 from the tadpole orbit, and a solution can be directly computed without
a continuation method because the motion is much simpler than that of the horse-
shoe orbit. Table 5.3 shows the selected tadpole and 3:4 resonant orbit as well as
characteristics defining these orbits.
Table 5.3. Selected Tadpole and 3:4 Resonant Orbit
Orbit Jacobi Constant (nd) Period (day) System Resonance ⌫
Tadpole 2.927436457 398.95604852 25.01841888 1
3:4 Resonant 2.927438457 65.915239747 4.133525697 7194.498955
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Figure 5.13. Tadpole and 3:4 Resonant Orbit Family Jacobi Constant
For the 3:4 resonant orbit, 150 manifold arcs are computed for each of the subsets









are computed by selecting a di↵erent hyperplane ⌃ across the entire orbit, such that
each of these fixed points are evenly distributed in time for one period of the orbit.
The step d is computed such that the manifold and tadpole orbit match in Jacobi
constant, the trajectory is discarded if the step is more than 2000 km. These manifold
arcs are propagated for 30 revolutions of the resonant orbit; however, propagation is
stopped when the trajectories move far away from the system. In Figure 5.14, ten









distributed across the orbit are plotted.
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Figure 5.14. Tadpole and 3:4 Resonant Orbit with Invariant Manifolds
From Figure 5.14, the manifolds provide a variety of di↵erent trajectories, di↵erent
than those computed for the L3 Lyapunov and horseshoe orbits. A loop map is
generated for these manifolds, where r and ✓ are computed each time the trajectory
changes direction, when ✓˙ = 0. In Figure 5.15, the loop map is plotted for the 3:4
resonant orbit manifolds and the tadpole orbit. Points corresponding to the condition
r˙ > 0 are indicated by an asterisk and those for r˙ < 0 indicated by a triangle.
The manifolds circulate around the triangular points and L3, providing a network
of options connecting these regions. These intersections densely populate the map, as
a result of the variety of motion for the manifolds. The tadpole orbit clearly overlaps
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Figure 5.15. Tadpole and 3:4 Resonant Orbit Manifolds Loop Map
the region where some of the manifold arcs intersect the map, and a zoomed image
is presented in Figure 5.16.
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Figure 5.16. Tadpole and 3:4 Resonant Orbit Manifolds Loop Map (Zoomed View)
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5.2 Natural Transfers to Tadpole Orbits in the Saturn-Titan System
Because the computed tadpole orbits are stable, natural motion will not arrive
at or depart these orbits. In order to design low-cost transfer trajectories between
tadpole and other orbits, the invariant manifolds of other unstable orbits may be used.
A free heteroclinic connection will not be possible due to the stability of the tadpole









with the same Jacobi constant as the
tadpole orbit of interest can be propagated to see if any intersections in position exist.
If intersections are found, an instantaneous  V maneuver can be applied to connect
the tadpole orbit with a manifold arc.
5.2.1 Transfers to a L4 Tadpole Orbit Using L3 Lyapunov Orbit Unstable
Manifolds
Transfers between tadpole orbits and unstable L3 Lyapunov orbits can be de-
signed by leveraging the stable and unstable manifolds associated with this orbit.
By investigating the manifold arcs propagated previously, each of the intersections
between these trajectories and the tadpole orbit can be found if they exist. Due to
the complex looping motion of both the tadpole orbit and these manifolds, the states
are converted to polar coordinates before computing the intersections. In Figure 5.17
an example of these intersections with the position expressed in polar coordinates is
shown.
The velocity di↵erence at these intersections can then be computed to determine
the location along each manifold trajectory with the smallest required  V maneuver
to insert in to the tadpole orbit. Because transfers to tadpole orbits are of interest




are computed. These trajectories are assumed to depart the L3 Lyapunov orbit for
free, although they are a numerical approximation. For each of these manifolds arcs,
the intersection with the smallest velocity di↵erence is selected. Figures 5.18 - 5.19
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Figure 5.17. L3 Lyapunov WU
+
Manifold Trajectory 73 and Tadpole
Orbit Intersections
shows the  V and transfer time of flight (TOF) for the minimum  V case of each




. The color of each points indicates the step-
o↵ distance d from the Lyapunov orbit. It is important to acknowledge that numerical
approximations of the manifolds are more accurate for smaller values of this step-o↵
distance.
The information presented in Figures 5.18 - 5.19 provides a variety of low-cost
transfers from the L3 Lyapunov orbit to the tadpole orbit. The time of flight for
all of these transfers is large because the manifolds take a long time to depart the
L3 Lyapunov orbit due to its small stability index. In Figure 5.20, the minimum
143
Figure 5.18. Maneuver Cost for L3 Lyapunov WU
+
Manifold Trajectories
 V transfer for manifold trajectory 73 in the WU
+
subset is shown. The velocity
change is applied at the intersection of the manifold and tadpole orbit with the
smallest magnitude of this value, selected from all the options in Figure 5.17. A
zoomed image near the insertion point is presented in 5.21, with the direction of the
maneuver illustrated. At this point, the manifold trajectory and tadpole orbit are
nearly aligned. The velocity is applied normal to the direction of motion, indicating
that maneuver is changing the direction of motion to place P3 in the tadpole orbit.
The V can be described in terms of its Cartesian velocity components in the rotating
frame  Vx and  Vy or in terms of its magnitude and the angle  defining the change
in direction between the original direction of motion and the maneuver direction.
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Figure 5.19. Maneuver Cost for L3 Lyapunov WU
 
Manifold Trajectories
In Table 5.4, di↵erent transfers from the L3 Lyapunov orbit to the tadpole orbit
for the subset of unstable manifolds WU
+
are presented. Trajectories with the lowest
 V cost for a range of transfer times are selected to provide a variety of options. The
magnitude of the Jacobi constant di↵erence between the manifold and tadpole orbit
at the maneuver location during arrival  Ca = kCManifold   CTadpolek is computed.
The maneuver  V magnitude and components as well as the transfer time of flight
(TOF) are also listed, which are the important criteria for mission constraints.
For the subset of manifold trajectories WU
+
, the magnitude of the  V cost is
similar across all options, and all of the options require a relatively large time of
flight. The maneuvers are always applied normal to the direction of motion along the
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Figure 5.20. Transfer for L3 Lyapunov WU
+
Manifold Trajectory 73
manifold at the insertion location. A value of  ⇡ 90  indicates that the maneuver
is applied in a direction 90 degrees clockwise from the initial direction of motion.
For cases with this value of  , the spacecraft is to the left of the larger primary P1
with the maneuver applied inwards, as seen in Figures 5.22(d) and 5.23(d) (which
is the minimum transfer time of flight case). A value of  ⇡  90  indicates that
the maneuver is applied in a direction 90 degrees counterclockwise from the initial
direction of motion. For cases with this value of  , the maneuver is applied outwards,
as seen in Figures 5.22(b), 5.22(f), and 5.23(f). A value of  ⇡  270  indicates that
the maneuver is applied in a direction 270 degrees counterclockwise from the initial
direction of motion. For cases with this value of  , the spacecraft is to the right of
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Figure 5.21. Insertion  V for L3 Lyapunov WU
+
Manifold Trajectory 73
the larger primary P1 with the maneuver applied inwards, as seen in Figure 5.23(b)
(which is the minimum  V case).
For the subset of manifold trajectories WU
 
, the magnitude of the  V cost is
similar across all options, and all of the options require a relatively large time of
flight. A transfer is found with a smaller  V cost than the minimum case in the
subset WU
+
, but it is not significantly di↵erent. This minimum  V case can be seen
in Figure 5.25(e), and the case with the shortest time of flight is shown in Figure
5.24(a). Again, the maneuvers are always applied normal to the direction of motion
along the manifold at the insertion location. The direction of the  V applied can
again be characterized in the same manner by the angle  . A value of  ⇡ 270 
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Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
13 60 1⇥ 10 12 35.62 -10.32 37.09 -90.64 733
17 67 1⇥ 10 12 22.37 -27.76 35.66 -90.67 750
20 80 7⇥ 10 13 32.46 14.67 35.62 90.67 722
27 140 4⇥ 10 14 -34.71 8.55 35.74 -90.66 834
35 164 5⇥ 10 14 30.57 -17.75 35.35 -90.68 714
39 180 1⇥ 10 13 -26.73 22.89 35.19 -269.33 826
59 265 6⇥ 10 13 -22.27 26.64 34.72 -269.35 824
73 452 9⇥ 10 13 33.49 -9.99 34.95 90.65 686
77 674 3⇥ 10 13 35.33 0.40 35.33 90.67 621
78 506 6⇥ 10 13 26.79 -24.72 36.45 -90.67 774
80 469 7⇥ 10 13 -34.55 5.40 34.97 -90.66 860
87 458 8⇥ 10 13 -33.17 16.23 36.93 -269.32 852
indicates that the maneuver is applied in a direction 270 degrees clockwise from the
initial direction of motion. For cases with this value of  , the spacecraft is to the















Trajectory 35 (f) WU
+
35  V Direction
















Trajectory 80 (f) WU
+
80  V Direction








Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
11 77 2⇥ 10 12 35.36 0.46 35.36 90.66 723
15 97 5⇥ 10 13 33.09 11.53 35.04 90.66 722
16 98 4⇥ 10 13 34.29 5.70 34.76 90.66 722
22 119 9⇥ 10 15 21.31 -28.47 35.56 -90.68 748
24 125 6⇥ 10 14 -37.01 -2.43 37.09 269.30 850
30 315 1⇥ 10 11 35.27 -20.20 40.64 -90.78 679
38 541 5⇥ 10 11 23.05 -27.29 35.72 -90.67 774
46 491 4⇥ 10 11 -34.32 -16.83 38.23 269.30 858
51 521 4⇥ 10 11 28.08 -19.03 33.92 -90.64 739
63 682 3⇥ 10 14 29.43 -17.31 34.14 -90.64 736
68 694 5⇥ 10 14 11.04 -34.51 36.23 -90.65 753














Trajectory 24 (f) WU
 
24  V Direction
















Trajectory 51 (f) WU
 
51  V Direction




5.2.2 Transfers to a L4 Tadpole Orbit Using Horseshoe Orbit Unstable
Manifolds
Transfers between tadpole orbits and unstable horseshoe orbits can be designed
by leveraging the stable and unstable manifolds associated with this orbit. By in-
vestigating the manifold trajectories propagated previously for the selected horseshoe
orbit, each of the intersections between these trajectories and the tadpole orbit can
be found if they exist. Due to the complex motion of both the tadpole orbit and
these manifolds, the states are converted to polar coordinates before computing the





these trajectories are assumed to depart the horseshoe orbit for free. For each of
these manifolds arcs, the intersection with the smallest velocity di↵erence is selected.
Figures 5.26 - 5.27 shows the  V and transfer time of flight (TOF) for the mini-




, where the numerical
approximations of the manifolds are more accurate for smaller values of the step-o↵
distance d.
The information presented in Figures 5.26 - 5.27 provides a variety of low-cost
transfers from the horseshoe orbit to the tadpole orbit. Overall, these transfers are
similar in cost to those associated with the L3 Lyapunov orbit, which may be a result
of the similar structure of the Lyapunov orbit manifolds and the horseshoe orbit.
The time of flight has a variety of options because the horseshoe orbit extends much
further than the Lyapunov orbit, providing transfers that depart from the orbit at
di↵erent locations which are closer to or farther from the tadpole orbit. The  V
can be described in terms of its Cartesian velocity components in the rotating frame
 Vx and  Vy or in terms of its magnitude and the angle  defining the change
in direction between the original direction of motion and the maneuver direction.
In Table 5.6, di↵erent transfers from the horseshoe orbit to the tadpole orbit for
the subset of unstable manifolds WU
+
are presented. The magnitude of the Jacobi
constant di↵erence between the manifold and tadpole orbit at the maneuver location
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Figure 5.26. Maneuver Cost for Horseshoe Orbit WU
+
Manifold Trajectories
during arrival  Ca = kCManifold   CTadpolek is computed. Some of the manifold
arcs have a di↵erence in Jacobi constant that is greater than others, resulting from
the computational technique used to compute the required step-o↵ distance being
unable to find a value that improves this error. The maneuver  V magnitude and
components as well as the transfer time of flight (TOF) are also listed.
For the subset of manifold trajectoriesWU
+
, the magnitude of the  V cost is sim-
ilar across all options. Di↵ering from the transfers associated with the L3 Lyapunov
orbit, some of these transfers have a very short time of flight. The maneuvers are
always applied normal to the direction of motion along the manifold at the insertion
location. The direction of the  V applied can be characterized in the same manner as
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Figure 5.27. Maneuver Cost for Horseshoe Orbit WU
 
Manifold Trajectories
the transfers associated with the L3 Lyapunov orbit manifolds by the angle  . These
transfers are all very similar in appearance, as the manifold arcs follow the motion
of the horseshoe orbit. For transfers with a short time of flight, the trajectories are
nearly indistinguishable from the horseshoe orbit. Figure 5.28(e) shows the case for
the shortest time of flight for the transfers investigated. The spacecraft departs the
manifold in a region overlapping the tadpole orbit, but the cheapest insertion point
for this manifold arc is on the other end of the tadpole orbit. The minimum  V case
can be seen in Figure 5.29(c), and this transfer takes a very long time to complete.
For the subset of manifold trajectories WU
 
, the magnitude of the  V cost is
similar across all options, and the time of flight again varies. The minimum  V case
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Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
1 46 7⇥ 10 14 -37.95 -6.20 38.46 269.27 2461
3 157 5⇥ 10 14 -20.17 39.82 44.63 -269.20 1254
4 290 5⇥ 10 13 35.60 -16.87 39.40 -90.75 2229
5 109 3⇥ 10 11 -44.24 6.07 44.65 -90.83 57
6 590 3⇥ 10 11 -43.26 0.18 43.26 -90.82 44
20 305 2⇥ 10 6 37.04 -23.52 43.88 -90.81 535
21 215 2⇥ 10 6 34.70 13.51 37.24 90.67 2762
36 357 4⇥ 10 6 -34.31 19.92 39.67 -269.31 2137
40 544 4⇥ 10 6 39.87 -15.49 42.77 -90.70 1973
57 367 2⇥ 10 6 41.95 5.26 42.28 90.77 1549
64 59 2⇥ 10 6 15.53 -41.93 44.71 -90.81 1276
66 37 2⇥ 10 6 39.69 -2.40 39.76 90.73 2206
can be seen in Figure 5.31(a), and the case with the shortest time of flight is shown
in Figure 5.30(e). Again, the maneuvers are always applied normal to the direction














Trajectory 6 (f) WU
+
6  V Direction
















Trajectory 64 (f) WU
+
64  V Direction








Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
2 110 4⇥ 10 13 -40.22 10.85 41.66 -269.22 1278
5 358 3⇥ 10 11 -43.80 3.35 43.93 -90.83 187
6 386 7⇥ 10 11 1.78 -49.41 49.44 -90.85 89
7 544 2⇥ 10 10 -43.61 2.12 43.66 -90.82 161
12 839 3⇥ 10 10 -40.38 23.88 46.91 -90.87 1087
14 850 7⇥ 10 10 37.64 -1.07 37.65 90.72 2096
22 768 2⇥ 10 6 -21.79 38.57 44.30 -269.19 2597
26 173 2⇥ 10 6 29.62 -30.05 42.20 -90.76 451
50 806 2⇥ 10 6 11.07 -45.33 46.67 -90.77 591
56 290 2⇥ 10 6 25.36 -33.41 41.94 -90.76 2364














Trajectory 6 (f) WU
 
6  V Direction
















Trajectory 50 (f) WU
 
50  V Direction




5.2.3 Transfers to a L4 Tadpole Orbit Using Planar Resonant Orbit Un-
stable Manifolds
Transfers between tadpole orbits and unstable resonant orbits can be designed by
leveraging the stable and unstable manifolds associated with this orbit. By investi-
gating the manifold trajectories propagated previously for the selected 3:4 resonant
orbit, each of the intersections between these trajectories and the tadpole orbit can
be found if they exist. Due to the complex motion of both the tadpole orbit and these
manifolds, the states are converted to polar coordinates before computing the inter-




are computed, and these
trajectories are assumed to depart the resonant orbit for free. For each of these man-
ifolds arcs, the intersection with the smallest velocity di↵erence is selected. Figures
5.32 - 5.33 shows the  V and transfer time of flight (TOF) for the minimum  V case




, where the numerical approximations
of the manifolds are more accurate for smaller values of the step-o↵ distance d.
The information presented in Figures 5.32 - 5.33 provides a variety of low-cost
transfers from the resonant orbit to the tadpole orbit. Overall, these transfers are
slightly more expensive than those associated with the L3 Lyapunov orbit and horse-
shoe orbit, which may be a result of the manifolds of these other orbits having motion
that is closer to that of the tadpole orbit. The time of flight has a variety of options
because the manifold arcs vary much more than those of the other orbits investigated,
providing transfers that take a very short or long amount of time. The  V can be
described in terms of its Cartesian velocity components in the rotating frame  Vx
and  Vy or in terms of its magnitude and the angle  defining the change in direction
between the original direction of motion and the maneuver direction. In Table 5.8,
di↵erent transfers from the resonant orbit to the tadpole orbit for the subset of unsta-
ble manifolds WU
+
are presented. The magnitude of the Jacobi constant di↵erence
between the manifold arc and tadpole orbit at the maneuver location during arrival
 Ca = kCManifold CTadpolek is computed. Some of the manifolds have a di↵erence in
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Figure 5.32. Maneuver Cost for 3:4 Resonant WU
+
Manifold Trajectories
Jacobi constant that is greater than others, resulting from the numerical method used
to compute the required step-o↵ distance being unable to find a value that improves
this error. The maneuver  V magnitude and components as well as the transfer time
of flight (TOF) are also listed.
For the subset of manifold trajectories WU
+
, the magnitude of the  V cost varies
greatly across all options. Similar to the transfers associated with the horseshoe orbit,
some of these transfers have a very short time of flight and the transfer times vary. The
maneuvers are always applied normal to the direction of motion along the manifold
at the insertion location; however, this angle is slightly more o↵set than the previous
transfers examined for the L3 Lyapunov and horseshoe orbits. This di↵erence likely
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Figure 5.33. Maneuver Cost for 3:4 Resonant WU
 
Manifold Trajectories
results from the manifolds associated with the resonant orbit not always aligning as
well with the tadpole orbit as the previous cases. The direction of the  V applied can
be characterized in the same manner as the transfers associated with the L3 Lyapunov
and horseshoe orbit manifolds by the angle  . These transfers have a similar structure
to those investigated previously; however, the motion occasionally circulates the entire
system, passing by the secondary body. For transfers with a short time of flight, the
trajectories do not complete an entire revolution of the system before they insert in
to the tadpole orbit, as seen in Figures 5.34(e) and 5.35(a) (which is the minimum
transfer time case). In this case with the shortest time of flight, the manifold begins
to form loops similar to that of the tadpole orbit, but the motion is di↵erent enough
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Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
14 14 4⇥ 10 12 40.96 -79.69 89.60 -91.38 1145
20 363 2⇥ 10 11 37.47 106.63 113.02 91.75 664
32 830 2⇥ 10 6 58.49 -112.26 126.58 -92.21 206
33 544 2⇥ 10 6 73.59 44.51 86.00 91.58 258
65 28 2⇥ 10 6 -127.98 63.89 143.04 -92.53 81
81 15 4⇥ 10 6 94.78 -40.95 103.25 -91.95 772
93 535 4⇥ 10 6 121.97 3.05 122.01 -92.08 316
97 990 4⇥ 10 6 -115.64 23.90 118.09 -268.13 253
105 917 3⇥ 10 6 131.60 20.06 133.12 92.52 397
119 1000 3⇥ 10 6 -127.85 -11.86 128.40 267.72 827
130 24 2⇥ 10 6 114.20 66.26 132.03 91.32 538
132 13 2⇥ 10 6 80.51 23.43 83.85 91.53 1512
that a relatively large  V maneuver is still required. The minimum  V case can be
seen in Figure 5.35(e), and this transfer takes the longest time to complete out of all
the available options.
For the subset of manifold trajectories WU
 
, the magnitude of the  V cost and
time of flight again varies across all options; however, more low-cost options are found.
The minimum  V case can be seen in Figure 5.36(c), and the case with the shortest
time of flight is shown in Figure 5.36(a). Again, the maneuvers are always applied














Trajectory 33 (f) WU
+
33  V Direction
















Trajectory 132 (f) WU
+
132  V Direction








Num. d (km)  Ca  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
6 15 3⇥ 10 14 114.95 -93.50 148.17 -92.83 202
12 44 6⇥ 10 14 -50.14 -24.81 55.94 268.97 1243
16 49 8⇥ 10 14 -50.39 29.81 58.55 -91.00 1318
20 303 2⇥ 10 14 46.63 40.57 61.81 92.91 1888
21 368 1⇥ 10 13 -84.78 -0.98 84.79 91.50 1227
36 695 2⇥ 10 6 86.50 25.66 90.22 91.70 460
37 397 2⇥ 10 6 -48.41 42.16 64.19 -91.07 1836
63 5 2⇥ 10 6 -39.41 101.89 109.25 -268.05 895
87 465 2⇥ 10 6 66.97 82.46 106.23 91.70 267
95 830 3⇥ 10 6 -92.85 52.77 106.79 -267.80 840
116 496 2⇥ 10 6 72.65 -94.73 119.39 -92.20 816














Trajectory 21 (f) WU
 
21  V Direction
















Trajectory 116 (f) WU
 
116  V Direction




5.3 Natural Transfers from Tadpole Orbits in the Saturn-Titan System
For some mission design scenarios, consider that a spacecraft is already in a tadpole
orbit. In this section, the L5 partner of the L4 tadpole orbit previously investigated is
the initial starting orbit. This L5 tadpole orbit seen in Figure 5.38 has the same value
of Jacobi constant and period and is generated as a result of the Mirror Theorem.
Because this L5 tadpole orbit is also stable, natural motion will not arrive at or depart
this orbit. In order to design low-cost transfer trajectories from this tadpole orbit to
other orbits, the invariant manifolds of other unstable orbits may be used. A subset




with the same Jacobi constant as the tadpole
orbit of interest can be propagated to see if any intersections in position exist. If
intersections are found, an instantaneous  V maneuver can be applied to design a
transfer trajectory from the tadpole orbit to another periodic orbit.
5.3.1 Transfers from a L5 Tadpole Orbit Using L3 Lyapunov Orbit Stable
Manifolds
Transfers from tadpole orbits to unstable L3 Lyapunov orbits can be designed
by leveraging the stable manifolds associated with this orbit. By investigating the
manifold arcs propagated previously, each of the intersections between these trajec-
tories and the tadpole orbit can be found if they exist. Due to the complex looping
motion of both the tadpole orbit and these manifolds, the states are converted to
polar coordinates before computing the intersections. In Figure 5.39 an example of
the positions at intersections in terms of their polar coordinates is shown.
The velocity di↵erence at these intersections can then be computed to determine
the location along each manifold trajectory with the smallest required  V maneuver
to depart from the tadpole orbit. Because transfers from tadpole orbits are of interest





computed. These trajectories are assumed to naturally arrive at the L3 Lyapunov
orbit for free, although they are a numerical approximation. For each of these man-
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Figure 5.38. L4 and L5 Partner Tadpole Orbits
ifolds arcs, the intersection with the smallest velocity di↵erence is selected. Figures
5.40 - 5.41 shows the  V and transfer time of flight (TOF) for the minimum  V




. The stable manifolds can be
approximated by taking a step-o↵ d from the Lyapunov orbit; however, these tra-
jectories depart the Lyapunov orbit in backwards time. If the correct  V maneuver
is computed to depart the tadpole orbit and place the spacecraft along the stable
manifold, these trajectories will flow towards the Lyapunov orbit in forwards time.
The information presented in Figures 5.40 - 5.41 provides a variety of low-cost
transfers from the tadpole orbit to the L3 Lyapunov orbit. The time of flight for all
of these transfers is large and comparable to the time of flight for the transfers from
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Figure 5.39. L3 LyapunovW S
+
Manifold Trajectory 134 and Tadpole
Orbit Intersections
the L3 Lyapunov orbit to the L4 tadpole orbit because the manifolds take a long time
to depart the L3 Lyapunov orbit in backwards time due to its small stability index.
In Figure 5.42, the minimum  V transfer for manifold trajectory 134 in the W S
+
subset is shown. The velocity change is applied at the intersection of the manifold and
tadpole orbit with the smallest magnitude of this value, selected from all the options
in Figure 5.39. This transfer trajectory is representative of the minimum  V case for
all of the computed manifold arcs in this subset. A zoomed image near the departure
point is presented in Figure 5.43, with the direction of the maneuver illustrated. At
this point, the manifold trajectory and tadpole orbit are nearly aligned, and the
velocity is applied normal to the direction of motion, following the same trend for the
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Figure 5.40. Maneuver Cost for L3 Lyapunov W S
+
Manifold Trajectories
unstable manifold transfers investigated previously. The angle  defines the change
in direction between the original direction of motion and the maneuver direction,
where the spacecraft is initially moving along the tadpole orbit.
In Table 5.10, di↵erent transfers from the L5 tadpole orbit to the L3 Lyapunov
orbit for the subset of stable manifolds W S
+
are presented. Trajectories with the
lowest  V cost for a range of transfer times are selected to provide a variety of
options. The magnitude of the Jacobi constant di↵erence between the manifold and
tadpole orbit at the maneuver location during departure  Cd = kCManifold CTadpolek
is computed. The maneuver  V magnitude and components as well as the transfer
time of flight (TOF) are also listed.
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Figure 5.41. Maneuver Cost for L3 Lyapunov W S
 
Manifold Trajectories
For the subset of manifold trajectories W S
+
, the magnitude of the  V cost is
relatively similar across all options. Although transfers with a longer time of flight
tend to have a smaller  V cost, this relationship does not hold for all cases. The
maneuvers are always applied normal to the direction of motion along the manifold
at the departure location. A value of  ⇡ 90  indicates that the maneuver is applied
in a direction 90 degrees clockwise from the initial direction of motion. For cases
with this value of  , the maneuver is applied inwards, as seen in Figures 5.44(b),
5.44(f), and 5.45(d). A value of  ⇡  90  indicates that the maneuver is applied in
a direction 90 degrees counterclockwise from the initial direction of motion. For cases
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Figure 5.42. Transfer for L3 Lyapunov W S
+
Manifold Trajectory 134
with this value of  , the maneuver is applied outwards, as seen in Figures 5.44(d),
5.45(b) (minimum TOF case), and 5.45(f).
For the subset of manifold trajectories W S
 
, the magnitude of the  V cost is
similar across all options, and all of the options require a relatively large time of
flight. No transfer is found with a smaller  V cost than the minimum case in the
subset W S
+
, but these minimum cases are very similar. This minimum  V case
can be seen in Figure 5.46(c), and the case with the shortest time of flight is shown
in Figure 5.46(a). Again, the maneuvers are always applied normal to the direction
of motion along the manifold at the insertion location and the direction of the  V
applied can again be characterized in the same manner by the angle  .
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Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
103 243 1⇥ 10 12 31.35 -28.09 42.10 90.69 546
110 57 6⇥ 10 14 24.96 25.94 36.00 -90.68 718
111 52 8⇥ 10 14 -24.62 -25.07 35.14 90.67 813
118 49 5⇥ 10 13 10.63 34.90 36.48 -90.66 751
122 61 4⇥ 10 12 -14.26 -32.24 35.25 90.66 847
134 68 2⇥ 10 12 33.25 7.09 34.00 90.64 663
137 226 6⇥ 10 14 -36.55 3.39 36.71 -90.70 648
232 243 7⇥ 10 12 48.45 -13.64 50.34 -90.81 523
234 101 4⇥ 10 13 -19.50 -27.88 34.02 90.65 733
239 57 5⇥ 10 14 24.95 25.93 35.99 -90.67 718
249 55 3⇥ 10 12 -33.90 3.58 34.08 -90.65 853














Trajectory 122 (f) WS
+
122  V Direction
















Trajectory 249 (f) WS
+
249  V Direction








Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
11 602 4⇥ 10 14 37.88 -19.11 42.43 90.81 407
64 176 3⇥ 10 12 34.81 -1.90 34.86 90.66 596
65 141 1⇥ 10 12 32.73 -13.41 35.37 90.67 595
68 54 5⇥ 10 14 36.38 7.87 37.22 -90.64 701
70 67 1⇥ 10 11 40.51 2.94 40.62 -90.74 733
72 47 3⇥ 10 14 -33.22 16.49 37.09 -90.69 821
77 76 2⇥ 10 12 -35.50 6.01 36.00 -90.67 743
78 81 2⇥ 10 12 -32.67 18.65 37.62 -90.70 758
82 602 9⇥ 10 12 -45.48 -5.09 45.77 90.71 529
137 80 1⇥ 10 13 35.40 -6.95 36.08 90.67 675
139 54 8⇥ 10 14 -35.58 7.49 36.36 -90.67 804














Trajectory 68 (f) WS
 
68  V Direction
















Trajectory 141 (f) WS
 
141  V Direction




5.3.2 Transfers from a L5 Tadpole Orbit Using Horseshoe Orbit Stable
Manifolds
Transfers from tadpole orbits to unstable horseshoe orbits can be designed by
leveraging the stable manifolds associated with this orbit. By investigating the man-
ifold arcs propagated previously for the selected horseshoe orbit, each of the intersec-
tions between these trajectories and the L5 tadpole orbit can be found if they exist.




are computed, and these trajectories
are assumed to arrive at the horseshoe orbit for free in forwards time. For each of
these manifolds arcs, the intersection with the smallest velocity di↵erence is selected.
Figures 5.48 - 5.49 shows the  V and transfer time of flight (TOF) for the minimum





The information presented in Figures 5.48 - 5.49 provides a variety of low-cost
transfers from the L5 tadpole orbit to the resonant orbit. These transfers are similar
in cost to those associated with the L3 Lyapunov orbit, comparable to the results for
the unstable manifold transfer trajectories investigated previously. The time of flight
has a variety of options because the horseshoe orbit extends much further than the
Lyapunov orbit, providing transfers that depart from the orbit at di↵erent locations
which are closer to or farther from the tadpole orbit. It is important to note that
although the transfer time of flight may be short, it may take a long time for the
spacecraft to reach a desired location along the horseshoe orbit due to the long period
of this orbit. In Table 5.12, di↵erent transfers from the tadpole orbit to the horseshoe
orbit for the subset of stable manifolds W S
+
are presented.
For the subset of manifold trajectories W S
+
, the magnitude of the  V cost is
similar across all options. Di↵ering from the transfers associated with the L3 Lya-
punov orbit, some of these transfers have a very short time of flight. The maneuvers
are always applied normal to the direction of motion along the manifold at the inser-
tion location, with the direction of the  V applied characterized in the same manner
as the transfers associated with the L3 Lyapunov orbit manifolds by the angle  .
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Figure 5.48. Maneuver Cost for Horseshoe Orbit W S
+
Manifold Trajectories
When the value of  ⇡ 270 , the maneuver is applied in a direction 270 degrees
counterclockwise from the initial direction of motion. For cases with this value of  ,
the maneuver is applied outwards, as seen in Figure 5.51(e) (which is the minimum
transfer time case). These transfers are all very similar in appearance, as the manifold
arcs follow the motion of the horseshoe orbit. For transfers with a short time of flight,
the trajectories are nearly indistinguishable from the horseshoe orbit. The minimum
 V case can be seen in Figure 5.51(a), and this transfer takes a very long time to
complete.
For the subset of manifold trajectories W S
 
, the magnitude of the  V cost is
similar across all options, and the time of flight again varies. The minimum  V case
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Figure 5.49. Maneuver Cost for Horseshoe Orbit W S
 
Manifold Trajectories
is slightly smaller than the one computed for the subset W S
+
, and it can be seen in
Figure 5.52(a). The case with the shortest time of flight is shown in Figure 5.53(c).
Again, the maneuvers are always applied normal to the direction of motion along the
manifold at the insertion location. Although the minimum  V case has a very small
 Vy component, it is important to note that the cases with the smallest total  V do
not necessarily follow this trend.
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Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
17 3 5⇥ 10 14 -43.04 8.44 43.86 -90.84 2533
22 4 6⇥ 10 14 -12.48 -37.71 39.72 90.71 1746
25 4 8⇥ 10 14 -38.51 -15.62 41.55 269.22 1633
27 12 2⇥ 10 14 40.41 -6.16 40.88 90.78 671
39 2 1⇥ 10 14 27.58 31.46 41.84 -90.80 1039
41 6 2⇥ 10 14 -34.90 -20.88 40.67 90.78 2431
42 15 9⇥ 10 14 -22.93 -30.25 37.96 90.71 2390
46 6 1⇥ 10 14 15.23 39.89 42.70 -90.80 270
56 18 8⇥ 10 14 -41.83 10.53 43.13 -90.77 495
66 1 5⇥ 10 14 38.81 17.72 42.66 90.75 584
78 3 4⇥ 10 15 -45.81 -16.63 48.73 269.14 6














Trajectory 39 (f) WS
+
39  V Direction
















Trajectory 78 (f) WS
+
78  V Direction








Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
3 2 6⇥ 10 14 -37.87 0.27 37.87 -90.72 2477
10 59 2⇥ 10 13 -39.09 24.94 46.37 -90.83 1664
18 1 1⇥ 10 14 38.65 -6.42 39.18 90.75 895
27 6 2⇥ 10 14 -43.74 -3.01 43.84 269.18 161
29 20 4⇥ 10 15 -43.19 0.29 43.19 -90.82 226
36 2 1⇥ 10 13 34.56 28.25 44.63 -90.85 2177
39 48 1⇥ 10 13 40.92 9.15 41.93 90.75 2726
50 1 3⇥ 10 15 -45.79 -16.34 48.62 269.15 19
53 16 4⇥ 10 15 -45.05 -11.35 46.46 269.16 70
54 2 2⇥ 10 14 23.16 32.09 39.57 -90.76 2806
57 3 1⇥ 10 14 -45.10 -11.48 46.54 269.16 122














Trajectory 27 (f) WS
 
27  V Direction
















Trajectory 65 (f) WS
 
65  V Direction




5.3.3 Transfers from a L5 Tadpole Orbit Using Planar Resonant Orbit
Stable Manifolds
Transfers from tadpole orbits to unstable resonant orbits can be designed by lever-
aging the stable manifolds associated with this orbit. By investigating the manifold
arcs propagated previously for the selected 3:4 resonant orbit, each of the intersec-
tions between these trajectories and the L5 tadpole orbit can be found if they exist.




are computed, and these trajecto-
ries are assumed to depart the resonant orbit for free, and the intersection with the
smallest velocity di↵erence is selected for each of these manifold arcs. Figures 5.54 -
5.55 shows the  V and transfer time of flight (TOF) for the minimum  V case of





The information presented in Figures 5.54 - 5.55 provides a variety of seemingly
low-cost transfers from the L4 tadpole orbit to the 3:4 resonant orbit. Overall, these
transfers are much more expensive than those associated with the L3 Lyapunov and
horseshoe orbits. These manifold trajectories have motion that is not as close to
that of the tadpole orbit as those associated with the other orbits investigated. In
Figure 5.54, it appears that some cheaper transfers should exist. For these cases, the
trajectory does flow into the resonant orbit after applying the departure maneuver
and integrating the state, so a viable transfer trajectory does not exist and these cases
are discarded. This error may be a result of the intersection between the tadpole orbit
and stable manifold trajectory to be an exact match in position, when some error does
exist. In Table 5.14, di↵erent transfers from the resonant orbit to the tadpole orbit
for the subset of unstable manifolds W S
+
are presented.
For the subset of manifold trajectories W S
+
, the magnitude of the  V cost and
the time of flight varies greatly across all options. The maneuvers are always ap-
plied normal to the direction of motion along the manifold at the insertion location;
however, this angle is o↵set more than the previous transfers examined for the L3
Lyapunov and horseshoe orbits. This di↵erence in the angle  from the normal di-
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Figure 5.54. Maneuver Cost for 3:4 Resonant W S
+
Manifold Trajectories
rection correlates directly with these maneuvers costing more than those for the other
orbits investigated. The case with the shortest time of flight is not the most expensive
case in terms of  V cost, and it can be seen in Figure 5.57(e). The minimum  V
case can be seen in Figure 5.57(a), and this transfer does not take the longest time
to complete out of all the available options.
For the subset of manifold trajectories W S
 
, the magnitude of the  V cost and
time of flight again varies across all options; however, a cheaper option is found than
the minimum case in the subset W S
+
. This minimum  V case can be seen in Figure
5.58(c), and the case with the shortest time of flight is shown in Figure 5.59(c). Again,
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Figure 5.55. Maneuver Cost for 3:4 Resonant W S
 
Manifold Trajectories
the maneuvers are applied with a slight deviation from the normal to the direction of
motion along the tadpole orbit at the departure location.
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Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
31 10 9⇥ 10 15 130.97 100.46 165.06 -93.01 448
41 6 5⇥ 10 12 -4.00 -112.84 112.91 91.63 236
63 4 1⇥ 10 15 115.58 -41.06 122.66 -92.00 628
65 24 3⇥ 10 11 256.31 49.22 260.99 94.93 143
68 4 9⇥ 10 15 97.54 -66.88 118.27 92.25 638
115 6 7⇥ 10 15 -102.58 18.95 104.32 -268.20 249
137 4 1⇥ 10 14 115.13 -38.85 121.51 -91.99 628
139 24 6⇥ 10 14 212.53 152.70 261.70 -95.00 137
142 4 3⇥ 10 14 97.53 -66.90 118.27 92.25 638
149 17 9⇥ 10 16 -124.95 148.19 193.83 -93.06 90




Num. d (km)  Cd  Vx (m/s)  Vy (m/s)  V (m/s)  (deg) TOF (day)
6 4 3⇥ 10 15 174.32 74.64 189.63 93.52 862
16 3 1⇥ 10 14 -76.14 54.74 93.77 -91.45 107
23 1 3⇥ 10 14 208.54 3.64 208.57 -93.59 499
63 5 4⇥ 10 15 142.20 255.17 292.12 -95.55 236
74 31 3⇥ 10 14 -156.57 -98.55 185.00 93.44 672
83 16 2⇥ 10 11 -222.09 -182.60 287.52 264.75 72
118 187 4⇥ 10 13 -135.29 64.59 149.92 -92.74 219
137 16 2⇥ 10 11 129.71 -35.66 134.52 92.56 205
138 19 2⇥ 10 11 14.36 154.33 155.00 -92.74 218














Trajectory 65 (f) WS
+
65  V Direction
















Trajectory 149 (f) WS
+
149  V Direction
















Trajectory 23 (f) WS
 
23  V Direction
















Trajectory 137 (f) WS
 
137  V Direction




5.4 Transport Between the Triangular Points
For some mission design scenarios, it may be desirable to move from a stable
orbit around one of the triangular points to a stable orbit around the other. Because
the tadpole orbits being investigated are stable, they do not have natural motion
departing or arriving at them. The invariant manifolds from other orbits can be used
to design transfers between these equilateral points, with the goal of reducing V cost
by leveraging the natural dynamics. The invariant manifolds of these associated orbits
may also help explain the natural transfer of some Trojan asteroids from a tadpole
orbit around one of the triangular points to a tadpole orbit around the other. For this
investigation, transfer trajectories are designed for di↵erent mission scenarios where
the required perturbation to transition the motion between these invariant manifolds
and a tadpole orbit is performed by inserting an instantaneous  V maneuver.
5.4.1 Planar Transfers from L5 to L4 Using Invariant Manifolds
Transfers from one of the triangular points to another orbit by inserting on to
a stable manifold trajectory can provide an intermediate step in reaching the other
triangular point. After the spacecraft reaches this intermediate orbit, it can depart
on an unstable manifold trajectory to reach the other Lagrange point. The stable
manifolds of the L3 Lyapunov orbit and other orbits previously investigated can be
used to design the first part of one of these transfers, departing from an L5 tadpole
orbit. In order to design the remainder of the transfer, the associated unstable mani-
folds can then be used to send the spacecraft to the final L4 tadpole orbit. Table 5.16
presents all combination of the minimum  V and minimum time of flight cases for
the maneuvers computed earlier, using the L3 Lyapunov orbit invariant manifolds.
The subsets in which the manifold trajectories exist W1 and W2 as well as the num-
ber of the computed manifold trajectory are listed for the first and second transfer
arcs, respectively. The value of  V1 gives the magnitude of the maneuver required to
depart the initial L5 tadpole orbit, and  V2 refers to the L4 tadpole orbit insertion
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maneuver. The time of flight for these transfer trajectory legs are defined by T1 and
T2. Because the spacecraft will not reach the intermediate orbit in the same location
as the unstable manifold departs towards the L4 tadpole orbit, it must coast along
this orbit for the time  T . This geometry will repeat for every period of the interme-
diate orbit, so the spacecraft can wait in this intermediate orbit if it is beneficial to
a mission. Finally, the total cost for the L5 to L4 transfer  Vt and total flight time
Tt are listed. The minimum  V case can be seen in Figure 5.60. This transfer takes
almost four years to complete; however, it is completed with a small  V cost. The
minimum transfer time case can be seen in Figure 5.61. This transfer is completed
in a year shorter than the minimum  V case for only a small penalty in  V cost.
Table 5.17 presents all combination of the minimum  V and minimum time of
flight cases for the maneuvers computed earlier, using the horseshoe orbit invariant
manifolds. The minimum  V case can be seen in Figure 5.62. This transfer takes
almost 16 years to complete, which is likely too long for most mission design scenarios.
The minimum transfer time case can be seen in Figure 5.63, and it is completed in
less than two years. It is di cult to see the manifold arcs used in this transfer because
they follow the path of the horseshoe orbit with only a very slight divergence. The
 V penalty is relatively small when considering how much shorter the time of flight
is for this transfer when comparing to the minimum  V case.
Table 5.18 presents all combination of the minimum  V and minimum time of
flight cases for the maneuvers computed earlier, using the 3:4 resonant orbit invariant
manifolds. The minimum  V case can be seen in Figure 5.64. This transfer takes
about the same time as the minimum V case for the transfers using the L3 Lyapunov
orbit manifolds, but it is much more costly. The minimum transfer time case can
be seen in Figure 5.65, and it is completed in less than one year. This transfer is
very costly in terms of  V , and transfers using the manifolds of the other orbits
investigated would likely be used instead of this resonant orbit.
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Table 5.16. Transfer from L5 to L4 Tadpole Orbit through L3 Lya-
punov Orbit and Associated Invariant Manifolds
W1 Num. W2 Num.  V1  V2  Vt T1  T T2 Tt
















































































16 34.86 34.76 69.63 596 6 722 1323
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Figure 5.60. Minimum  V Transfer from L5 to L4 Tadpole Orbit






Figure 5.61. Minimum Time of Flight Transfer from L5 to L4 Tadpole







Table 5.17. Transfer from L5 to L4 Tadpole Orbit through Horseshoe
Orbit and Associated Invariant Manifolds
W1 Num. W2 Num.  V1  V2  Vt T1  T T2 Tt
















































































6 48.62 49.44 98.07 19 415 89 523
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Figure 5.62. Minimum  V Transfer from L5 to L4 Tadpole Orbit






Figure 5.63. Minimum Time of Flight Transfer from L5 to L4 Tadpole






Table 5.18. Transfer from L5 to L4 Tadpole Orbit through 3:4 Reso-
nant Orbit and Associated Invariant Manifolds
W1 Num. W2 Num.  V1  V2  Vt T1  T T2 Tt
















































































6 287.52 148.17 435.69 72 64 202 339
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Figure 5.64. Minimum  V Transfer from L5 to L4 Tadpole Orbit






Figure 5.65. Minimum Time of Flight Transfer from L5 to L4 Tadpole








6. Summary and Recommendations
6.1 Summary
This investigation culminates with a better understanding of the dynamical struc-
tures and flow associated with tadpole orbits and other related motion that passes
through the vicinity of the triangular equilibrium points. This information is applied
to a preliminary low-cost transfer trajectory strategy to tadpole orbits, which is devel-
oped by means of the invariant manifolds associated with other periodic orbits. First,
a strategy to construct periodic tadpole orbits numerically must be developed. The
existence of Trojan asteroids in the Sun-Jupiter system spawned extensive research
on the long-term stability of these natural bodies; however, exploring the relation-
ship of tadpole orbits with flow associated with other nearby dynamical structures
is a recent topic. Di↵erent numerical strategies are developed to compute periodic
tadpole orbits by formulating the problem in terms of the Circular Restricted Three-
Body Problem. The development of a robust formulations allows for the construction
of tadpole orbits in systems of di↵erent mass ratios, and is not limited to the Sun-
Jupiter system. Given a family of periodic tadpole orbits, a relationship with other
periodic solutions in the region is investigated. The characteristics of the families and
the dynamical structures in their vicinity o↵er a framework to explain the natural
flow in the tadpole region. Connections between these orbits and tadpole orbits are
determined by leveraging the natural dynamics of invariant manifolds associated with
the other periodic orbits. Finally, transfers from one equilateral point to the opposite
triangular point are developed by also using these manifolds.
Example transfer trajectories from other periodic orbits to a specific tadpole orbit
in the Saturn-Titan system are computed. A L3 Lyapunov orbit and horeshoe orbit
are investigated because of the structural similarity between their invariant manifolds
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and a tadpole orbit with the same value of Jacobi constant. A 3:4 resonant orbit is
also investigated to provide another example that is expected to have natural flow
associated with it that does not as closely resemble tadpole motion. The transfer
trajectories depart these other periodic orbits without a maneuver on an unstable
manifold arc and a  V maneuver is performed at arrival in the vicinity of the trian-
gular point to insert the spacecraft into the periodic tadpole orbit. Transfers from a
tadpole orbit to these other orbits can also be computed by using the stable manifolds
and applying a  V maneuver to depart the tadpole orbit. Because the motion of the
invariant manifolds associated with the L3 Lyapunov orbit and horeshoe orbit closely
resembles that of the tadpole orbit, these transfers require a small  V maneuver;
however, they take a long time to complete. A larger variety of options exist for the
3:4 resonant orbit in terms of time of flight, but these transfers are typically more
expensive. Transport between the triangular points can be designed by combining a
transfer from one tadpole orbit using a stable manifold arc and one that arrives at
the opposite triangular point by means of the unstable manifold.
6.2 Recommendations for Future Work
This current work provides a beginning understanding of the dynamical flow as-
sociated with tadpole orbits. This knowledge can be used to explain the motion of
natural objects, such as the transport of Trojan asteroids in the Sun-Jupiter system
with motion that initially follows a tadpole orbit in the vicinity of one of the triangular
points to the opposite point. The ephemeris data of additional bodies can be inves-
tigated to search for this type of behavior. Additionally, an attempt to facilitate this
transport can be made by adding the perturbations of other bodies in the vicinity of
a tadpole orbit in the circular restricted three-body problem. A better understanding
of these mechanisms can help lead to more intuitive mission design choices by fully
leveraging the natural dynamics in the tadpole region. These dynamical structures
and the relationship between tadpole orbits and other periodic orbits can be further
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explored by computing more Poincare´ maps and selecting di↵erent surfaces of section.
The transfer trajectories presented in this work give a preliminary set of options that
connect di↵erent periodic orbits with tadpole orbits. In future work, an optimizer
can be used to minimize the  V cost. Additionally, the transfers that are cheapest
in terms of  V may not arrive at the desired location along a tadpole orbit for a
certain mission scenario. Because the periods of tadpole orbits are typically long for
the systems of interest, it may be undesirable to wait until the spacecraft reaches this
location. A strategy can be developed to move a spacecraft between di↵erent points
within a tadpole orbit by applying maneuvers. Finally, direct transfers to tadpole
orbits from a parking orbit around one of the primaries can be investigated which
may be applicable to more general mission scenarios. With future work, a dynamical
network forming a connection with the triangular points can be leveraged to bet-
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