Abstract
Introduction

36
Despite the impressive advancements in sequencing techniques and the decrease of related costs, 37 whole genome sequencing (WGS) remains prohibitively expensive when working with a large 38 number of samples or species with large genomes. Since many applications do not require information 39 on the whole genome, reduced representation sequencing techniques are valuable alternatives and 40 have become widely used for genome-wide SNP discovery and genotyping, especially in species with 41 poor genomic resources ( often also between closely related species (Cariou, Duret, & Charlat, 2013) , focusing on adjacent 49 sequences guarantees that sequenced loci are mostly overlapping across samples. 50 51
Briefly, the first step in the original RAD-seq protocol is the digestion of genomic DNA with a 52 restriction enzyme. The resulting fragments are ligated to an adaptor and a unique barcode for each 53 sample, and multiple individuals are pooled. The fragments are then sheared using a sonicator and 54
those showing the proper size are selected and amplified through polymerase chain reaction (PCR). At 55 this point the library is suitable for sequencing. By focusing the sequencing effort on tagged 56 restriction sites, rather than on all randomly sheared genomic fragments (Arnold, Corbett-Detig, Hartl, 57 & Bomblies, 2013; Rowe, Renaut, & Guggisberg, 2011), the number of markers can be customized 58 through the choice of restriction enzymes. This choice will also influence which features of the 59 genome are sampled, since certain enzymes preferentially cut in exonic regions, while others target 60 intergenic and intronic regions (Arnold et al., 2013; Pootakham et al., 2016) . 61 62
Several alternative RAD-seq protocols allow for ample customization of this methodology. These 63 include the elimination of the sonication step (Andrews et al., 2016) , ddRAD (Peterson, Weber, Kay, 64
Fisher, & Hoekstra, 2012), which uses two restriction enzymes rather than one, 2bRAD (Wang,
is given in Table 1 . In contrast to the other two 151 models, the computationally efficient maximum likelihood scheme resulted in biased estimates when 152 working with population samples. We therefore resort to an MCMC approach under a Bayesian 153 scheme (see Supporting Information) with exponential priors throughout.
155
We also extend the model to consider data from multiple populations jointly, given that multiple 156 samples are available for each population (see Supporting Information 
196
Application to Populus species 197 198 Study system and plant material. We generated RAD-seq data of 139 individuals of the two 199 widespread tree species Populus alba and P. tremula, and their hybrids (P. x canescens) in two sets 200 ideally suited to test the inference of error rates from a truth set and individual replicates, respectively.
201
The first set consisted of 136 individuals (Supplementary Table S1) The second set consisted of four individuals for which we generated multiple replicates: a hybrid 209 individual (F039_05) also included among the samples of the first set, a second hybrid individual 210 (I373_A) also from the Ticino hybrid zone but grown in a common garden in Salerno, Italy, a pure P. 211 alba individual (J1) from the Jalón river in the Ebro watershed (Northeast of the Iberian Peninsula), 212 an assumed F1-hybrid tree (BET) from a population in the Tajo river headwaters (Central Iberian 213 Peninsula). The two Iberian individuals were previously genotyped using microsatellites (Macaya- include the ancestral population recombination rates (315 and 900 for P. alba and P. tremula, 311 respectively), mutation rates (0.00185 and 0.00349, respectively), the miscopying rate (0.01) and the 312 miscopy mutation rate (0.01). However, we set the time since admixture to five (rather than one) to 313 reflect the different sampling strategy. 314 315
To account for genotyping errors, we determined a per-allele genotyping error ߝ as the weighted 316 average across depth-specific error rates obtained under the truth set model, with the constraint 317 ߝ ൌ ߝ ଵ and weights reflecting the distribution of depth in the sites included in the analysis. We then 318 added this error rate estimate to the population specific and miscopy mutation rates. Under the 319
RASPberry copying model, these parameters control the rate at which the sample genotypes differ 320 8 from the reference haplotype from which the sample is copying. That rate thus depends on the 321 reference panel size, but also on genotyping errors. 322 323
We called ancestry segments as any stretch on a chromosome within which the posterior probabilities 324 for a particular ancestry (homozygous P. alba, heterozygous ancestry or homozygous P. tremula) was 325 >0.5 at all SNVs, and measured its length from the first to the last SNV. 326
327
Results
329
Power to infer genotyping error rates 330 331
Simulations suggest that a few thousand loci are sufficient to accurately estimate genotyping error 332 rates even from just a few samples (Figure 1 ). Due to the extra information provided, the smallest 333 estimation errors were obtained when using a truth set: >90% of all estimates fell within a range from 334 half to two-fold the true value (Q2, e. As shown above, genotyping error rates are inferred particularly accurately when comparing calls to a 358 truth set. One possibility to establish such a truth set is to shot-gun sequence a subset of individuals 359 and to infer genotypes from this data. This is also feasible in case no reference genome is available as 360 the shot-gun reads can be mapped directly against the RAD-loci. But since genotyping errors in the 361 truth set results in an overestimation of genotyping error rates, sufficiently high depth must be used. 362
Here we used simulations to assess this bias for the case of shot-gun sequencing one individual at 10 increasing with RAD-seq depth ( Figure 3A) . Strikingly, RAD-seq genotypes were much less often 392 heterozygous than GBS genotypes ( Figure 3B ), especially at low depth. In line with these 393 observations, we inferred per-allele genotyping error rates >10% whenever RAD-seq depth was that it is more than 5 billion times less likely to observe the obtained data from a heterozygous than 460 homozygous site).
462
As a result, ancestry estimates differed considerably between the GBS and RAD-seq data sets (Figure  463 4). Interestingly, the estimates of the genome-wide ancestry q were much less affected by genotyping 464 errors than the estimates of the interspecific ancestry Q 12 . This is readily explained, however, by the 465 directionality of the most common error, which is to wrongly infer homozygous genotypes at 466 heterozygous sites. We found these errors do result more frequently in a homozygous reference than 467 homozygous alternative call (65.0%), particularly at low depth (84.5% at depth ≤ 5x, 49.9% at depth 468 ≥ 20x). But this did not introduce a bias in q towards one of the species since we used the sequence of 469 the outgroup P. trichocarpa as reference. In line with these expected simple ancestry make-ups, we inferred many large ancestry blocks often 507 spanning almost entire chromosomes ( Figure 5) . Surprisingly, however, we inferred most of these 508 blocks to be of homospecific ancestry, and also inferred many short segments, which are difficult to 509 reconcile with the putative ancestries of our samples ( Figure 5 ). As an example, consider the 510 individual I373_03 in Figure 5 that was classified as an F1 hybrid by Lindtke et al. (2014) , but for 511 which we inferred homospecific ancestry blocks for both parental species. Such artifacts could arise 512 from the reference panels being too small to properly reflect the haplotypes found in our hybrid 513 individuals, large gaps between neighboring SNVs limiting the power of the HMM implemented in 514
RASPberry, but most likely by genotyping errors towards homozygous genotypes. 515 516
While RASPberry does not account for genotyping uncertainty via genotype likelihoods, the 517 implemented copying-model allows for "mutations", or differences between the observed genotype of 518 an admixed individual and the reference haplotypes from which it is copying. We thus repeated the 519 inference by adding an estimate of the average per-allele genotyping error rate obtained under the 520 truth set model (13.7%) to the mutation rate parameters to account for the high genotyping error in 521 our RAD-seq data ( Figure 5 ). Accounting for genotyping errors indeed improved our estimates. For 522 the putative backcrosses, for instance, we called fewer segments homozygous for the "wrong" 523 ancestry (11 versus 34) and these covered a smaller fraction of the first five chromosomes (6.1% 524 versus 11.1% of the parts at which ancestry could be called depth compared to alleles present in single copy at heterozygous loci, but read depths for the two sets 574 of alleles overlap, inhibiting the accurate detection of loci with allele dropout by using depth alone.
575
To improve upon this, Cooke et al. (2016) developed a method to infer the likelihood of observing 576 allele dropout at a site on the basis of the sequencing depth of each sample, and suggested to ignore 577 sites where this likelihood is high. Finally, it was also suggested to discard any locus with a missing 578 genotype, since this might indicate a polymorphism in the restriction site. However, in many studies 579 with moderate depth, including ours, the amount of missing data prevents the adoption of such drastic 580 solutions. In summary, all these filtering suggestions result in a massive reduction in usable loci, and 581 hence further accentuate the already limited genome-wide coverage of reduced library techniques 582 such as RAD. 583 584
As a model-based alternative, we propose here to properly account for the high genotyping errors in 585 downstream analysis. A first such attempt was proposed by Cariou et al. (2016) , who developed an 586
Approximate Bayesian Computation (ABC) method to estimate genetic diversity while accounting for 587 allele dropout, but found this method not to be accurate under elevated levels of diversity. A more 588 general solution, we believe, is to make use of the large number of recently developed tools that do 589 not require genotype calls but rather work directly from genotype likelihoods to account for 590 uncertainty in the data (Fumagalli For such methods to work properly, however, the genotype likelihoods need to accurately reflect the 596 uncertainty in genotypes. While all modern genotype callers also calculate genotype likelihoods, these 597 do not reflect biases specific to individual sequencing protocols such as RAD-seq, as we illustrated 598
here, and must thus be recalibrated. Here we propose three recalibration strategies: If accurate 599 genotype calls are available for a subset of the individuals and markers, empirical genotype 600 likelihoods can be obtained by comparing those to calls from a reduced representation sequencing 601 experiment. Alternatively, individual replicates or population samples may be used to infer per-allele 602 genotyping error rates, from which recalibrated genotype likelihoods are readily calculated. Tools for 603 these strategies are available through the software Tiger, which also accounts for sequencing depth as 604 an additional covariate. While we found sequencing depth to be a particularly important predictor, the 605 model is also readily extended to additional covariates such as the raw genotype likelihood or 606 genotype call, which might provide additional information about genotyping error rates. 607 608
However, all these strategies might be biased. Genotyping errors in a set of genotype calls considered 609 to be accurate (the truth set), for instance, will result in an overestimation of genotyping error rates.
610
On the other hand, consistent biases in genotype calls affecting replicates similarly, such as 611 polymorphisms in restriction cut sites or unequal PCR amplification rates of alleles, might be difficult 612 to infer and result in an underestimation of genotyping error rates. Finally, the assumption of strict 613 random mating may often be violated, leading to an overestimation when inferring error rates from 614 population samples. But despite these caveats, recalibrated genotype likelihoods are likely to reflect 615 genotype uncertainty much more accurately, particularly for protocols with error rates as high as those 616
reported here for RAD-seq. Indeed, we found that genotype recalibration was essential to avoid 617 drawing inaccurate conclusions and instead recovered biologically meaningful results about the 618 ancestry of Populus hybrids. 619 620
We also emphasize that if no tools accepting genotype likelihoods as input information are available 621
for specific applications, this should not discourage users from incorporating genotyping uncertainty 622 in the analyses. We have shown here that local ancestries were more reliably estimated by Also, we caution that the violation of random mating such as population sub-structure or inbreeding 646 that causes a deficit of heterozygous genotypes directly translates into an overestimation of the 647 heterozygous genotypes (Supplementary Figure S4) . 648 649
For many studies, the preferred approach might thus be to prepare replicate libraries for a few 650 individuals, not least because we found that just a few replicates (around ten) resulted in rather 651 accurate estimates of genotyping errors. However, as already mentioned above, systematic biases 652 affecting all replicates similarly may result in a slight underestimation of error rates. 653 Based on our simulations, the most accurate method to estimate genotyping errors is based on a truth 655 set against which genotype calls are compared. However, this is likely also the most expensive 656 approach. Since errors in the truth set will be wrongly interpreted as errors in the RAD-seq data, the 657 truth set must consist of highly accurate calls. As examined here using simulations for the case of 658 shot-gun sequencing, such a high accuracy requires considerable sequencing depth (>25x), which is 659 likely an underestimate given the simplicity of the model used here. More concerningly, genotyping 660 errors will likely prevail at low rates even in truth sets generated at very high depth, as was also 661 reported previously (Wall et al., 2014) . But given the high error rates we observed for RAD-seq data, 662 the resulting slight overestimation of RAD-seq genotyping errors may be tolerable. 663 664
Nonetheless, and thanks to the ever dropping costs for both sequencing and library preparation, low-665 depth whole genome sequencing may soon become a valuable alternative to reduced representation 666 sequencing for many applications. Since low-depth shotgun sequencing is much less prone to biases, 667
it not only allows to interrogate a much larger fraction of the genome, but also yields accurate and 668 precise estimates of population genetics parameters (e.g. log10 #sitesn=1 n=10 n=100n=1 n=10 n=100 log10 #sitesn=1 n=10 n=100
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