The evolution of complex multicellular life forms occurred multiple times and was attended by cell type specialization. We review seven lines of evidence indicating that intrinsically disordered/ductile proteins (IDPs) played a significant role in the evolution of multicellularity and cell type specification: (i) most eukaryotic transcription factors (TFs) and multifunctional enzymes contain disproportionately long IDP sequences (≥30 residues in length), whereas highly conserved enzymes are normally IDP region poor; (ii) ~80% of the proteome involved in development are IDPs; (iii) the majority of proteins undergoing alternative splicing (AS) of pre-mRNA contain significant IDP regions; (iv) proteins encoded by DNA regions flanking crossing-over 'hot spots' are significantly enriched in IDP regions; (v) IDP regions are disproportionately subject to combinatorial post-translational modifications (PTMs) as well as AS; (vi) proteins involved in transcription and RNA processing are enriched in IDP regions; and (vii) a strong positive correlation exists between the number of different cell types and the IDP proteome fraction across a broad spectrum of uni-and multicellular algae, plants, and animals. We argue that the multifunctionalities conferred by IDPs and the disproportionate involvement of IDPs with AS and PTMs provided a IDP-AS-PTM 'motif' that significantly contributed to the evolution of multicellularity in all major eukaryotic lineages.
Introduction
Multicellularity has evolved numerous times in every major pro-and eukaryotic clade. Estimates of the exact number of times it evolved differ depending on the criteria used to define multicellularity. For example, some authors have defined colonial organisms as multicellular. If this definition is accepted, multicellularity is estimated to have evolved independently at least 25 times, making the transformation from a unicellular to a colonial life form a 'minor major' evolutionary event (Grosberg and Strathmann, 2007) . However, if more stringent criteria are applied, such as, for example, the stipulation that cells communicate and co-operate as well as adhere to one another, multicellularity has evolved fewer times among the eukaryotes--once each in the chytrids, ascomycetes, basidiomycetes, and metazoans, and twice each in the rhodophytes, stramenopiles, and chlorophytes (Niklas and Newman, 2013; Niklas, 2014) . Regardless of how multicellularity is defined or how many times it evolved independently, the transition from a unicellular organism to a consortium of aggregated cells sharing the same genome also involved the evolution of one or more specialized cells, ranging from simple heterocysts, aplanospores, cnidocytes, and nematocysts in the cyanobacteria and cnidarians to more complex endomyocytes, nephrocytes, neurons, and sieve tube members in the metazoans and land plants. Explanations for how and why cell type specialization and specification evolved have focused extensively on the evolution of gene regulatory networks, from both an empirical and a theoretical perspective, ever since the seminal paper by Roy J. Britten and Eric H. Davidson (Britten and Davidson, 1969) , which made connections among advances in molecular biology, gene expression patterns, and differentiation, particularly with regard to the control of differential gene expression underlying cell type specification (e.g. Carroll, 2008; Erwin and Davidson, 2009; Levine et al., 2014; Arendt et al., 2016; Arenas-Mena, 2017) . Similarly, speculations as to why cell specialization evolved focus on the consequences of multilevel selection theory, soma-germ cell line requirements, and the meaning of what constitutes an 'individual' (e.g. Buss, 1987; Damuth and Heisler, 1988; Michod, 1997; Michod and Roze, 1997; Bonner, 1998; Folse and Roughgarden, 2010) .
The goal of this review is to extend the focus on the role of gene regulatory networks in the evolution of multicellularity and cell type specification to include alternative splicing (AS) of pre-mRNA, post-translational modifications (PTMs), and intrinsically disordered proteins (IDPs). The thesis advanced here is that these three processes, either individually or collectively, provide developmental mechanisms that individually confer epigenetic flexibility thereby allowing an organism to adapt to transient changes in its intra-and extracellular conditions. By doing so, IDP-AS-PTM collectively provide a 'motif' that buffers gene regulatory networks from deleterious mutations by suppressing the phenotypic expression of potentially lethal or maladaptive genetic changes until genome restructuring can correct for such mutation, or until ecological speciation can occur. This thesis is supported by seven lines of evidence drawn from a broad phyletic spectrum of species, including unicellular and multicellular algae, land plants, fungi, and animals. Although each of the three processes in the IDP-AS-PTM motif will be considered, our particular focus is on the roles played by IDPs because, until recently, their importance regarding transcription factor (TF) functionalities has received less attention in the literature treating evolution and development and because the average fraction of disordered residues in proteomes increases from bacteria and archaea to single-celled and multicellular eukaryotes (Fig. 1) .
The characterization of IDPs has a long history. Optical rotatory dispersion and intrinsic viscosity were used together to characterize the complete lack of structure in the highly phosphorylated egg protein phosvitin (Jirgensons, 1958) . This lack of structure was verified by NMR studies (Vogel, 1983) . X-ray crystallography identified two regions of missing electron density in Staphylococcus nuclease that were described as 'disordered' (Arnone et al., 1971) . Such missing electron density regions arise from local mobility or local multiple conformations, and usually indicate IDP regions. Subsequent studies show that >90% of non-redundant X-ray-determined protein structures in the Protein Data Bank exhibit at least one region of missing electron density (Le Gall et al., 2007) . NMR structure determination of the Antennapedia Drosophila homeodomain TF revealed a three Fig. 1 . Disorder predictions for the three domains of life. The x-axis shows the proteome size as estimated by the number of proteins (logarithm scale); the y-axis shows the fraction of intrinsically disordered residues for each species predicted using PONDR-VSL2B (Peng et al., 2006) . The different species are indicated as follows: 951 Bacteria, 73 Archaea, 44 unicellular eukaryotes, and 23 multicellular eukaryotes. In ascending order, the three horizontal lines indicate 10, 30, and 50% disordered residues.
helix bundle and an ill-defined or IDP tail extending from the bundle (Qian et al., 1989) . One of the helices binds in the major groove and the IDP region binds in the minor groove, with both types of DNA-protein interactions contributing to the recognition of the cognate DNA sequence (Otting et al., 1990) . A collection of protein structures determined by both X-ray diffraction and NMR methods show a strong correlation between the regions of missing electron density in the X-ray structures and the ill-defined regions in the NMR structures (Ota et al., 2013; Faraggi et al., 2017) , suggesting that X-ray diffraction and NMR provide complementary methods to identify IDP regions, with NMR being especially useful for understanding transient intra-molecular interactions between structured and IDP regions (Sormanni et al., 2017) . Finally, in-cell NMR experiments show that IDPs remain unstructured even in the highly crowded environment inside cells (Theillet et al., 2014 (Theillet et al., , 2016 .
Using collections of structured proteins, IDPs, and IDP regions, numerous researchers have developed algorithms that use amino acid sequence as inputs and give predictions of structure or disorder for each residue as outputs (He et al., 2009; Meng et al., 2017) . By applying such disorder predictors to databases of proteins with known functions, the biological activities of structured proteins and IDPs can be compared for very large collections of proteins (Ward et al., 2004 Xie et al., 2007 . From these and other studies, structured proteins are widely observed to carry out catalysis, electron transport, membrane transport, and specific binding to partners of all types. On the other hand, IDPs and IDP regions are particularly involved in signaling and regulation, using mechanisms such as binding to many different partners by means of alternative conformations adopted by the IDP regions, modulating binding affinity or even switching partners by means of PTMs, and rewiring interaction networks via adding, deleting, or modifying binding sites by means of AS of pre-mRNA that codes for IDP regions Oldfield and Dunker, 2014; Buljan et al., 2013) .
The gene regulatory network paradigm and the IDP-AS-PTM motif
In the context of this review, we define gene regulatory networks (GRNs) as consortia of interacting TFs and their cisacting regulatory elements. It is assumed that GRNs are the primary mechanisms controlling development. Accordingly, ambient levels of TFs determine development by regulating downstream genes that are also controlled by extended networks of the same core TFs (Carroll et al., 2004; Davidson and Erwin, 2006; Arendt et al., 2016) . This conceptualization of GRN dynamics was first advanced in the seminal papers of Britten and Davidson (Britten and Davidson, 1969; Britten, 1982; Davidson, 1982) . It proposes that GRNs are dynamic albeit deterministic systems exhibiting multi-stable states when operating in open cellular systems. The theoretical foundations of this framework can be traced to studies of the bi-stable gene regulatory switch between the lytic and lysogenic states of the lambda phage in Escherichia coli (Ptashne, 2004) , which have been generalized and applied to model the larger and far more elaborate GRNs of eukaryotes (Glass and Kauffman, 1973; Kauffman, 1974; Glass, 1975; Lauffenburger, 2000; Jaeger and Monk, 2014; Levine et al., 2014) . A commonality among these models for cell differentiation is the assumption that gene products (i.e. proteins, particularly TFs) play largely invariant roles in the GRNs in which they function (e.g. Hasty and Collins, 2001) .
Since its inception, the deterministic GRN Weltanschauung has expanded to include other molecular mechanisms that have been identified after the GRN dynamics model was first proposed, such as the AS of exons and introns to assemble different albeit species-specific proteins (see Pan et al., 2005) , a process that permits variation in the functionalities of TF subsets defining components of GRNs at the level of RNA processing. Likewise, PTMs are viewed as adding yet another level of complexity to the GRN paradigm, although, as in the case of AS, PTMs can still be incorporated as a part of a deterministic regulatory system. Thus, even though AS and PTMS have no direct counterpart in the original deterministic GRN model, the factors controlling AS and PTMS can be seen as an expression of GRN dynamics obtaining different cell fate specifications as a consequence of combinatorial determinism.
This perspective is confronted with evidence that 80-90% of all eukaryotic TFs thus far studied contain IDP regions of considerable length (Liu et al., 2006; Minezaki et al., 2006; Singh and Dash, 2007; Xie et al., 2007; Niklas et al., 2015; Yruela et al., 2015 Yruela et al., , 2017 . Thus, the binding specificity of most TFs to cis-regulatory elements and their partnering with other factors mediating responses to the physiological or developmental status of a cell are context dependent and subject to change even in the absence of genetic or epigenetic alteration. In addition, the functions of IDPs are further modulated by both AS and PTMs, particularly phosphorylation (Iakoucheva et al., 2004; Romero et al., 2006; Xie et al., 2007) . It is therefore reasonable to conclude that the combined functional consequences of AS, IDPs, and PTMs challenge the conventional view that GRN dynamics are deterministic systems. If TFs do not have fixed cis-acting regulatory targets and are conditionally dependent for their specificity, genetic determinacy in the traditional sense becomes an untenable proposition.
IDP-AS-PTM correlations
As noted, the roles played by IDPs extend well beyond their influence on TF functionalities. For example, although the roles played by IDPs in RNA biology are poorly understood (Järvelin et al., 2016) , proteins involved in transcription and RNA processing are enriched in IDP regions and play a broad role in RNA metabolism. For example, flexible serine (S)-arginine (R) repeat regions in SR proteins and SR-like proteins are known to enhance AS and function in other RNA processes such as genome export, translation, and stability (Zhou and Fu, 2013; Calabretta and Richard, 2015; Castello et al., 2016) . Likewise, pre-RNA regions susceptible to AS are significantly biased toward encoding disordered region; for example, ~80% of AS protein fragments are associated with fully (57%) or partially (24%) disordered regions (Romero et al., 2006) . AS associated with protein disorder is particularly important to the time-and tissue-specific modulation of protein function in multicellular organisms. Proteins with disordered/ductile regions disproportionately participate in signaling and regulatory processes such as transcription, translation, signal transduction, DNA condensation, RNA biosynthesis, cell cycle and differentiation, macromolecular transport through the nuclear pore complex, and environmental/stress adaptation (Xie et al., 2007) . It is estimated that ~80% of the proteome involved in developmental processes are IDPs, a percentage which significantly exceeds that predicted for whole proteomes (~40-50%) (Yruela, 2015) .
In contrast to highly ordered proteins, IDPs are disproportionately subject to combinatorial PTMs (Pejaver et al., 2014) . A large fraction of all eukaryotic proteins undergo phosphorylation, and most phosphorylation sites are within IDP regions (Gao et al., 2010) , which significantly expand their functional versatility. It should be noted, however, that TFs are not the only protein targets for PTMs, since they represent only ~5-10% of most eukaryotic proteomes. In general, IDPs are the predominant sites of PTMs, and PTMs produce significant changes in the structural properties of IDPs such that diverse biological processes are dependent on PTM regulation of IDPs (Bah and Forman-Kay, 2016) . Kinase and phosphatase phosphorylation and dephosphorylation of IDPs, respectively, play major regulatory roles in critical eukaryotic processes, ranging from the regulation of the cell cycle and transcription to AS and translation.
Promiscuous enzymes and enzyme multifunctionalities
Highly conserved enzyme functions tend not to be IDP region enriched. This stands in contrast to multidomain enzymes, which tend to contain intrinsically disordered residue (IDResidue) sequences as linkers. Many of these enzymes are multifunctional and metabolically 'promiscuous'. Excellent examples of promiscuous enzymes are the FAD synthetases (FADSs) and the fatty acid synthases (FASs).
FADS enzymes comprise a group of bifunctional enzymes that carry out the dual functions of riboflavin phosphorylation [riboflavin kinase (RFK)] to produce FMN and its subsequent adenylation to generate FAD in most prokaryotes (bifunctional RFK/FMNAT enzyme) (Serrano et al., 2013) . These enzymes are essential for all organisms because the production of FMN and FAD cofactors is needed for redox cell processes. The FADS enzymes also exist in chloroplasts but with different functions in the RFK region (which was lost and functionally altered) (Yruela et al., 2010) . Disorder prediction for these chloroplastic proteins reveals a higher proportion of disordered residues in the land plants (30-45%) compared with their orthologs in the green algae (10-20%) and even less in the cyanobacteria and other bacteria (5-10%) (Fig. 2) . The disordered amino acid fraction is accumulated over both domains and mainly in the region connecting both functional domains. This gain of ductility is reasonable because chloroplast FADS enzymes are encoded by nuclear genes in plants (Yruela et al., 2010) . In plants, the RFK function is associated with another bifunctional enzyme (bifunctional riboflavin kinase/FMN phosphatase). However, in other eukaryotes (metazoans), the normal prokaryotic FADS functions are split between two different enzymes, the monofunctional RFKs and the bifunctional FMNAT enzymes where this function is combined with others (i.e. the 'adenosine nucleotide α-hydrolase-like' superfamily) (Huerta et al., 2009) . These proteins illustrate region rearrangements during evolution.
FAS enzymes are found in bacteria, yeast, fungi, plants, and mammals. X-ray and cryo-electron microscopy 3D structures of type I and type II FASs have shown that they form multienzyme complexes with a highly dynamic assembly provided by IDP regions (Brink et al., 2002; Chirala and Wakil, 2004; Ciccarelli et al., 2013; Bukhari et al., 2014) . Consequently, overall, FAS enzymes manifest a highly flexible modular protein structure that contributes to catalytic efficiency (Grininger, 2014) .
Other excellent examples of the influence of IDPs on enzyme functionality are seen in photosynthetic proteins. The IDP extensions in the C-terminus of both the alpha isoform of Rubisco activase and CP12 that regulate the light-dependent response of Rubisco and other key enzymes from the BensonCalvin cycle such as NAD(P)H-glyceraldehyde-3-phosphate dehydrogenase (GAPDH) and phosphoribulokinase (PRK) (Tamoi et al., 2005; Mileo et al., 2013; Thieulin-Pardo et al., 2015; Launay et al., 2016) . Similarly, adenylate kinase 3 from the green alga Chlamydomonas reinhardtii has a flexible C-terminal extension homologous to that of CP12, which contributes to its stability and is essential for the PTM of the Cys221 residue by glutathione (Thieulin-Pardo et al., 2016) . In addition, it is worth mentioning that the Rubisco alpha isoform results from AS at the level of mRNA.
Also interesting are the roles of IDP regions located close to protein-protein interaction sites and redox centers where catalytic cofactors are located and intermolecular electron transfer processes occur, as is the case for ferredoxin-NADP + reductase (FNR or FPR) and its physiological electron donor ferredoxin (Fd), a ubiquitous protein present in bacteria and photosynthetic organisms. Two classes of ferredoxin-NADP + reductases (FNRs) have evolved presumably from a last common ancestor: (i) plastidic FNRs, which are found in the land plants, algae, and cyanobacteria, and (ii) bacterial FNRs, known as FPRs. Both of these FNR types are FAD flavoproteins. FNRs catalyze the reduction of NADP + to NADPH via Fd through the formation of a ternary NADP + -FNRFd complex (Sancho and Gómez-Moreno, 1991; Sánchez-Azqueteta et al., 2014) . The rates of these processes are considerably faster for plant-type FNRs in comparison with the bacterial FPRs. Such differences are due to the active sites of FPRs that are more organized and rigid than those of FNRs (Sánchez-Azqueteta et al., 2014) . X-ray crystallography studies show differences in the electron density of the flexible 100-115 residue loop (IDP insertion) between the individual FNR or its FNR-Fd complex (Morales et al., 2000) . In the case of the individual FNR, they are poorly defined in the electron density map (Serre et al., 1996) , indicating their IDP characteristics. This ductile loop participates in the FAD-binding region. Note that the 100-115 residue insertion is missing in bacterial FPR enzymes (Fig. 3) . In the diatom Asterionella formosa, FNR interacts with GAPDH and CP12, and together they form the atypical ternary complex GAPDH:CP12:FNR in comparison with cyanobacteria and plants. This ternary complex affects the differential regulation of Benson-Calvin cycle enzymes in diatoms compared with other algal and plant lineages, probably due to its very different evolutionary history (Mekhalfi et al., 2014) .
Moreover, the inactivation of enzymes is often prevented by the action of chaperones and chaperone-like proteins, which are enriched in IDP regions. For instance, the late embryogenesis abundant (LEA) proteins constitute a large divergent group of multifunctional proteins with this protective function. They are highly represented in plant proteomes and they are also found in animals (Candat et al., 2014) , being widely distributed in the cytosol, mitochondria, chloroplast, endoplasmic reticulum, nucleus, and pexophagosome. Experimental studies show that LEA proteins prevent the inactivation and/or aggregation of lactate dehydrogenase, β-d-galactosidase, and citrate synthase enzymes (Zhang et al., 2014; Furuki and Sakurai, 2016; Cuevas-Velázquez et al., 2017) under water deficit conditions in plants, and they can also increase cold tolerance (Liu et al., 2016) . The highly flexible and ductile protein CP12 is also an example of a chaperone-like protein since the interaction between CP12 and GAPDH is necessary to prevent the aggregation and its inactivation (Erales et al., 2009 ).
Evolution
It is predicted that only 10-20% of all prokaryotic proteins contain at least one long IDP region (≥30 residues in length), whereas 25-50% for all eukaryotic proteins contain at least one long IDP region (Ward et al., 2004; Pancsa and Tompa, 2012) ; that is, 12-30% of the proteomes in prokaryotes have IDP regions, whereas 33-50% of the proteomes in eukaryotes have IDPs regions. Interestingly, viral proteomes exhibit the widest range of disorder; ~12-80% of viral residues are IDP regions (Xue et al., 2012) . The gain of disorder/ductility in eukaryotes compared with prokaryotes is hypothesized to be associated with differences in genetic machinery. The prokaryotic genetic apparatus is compact, operon harboring, and intron poor, whereas the eukaryotic genetic apparatus is more complex, operon splitting, and intron rich.
Computational analyses reveal that proteins encoded near chromosomal translocation sites are significantly enriched in IDP regions. The translocation breakpoints are generally located outside the functional domains, whereas the vicinities of breakpoints are known to be even more disordered than the rest of these already highly disordered fusion proteins. These observations are interpreted to indicate that high levels of intrinsic disorder facilitate fusion proteins to escape detection by cellular surveillance mechanisms (that eliminate misfolded proteins) and to survive sufficiently to manifest their altered function(s) (Hegyi et al., 2009) . In contrast, the presence of IDP regions is associated with the genetic recombination rates of their encoding genes (Yruela and Contreras-Moreira, 2013 . We speculate that high recombination and chromosomal rearrangement rates favor IDP regions during evolution. In addition, relationships between G+C composition and intrinsic protein disorder have been established (Pavlović-Lažetić et al., 2011; Yruela and Contreras-Moreira, 2013) . Among land plants, the process known as GC-biased gene conversion, which increases the G+C content of recombining DNA over evolutionary time, produces an increase of amino acids over-represented in IDP regions (Yruela and Contreras-Moreira, 2013 ). Yet, G+C content can and does differ from one chromosome to another in the same organism, and the average G+C content does not invariably increase with increasing organismic complexity (Romiguier et al., 2010; Lassalle et al., 2015; Clément et al., 2017) .
IDPs and cell type numbers
We hypothesize that IDPs amplify protein functionalities and thus foster developmental complexity without inefficiently increasing genome size, particularly since IDPs are prone to AS and PTMs (Liu et al., 2006; Oldfield et al., 2008; Tompa et al., 2009) . If this hypothesis is true, a statistically significant and positive correlation should exist between the IDP fractions of proteomes and measures of organismic complexity, such as the number of different cell types which different kinds of organisms produce. We tested this speculation by examining published data for cell type numbers gathered by Bell and Mooers (2008) from the primary botanical and zoological literature and regressing these data against genome size, proteome size, and the proteome fraction of IDResidues reported for 19 species including unicellular and multicellular algae (n=8), land plants (n=6), and metazoans (n=5). Across these species, the number of different cell types ranges from one (the unicellular algae Osteococcus tauri and Micromonas pusilla) to 240 (Homo sapiens), genome size increases from 13 × 10 6 bp (O. tauri) to 3.3 × 10 9 (H. sapiens) bp, proteome size ranges from 7651 (O. tauri) to 66 293 proteins (soybean, Glycine max), and the fraction of IDResidues ranges from 29.9% (the lycophyte Selaginella moellendorfi) to 54.9% (the unicellular green alga C. reinhardtii).
Although these data are limited, ordinary least squares regression analyses show that the number of cell types correlates positively and significantly (P<0.0001) with each of the three measures of organismic information content (Table 1 ; Fig. 4 ). Of particular interest is the numerical values of the bivariate regression curve slopes (i.e. α-values) because these values indicate numerically the extent to which the number of different cell types increases or decreases with respect to increasing values of genome size, proteome size, or IDResidues. An examination of the numerical values of these regression slopes indicates that the number of different cell types increases as the 2.18 power of the number of IDResidues and as the 2.36 power of proteome size (Table 1) . Thus, the degree of cellular specialization increases disproportionately as each of these two measurements of organismic information content increases. In contrast, the number of different cell types increases only as the 0.88 power of genome size, which indicates that increasing genome size does not increase proportionately with respect to organismic complexity (as gauged by cell type numbers); that is, the well-known G paradox (see Hahn and Wray, 2002) . Although the correlations reported in Table 1 cannot be taken as direct evidence for a cause and effect relationship, they are clearly consistent with the hypothesis Fig. 4) for log 10 -transformed data of the number of different cell types (NCT) , genome size (G, in Mbp) Peng et al., 2006 ) predictions, which is ranked as the best protocol for predicting segments of disorder and gives the highest per-residue accuracy for long regions of disorder (Peng and Kurgan, 2012) . Fig. 4 . Log 10 -transformed data for different cell types (NCT) plotted against log 10 -transformed data for proteome size (number of amino acids) (A) and protein functional diversity (number of intrinsically disordered protein residues, IDResidues) (B) reported for unicellular algae, multicellular algae and land plants, invertebrates, and vertebrates. Straight lines are ordinary least squares regression curves (which stipulate Y and X as the dependent and independent variables, respectively). Chlamy.=Chlamydomonas reinhardtii, Micro.=Micromonas pusilla NOUM 17, Ostreo.=Ostreococcus tauri, Phaeo.=Phaeodactylum tricornutum, Thalas.=Thalassiosira pseudonana. For statistical regression parameters, see Table 1 . Data for NCT are taken from Bell and Mooers (2008) . Data for IDResidues and AA are taken from Oates et al. (2013) . IDResidues values are based on PONDR ® VLS2b (see Peng et al., 2006) predictions, which is ranked as the best protocol for predicting segments of disorder and gives the highest per-residue accuracy for long regions of disorder (Peng and Kurgan, 2012) .
proposed here. Specifically, these correlations indicate that the extent of cell type specialization increases dramatically as the number of IDResidues in proteomes increases.
Conclusion
Our review of the available data indicates that IDP regions are involved in key metabolic and developmental processes in ways that expand physiological and morphogenetic functionalities without unnecessarily increasing genome size. We have also shown that the fraction of intrinsically disordered regions in the proteomes of a broad spectrum of organisms is significantly correlated with the number of specialized cell types. Clearly, this correlation cannot be taken as evidence for a cause and effect phenomenology. However, we argue that the multifunctionalities conferred by IDP regions in tandem with their disproportionate involvement in alternative splicing and post-translational modifications provided a 'motif' that significantly contributed to the evolution of multicellularity within and across all of the major eukaryotic lineages.
