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ABSTRACT 
Selective catalytic reduction or SCR is coming into worldwide use for diesel 
engine emissions reduction for on- and off-highway vehicles.  These applications are 
characterized by broad operating range as well as rapid and unpredictable changes in 
operating conditions.  Significant nonlinearity, input and output constraints, and stringent 
performance requirements have led to the proposal of many different advanced control 
strategies. Moreover, hardware and software proliferation is driven by changes in catalyst 
formulation and converter size with engine and application. 
To address these challenges, this dissertation introduces the first application of 
model predictive control (MPC) to automotive SCR systems.  The controller includes a 
physics-based, embedded model which is general enough to represent all known 
ammonia or urea based SCR catalyst formulations.  The model is calibrated to flow 
reactor data, enabling a priori controller changes in response to changes in catalyst 
formulation or converter size.  Computational efficiency is achieved through use of 
successive model simplification, analytical solutions, and a varying terminal cost 
function.  The controller is augmented with a gradient-based parameter adaptation law to 
achieve robust performance.  Novel features of the estimator include metrics for time 
scale separation and statistical uncertainty, and component-wise separation of error co-
variance to maintain robustness in the face of sensor noise and plant-model mismatch. 
The end result is a generic, map-less SCR controller offering excellent 
performance and intuitive tuning.  As such, it provides a vehicle for collaboration among 
catalyst developers, system integrators, and control engineers. 
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CHAPTER 1 
INTRODUCTION 
Due to their durability and fuel economy, diesel engines are the power-plant of 
choice for commercial vehicles such as trucks, buses, agricultural tractors, and earth-
moving equipment. However, the combustion process is characterized by regions of high 
flame temperature where NO and NO2 are formed. Once released to the atmosphere, 
these emissions, commonly called NOX, contribute to the formation of ground level 
ozone (O3).  Health effect studies have linked NO2 and O3 concentrations to incidence 
rates for respiratory tract irritation, infection, and asthma. Moreover, diesel engines are a 
significant source of these emissions.  According to the US Environmental Protection 
Agency (EPA), 19% of all US NOX emissions in 2002 came from on-road and off-road 
diesels.  The health risks mentioned above have led nations in Europe, Asia, and North 
America to implement aggressive NOX emissions limits for on- and off-road vehicles. 
Standards that come into effect between 2010 and 2014 are so stringent that they are 
unattainable by production diesel combustion technology.  
Instead, some type of NOX aftertreatment is required. The function of such 
systems is to reduce the amount of NOX in the exhaust leaving the engine before it is 
released to ambient. The primary performance measure is NOX conversion efficiency, 
which is the fraction of the inlet NOX that has been removed. Johnson [1] evaluated 
several different NOX emission control strategies and showed that the technology of 
choice for many applications is selective catalytic reduction (SCR). 
Specifically, NO and NO2 are consumed by chemical reaction with a reductant on 
the surface of an SCR catalyst. Ammonia (NH3) is the most commonly used reductant, 
and for safety reasons an aqueous urea solution (AUS) is used as an NH3 carrier. This 
2 
solution is referred to in Europe by the trade name AdBlue and in North America by the 
term Diesel Exhaust Fluid (DEF). After injection into the exhaust stream, the urea 
decomposes into NH3 via hydrolysis and thermolysis [2]. The efficacy of this technology 
is widely recognized. First discovered in 1957 [3], it initially came into widespread use in 
the early 1970’s for industrial applications such as boilers, gas turbine and diesel powered 
generators, chemical plants, and steel mills [4].  However, it was not used in automotive 
applications until 2005, and only then to achieve about a 65% reduction in NOX. 
Two characteristics differentiate automotive applications from historical industrial 
applications. First, operation is highly transient and unpredictable. If care is not taken to 
adjust the AUS injection rate accordingly, this can lead to either higher than required 
NOX emissions or undesired NH3 emissions, called NH3 slip. Second, exhaust 
temperature is frequently below the threshold for AUS injection (~ 220 deg C). Below 
this point, urea-based deposits can form which block exhaust passages and lead to 
excessive NH3 slip when high temperature operation resumes. Fortunately, NOX 
reduction below the temperature threshold can still be realized using NH3 previously 
adsorbed and stored onto the catalyst. NH3 storage must be carefully managed – too little 
leads to low NOX conversion efficiency, too much leads to NH3 slip. Clearly, dosing rate 
control is a critical factor affecting system performance. 
 
1.1 SYSTEM DESCRIPTION 
Figure 1.1 is a schematic of a complete diesel exhaust gas aftertreatment system. 
The diesel oxidation catalyst (DOC) and diesel particulate filter (DPF) reduce 
hydrocarbon and particulate matter emissions. Platinum-based catalytic coatings on these 
3 
components promote the oxidation of NO to NO2, which is advantageous for oxidizing 
the soot trapped by the DPF. In so doing, the need to temporarily create high exhaust 
temperatures to consume the soot is reduced and in some applications eliminated. The 
NOX mole fraction entering the aftertreatment system is measured using a NOX sensor. 
Although this portion of the system has no effect on total NOX emissions, it alters the gas 
temperature and molar ratio of NO2 to NOX entering the downstream SCR system.  Both 
of these variables can significantly affect NOX conversion efficiency, especially below 
250 deg C. 
 
DOC DPF
From
Engine
To
Ambient
NOX Sensor
NOX and 
NH3 Sensors
Temp Sensors
Engine Data
(via CAN) ECM
SCR Converter
Doser
Unit
AUS Spray
 
Figure 1.1: Diesel Engine Aftertreatment System Schematic 
The principle components of an SCR system are as follows. A doser, which is the 
only actuator, injects AUS into the exhaust gas in response to the controller’s command. 
The converter consists of honeycomb-style, porous, ceramic substrates on which a 
catalytic coating has been deposited. A second NOX sensor is placed downstream of the 
converter. Since the NOX sensor measures a combination of NOX and NH3, some means 
of addressing this cross-sensitivity is required. Schär et al [5] proposed using an 
excitation filter, but instead we place a NH3 sensor nearby. The NH3 sensor is new 
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technology and is expected to be introduced into production by 2013 [6]. Gas temperature 
is measured both upstream and downstream of the converter. The controller is 
implemented on an electronic control module (ECM), which also performs data 
acquisition, signal conditioning, and controller area network (CAN) messaging. In 
addition, the controller has access to engine data such as exhaust mass flow rate and air-
fuel ratio. 
 
1.2 PERFORMANCE REQUIREMENTS 
The most stringent automotive diesel engine NOX emission standards in effect 
today are imposed by the EPA. The comply with them, NOX conversion efficiency must 
exceed 80%, even for operating cycles where exhaust temperature is below the dosing 
threshold for several minutes. Moreover, this performance must be demonstrated with 
degraded components equivalent to 700,000 kilometers of operation. Production variation 
is monitored by testing randomly selected engines, targeting a high emissions compliance 
rate (e.g. 90%). Failure to meet requirements can lead to fines in the tens of millions of 
US dollars. 
Although NH3 slip is unregulated, self-imposed limits of 10 ppm at steady-state 
and 20 ppm during transients have been adopted. These levels are comparable to those in 
occupational health standards [7] and well below the detection threshold of ammonia by 
the human nose [8]. 
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1.3 SCR CONTROL PROGRESS AND TECHNOLOGY GAPS 
The type of aftertreatment system shown in Figure 1.1 came into production only 
recently, being necessitated by EPA emissions legislation which comes into effect 
January 1, 2010. It also required the development of new catalytic coatings. SCR 
catalysts can be based on copper-zeolite, iron-zeolite, and / or vanadium-pentoxide, but 
the steady-state and transient characteristics of these materials are significantly different 
[9]. Furthermore, manufacturers commonly produce engines of different displacements, 
each requiring a different size converter. Every time the coating or converter dimensions 
are changed, the system’s dynamic characteristics are affected and the controller must be 
retuned.  The time and cost associated with this effort can be considerable.  For example, 
the cost of operating a typical emissions development test cell is approximately $15,000 
per week, with each engine – converter combination requiring several weeks of testing. 
To limit engineering effort while still meeting performance requirements, control 
systems using a physics-based embedded model are especially appealing. They provide a 
priori controller adjustments in response to model parameter changes. Closed loop 
control is accomplished by basing control action on a combination of embedded model 
predictions and outlet NOX and / or NH3 sensor readings.  Several such controllers have 
recently been proposed ([5], [6], [10] - [12]), and in the next few years they will likely 
replace open-loop look-up tables [12], and gain-scheduled PI controllers [13].  
However, these new SCR controllers frequently use set-point maps for NOX 
conversion efficiency or NH3 storage, which have to be tuned for the system at hand. In 
some cases, switched controllers are used to account for the dramatic differences between 
high and low temperature system dynamics. This complexity has been added to address 
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the NH3 slip constraint. Since model predictive control (MPC) handles constraints 
explicitly, it is a logical next step in the evolution of SCR control technology.  This 
dissertation presents the first known application of MPC to an automotive SCR system. 
 
1.4 MPC IMPLEMENTATION CHALLENGES 
MPC is well established in the process industry, as reported by Qin and Badgwell 
[14].  Its essential features are ([15, 16]): (a) a model to predict the output over a future 
output horizon; (b) control action, over a future control horizon, chosen to minimize a 
cost function; and (c) a receding horizon strategy whereby, at each sample time, only the 
first control signal is implemented and the optimization is repeated at the next sample 
time.  The method is quite general in that it can accommodate many different types of 
models: discrete-time polynomial models, continuous-time linear state-space or transfer 
function models, or even custom nonlinear models. Some approaches even consider the 
responses of a family of plant models before the control is implemented.  Furthermore, 
there are several ways of defining the control action over the control horizon.  It can be 
represented as a finite number of discrete control moves, as a continuous control law with 
a set of gains to choose from, or as a family of controllers (e.g. LQ designs) with different 
weighting functions.  Despite the variety of approaches, it has still been possible to make 
definitive statements about its stability, robustness, and optimality [17]. 
The primary disadvantage of MPC is the computational effort required to solve 
the optimization on-line.  This delay is clearly undesirable, and can become problematic 
if it exceeds the input update interval.  A second and related problem is solution 
feasibility, meaning the existence of a control that satisfies constraints.  Because of these 
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complexities, MPC is sometimes viewed as only useful for low bandwidth applications, 
where multiple seconds, minutes, or hours are available to complete the optimization.  
However, this perspective is changing. In particular, the method has recently been 
used for controlling high bandwidth automotive applications such as air handling systems 
[18], HCCI engine valve trains [19], and fuel injectors [20].  The MPC controller 
described in this dissertation includes special features for achieving computational 
efficiency and guaranteeing solution feasibility.  Moreover, the computational effort is 
suitable for use on a production ECM. 
Although control action is determined through a combination of model 
predictions and sensor readings, a widely accepted axiom is that, with MPC, better 
control frequently requires better models.  As stated above, consistent NOX conversion 
efficiency in the face of production variation and system degradation is very desirable, if 
not legally required.  Therefore, the MPC controller has been augmented by a gradient-
based parameter estimation technique.  Its novel formulation includes considerations for 
time scale separation between the estimator and controller as well as statistical 
uncertainty.  To achieve robustness even with sensor noise and plant-model mismatch, 
Pareto optimization is used in a two-dimensional model error space. 
 
1.5 ORGANIZATION OF THIS DISSERTATION 
The organization of this dissertation is as follows.  First, Chapter 2 presents the 
system model, including the governing equations and model validation. The choice of 
model order is covered in Chapter 3, along with procedures for determining model 
parameters.  The model is subsequently applied to quantify the system’s dynamic 
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characteristics in Chapter 4. Moreover, controller performance in the face of uncertainty 
must be considered, and so sources of uncertainty are delineated in Chapter 5.  The 
details of the MPC controller are described in Chapter 6, along with a comparison of this 
controller with published alternatives.  A gradient-based parameter estimation technique 
is used to achieve consistent performance, and this estimator is presented in Chapter 7.  
The stability of the MPC controller is analyzed in Chapter 8.  Keeping in mind that the 
achievable performance is a function of both control design and system capability, some 
factors limiting NOX conversion efficiency are detailed in Chapter 9.  Finally, 
conclusions are summarized and future work opportunities are suggested in Chapter 10. 
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CHAPTER 2 
SCR CONVERTER MODELING 
As mentioned in Chapter 1 (Introduction), the MPC controller is based on a 
physics-based embedded model. To lay the groundwork for this model, Section 2.1 
describes the converter’s construction as well as common terminology.  As with almost 
any effort, it pays to “begin with the end in mind” [21], and so Section 2.2 introduces a 
list of modeling requirements. 
Moreover, the controller is demonstrated for measured SCR converter inlet 
conditions, but using a plant simulation to predict NOX conversion efficiency and NH3 
slip. As shown later in this dissertation, the embedded model and plant simulation have 
the same model structure, but differ in spatial resolution and in the values of their 
respective model parameters.  This structure, including the modeling approach, model 
inputs, parameters, and initial conditions, is detailed in Sections 2.3 and 2.4.  Some 
comparisons between model predictions and experimental measurements are then given 
in Section 2.5, with more extensive results reported in Appendix A. 
One emergent problem in SCR converter modeling is that of small time scales at 
high temperature, which can lead to very inefficient simulation.  There are several 
approaches to this problem, but in this case a switched model is used.  As implemented, 
the switched model is quite general and includes on-line eigenvalue and equilibrium point 
estimation, as well as some features to prevent repeated switching.  These aspects of the 
model are discussed in Sections 2.6 through 2.8.  The switched model is then applied in 
two demo applications in Section 2.9. 
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2.1 CONVERTER CONSTRUCTION 
Most automotive catalysts, including the SCR converters studied in this 
dissertation, are heterogeneous catalysts.  This means that they consist of a thin catalytic 
coating applied to some type of catalyst support, also called a substrate.  For the 
interested reader, Heck et al [4] provides a more detailed introduction to catalytic 
converter construction and their principle of operation.  Only the most salient features are 
presented here. 
 
Figure 2.1: Heterogenous Catalyst Construction 
Typical Square Channel Cordierite Substrate (left) 
Catalyst Cross Section (right) 
 
Figure 2.1 shows a photo of a typical substrate.  The most common substrate 
material is 35% porosity cordierite, which is a type of ceramic.  Since all reactions of 
interest occur on the surface of the coating, the substrate must be designed so it has high 
surface-to-volume ratio and high mass transfer coefficient. Generally, this is 
accomplished by using a honeycomb-style substrate that has many gas channels in 
parallel. Although many different channel shapes have been proposed, square channels 
are by far the most commonly used.  Substrates of this type are referred to by their cell 
density and wall thickness.  For example, a very common substrate for SCR converters is 
400 x 7, meaning that there are 400 flow channels or cells per square inch of catalyst face 
11 
area, and the wall thickness is 7 mil (0.007 inch).  This naming convention is very 
commonly used in the catalyst industry and adopted for the remainder of the dissertation. 
Figure 2.1 also shows a cross section of a heterogeneous catalyst.  The gray, 
speckled region is the porous substrate and the green region is the coating.  This shows 
that the coating is much thinner than the substrate wall.  If viewed even more closely, the 
coating would have a construction as shown in Figure 2.2. The coating itself consists of a 
washcoat on which nanoscale catalytic particles are supported.  These particles are 
referred to as catalytic sites.  As shown, the surface of the washcoat is irregular and some 
sites are located within the pores of the washcoat.  Molecular transport phenomenon 
within these small scale pores is usually termed pore diffusion and an introduction to that 
subject is given by Mills [22]. 
Substrate
Washcoat Catalytic SitesWashcoat Catalytic Sites
Substrat
 
Figure 2.2: Catalytic Coating Construction 
For given operating conditions (e.g. temperature, NOX mass flow rate), to achieve 
a desired NOX conversion efficiency a sufficient number of catalytic sites must be present 
and holding adsorbed NH3.  Since commercial vehicles frequently operate at high load 
and therefore high NOX mass flow rate, and since emissions compliance is mandated at 
these operating conditions, the required number of sites frequently exceeds the number 
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that can be placed on a single honeycomb substrate.  Therefore, it is common to place 
two or more substrates, commonly called bricks, in series. 
 
2.2 MODEL REQUIREMENTS 
Before developing a model, it is helpful to first identify the requirements which 
must be met.  In this instance, we seek a control-oriented model having the following 
characteristics: 
- Achieves First Order Accuracy: For plant simulation, the desire is to predict 
the output about as accurately as it can be measured.  This would mean 
prediction accuracy of a few percent for NOX conversion efficiency and about 
10 ppm for NH3 slip.  Since embedded models can be corrected using sensor 
readings, they can be even less accurate. 
- Includes the Dominant Dynamics: The model must include the dynamics that 
are slower than the characteristic time for boundary condition changes.  For an 
automotive powertrain, this is on the order of 100 ms or longer. 
- Supports Real-Time Applications:  The embedded model must run faster than 
real-time.  Although not a requirement, plant simulations that run at least as fast 
as real-time are very desirable, since emissions test cycles are 20 to 40 minutes 
long and must be repeated until periodic boundary conditions are reached.  In 
many cases, code speed is a limiting factor in controller tuning and evaluation. 
- Is Portable to Control Modules:  The model must be portable to C for 
inclusion in ECMs.  The MATLAB / SIMULINK Real-Time Workshop 
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Toolbox can auto-generate C code, and is a convenient way of meeting this 
requirement. 
- Can be Easily Calibrated: Catalytic coatings are still evolving, and so the 
ability to recalibrate the model is very desirable.  For ease of use, model 
parameters are assigned in the MATLAB Workspace and can be easily revised 
either manually or by automated calibration scripts. 
The model described in this chapter meets all of these requirements. 
 
 
Control Volumes
Element i 
Brick #1
. . . .
Brick #n
{
Solid
Gas InFlow
Out
Flow
Surface
 
Figure 2.3 Control Volume Definition 
 
2.3 MODELING APPROACH 
2.3.1 Control Volume Definition 
As mentioned above, the converter consists of a number of bricks arranged in 
series.  The bricks have the same face area, but can be of differing lengths.  Each brick is 
subdivided into a number of elements along its axis.  For each element, two control 
volumes and a surface are defined (see Figure 2.3). One control volume is the collection 
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of gas channels.  The other control volume is comprised of the solid, including the 
substrate and catalytic coating. Just as for many other physical arrangements, the surface 
is important because it is the location where heat and mass are exchanged between the 
two control volumes. 
 
2.3.2 Simplifying Assumptions 
Simplifying assumptions are given below along with a few supporting comments.  
All of them are typical for models of this type [23]: 
A1. Gas flow and properties are uniform in the radial and circumferential 
directions.  In reality, there are variations in gas velocity, temperature, and 
reductant concentration entering the converter.  Although the inclusion of 
reductant concentration gradients is covered in Chapter 5, unless otherwise 
stated the reader should assume these effects have been ignored. 
A2. Mass and energy storage within the gas are negligible.  As stated earlier, 
the fastest time scale of interest in an automotive powertrain is on the order 
of 100 ms.  However, for SCR the dosing command is updated only every 
1000 ms.  Although the residence time of the gas is longest at low idle, it is 
still several times shorter than 1000 ms.  So, neglecting mass storage effects 
in the gas phase is appropriate for all operating conditions.  This also leads to 
the conclusion that energy storage within the gas is negligible, especially 
since the heat capacitance of the gas is less than 1% of the total heat 
capacitance (gas plus solid) of the converter.  
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A3. Gas pressure is spatially uniform.  Even at maximum mass flow rate, the 
pressure drop across the converter is only about 10% of the inlet pressure.  
Therefore, the assumption of uniform gas pressure is accurate within +/- 5%.  
These small pressure drops also indicate that gas velocity is low and so the 
kinetic energy of the gas can be neglected. 
A4. Temperature is uniform within the solid phase for each element but 
varies from element to element along the length of the converter.  The 
assumption of a negligible temperature gradient normal to the surface was 
assessed by computing the Biot number, approximating the substrate wall as 
an infinite plane wall.  Over a representative temperature range, the Biot 
number was computed to be 0.02 to 0.04.  Since the usual criterion for 
uniform temperature is that the Biot number should be less than 0.10 [24], 
this assumption is justified.  As of the completion of this thesis, only one 
author has indicated that the substrate must be modeled using multiple layers 
normal to the surface [25], all others use a single layer approach (as used 
here). 
A5. Thermal conduction along the axis of the converter is negligible.  This 
assumption can be assessed by comparing the thermal resistance between the 
gas and the surface to the thermal resistance along the length of the substrate.  
Assuming a 400 x 7 cordierite substrate and a characteristic axial length for 
conduction of 15 mm, the thermal resistance for axial conduction is over 600 
times greater than the thermal resistance for convective heat transfer between 
the gas and the channel wall.  Therefore, this assumption is reasonable. 
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A6. Heat transfer to ambient is negligible.  Although there is high heat transfer 
between the gas and the substrate, heat transfer from the substrate to ambient 
is comparatively small.  This is due to several factors.  First, being a porous 
ceramic, the thermal conductivity of the substrate is low.  Second, the bricks 
are mounted in stainless steel canisters using a fiberglass mat, which is also a 
good insulator.  Third, it is not unusual for the canister to include an air gap 
or some other type of insulation to improve catalyst warm-up or limit 
maximum surface temperature. 
A7. The converter uses only NH3 as a reductant. This assumption is primarily 
for the sake of simplicity.  Some differences in conversion efficiency 
between ammonia and urea solutions have been noted [26], but this offset can 
be attributed to multiple causes.  Moreover, inclusion of thermolysis and 
hydrolysis effects in control-oriented models is still a work in progress [2]. 
A8. NH3 is the only adsorbed species (Eley-Rideal mechanism), and there is 
only one type of adsorption site.  This is a very common approach for all 
types of SCR catalysts [27], and is the simplest one that includes NH3 storage 
dynamics.  However, it is well known that there are different types of sites, 
each having their own activation energy.  The usual approach is to 
approximate this effect using a coverage dependent activation energy, and 
that technique is also followed in this dissertation.  However, work to include 
NO2, O2, and H2O adsorption into SCR catalyst models has been recently 
reported ([28], [29]). 
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A9. Pore diffusion need not be treated separately and is inherent in the model 
parameters (frequency factors and activation energies) of the reaction 
rate equations.  This is a common approach for heterogeneous catalysts on 
honeycomb-style substrates. 
 
2.3.3 Gas Phase Governing Equations 
The exhaust gas is represented by its temperature and composition, which change 
as the gas flows from upstream to downstream elements.  The composition is modeled 
using eight different species, numbered sequentially as follows: 
Species #1: N2 
Species #2: O2 
Species #3: H2O 
Species #4: CO2 
Species #5: NO 
Species #6: NO2 
Species #7: NH3 
Species #8: N2O 
Four of these species (N2, O2, H2O, CO2) are classified as major species and the 
remaining four are classified as minor species (NO, NO2, NH3, and N2O).  Minor species 
are only present in trace amounts, having mole fractions on the order of parts per million.  
Moreover, the mole fractions of minor species can experience significant change from the 
inlet to the outlet of the converter.  In contrast, major species are present in significant 
amounts, having mole fractions on the order of percentages.  Furthermore, the mole 
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fractions of major species do not experience significant change from the inlet to the outlet 
of the converter.  The importance of this distinction between major and minor species is 
discussed in more detail below. 
The governing equations for the gas phase consist of conservation of mass, 
conservation of species, the momentum equation, and conservation of energy.  These 
equations are derived using the control volumes shown in Figure 2.3.  For additional 
clarity, the gas phase control volume is illustrated in Figure 2.4. 
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Figure 2.4 Gas Phase Control Volume for the ith Element 
Since mass storage within the gas is neglected (assumption A2), the mass flow 
rate into the element equals the mass flow rate out of the element.  Also, since the 
pressure was assumed to the uniform (assumption A3), the momentum equation is no 
longer needed.  Furthermore, the change in major species mole fractions across the 
element is negligible.  This can be written mathematically as: 
1, ,i k i ky y+ =% %     [1, 4]k ∈     (2.1) 
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The change in minor species mole fractions across the element is found by applying the 
conservation of species equation: 
. ,
1, ,
S i k MIX
i k i k
n MW
y y
m
+ = +
&
% %
&
   [5,8]k ∈      (2.2) 
Calculation of molar flow rates from the wall (
, ,S i kn& ) are described in Section 2.3.8.  
Applying conservation of energy gives: 
,
, 1 ,
S i
G i G i
PG
Q
T T
mc
+ = +
&
&
        (2.3) 
The calculation of the heat transfer rate is described in Section 2.3.6. 
Note that equations (2.1) through (2.3) do not include any time derivatives, so 
they are quasi-steady, algebraic equations.  With appropriate calculation of source terms 
for heat and mass transfer, they can be solved by a space marching scheme at each time 
step. 
 
2.3.4 Solid Phase Governing Equations 
The solid phase is represented by the wall temperature and NH3 coverage, which 
vary from one element to the next.  NH3 coverage is the fraction of catalytic sites which 
hold adsorbed NH3, which by definition must be between zero and one.  Also, it is 
important to note that adsorbed ammonia differs in chemical composition from gaseous 
ammonia.  In Chapter 4, it is shown that time scales for energy storage within the wall are 
much longer than 100 to 1000 ms, so wall temperature must be represented by state 
equations rather than algebraic ones.  Furthermore, time scales for NH3 storage (meaning 
the deposition and consumption of adsorbed NH3) exceed 1000 ms for many operating 
conditions.  Thus, the coverage is represented by state equations as well. 
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The governing equations for the solid phase consist of conservation of species and 
conservation of energy.  These equations are again derived using the control volumes 
shown in Figure 2.3, with the solid phase control volume illustrated in Figure 2.5.  As 
described above, there are two states for each element, one being the temperature (
,W iT ) 
and the other being the coverage ( iθ ).  Each element also has source terms for heat 
release (
,R iQ& ) and molar consumption ( , ,S i DESn& ) rates due to chemical reaction. 
, ,S i ADSn&
, ,S i DESn&
, ,S i CONSn&
iθ
,R iQ&
,S iQ&
,W iT
 
Figure 2.5 Solid Phase Control Volume for the ith Element 
The solid is assumed to have constant mass, since the mass of adsorbed NH3 is 
small compared to the mass of the solid.  This assumption is easily justified, since 
generally less than 10 grams of NH3 per liter of converter is adsorbed, whereas the 
density of a bare 400 x 7 substrate is about 400 grams per liter of converter.  Therefore, 
the mass of each element can be determined directly from wall volume and substrate 
density. 
The state equation for temperature is derived from conservation of energy, and 
can be written as: 
21 
, , ,
,
W i R i S i
W i W
dT Q Q
dt m c
−
=
& &
        (2.4) 
Equation (2.4) shows that solid element temperatures evolve due to competing effects of 
heat release from chemical reactions and heat transfer to the gas.  However, heat transfer 
is the dominant effect, owing to the fact that chemical reactions only cause mole fraction 
changes on the order of parts per million. 
The state equation for coverage is derived from conservation of species, which in 
this case is simply a molar balance on adsorbed NH3: 
, , , , , ,
3
S i ADS S i DES S i CONSi
CONV i NH
n n nd
dt A L
θ  − − 
=
⋅ ⋅Ω
& & &
       (2.5) 
The terms in the numerator are the molar rates of adsorption, desorption, and 
consumption of adsorbed NH3 within the element.  The calculation of these terms is 
described in more detail in section 2.3.8.  The denominator of equation (2.5) is the 
maximum number of moles of NH3 that can be adsorbed, assuming that each catalytic 
site can hold one molecule of adsorbed NH3.  It is expressed in terms of the total volume 
of the element and the parameter 3NHΩ , which is called the maximum monolayer 
capacity.  This parameter is time invariant, assuming there is no catalyst degradation. 
 
2.3.5 Property Relationships 
The properties of interest for the solid phase are density and specific heat.  Heck 
et al [4] indicates that solid cordierite has a density of 2510 kg/m3.  For a 35% porosity 
substrate, and neglecting mass and energy storage within gases inside the pores, the mean 
density is 1631 kg/m3.  The mean specific heat for porous substrates is reported by Heck 
to be 1.046 kJ/kg-K.  Even though these estimates do not include the contribution of the 
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catalytic coating, the predicted thermal response of the converter is in good agreement 
with measured values (see Section 2.5). 
The properties of interest for the gas phase are the molecular weight, density, 
specific heat, absolute viscosity, and thermal conductivity.  In addition, the mass 
diffusivities for minor species are required.  To lighten the computational burden, these 
properties are calculated at the inlet conditions to the converter.  Since some of them are 
temperature sensitive, this is an area for model improvement. 
The mixture molecular weight is computed from the mole fractions and the 
molecular weight of each species.  Specifically: 
7
,
1
MIX IN k k
k
MW y MW
=
=∑ %        (2.6) 
Note that the expression above does not include the eighth species, which is N2O, since 
this compound is typically not found upstream of the SCR converter.  It is sometimes 
found at the outlet of the converter, but only in trace amounts. 
The gas phase is assumed to obey the ideal gas law, which allows density to be 
calculated from: 
,
G MIX
G
u G IN
P MW
R T
ρ ⋅=         (2.7) 
The specific heat of the mixture is computed from the mole fractions, the molar 
specific heats, and the mixture molecular weight.  In particular: 
7
0
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MW
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=
∑ %
        (2.8) 
Note that again the mole fraction of N2O is not included, for the same reasons mentioned 
previously. The molar specific heats are computed using the Shomate equation: 
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The values for the empirical constants 
,CP kA , ,CP kB , ,CP kC , ,CP kD , and ,CP kE  for each 
species are given in reference [30] and are based on curve fits to JANAF tables [31]. 
The absolute viscosity of the gas is calculated by first determining the viscosities 
of each species using Chapman-Enskog kinetic theory and Lennard-Jones potentials.  The 
approach is described in detail by Reid [32], which is the source of empirical constants 
for each species. The starting point is to compute a dimensionless temperature, *kT , using: 
,* B G IN
k
k
k T
T
ε
=          (2.10) 
Knowing the dimensionless temperature, the Lennard-Jones viscosity collision integral 
can be found from the empirical equation: 
( ) ( ) ( )* * *, exp expvbv k v k v v k v v ka T c d T e f T−    Ω = + − + −       (2.11) 
Next, the absolute viscosity for each component of the mixture is calculated from: 
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      (2.12) 
The next task is to compute the absolute viscosity of the ideal gas mixture.  To do 
so, we use Wilke’s rule [33], which is an empirical relationship that works well for gases 
at low density.  This rule is stated mathematically as: 
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The weighting factor 
,kjνΦ  is calculated from: 
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The thermal conductivity of the gas is calculated by first determining the thermal 
conductivities of each species.  Unlike viscosity (and as mentioned below, the mass 
diffusivity), thermal conductivity cannot be reliably predicted from kinetic theory, which 
is based on translational kinetic energy and forces between molecules.  That approach 
fails to account for the significant amount of energy associated with vibrational and 
rotational motions.  Therefore, a purely empirical approach is used.  Specifically, thermal 
conductivities for each component of the mixture are calculated from: 
( ) ( )2 3, , , , , , ,k k k G IN k G IN k G INA B T C T D Tκ κ κ κκ = + ⋅ + ⋅ + ⋅     (2.15) 
The values for the empirical constants 
,kAκ , ,kBκ , ,kCκ , and ,kDκ  were taken from 
Reid [32]. 
The thermal conductivity for the gas mixture is again computed using the analogy 
of Wilke’s rule [33], but for thermal conductivities: 
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The weighting factor 
,kjνΦ  is calculated using: 
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The value of mass diffusivity is needed for each component experiencing mass 
transfer.  As mentioned previously, to reduce computational effort, mass transfer 
considerations are limited to minor species.  Because the gas is a multi-component 
mixture, the calculation of mass diffusivity can be quite involved.  Specifically, published 
property data for diffusivities are almost always given as binary diffusion coefficients.  
By definition, this is the mass diffusivity when only two species are present.  For 
example, in the case of NH3 we might find the binary diffusion coefficient of NH3 in N2 
or of NH3 in CO2.  However, we require the mass diffusivity of NH3 in exhaust gas, 
whose composition varies. 
A widely used approach to computing multi-component mass diffusivity is 
Blanc’s law [32].  This expression is: 
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However, to implement this approach we need to know all of the binary diffusion 
coefficients between each of the species as functions of temperature and pressure.  For 
example, in the case of NH3 we would then need to know the binary diffusion 
coefficients of NH3 in N2, NH3 in O2, NH3 in CO2, NH3 in H2O, NH3 in NO, and NH3 in 
NO2.  Unfortunately, many of these binary diffusion coefficients are not available in the 
literature and would need to be estimated from kinetic theory. 
Because of this gap, we adopt an even simpler approach, which is to treat the 
exhaust as a single component gas.  This is a reasonable approximation because it is 
mostly nitrogen.  Moreover, the nitrogen mole fraction is nearly the same in air and 
exhaust gas.  Thus, a further simplification is to approximate exhaust gas as air.  This 
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transforms the problem from that of computing multi-component mass diffusivity to one 
of computing a binary diffusion coefficient. 
Chapman-Enskog kinetic theory can then be used to estimate mass diffusivities.  
The method is similar to the calculation of absolute viscosity in that it considers 
intermolecular forces.  We need only come up with diffusivity collision integrals and 
diffusivity collision diameters which now correspond to a binary mixture rather than a 
pure substance.  Fortunately, combining rules have already been developed [33]. 
The combining rule for collision diameter is: 
( )
2
k AIR
k AIR
σ σ
σ
−
+
=         (2.19) 
while the combining rule for the minimum intermolecular potential of interaction is: 
k AIR k AIRε ε ε− = ⋅         (2.20) 
The collision diameter and the minimum intermolecular potential of interaction for each 
species and also for air are given by Reid [32]. 
Next, a dimensionless temperature for the binary mixture is calculated.  By 
analogy with equation (2.10): 
,* B G IN
k AIR
k AIR
k T
T
ε−
−
=         (2.21) 
This allows a collision interval for diffusion to be computed from the following empirical 
relationship [33, 34]: 
( ) ( ) ( )
( )
,* * *
,
*
exp exp
exp
D kb
D k D k air D D k air D D k air
D D k
a T c d T e f T
g h T
−
− − −
   Ω = + − + −   
 + − 
  (2.22) 
In turn, the mass diffusivity can be computed from [33]: 
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The mass diffusivity calculations in the model were verified against hand 
calculations and also tabular data from references [22] and [24].  Although no errors were 
found between the model and hand calculations, the mass diffusivities varied 
significantly from values in these references for NH3 and H2O.  However, the published 
values of Mason and Monchick [35] for NH3 and H2O are in good agreement with our 
calculations.  This points out that the mass diffusivities for these two substances may be 
difficult to measure accurately. 
 
2.3.6 Calculation of Heat and Mass Transfer Rates 
To determine the time derivatives of wall temperature and coverage, heat and 
mass transfer rates between the gas and the surface must be computed for each element.  
This is essentially a two step process: (a) computing the heat and mass transfer 
coefficients; and (b) applying these coefficients, in conjunction with temperatures and gas 
concentrations, to compute heat and mass transfer rates.  A detailed description of each 
step is given below. 
 
2.3.6.1 Heat and Mass Transfer Coefficient Calculation 
Because channel heights are small (on the order of one millimeter), the flow 
becomes laminar after it enters the catalyst.  In addition, over the first 10 to 50 mm of 
channel length, the flow transitions to fully developed velocity, temperature, and 
concentration profiles.  While the flow is still developing, heat and mass transfer 
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coefficients exceed values for fully developed flow, due to larger gradients normal to the 
surface in this region.  However, since brick length is on the order of 150 mm, these 
effects are confined to a small portion of each brick. 
Several correlations have been suggested for these flows.  Those proposed by 
Tronconi and Forzatti [36] are unique because they include reacting flow.  Specifically, 
they used computational fluid dynamics to study the effect of Damkohler number on heat 
and mass transfer for circular, square, and triangular channels.  Their correlations were 
originally implemented into the model, but in the course of this work it was found that 
developing flow effects had minimal impact on SCR converter performance.  In addition, 
this correlation appreciably increases run time due to MATLAB function calls to 
compute the upper incomplete error function. 
Therefore, the developing flow correlations mentioned above were replaced with 
correlations for fully developed, laminar flow.  Under this restriction, the Nusselt and 
Sherwood numbers are constant and, for a square channel, have values of about 3.0 [24].  
Thus, the heat transfer coefficient is computed from: 
,
MIX
h i
h
Nu
D
κ
α =         (2.24) 
while the mass transfer coefficient is computed from: 
 
, ,
k MIX
m k MIX i
h
Sh
D
α −
−
=
D
       (2.25) 
 
2.3.6.2 Heat and Mass Transfer Rate Calculation 
Having computed the heat transfer coefficient, the heat exchange between the gas 
and the surface is calculated.  Since energy storage in the gas is assumed to be negligible, 
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the axial gas temperature profile can be found based on the known surface temperatures 
in each element.  Assuming the solid temperature is uniform over each element, and 
solving the one-dimensional energy equation within each gas phase element, the 
following expression is obtained: 
, 1 , , , ,( ) expG i W i W i G i h iT T T T NTU+  = − − −       (2.26) 
The number of transfer units for heat transfer is calculated from: 
,
,
h i CONV i
h i
PG
A GSA L
NTU
mc
α ⋅ ⋅ ⋅
=
&
      (2.27) 
The parameter GSA , called the geometric surface area, is the ratio of surface area to 
converter volume [4].  Knowing the inlet and outlet gas temperatures for each element, 
the heat exchange with the surface is computed from: 
, , 1 ,( )S i PG G i G iQ mc T T+= −& &        (2.28) 
Equation (2.26) can be envisioned as a space marching scheme that is applied at 
each time step, beginning with the most upstream element and continuing to the final 
downstream element, whereby the gas temperature profile within the converter is found.  
Also note that this equation takes into account nonlinearity in gas temperature within 
each element, and ensures gas temperature asymptotically approaches, but does not 
crossover, the surface temperature. 
Mass transfer rates can be found using an analogous method to heat transfer.  In 
particular, assuming that the species concentration at the wall is uniform over the 
element, and neglecting mass storage in the gas, we can compute the axial concentration 
profile.  This gives the following analytical solution: 
1, , , , , , , ,( ) expi k W i k W i k i k m i kC C C C NTU+  = − − −      (2.29) 
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The number of transfer units for mass transfer is calculated from: 
, ,
, ,
G m i k CONV i
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NTU
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      (2.30) 
This result is tied to the molar flow rate from the surface by: 
, , 1, ,( )S i k i k i k
G
m
n C C
ρ +
= −
&
&
       (2.31) 
These expressions are integrated into the calculations for reaction rates described in 
section 2.3.8. 
 
2.3.7 Chemical Reaction Mechanism 
The model is based on a specific reaction mechanism.  It is uniquely defined 
through the chemical reactions which are included, the stoichiometric coefficients for 
those reactions, and the assumed form of the reaction rate equations.  Any catalyst having 
the same reaction mechanism or a subset thereof can be represented by the model.  In that 
regard, the model is generic and is able to represent copper-zeolite, iron-zeolite, and 
vanadium catalysts.  In addition, the model could be used as a preliminary model for 
ammonia oxidation catalysts, and for the NO to NO2 conversion function of DOCs. To 
represent such a broad range of catalysts, the user reassigns model parameters such as 
activation energies, frequency factors, and reaction orders. 
In particular, the model considers eight concurrent chemical reactions.  These are: 
3 3( )SS NH NH+ →         (R1) 
3 3( )SNH S NH→ +         (R2) 
3 2 2 22( ) 2 3 2SNH NO NO N H O S+ + → + +      (R3) 
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3 2 2 24( ) 4 4 6 4SNH NO O N H O S+ + → + +      (R4) 
3 2 2 24( ) 3 3.5 6 4sNH NO N H O S+ → + +      (R5) 
3 2 2 22( ) 1.5 3 2SNH O N H O S+ → + +       (R6) 
2 20.5NO O NO+ ↔         (R7) 
3 2 2 2 22( ) 2 3 2SNH NO N N O H O S+ → + + +      (R8) 
In the reactions above, NH3 refers to gaseous ammonia, (NH3)S refers to adsorbed 
ammonia, and S refers to an unoccupied catalytic site. Reaction (R1) is the adsorption of 
gaseous NH3 onto catalytic sites, while reaction (R2) is desorption of NH3 from sites.  
The fast, standard, and NO2 based SCR reactions are (R3), (R4), and (R5), respectively.  
These reactions must be included to properly account for NO2/NOX ratio effects caused 
by NO oxidation in the upstream DOC and DPF.  NH3 oxidation is included through 
(R6), while NO oxidation is captured by (R7), and N2O production is represented by 
(R8).  These last three reactions are of greater or lesser importance depending on the 
catalyst formulation. 
The reaction rate equations follow the experimental work of Olsson et al [27] for 
a copper-zeolite coating, but are in fact widely used in the literature to represent SCR 
catalysts. In the equations given below, the subscript i  for each element is omitted.  
However, it is to be understood that reaction rates are calculated using the local ammonia 
coverage, wall temperature, and gas phase concentration for each element.  Also, for 
clarity we also omit the subscript k  for species concentration and instead use the 
chemical formula.  The reaction rate expressions on a per kilogram of catalyst basis are 
then: 
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 
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       (2.39) 
A few comments regarding these equations are now offered.  First, the form of 
equations (2.32) and (2.33) determine the equilibrium coverage as a function of 
temperature and pressure.  This relationship is characterized by the catalyst’s isotherm 
type.  Different types include the Langmuir, Freundlich, and Tempkin isotherms [37].  Of 
particular interest is the work of Lietti et [38], who show flow reactor results and model 
predictions for an SCR catalyst, assuming different isotherms. For SCR catalysts, 
Ciardelli et al [39] proposes a formulation based on a Temkin isotherm, and that is 
consistent with the form of the equations given above.  
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Second, it can be seen in equation (2.33) that there is a linear dependence of 
activation energy on coverage.  Although the model includes only one type of site, this is 
a way of including the effects of different sites, each having different activation energies.  
Such a technique is widely used for both vanadium and zeolite based SCR catalysts.   
Third, the form of equation (2.38) was chosen to recognize that NO oxidation is 
limited by the equilibrium NO2/NOX ratio [40, 41]. Assuming ideal gas behavior, the 
equilibrium constant is determined from [42]: 
0
expC u W
u W
GK R T
R T
 ∆
= − 
 
       (2.40) 
The Gibbs function for reaction (R7) in equation (2.40) is determined from curve fits to 
JANAF data for molar enthalpy and entropy [31] that are published in [30]. 
 
2.3.8 Calculation of Reaction Rates 
The reader may be daunted by the fact that we have a total of eight nonlinear 
reaction rate equations which somehow need to be solved simultaneously.  However, 
with some manipulation these equations can be rewritten in a simple algebraic format 
which is readily solved.  To begin, note that to compute the reaction rates (equations 
(2.32) through (2.39)), we need to know the following parameters: 
- Solid temperature 
- NH3 coverage 
- O2 concentration at the wall 
- NH3 concentration at the wall 
- NO concentration at the wall 
- NO2 concentration at the wall 
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The determination of the first three parameters is trivial.  The first two, solid 
temperature and coverage, are known at each instant of time because they are state 
variables.  The third parameter, O2 concentration, is also known.  Recalling that O2 is a 
major species, we can say that the consumption rate of O2 is negligible compared to the 
amount of O2 supplied to the converter.  Thus, the oxygen concentration at the wall is 
nearly equal to the oxygen concentration entering the converter. 
The calculation of the fourth parameter, NH3 concentration at the wall, can be 
determined by noting that gaseous NH3 interacts with the surface only due to the 
processes of adsorption and desorption.  All of the other reactions involve adsorbed NH3, 
which differs in chemical structure from gaseous NH3.  This means that although 
adsorbed NH3 is stored on the surface of the catalyst, gaseous NH3 is not.  Therefore, 
from a surface balance on gaseous NH3 we know that the rate of NH3 transported to the 
surface must equal the rate at which it is adsorbed minus the rate at which it is desorbed.  
Combining equations (2.29) and (2.31), the mass transfer rate of gaseous NH3 to the 
surface is: 
( ), , 3 , , 3 , 3 , , 31 exp ( )S i NH m i NH i NH W i NH
G
m
n NTU C C
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 = − − − 
&
&
   (2.41) 
The adsorption rate of gaseous NH3 on the surface is, from equation (2.32): 
1
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,
exp (1 )S i ADS CONV i CAT i CONV i CAT W i NH i
u W i
E
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To simplify the algebra, we define: 
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Then: 
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, , 1, , , 3S i ADS i W i NHn r C= && %         (2.44) 
The desorption rate of gaseous NH3 from the surface is: 
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The surface balance on gaseous NH3 is then: 
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This equation can be solved for the gaseous NH3 concentration at the wall: 
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Using equation (2.47), the NH3 concentration at the wall can be determined.  Thus, the 
molar flow rates due to adsorption and desorption are found from equations (2.44) and 
(2.45). 
At this point, what remains is the calculation of the NO and NO2 concentrations at 
the wall.  To find them we make use of a surface balance on NO and NO2, since there can 
be no storage of gaseous NO or NO2 on the surface.  This means that the rate of mass 
transfer of NO to the wall must equal the rate at which NO is consumed at the wall, and 
similarly the rate of mass transfer of NO2 to the wall must equal the rate at which NO2 is 
consumed at the wall.  These two balance equations are in the two remaining unknowns, 
which are the wall concentrations of NO and NO2.  So, finding these two concentrations, 
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which allows us to compute the reaction rates for the full chemical mechanism, appears 
plausible. 
This objective involves solving some complicated algebraic equations.  Therefore, 
a good starting point is to simplifying the problem mathematically.  To do so, we 
consider the reaction rates for (R3), (R4), (R5), (R7), and (R8), and define the terms: 
3
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Note that the terms listed above are the known portions of the reaction rate equations.  
Thus, equations (2.48) through (2.53) can be evaluated directly. 
Next, equations (2.29) and (2.31) can be combined to yield equations for the 
molar flow rate of NO and NO2 to the wall due to mass transfer: 
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Note that the terms ( )NOMT  and ( ) 2NOMT  have been introduced, again with the 
objective of simplifying the algebra. The mass transfer rates in equations (2.54) and 
(2.55) must balance the consumption rates of NO and NO2, respectively, on the catalyst.  
Those rates are determined from the reaction rates and the stoichiometric coefficients in 
the chemical reactions.  Therefore, it can be shown that: 
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Equations (2.56) and (2.57) are nonlinear in the two unknowns 
, ,W i NOC  and 
, , 2W i NOC  .  However, by combining the two equations above we can eliminate the product 
of the two unknowns.  This yields the relationship: 
11 , , 12 , , 2 1W i NO W i NOa C a C b− =        (2.58) 
The coefficients in this linear equation are: 
11 4, 7 ,( ) 4 2NO i f ia MT r r= + +& &% %        (2.59) 
12 2 5, 7 , 8,( ) 3 2 2NO i b i ia MT r r r= + + +& & &% % %       (2.60) 
1 , 2 , 2( ) ( )NO i NO NO i NOb MT C MT C= −       (2.61) 
Rearranging equation (2.58): 
11 , , 1
, , 2
12
W i NO
W i NO
a C b
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a
−
=        (2.62) 
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Equation (2.62) can then be substituted into equation (2.56).  Rearranging yields a 
quadratic in 
, ,W i NOC : 
( )22 , , 1 , , 0 0W i NO W i NOC Cα α α+ + =       (2.63) 
The coefficients in this quadratic equation are: 
11
2 3,
12
i
a
r
a
α = &%          (2.64) 
1 11
1 11 3, 7 , 7 ,
12 12
i f i b i
b a
a r r r
a a
α = − − −& & &% % %       (2.65) 
1
0 7 , ,
12
( )b i NO i NO
b
r MT C
a
α = −&%        (2.66) 
The concentration of NO at the surface is then found from the quadratic equation: 
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1 1 2 0
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α α α α
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=        (2.67) 
One of the two values given by equation (2.67) is positive and the other is negative.  
Since concentrations must be positive, we discard the negative value.  The concentration 
of NO2 at the surface can then be determined from equation (2.62). 
At this point, all of the reaction rates can be calculated.  This allows us to in turn 
compute the heat release due to chemical reactions and the change in concentration from 
the inlet to the outlet of the element.  These are described in the following sub-sections. 
 
2.3.9 Calculation of Heat Release 
The heat of reaction is computed for (R1) through (R8) using enthalpy data from 
the JANAF tables [31] and curve fits from the NIST Chemistry WebBook [30].  One 
caveat is that since the chemical composition of adsorbed ammonia is unknown, some 
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estimate for the heat of reaction of adsorption is required.  Olsson et al [27] recommends 
a value ranging from 1.2e5 to 1.8e5 kJ/kmol, so the model uses a mean value of 1.5e5 
kJ/mol. 
The heat released due to chemical reaction is then calculated from: 
8
,
1
R i CONV i CAT n n
n
Q A L r Hλ
=
= ∆∑& &        (2.68) 
 
2.3.10 Calculation of Change in Gas Phase Concentrations 
The molar flow of gaseous species to the surface is computed from the reaction 
rates and the stoichiometric coefficients in each reaction.  This can be expressed 
mathematically as: 
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S i k CONV i CAT k n n
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n A L rλ ν
=
= ∑& &        (2.69) 
Having computed the molar flow to the surface, the mole fraction at the outlet of 
the element can be computed through equation (2.2).  By repeating the process for each 
element from the inlet to the outlet, a space marching method is defined. 
 
2.4 MODEL INPUTS, PARAMETERS, AND INITIAL CONDITIONS 
Having just described the model from a physical standpoint, we now describe it as 
a system of differential equations.  In particular, to advance the solution in time, we must 
define the model inputs, parameters, and initial conditions. 
Model inputs are values that optionally change over time.  In the terminology of 
the thermal sciences, these are the boundary conditions.  The term model input is used to 
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distinguish it from system input, which is a controls term and has to do with the 
controlled input(s) that have been selected to adjust the controlled output(s). 
In this case, the model inputs for the SCR converter are the entering gas 
temperature, mass flow rate, and gas composition.  For the actual system (Figure 1.1) the 
gas temperature is known because it is measured with a sensor.  The mass flow rate is 
estimated using other sensors and is broadcast over the controller area network (CAN).  
The NOX mole fraction entering the converter is also measured in the actual system using 
a sensor.  The NO2/NOX ratio is estimated from the characteristics and temperatures of 
the upstream DOC and DPF.  The inlet N2O mole fraction is zero, as there is no 
significant N2O production upstream of the converter. 
However, this still leaves the issue of determining the mole fractions for all other 
species (N2, O2, H2O, CO2, NH3).  This is easily accomplished from atom balances, 
knowing the wet air-fuel ratio, the wet NOX mole fraction, the NO2/NOX ratio, the 
specific humidity, the molar ammonia-to-NOX ratio (ANR), and the fuel composition.  
The air-fuel ratio is estimated using on-engine sensors and is broadcast on the CAN.  
Presently, the specific humidity is hardwired to 0.009 kg H2O/kg dry air.  The ANR is 
estimated from the mass flow rate and the commanded AUS injection rate.  Although the 
model has the ability to represent any fuel having the formula nc nh no nnC H O N , it is 
currently hardwired to dodecane ( 12 26C H ), which is a reasonable approximation for diesel 
fuel.  Lastly, dry air is approximated as a mixture that is 21% O2 and 79% N2 by volume. 
Model parameters are values that, for the duration of the simulation, are time 
invariant.  They can be categorized into: (a) geometric data; (b) mesh resolution 
41 
parameters; (c) thermo-physical properties; (d) heat and mass transfer correlations; and 
(e) reaction rate constants. 
Geometric data consists of the following parameters: 
- Total converter volume [m3] 
- Cell density [cells per square inch of face area] 
- Wall thickness [mils] 
- Number of bricks [-] 
- Length of each brick [m] 
Mesh resolution parameters include these terms: 
- The number of elements for each brick [-] 
- Non-dimensional length for each element in each brick [-] 
Thermo-physical properties include: 
- Solid specific heat [kJ/kg-K] 
- Solid density [kg/m3] 
Heat and mass transfer correlations include values for the fully developed Nusselt 
and Sherwood numbers. 
Reaction rate constants include: 
- Frequency factors for all reactions [consistent units] 
- Activation energies for all reactions [kJ/kmol] 
- Desorption activation energy slope with coverage [-] 
- Reaction order for O2 [-] 
- Catalyst loading [kg catalyst per m3 converter] 
- Maximum monolayer capacity [kmol/m3 converter] 
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Initial conditions are the values of the states at the starting point (time value of 
zero).  As mentioned above, there are two states per element – the wall temperature and 
the coverage. 
 
2.5 MODEL VALIDATION 
The consistency of the model and the governing equations listed above was 
confirmed by extensive hand calculations.  This included the computation of properties, 
gas composition, and state derivatives.  For property data, comparisons were also made to 
published values. 
Moreover, the model was validated by comparing predictions to measurements 
for several different tests.  Only a small portion is reported in this chapter, although 
Appendix A includes results for several other validation tests.  In particular, the model 
can be envisioned as two coupled sub-models.  They are: (a) a thermal sub-model for 
predicting gas and solid temperatures; and (b) a chemistry sub-model for predicting the 
outlet gas composition and coverage.  Tests which validate each of these sub-models are 
described below. 
 
2.5.1 Thermal Sub-Model Validation 
The thermal sub-model was validated against temperature measurements during 
the US EPA Supplemental Emissions Test (SET) cycle for a 5.9L diesel engine.  During 
this test, the engine dwells at 13 different operating points, with 20 second transitional 
periods between them.  The SCR converter was 267 mm in diameter and consisted of two 
bricks in series, each 152 mm long.  Both bricks were 400 x 7, 35% porosity cordierite 
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substrates on which a prototype iron-zeolite catalyst had been coated.  The gas 
temperature, flow rate, and composition entering the converter were measured and input 
to the model [43].  Since no AUS was injected during the test, the thermal sub-model was 
isolated from the chemical sub-model.  The gas temperature near the centerline of the 
converter, 25 mm from the outlet face of the downstream brick, was measured using a 
0.76 mm OD K-type thermocouple which was inserted into one of the channels.  The 
converter model used 20 axial elements to capture the temperature gradient.   
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Figure 2.6 Comparison of Measured and Predicted Temperatures 
During SET Test 
Figure 2.6 shows that the measured temperature and the predicted value at the 
same physical location.  Agreement is quite good, confirming the accuracy of the thermal 
sub-model. 
 
2.5.2 Chemical Sub-Model Validation 
The chemical sub-model was validated against two separate tests, both of which 
were conducted on a flow reactor.  This is a special rig on which a small catalyst sample 
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is tested.  In this case, the sample was a 22 mm diameter section of a 400 x 7 cordierite 
substrate onto which a copper-zeolite coating had been deposited.  The rig allows 
extensive control of temperature, flow rate, and inlet gas composition using heaters, mass 
flow controllers, and bottled gases.  In so doing, it is possible to disable certain reactions 
and excite others.  Details of the flow reactor, instrumentation, catalyst, and test 
procedures are reported by Olsson et al [27], and model parameters are reported by 
McKinley and Alleyne [44].  A total of 20 elements were used to represent the sample. 
The first chemical sub-model validation test is an ammonia storage test.  Initially, 
the catalyst sample is cleared of NH3 and brought to equilibrium at 100 deg C.  The inlet 
NH3 mole fraction is then stepped to 500 ppm.  After reaching equilibrium, the sample is 
stepped to temperatures of 150 to 400 deg C in increments of 50 deg C.  Figure 2.7 shows 
the predicted and measured outlet NH3 mole fractions, which are in good agreement. 
In particular, this test exercises NH3 adsorption, NH3 desorption, and NH3 
oxidation portions of the chemical sub-model.  Note that although the inlet NH3 mole 
fraction steps to 500 ppm at time t = 0, the outlet NH3 mole fraction remains at zero for 
several hundred seconds.  This indicates that all of the supplied NH3 is adsorbed on the 
catalyst.  Eventually, the rate of adsorption and desorption become equal and the outlet 
NH3 mole fraction reaches 500 ppm.  The overshoots in outlet mole fraction above this 
level are due to temperature changes, which cause a certain amount of NH3 to desorb.  At 
high temperatures, the outlet mole fraction fails to equilibrate at the inlet level of 500 
ppm.  This indicates that NH3 is oxidized on the catalyst surface.  The good agreement 
between measurements and test data shows these aspects of the model work well. 
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Figure 2.7 Comparison of Measured and Predicted Outlet 
NH3 Mole Fraction During the Ammonia Storage Test 
The second chemical sub-model validation test is a NOX conversion test, and 
checks the two primary outputs of interest for the model – NOX conversion efficiency and 
NH3 slip.  It begins with a catalyst sample that is clear of NH3 and at thermal equilibrium 
with 175 deg C feed gas containing 0 ppm NH3 and 500 ppm NO.  At the start of the test, 
the inlet NH3 mole fraction is stepped to 500 ppm.  This condition is held for 2400 
seconds, then the inlet NO2/NOX ratio is stepped to 20, 40, 50, and 60% while keeping 
the NOX mole fraction constant.  In this way, the test exercises NH3 adsorption-
desorption, all three SCR reduction pathways, and the NO oxidation mechanism 
simultaneously. 
Figure 2.8 shows the measured and predicted NOX conversion efficiencies, which 
agree within a few percent.  The initial rise in conversion efficiency is quite long, owing 
to the slow dynamics of NH3 storage at 175 deg C.  The shifts in conversion efficiency 
near t = 2400, 3600, 4800, and 6000 seconds correspond to the step changes in NO2/NOX 
ratio mentioned above.  Figure 2.8 also shows the measured and predicted NH3 slip.  
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Considering that the inlet NH3 mole fraction was 500 ppm, the observed agreement for 
NH3 slip is reasonably good. 
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Figure 2.8 Comparison of Measured and Predicted 
NOX Conversion Efficiency and NH3 Slip  
During NOX Conversion Test 
Based on these results, the chemical sub-model is also considered to be validated.  
Additional tests were performed to confirm the NO oxidation and N2O production 
portions of the model, and are documented in Appendix A. 
 
2.6 MODEL TIME SCALES 
The model was subsequently applied to predict SCR system performance over the 
SET cycle.  The engine and converter dimensions were unchanged from the thermal sub-
model validation test described above, and the catalyst’s reaction rate constants were 
unchanged from the chemical sub-model validation test.  A simple open-loop controller 
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was used that held the ANR constant at 0.95 whenever the gas temperature exceeded 220 
deg C.  Below this threshold, ANR was set to zero.  The mass average NOX conversion 
efficiency for the test was 83.5% and the peak NH3 slip was 11 ppm.  Both values are 
fairly representative of production intent systems for EPA standards that come into effect 
in 2010 and EU standards that come into effect in 2013. 
The simulation used 20 uniform elements (10 elements per brick), resulting in a 
40th order model.  The justification for this resolution is covered in Chapter 3.  The state 
equations for temperature and coverage were integrated using a fourth-order variable step 
Runge-Kutta algorithm in MATLAB / SIMULINK.  During the simulation, 
computational speed varied considerably.  Since the computational effort is the same for 
each time step, this implies the time step varied widely during the run. 
Further investigation showed the time step was closely correlated to the solid 
temperature for the first element of the converter.  A cross plot of these variables is 
shown in Figure 2.9, with the line representing the sequential combinations of 
temperature and time step during the simulation.  A rapid decrease in temperature can be 
seen near 490 K ( 217 deg C).  This corresponds to the point where urea dosing begins.  
Except for this transitional period, the time step is fairly constant at temperatures below 
600 K (~ 325 deg C).  Above this threshold, the time step decreases exponentially with 
increasing absolute temperature. 
The exponential decrease in model time scales with temperature is concerning.  
During forced regeneration of the DPF, the SCR converter will be exposed to 
temperatures as high as 900 K (~ 625 deg C).  The time scale would then be on the order 
of 10 ms.  For use as an embedded model, the time scale should be greater than 100 ms, 
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since that is the usual clock rate for the ECM.  Moreover, these small time scales 
jeopardize the ability of the model to run in real-time, which is a requirement for the 
embedded model and certainly a strong desire for plant simulation.  This emergent time 
scale problem has only recently been recognized within the industry, since use of an SCR 
converter downstream of a DPF will first be implemented in production this year. 
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Figure 2.9 Computational Time Step vs 
Solid Temperature of Leading Element 
During SET Cycle  
 
2.7 ON-LINE EIGENVALUE CALCULATION 
The computational time step plotted in Figure 2.9 is a surrogate for the minimum 
time scale of the system.  Although it indicates when the minimum time scale is too fast, 
it does not tell us which time scales are too fast.  Without knowledge of individual time 
scales, it is not possible to pinpoint the fastest ones, nor to take appropriate corrective 
action.  Moreover, in a 40th order model there are 40 different time scales.  The situation 
is also complicated by the exponential change in time scale with temperature shown in 
Figure 2.9, indicating that the system is highly nonlinear.   
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One possible approach is to linearize the entire system and then determine its 
eigenvalues.  Since this is a 40th order system, this would theoretically involve computing 
the eigenvalues of a 40x40 matrix which is itself a computationally intensive effort.  
Instead, a much simpler approach is used.  From the previous subsection, it can be seen 
that the elements are only coupled through gas phase conditions (temperature and 
composition).  Therefore, rather than considering the converter as a single 40th order 
system, it can be considered as a series of 20 individual second order systems arranged in 
series.  This reduces the task to finding the eigenvalues of a 2x2 matrix and then 
determining which modes are too fast. Although the resulting eigenvalues are not 
representative of the entire system, this has the advantage of pin-pointing the modes and 
state equations of concern. 
 
2.7.1 Temperature Eigenvalue Calculation 
A starting point for this approach is the state equation for temperature (equation 
2.4).  Since the heat release term is dominated by the heat transfer term, it can be 
neglected.  With this simplification, the equilibrium temperature will then equal the inlet 
gas temperature for the element.  Now define the perturbation temperature as: 
, , ,W i W i G iT T T= −
)
        (2.70) 
Combining equations (2.4), (2.26), (2.28), and (2.70) gives: 
 ( ){ }, ,, ,
,
1 expW i G iPG h i W i
W i W
dT dTmc NTU T
dt m c dt
= − − − −
)
)&
    (2.71) 
The last term on the right hand side can be envisioned as an input.  By inspection, 
the temperature eigenvalue and time scale of the element are: 
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Figure 2.10 Temperature Time Scale vs 
Solid Temperature of Leading Element 
During SET Cycle  
Figure 2.10 shows a plot of the minimum temperature time scale among all the 
elements as a function of the leading element solid temperature.  Comparing to Figure 
2.9, it can be seen that the overall time step is comparable in magnitude and trend to the 
temperature time scale below 600 K.  Above that point, the temperature time scale is 
much larger than the overall time step. This implies that the coverage time scale is much 
faster than the temperature time scale at elevated temperature. 
 
2.7.2 Coverage Eigenvalue Calculation 
The method of computing the coverage eigenvalue and its corresponding time 
scale is now described.  To begin, the state equation for coverage (equation 2.5) is written 
as: 
,
( , )i i W i
d f T
dt
θ θ=         (2.73) 
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This equation is in deceptively simple form.  Using equation (2.69), it can be rewritten as: 
 { }1 2 3 4 5 6 8
3
(2 4 4 2 2 )i CAT
NH
d
r r r r r r r
dt
θ λ
= − − + + + +
Ω
& & & & & & &
    (2.74) 
Recall also that the reaction rates in equation (2.74) include terms that are exponential in 
temperature, linear in coverage, and exponential in coverage.  However, as will be shown 
in Chapter 4, the significant dependencies are those which are exponential in temperature 
and linear in coverage. 
By definition, the equilibrium coverage is the point where the time derivative is 
zero: 
, ,
( , ) 0SS i W if Tθ =         (2.75) 
To find this solution, a novel banded, bounded version of the secant method is used.  By 
bounded, it is meant that coverage is limited to lie in the range from zero to one.  If the 
secant method tries to go outside these bounds, the new estimate of the solution is 
determined by the bisection method.  By banded, it is meant that the step size for 
coverage is limited to the range +/- 0.10.  This helps deal with the strong nonlinearities in 
equation (2.74). 
Once the equilibrium coverage is found, we can determine the coverage 
eigenvalue.  First define the perturbation variable: 
,i i SS iθ θ θ= −
)
         (2.76) 
Then, a Taylor Series expansion of equation (2.73) gives: 
( ), ,,i ss i W i id f Tdt
θ θ θ
θ
∂
= ⋅
∂
)
)
       (2.77) 
In deriving this equation, it is assumed solid temperature changes much more slowly than 
coverage.  While this is not always true, remember that we are interested in determining 
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when the coverage time scale is on the order of 100 ms or smaller, and it was shown in 
Figure 2.10 that the temperature time scale is always on the order of 1000 ms.  So, in the 
range of interest, there is at least an order of magnitude difference between the time scale 
for temperature and the time scale for coverage.  Moving forward with confidence in 
equation (2.77), by inspection: 
( ), , ,
,
1
,i SS i W i
i
f Tθ
θ
λ θ
θ τ
∂
= = −
∂
       (2.78) 
A simple way of estimating the partial derivative is to use the finite difference 
approximation: 
( ) ( ), , , ,
,
,
, ,1 SS i W i SS i W i
i
i
f T f T
θ
θ
θ δθ θ
λ
τ δθ
+ −
= − ≅     (2.79) 
Since function f  is real valued, the eigenvalue is also real valued.  This is consistent 
with the form of the linearized state equation (2.77), which corresponds to a first order 
system – thereby having a single, real eigenvalue. 
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Figure 2.11 Coverage Time Scale vs 
Solid Temperature of Leading Element 
During SET Cycle  
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Figure 2.11 shows the minimum coverage time scale for all elements, calculated 
by equation (2.79), as a function of the leading element solid temperature.  Comparing to 
Figures 2.10 and 2.9, clearly the coverage time scale is the cause of small time steps at 
high temperature. 
 
2.8 SWITCHED COVERAGE MODEL 
The on-line calculation of eigenvalues, as described in the previous section, was 
implemented by treating the reaction mechanism and reaction rate equations as a 
nonlinear function, and by taking partial derivatives numerically rather than analytically.  
The strength of this approach is that it is applicable to any set of model parameters and 
requires no changes if the reaction mechanism is revised.  This generalized approach to 
time scale estimation is applicable to all SCR systems as well as other nonlinear systems. 
Moreover, the on-line eigenvalue calculations described above identify which 
specific time scales for which specific elements fall below the fastest time scale of 
interest.  This limiting time scale shall be called the time scale threshold.  Armed with 
this detailed understanding, then next challenge is to decide what corrective action should 
be taken. This type of problem, where certain modes are faster and certain modes are 
slower than a threshold, occurs very frequently in the modeling of physical systems.  As 
described by McKinley and Alleyne [45], there are many different approaches which can 
be taken.  Options include stiff ODE solvers, implicit solvers, mixed-mode or multi-rate 
integration, and time scale factoring. 
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In this case, a switched modeling approach has been adopted.  Specifically, when 
the coverage time scale is faster than the threshold, the physical state equation for 
coverage (equation 2.74) is replaced by the following pseudo-state equation: 
( ),SSi SS i id Kdt θ
θ θ θ= −         (2.80) 
The pseudo-state equation ensures that coverage tracks the same equilibrium value as the 
physical state equation.  However, the pseudo-state gain 
SS
Kθ is chosen such that the time 
scale is comparable to the threshold.  This can be envisioned as artificially slowing the 
coverage dynamics.  While this compromises model accuracy, it only does so for time 
scales that are by definition outside the range of interest.  Thus, provided that the 
threshold is set appropriately, this inaccuracy is inconsequential.  The idea of introducing 
pseudo-state equations can be applied to other systems, and for ends beyond time scale 
manipulation.  For example, McKinley and Alleyne [46] used this technique to maintain 
model order for vapor compression cycle heat exchanger models, despite shifting flow 
regimes.  
Figure 2.12 illustrates the switched model as a block diagram, which applies to 
each element of the converter.  The inputs are the coverage, the solid temperature, 
operating conditions (mass flow rate, inlet gas temperature and composition), and 
physical parameters (element and substrate geometry).  The physical coverage model is 
the top block, and results in one estimate of the coverage time derivative using equation 
(2.73).  The bottom block is the calculation of the equilibrium coverage using the banded, 
bounded, secant method.  This results in a second estimate of the coverage time 
derivative using the pseudo-state model (equation (2.80)).  The time scale calculation is 
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the middle block, and corresponds to equation (2.79).  Lastly, the switching criteria 
selects between the two coverage time derivatives. 
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  Figure 2.12 Switched Model Block Diagram  
The switching criteria are based on a user provided time scale threshold.  If a 
physical coverage model is in effect, there is a switch to the pseudo-state coverage model 
when: 
,i MINθτ τ≤          (2.81) 
Then, the pseudo-state gain is set to be: 
1
fSS MIN
Kθ
θτ
=          (2.82) 
The factor fθ must have a value greater than zero and less than or equal to one.  In effect, 
this causes the pseudo-state coverage dynamics to have the same to a somewhat faster 
time scale than MINτ . 
If the pseudo-state model is in effect, there is a switch to the physical coverage 
when: 
fSWITCH MINθτ τ≥ ⋅         (2.83) 
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The factor fSWITCH  must be greater than or equal to one.  This factor, along with fθ , is 
included to help prevent repeated switching or chattering.  Although extensive testing of 
different factors has not been completed, fSWITCH  = 1.2 and fθ = 0.8 have been found to 
give good results. 
 
2.9 SWITCHED MODEL APPLICATION 
Switched model capability is now demonstrated for two different applications: (a) 
a simulated DPF regeneration event; and (b) an SET cycle.  In both cases, the value of 
MINτ  is set to 150 ms.  All runs were made using MATLAB 2007a on an ordinary laptop 
computer (Intel Core 2 Due CPU, 1.80 GHz clock rate with 0.99 G RAM).  Converter 
dimensions and parameters are the same as reported above in Sections 2.5.1 and 2.6.  As 
before, a total of 20 elements are used. 
 
2.9.1 DPF Regeneration Application 
A DPF regeneration event was approximated by toggling between two different 
sets of SCR converter inlet conditions.  Relevant values and dwell times at each condition 
are given in Table 2.1.  The initial and final conditions correspond to operation at a 
moderate engine speed and engine load.  In between, the inlet gas temperature is stepped 
to 600 deg C to approximate the regeneration condition.  In reality, the converter would 
not see a step change but rather a transition more closely approximating a ramp or first 
order response due to the thermal time constant of the DOC and DPF.  Although this is 
admittedly an unrealistically severe thermal transient, the main objectives are to 
demonstrate model robustness, accuracy, and run time.  Since all realistic transitions 
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would be less severe and therefore less challenging numerically, the step change used 
here is sufficient for the purposes at hand. 
Table 2.1 Operating Conditions for DPF Regeneration Calculation 
Mode 1 2 1
Starting Time [s] 0 50 250
Ending Time [s] 50 250 400
Gas Temperature [deg C] 351 600 351
Exhaust Flow [kg/s] 0.187 0.178 0.187
Air-Fuel Ratio [-] 32.44 28.10 32.44
NOX Mole Fraction [ppm] 266 386 266
NO2/NOX Ratio [-] 0.54 0.10 0.54
Ammonia to NOX Ratio [-] 0.92 2.00 0.92
 
Embedded models very frequently use a fixed time step Euler scheme in order to 
synchronize the model with a controller in discrete form.  Therefore, initial comparisons 
between switched and physical coverage models also used this integration method.   It 
was found that both simulations would run in real-time with a time step of 100 ms.  
However, the run with only the physical coverage model had very large (over 100 ppm) 
numerical noise on the predicted outlet NO concentration.  In addition, the mean outlet 
NOX mole fraction during the regeneration (mode 2 in Table 2.1) was erroneously high.  
This indicates that, with an Euler scheme, the coverage time scale with the 
physical model cannot be accurately represented with a 100 ms time step.  To address this 
issue, the time step was reduced by integer multiples until, at a time step of 16.7 ms, 
accurate predictions were achieved.  As shown in Figure 2.13, there is then excellent 
agreement between the two modeling approaches, although the switched model has the 
advantage of a significantly larger time step.  Neither model predicted any appreciable 
NH3 slip, as it was always below 2 ppm. 
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With a factor of six improvement in the time step, the switched model should give 
up to a factor of six improvement in run time and that was indeed found to be the case.  
Specifically, the switched model ran 2.45 times faster than real-time, whereas the 
physical model runs 2.44 times slower than real-time.  Although it would be possible to 
achieve real-time performance with the physical model by reducing the number of 
elements, this trade-off between computational speed and model spatial resolution is 
greatly improved with the switched model. 
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Figure 2.13 Predicted Outlet NOX Mole Fraction During DPF Regeneration 
100 ms Time Step for Switched Model 
16.7 ms Time Step for Physical Model 
Euler Integration Scheme 
In making the comparison above, the physical model run-times include the added 
computational effort of calculating equilibrium coverages and coverage eigenvalues for 
each element.  This has been found to add only about a 10% increase in run-time. 
Figure 2.14 shows the number of elements using the pseudo-state model during 
the run.  It can be seen that the model switches to that representation only when and 
where it is needed. 
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Figure 2.14 Number of Elements using Pseudo-State Coverage Model 
During DPF Regeneration Application 
In addition, the DPF regeneration was simulated using a variable time step, fourth 
order Runge-Kutta method.  This approach would be representative of plant simulation 
rather than an embedded model.  In this case, both the switched and physical coverage 
models gave virtually identical results.  However, the switched model ran 6.78 times 
faster than real-time, while the physical coverage model ran 1.78 times slower than real-
time.  This is approximately a factor of 12 improvement, reflecting the differences in time 
steps selected by the Runge-Kutta method. 
 
2.9.2 SET Cycle Application 
In like manner, an SET cycle was simulated using both switched and physical 
models along with Euler and fourth-order Runge-Kutta solvers.  The ANR was set to 0.95 
whenever the gas temperature exceeded 220 deg C.  The predicted NOX conversion 
efficiency and NH3 slip during the cycle are shown in Figure 2.15.  Only results with a 
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switched model are shown since the results with a physical coverage model were found to 
be visually indistinguishable from them. 
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Figure 2.15 NOX Conversion Efficiency and NH3 Slip During SET Cycle 
Table 2.2 summarizes the results for the two types of models and the two types of 
integration schemes.  The speed factor is the ratio of the simulation duration to computer 
run-time.  At 1.0, the model is running in real-time and for values greater than 1.0 it is 
running faster than real-time. 
Table 2.2 Results Summary for the SET Cycle 
Coverage Integration Time Step Mass Average Peak NH3 Speed
Model Scheme [ms] NOX Efficiency Slip [ppm] Factor
Physical Euler 100 0.84 11.9 2.48
Switched Euler 100 0.84 11.9 2.48
Physical Runge-Kutta Variable 0.836 11.5 4.25
Switched Runge-Kutta Variable 0.836 11.5 5.15
 
First, consider the results with the Euler scheme.  The predictions are the same for 
both coverage models, which suggests that a 100 ms time step is adequate in either case.  
For that reason, there is no difference in the speed factor.  Although not shown, the gas 
inlet temperatures for the SET cycle are comparable to the values shown in Figure 2.6.  
These are well below the value of 600 deg C that was experienced during the DPF 
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regeneration event (see Table 2.1), so the time scales for the SET cycle are much larger.  
As a result, accurate results can be obtained for either model with a 100 ms time step.   
As further evidence of that, Figure 2.16 shows the number of elements that have 
switched to the pseudo-state representation over time.  From Figure 2.6, it is clear that 
more elements are switched to the pseudo-state model during periods of highest 
temperature.  However, since the temperatures are lower than those of the DPF 
regeneration event, only a small fraction of the elements are ever switched. 
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Figure 2.16 Number of Elements using Pseudo-State Coverage Model 
During SET Cycle Application 
Next, consider the results for the Runge-Kutta scheme shown in Table 2.2.  
Again, the predictions are the same for both models.  The speed factor is larger than for 
the Euler scheme, indicating that there are times when a 100 ms time step is excessively 
small.  Overall, the speed is about 20% faster with the switched model, indicating that 
there are other times when a time step shorter than 100 ms is selected by the integrator. 
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2.9.3 Demonstrated Advantages of the Switched Model 
Comparing the results of the previous two sections, it is clear that the switched 
model is of greatest benefit when the SCR catalyst is subjected to high temperatures.  
This is due to exponential decreases in coverage time scales with temperature.  The 
technique for calculating equilibrium coverages and their corresponding coverage 
eigenvalues allows active management of simulation time scales for computational 
efficiency and speed.  Moreover, the method is not specific to the coating or the reaction 
mechanism.   
An alternate approach has been proposed that uses multi-dimensional maps [25].    
Two advantages of the approach used in this dissertation are that it eliminates the need to 
regenerate maps every time the model or model parameters changed or when the reaction 
mechanism is revised.  The map-based approach also switches based on temperature, 
whereas the switching technique presented here is based on the computed time scale.  
Since the time scales would be sensitive to the catalyst formulation, the approach 
established in this dissertation is again more general.  Moreover, it is clear that the 
pseudo-state model is used only where and when needed. 
 
2.9.4 Further Improvement in Run Time 
The computational speeds reported in this section correspond to an early version 
of the model which used the developing flow heat and mass transfer correlations of 
Tronconi and Forzatti [36].  By replacing them with the fully developed flow correlations 
discussed in Section 2.3.6, run-time is reduced by a factor of four.  This means both the 
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DPF regeneration and SET cycle applications can run in real-time on a laptop, even with 
a physical coverage model.  Nevertheless, the switched model still provides significant 
improvement in run time and in turn reduces the time needed to complete simulations.  
Moreover, the model can be extended to include mixture non-uniformity effects while 
retaining real-time performance.  An approach for doing so is presented in Section 5.4. 
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CHAPTER 3 
MODEL CALIBRATION AND MESH RESOLUTION 
 
The SCR converter model, the foundation for much of the work in this 
dissertation, was derived in Chapter 2.  Model parameters were discussed in Section 2.4 
and categorized into: (a) geometric parameters; (b) mesh resolution parameters; (c) 
thermo-physical properties; (d) heat and mass transfer correlations; and (e) reaction rate 
constants.  Some of these parameters are quite easy to determine.  For example, 
geometric parameters are found from converter dimensions, while heat and mass transfer 
correlations and thermo-physical properties can be found in handbooks.  This chapter 
focuses on parameter selection for the remaining two categories – mesh resolution and 
reaction rate constants. 
The reaction rate constants include eight activation energies, eight frequency 
factors, the desorption activation energy slope with coverage, the reaction order for O2, 
the catalyst loading, and the maximum monolayer capacity. The relatively large number 
of parameters (a total of 20) is the price to be paid for a chemical sub-model that is 
applicable to such a wide range of SCR catalysts.  They are most easily determined using 
a flow reactor, where it is possible to disable certain reactions and excite others by careful 
selection of inlet gas composition and temperature.  Finding the reaction rate constants is 
essentially a model calibration process. 
Mesh resolution consists of defining the number of elements per brick and the 
non-dimensional length of each element within each brick.  However, by neglecting 
developing flow effects, the division of the converter into bricks is no longer of 
consequence.  That is to say, with the same mesh resolution, the model would predict the 
same results for two 152 mm long bricks or just one 304 mm long one.  To further 
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simplify the problem, uniform element lengths are assumed.  Therefore, mesh resolution 
is defined by simply selecting the total number of elements, signified by the symbol ne .  
Since there are two states per element, model order equals twice the number of elements, 
and so choosing the required mesh resolution also defines the model order. 
These last two parameter sets are coupled in that the set of reaction rate constants 
that best fit test data are sensitive to mesh resolution.  Therefore, we cover both topics 
below, beginning with the selection of reaction rate constants.  The starting point is to 
describe flow reactor construction and capability (Section 3.1), and then the test 
procedures which support model calibration (Section 3.2).  The overall model calibration 
process is then outlined (Section 3.3) and validated (Section 3.4).  Attention is then 
turned to mesh resolution (Section 3.5), and recommendations for plant simulation are 
presented in Sections 3.6 and 3.7, and recommendations for embedded models in Section 
3.8. 
 
3.1 FLOW REACTOR CONSTRUCTION 
Flow reactors are widely used by catalyst suppliers, engine manufacturers, 
national laboratories, and universities to quantify and explore the chemical characteristics 
of different catalyst formulations.  While their construction can vary widely, the common 
elements are: (a) a catalyst sample; (b) a means of controlling inlet gas composition; (c) a 
means of controlling temperature; and (d) instrumentation for measuring outlet gas 
composition. 
The catalyst sample is either a portion of a coated substrate or a powder.  It is 
much smaller than the full size converter, usually on the order of 25 mm in diameter and 
66 
75 to 150 mm long.  If a coated substrate is used, test results include the combined effects 
of chemical kinetics and mass transfer to the catalyst surface and can be sensitive to 
catalyst loading (kg of catalyst per liter of converter).  Since mass transfer effects are 
sensitive to substrate geometry, it is important that the substrate be representative, and for 
that reason a common procedure is to cut the reactor test sample from a full-size 
prototype converter.  On the other hand, if a powdered catalyst is used, mass transfer 
effects can be neglected for sufficiently small particle size, and the catalyst performance 
is quantified on a kg of catalyst basis.  Unless otherwise noted, it is assumed in the 
remainder of this dissertation that flow reactor tests are conducted on a coated substrate 
rather than a powder. 
The inlet gas composition is varied using a series of mass flow controllers and 
bottled gases.  For adequate SCR catalyst evaluation, a flow reactor would have the 
ability to control N2, O2, H2O, CO2, NO, NO2, and NH3 mole fraction.  Some flow 
reactors also have the ability to supply sulfates and hydrocarbons for assessing poisoning 
effects, or to supply other inert gases (e.g. He, Ar) as appropriate.  The gases are usually 
injected several diameters upstream, sometimes using a mixer, to ensure a uniform 
composition by the sample inlet.  The inlet composition can be measured using common 
instrumentation, or by open loop estimation from mass flow controller commands. 
Catalyst temperature must be carefully controlled due to the exponential 
relationship between it and the reaction rates.  This goal is usually accomplished using 
some type of heater or furnace, with small thermocouples within the sample to check the 
accuracy of temperature regulation. 
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The outlet gas composition is then measured using a range of instruments.  For 
example, this can include chemiluminescence detectors, FTIR or mass spectrometers, and 
flame ionization detectors. 
A detailed description of one such flow reactor at the Chalmers University of 
Technology Competence Centre for Catalysis is given by Sjövall et al [47].  The test 
procedures supporting model calibration, described in the following section, can be 
executed on this reactor and many others throughout industry and academia.   
 
3.2 FLOW REACTOR TEST PROCEDURES 
Recall from Chapter 2 that reaction rates are expressed in terms of two states – the 
solid temperature and the coverage, and are also sensitive to gas phase concentrations.  
The dynamics associated with temperature are well known and since the heat transfer 
term in the state equation dominates the heat release term, the evolution of temperature is 
nearly insensitive to the chemical activity on the catalyst surface. This separation of 
effects can be exploited by carefully controlling the temperature and gas composition so 
that the dynamics associated with coverage are excited but the temperature remains well 
known.  Such a test would provide useful information on the adsorption and desorption of 
NH3 (reactions (R1) and (R2)).  This can be followed by steady-state mapping tests to 
determine the reaction rate constants for all others reactions (reactions (R3) through 
(R8)).  This philosophy in inherent in the following test procedures. 
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3.2.1 Temperature Programmed Desorption Test 
A well known test for exciting coverage dynamics is the so-called temperature 
programmed desorption (TPD) test.  It can be run for any species (e.g. NH3, H2O, NO2) 
but in this case the focus is on its application to NH3.  The procedure is as follows.  First, 
the sample is cleared of NH3 by heating it to high temperature, exposing it to NOX, or 
both.  Then, the sample is brought to thermal equilibrium with feed gas having 0 ppm 
NH3.  Throughout the test, mass flow rate remains constant.  At time t = 0, the NH3 mole 
fraction is stepped to some value (e.g. 200 to 500 ppm) which is maintained until the 
outlet NH3 mole fraction reaches equilibrium.  Then, the NH3 mole fraction is stepped 
back to 0 ppm.  After holding this condition for a period of time, the temperature is 
slowly increased, causing the adsorbed NH3 to desorb and / or oxidize.  Note that this is a 
fully transient test. 
 
3.2.2 NH3 Oxidation Test 
The NH3 oxidation test is run by providing a feed gas to the sample that contains a 
representative amount of NH3 (e.g. 100-500 ppm) with the balance approximating 
exhaust gas.  In doing so, the inlet NOX mole fraction is held at 0 ppm, assuring that any 
consumption of NH3 over the catalyst is due to oxidation and not NOX reduction.  The 
mass flow rate is constant, and the catalyst is allowed to reach equilibrium at several 
different temperatures.  This test is a steady-state mapping test. 
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3.2.3 NO Oxidation Test 
The NO oxidation test is run by providing a feed gas to the sample that contains a 
representative amount of NO (e.g. 100-500 ppm) with the balance approximating exhaust 
gas.  In so doing, the inlet NH3 mole fraction is held at 0 ppm.  This disables all SCR 
reactions, but allows the NO oxidation characteristics of the catalyst to be mapped.  The 
mass flow rate is constant, and the catalyst is allowed to reach equilibrium at several 
different temperatures.  Again, this is a steady-state mapping test. 
 
3.2.4 SCR NO Kinetics Test 
The SCR NO kinetics test is run by providing a feed gas to the sample that 
contains a representative amount of NO (e.g. 100-500 ppm) with the balance 
approximating exhaust gas.  In so doing, the inlet NH3 mole fraction is set to a prescribed 
value.  The most common procedure is to hold the ANR constant at 1.0.  By maintaining 
the inlet NO2 mole fraction at zero, results are mainly dependent on NO oxidation 
(reaction (R7)), the standard SCR reaction (reaction (R4)), and the fast SCR reaction 
(reaction (R3)).  The mass flow rate is held constant, and the catalyst is allowed to reach 
equilibrium at several different temperatures.  Once more, this is a steady-state mapping 
test. 
 
3.2.5 SCR NO2 Kinetics Test 
The SCR NO2 kinetics test is run by providing a feed gas to the sample that 
contains a representative amount of NOX (e.g. 100-500 ppm) with the balance of gases 
approximating exhaust gas.  In so doing, the inlet NH3 mole fraction is set to a prescribed 
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value.  The most common procedure is to hold the ANR constant at 1.0.  In this case, the 
fraction of NOX as NO2 is varied, with a recommendation that it be set to 0, 50%, and 
100%.  This fully exercises all three SCR reactions (reactions (R3) through (R5)) as well 
as N2O production (reaction (R8)).  The mass flow rate is held constant, and the catalyst 
is allowed to reach equilibrium at several different temperatures.  Yet again, this is a 
steady-state test. 
 
3.3 MODEL CALIBRATION PROCESS 
The model calibration process consists of five different calibration procedures.  
As shown in Figure 3.1, the collection of these procedures, each corresponding to one of 
the flow reactor tests described above, defines an overall model calibration process.  It is 
important to note that the last three steps of the process (NH3 oxidation calibration, SCR 
NO kinetics calibration, and SCR NO2 kinetics calibration) are dependent on the first two 
steps, so the procedures must be executed in the order shown in this figure. 
 
NO Oxidation
Calibration
NH3 Oxidation
Calibration
SCR NO Kinetics
Calibration
NH3 Ads-Des
Calibration
SCR NO2 Kinetics
Calibration
 
Figure 3.1 Model Calibration Process 
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Each of these model calibration procedures can be envisioned as an optimization 
or root finding problem.  The degrees of freedom are a subset of the model parameters, 
and the objective function to be minimized is some error function.  The error function is 
computed by comparing model predictions to measured values for different parameter 
sets.  This is a very common technique for off-line model calibration.  For example, an 
analogous approach was used by McKinley and Alleyne to develop self-calibrating 
building models [48].   
More details on each procedure are given in the following sub-sections.  They 
have been coded as MATLAB scripts, with the complete calibration process taking about 
2 hours of run-time on an ordinary laptop computer.  In this dissertation, the emphasis is 
on describing the design of the process and its procedures, demonstrating that they work, 
and identifying some limitations of the current approach. 
 
3.3.1 NO Oxidation Calibration Procedure 
The NO oxidation calibration procedure uses the results of the NO oxidation test 
described above.  One way of portraying these results is to plot the outlet NO2/NOX ratio 
as a function of temperature (see Figure 3.2).  The ratio is very small at low temperatures 
due to slow kinetics.  At moderate temperatures, the ratio increases with temperature due 
to an increase in reaction rates.  The ratio peaks at some temperature, and above this point 
the NO2/NOX ratio is limited by equilibrium rather than kinetics. 
For this test procedure, only three reaction rate constants affect results.  These are 
the catalyst loading ( CATλ ), a frequency factor ( 7K ), and an activation energy ( 7E ).  
However, as shown in equations (2.51) and (2.52), the reaction rate for NO oxidation is 
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proportional to the product of loading and frequency factor, so only one of them can be 
considered independent.  Because loading affects all other reactions, it is assumed to be  
known, thereby reducing the degrees of freedom to only two.  Moreover, it has been 
found that there are multiple combinations of 7K  and 7E  which give very similar 
NO2/NOX ratios at the sample outlet.  Therefore, the calibration process only varies 7K  
and so there is only one degree of freedom. 
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Figure 3.2: Outlet NO2/NOX Ratio During a Typical NO Oxidation Test 
100% NO at Sample Inlet 
The next step is to define an error function to quantify the agreement between 
model and test data.  The NO2/NOX ratio curve of Figure 3.2 is a logical choice for this 
comparison.  However, recall that the low temperature portion of the curve is always near 
zero since the kinetics there are slow, and the high temperature portion of the curve is 
limited by equilibrium.  This suggests that points at intermediate temperatures would be 
better indicators of reaction rate constants.  For that reason, the error function is defined 
to be: 
( ) ( )2 22 2 2NO NOX NO NOX NO NOXPEAK MIDef e e− − −= +      (3.1) 
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It can be seen that the error function is the Euclidean norm of two error 
diagnostics.  The subscripts PEAK and MID are used to show that the diagnostics are 
computed at two different temperatures along the curve of Figure 3.2.  Specifically, 
PEAK refers to the temperature giving the largest outlet NO2/NOX ratio.  This can be 
thought of as a transition point from the kinetically limited regime to the equilibrium 
limited regime.  The subscript MID refers to the temperature where the NO2/NOX ratio is 
closest to 0.50 times the peak value, with the additional constraint that the temperature 
must be below the point of peak NO2/NOX ratio.  This ensures that the mid-point 
temperature lies in the kinetically limited regime and thus is sufficiently far from the peak 
to be a good indicator of kinetic constants 7K  and / or 7E . 
Each diagnostic is of the form: 
( )
2
2 , 2 , 2
2
, 2 , , 2 ,
OUT NO OUT NO
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 (3.2) 
In this equation, the subscript PRED and MEAS refer to predicted and measured 
values, respectively.  The error diagnostic 2NO NOXe −  is then the error in the outlet 
NO2/NOX ratio at each temperature mentioned above. 
Finally, finding the value of 7K  which minimizes 2NO NOXef −  defines an 
optimization problem.  There are many methods for solving such problems.  In particular, 
a sequential quadratic programming function within MATLAB is used for this purpose. 
 
3.3.2 NH3 Adsorption-Desorption Calibration Procedure 
The NH3 adsorption-desorption calibration procedure uses the results of the TPD 
test described above.  However, only the results during the constant temperature portion 
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are used.  As mentioned in the previous section, by maintaining the inlet NOX at 0 ppm, 
reactions (R3), (R4), (R5), (R7), and (R8) are all disabled.  This still leaves the possibility 
of adsorption (reaction (R1)), desorption (reaction (R2)), and NH3 oxidation (reaction 
(R6)).  To further simplify the optimization problem, NH3 oxidation can be disabled in 
one of two ways.  First, the test can be restricted to low temperatures where NH3 
oxidation is negligible.  This condition can be easily checked by comparing the 
equilibrium values of the outlet and inlet NH3 mole fraction.  Alternatively, the test can 
be run using 0 ppm O2 in the feed gas (e.g. using N2, Ar, or some other inert gas along 
with NH3).  It is, however, important to run this test in the presence of H2O due to its 
effect on NH3 storage capacity [29]. 
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Figure 3.3 Typical Predicted Outlet NH3 Mole Fraction During TPD Test 
Inlet NH3 Mole Fraction = 200 ppm for 0 < t < 1200 seconds 
Inlet NH3 Mole Fraction = 0 ppm for t > 1200 seconds 
The TPD test is a transient test, and the outlet NH3 mole fraction is a good 
measure of NH3 adsorption-desorption dynamics (see Figure 3.3).  Since only reactions 
(R1) and (R2) are excited, the reaction rate constants affecting the results are the catalyst 
loading ( CATλ ), two frequency factors ( 1K  and 2K ), two activation energies ( 1E  and 2E ), 
the desorption activation energy slope ( DESα ), and the maximum monolayer capacity 
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( 3NHΩ ).  Thus, although the calibration procedure has been simplified to only two 
reactions, there are still a total of seven different parameters to be found.  
Fortunately, the degrees of freedom can be reduced.  Note from equations (2.43), 
(2.44), and (2.45) that reaction rates are proportional to the product of catalyst loading 
and frequency factors, so these parameters cannot be considered independent. Again, 
since the loading affects all other reaction rates, we consider it to be known.  Moreover, 
the equilibrium NH3 coverage is defined as the point where adsorption and desorption 
rates are equal.  There are an infinite number of activation energy pairs ( 1E , 2E ) which 
give the same curve of equilibrium coverage with temperature.  Therefore, these two 
parameters can also not be considered independent.  A simple way of dealing with this 
confounding is to set 1E  to be zero. In addition, it has been found that adjusting 2K  alone 
has minimal impact on the results, because 2E  can be adjusted accordingly.  Therefore, 
2K  is assumed to be known.  This reduces the problem to four degrees of freedom 
( 1K , 2E , DESα , and 3NHΩ ). 
Since NH3 oxidation is disabled by careful selection of either temperature or feed 
gas composition, it is possible to directly compute the equilibrium coverage from TPD 
test results.  In particular, when the outlet NH3 mole fraction reaches the inlet NH3 mole 
fraction (see Figure 3.3), the sample has reached equilibrium.  The time to reach this 
condition will be called SATt .  Therefore, the equilibrium coverage is: 
( ), 3 , 3
3 0
1 SATt
ss IN NH OUT NH
CONV NH MIX
m y y dt
V MW
θ = ⋅ ⋅ −
Ω ∫
&
% %
    (3.3) 
Since the rate of adsorption equals the rate of desorption at equilibrium, equations (2.43), 
(2.44), and (2.45) can be combined to yield: 
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As stated above, 2K  is assumed to be known. Then, if 3NHΩ  is known, the value 
of SSθ at each temperature can be found from equation (3.3).  If the value of 1K  is also 
known, then the value of z can be calculated at each temperature and SSθ  using equation 
(3.4).  However, equation (3.4) also shows that z is a linear function of SSθ .  Thus, a 
linear regression of these two variables yields the values of 2E  and DESα .  From this we 
conclude that the four degrees of freedom ( 3NHΩ , 1K , 2E , and DESα ) are not 
independent.  Namely, if two of them are chosen ( 3NHΩ  and 1K ), then the other two ( 2E  
and DESα  ) can be found by the linear regression technique just described. 
The calibration procedure assumes 3NHΩ  is known and then searches for the 
optimal value of 1K  which minimizes an error function.  As such, the optimization has 
only one degree of freedom.  The error function is based on the difference between the 
predicted and measured outlet NH3 mole fraction for a chosen temperature.  Specifically, 
it is defined as: 
( ) ( )( )
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where: 
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Careful examination shows that the numerator in equation (3.5) is the sum of the squares 
of the model error, while the denominator is the sum of squares of the deviation of the 
measurements from the mean value.  It can be shown that TPDef  equals one minus the R-
squared value, so minimizing TPDef  is equivalent to maximizing the R-squared value.   
For reference, Figure 3.3 shows two curves for the predicted outlet NH3 mole 
fraction.  They are for the same value of 3NHΩ , different values of 1K , and with 2E  and 
DESα  determined from the linear regression technique described above.  The plot 
illustrates the type of changes that occur during the optimization procedure as 1K  is 
varied.  The optimization problem (finding the value 1K  that minimizes TPDef ) can be 
solved many different ways, and in this case a sequential quadratic programming 
algorithm is used. 
This still leaves the choice of 3NHΩ  free, and this has a direct impact on the value 
of SSθ  through equation (3.3).  Through equation (3.4) this has a follow on effect on the 
values of 2E  and DESα .  This does not greatly affect model accuracy, as there are several 
values of  3NHΩ giving nearly identical values of the error function TPDef .  However, two  
issues can arise if 3NHΩ  is not chosen appropriately.  First, as 3NHΩ  is increased, SSθ  is 
correspondingly reduced, and this causes DESα  to increase.  However, the activation 
energy for desorption in equation (2.33) must remain positive, so this limits DESα  to be at 
most one.  Second, as 3NHΩ is decreased, SSθ  is correspondingly increased.  Since there is 
a general trend of increasing SSθ as temperature is decreased, this can cause the coverage 
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to exceed one at some low temperature.  This result is inconsistent with the fact that 
coverage by definition must lie between zero and one. 
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Figure 3.4 Typical Change in DESα  and SSθ  at -25 deg C 
With Assumed Maximum Monolayer Capacity 3NHΩ  
These considerations are displayed graphically in Figure 3.4 for a typical catalyst.  
Note that the plausible values of 3NHΩ  are limited to lie below 0.22 kmol/m3 due to the 
restriction on DESα  and to lie above 0.14 kmol/m3 to ensure the coverage is less than one 
at -25 deg C.  These limits on 3NHΩ  would be sensitive to catalyst formulation. 
 
3.3.3 NH3 Oxidation Calibration Procedure 
The NH3 oxidation calibration procedure uses the results of the NH3 oxidation test 
described above.  One way of portraying these results is to plot the fraction of the inlet 
NH3 consumed over the sample, which is called the NH3 efficiency: 
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A plot of 3NHη  versus temperature is called the NH3 light-off curve.  It has a 
characteristic “S-shape”, being near zero at low temperatures and rising toward 1.0 at 
high temperatures (see Figure 3.5). 
Assuming that the calibration procedure for NH3 adsorption-desorption has 
already been run, the NH3 light-off curve is only affected by three reaction rate constants.  
These are the catalyst loading ( CATλ ), a frequency factor ( 6K ), and an activation energy 
( 6E ).  Again, the loading is assumed constant.  Furthermore, there are many different 
combinations of 6K  and 6E  that give similar results, so the calibration procedure only 
changes 6E .  So, there is only one degree of freedom. 
The following error function is then defined: 
( ) ( )( )3 3 3NH EFF NH NHPRED MEASef η η− = −      (3.8) 
The subscripts PRED and MEAS refer to predicted and measured values, respectively.  
The error function is calculated at the temperature where the measured NH3 efficiency is 
closest to 0.50.  This ensures it is in a region which is kinetically limited. 
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Figure 3.5 Typical NH3 Light-Off Curve 
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In this case, the model is calibrated by finding the value of 6E  which brings 
3NH EFFef −  to zero.  This can be considered as a nonlinear root finding problem rather than 
an optimization problem.  A library function in MATLAB is applied for this purpose. 
 
3.3.4 SCR NO Kinetics Calibration Procedure 
The SCR NO kinetics calibration procedure uses the results of the SCR NO 
kinetics test described above.  One way of portraying the results is to plot the fraction of 
inlet NOX consumed over the sample, which is the NOX conversion efficiency: 
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% %
       (3.9) 
A typical plot of NOXη  versus temperature is included as Figure 3.6.  This curve is 
sensitive to temperature, the inlet NO2/NOX ratio (which for the SCR NO kinetics test is 
maintained at zero), and the ANR.  Typically, the test is run at an ANR of 1.0. 
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Figure 3.6 Typical NOX Conversion Efficiency Curve 
From SCR NO Kinetics Test 
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Assuming that the calibration procedures for NO oxidation, NH3 adsorption-
desorption, and NH3 oxidation have already been run, the NOX conversion efficiency 
curve is affected by ten reaction rate constants.  These are the catalyst loading ( CATλ ), 
four frequency factors ( 3K , 4K , 5K , 8K ), four activation energies ( 3E , 4E , 5E , 8E ), and the 
reaction order β .  Again, the loading is assumed constant.  It has also been found that 
changes in the NOX conversion efficiency curve are dominated by the value of 4E .  The 
explanation for this is straightforward.  Specifically, as shown in Figure 3.2, since the 
majority of the NOX is in the form of NO, most of the NOX conversion occurs through 
the standard SCR reaction.  This means most of the NOX is processed by reaction (R4) 
and only minor amounts are processed by reaction (R3), (R5), and (R8).  This is 
especially true at low temperature.  At high temperature, oxidation of NH3 by reaction 
(R6), which competes with the SCR reactions for the adsorbed NH3, causes conversion 
efficiency to decrease.  Therefore, the SCR NO kinetics calibration procedure only has 
one degree of freedom, which is 4E . 
The following error function is then defined to quantify the agreement between 
the predicted and measured NOX conversion efficiency curve shown in Figure 3.6: 
( ) ( ) ( )2 2 2NOX EFF NOX NOX NOXLOW MID HIGHef e e e− = + +     (3.10) 
This function is the Euclidean norm of three error diagnostics.  Each error diagnostic is of 
the form: 
( ) ( ) ( )( )22NOX NOX NOXPRED MEASe η η= −      (3.11) 
Again, the subscripts PRED and MEAS correspond to predicted and measured values, 
respectively.  The subscripts LOW, MID, and HIGH in equation (3.10) correspond to 
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low, middle, and high temperature regions.  Ideally the low temperature region would be 
in the kinetically limited regime and at present this is set to 200 deg C.  The high 
temperature region would be in the regime where NH3 oxidation and NOX reduction 
reactions are competing and at present this is set to 550 deg C.  Finally, the middle 
temperature region lies between the two and close to the peak NOX conversion efficiency.  
Currently, a value of 350 deg C is used. 
The minimization of the error function (equation (3.10)) by varying 4E  defines an 
optimization problem.  Again, a MATLAB function that employs a sequential quadratic 
programming algorithm is used. 
 
3.3.5 SCR NO2 Kinetics Calibration Procedure 
The SCR NO2 kinetics calibration procedure uses the results of the SCR NO2 
kinetics test described above.  The results of this test can be portrayed through two 
different performance variables. The first is the NOX conversion efficiency, which is 
defined using equation (3.9).  The other is the so called N2O production efficiency, which 
is: 
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       (3.12) 
A typical plot of NOXη  and 2N Oη versus the inlet NO2/NOX ratio at a constant temperature 
is included as Figure 3.7.  This curve is sensitive to temperature as well as ANR.  
Typically, the test is run at an ANR of 1.0.  It is also desirable to run this test at low 
temperature (e.g. below 250 deg C), where NOX conversion is kinetically limited. 
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Assuming that the NO oxidation, NH3 adsorption-desorption, NH3 oxidation, and 
SCR NO kinetics calibration procedures have been previously applied, the curves in 
Figure 3.7 are sensitive to the catalyst loading ( CATλ ), three frequency factors 
( 3K , 5K , 8K ), and three activation energies ( 3E , 5E , 8E ).  Again, the loading is assumed 
constant.  The results are much more sensitive to activation energy than frequency factor, 
so there are three degrees of freedom ( 3E , 5E , 8E ). 
To select these three parameters, the following error function is defined: 
( ) ( ) ( )2 2 22 22 2NO SWEEP NOX NOX N OPEAK NO NOef e e e− = + +     (3.13) 
This function is the Euclidean norm of three error diagnostics.  The error 
diagnostics for NOX conversion efficiency, NOXe , are defined as in equation (3.11).  The 
subscript PEAK corresponds to the NO2/NOX ratio at which NOX conversion efficiency 
peaks, which is usually at or very near NO2/NOX = 0.50.  The subscript NO2 corresponds 
to operation at an NO2/NOX ratio of 1.0.  The error diagnostic for N2O production is 
defined as: 
( ) ( ) ( )( )222 2 2N O N O N OPRED MEASe η η= −       (3.14) 
where again the subscripts PRED and MEAS correspond to predicted and measured 
values. 
This three degree of freedom optimization problem (finding the values of 3E , 5E , 
and 8E which minimize 2NO SWEEPef − ) can be solved using many different algorithms.  At 
present, a custom function which combines bisection and enumeration methods is 
employed.  Although it is not especially efficient, it has been found to be quite robust. 
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Figure 3.7 Typical NOX Conversion and N2O Production Efficiency Curves 
From SCR NO2 Kinetics Test at Constant Temperature 
3.3.6 Calibration Process Concluding Remarks 
As mentioned above, there are multiple parameter sets giving very comparable 
model errors.  This is a well known difficulty in catalyst model calibration.  To address 
this, the process does not determine all 20 reaction rate parameters independently but 
only a subset thereof.  The user can still explore the effects of parameters lying outside 
the calibration process by adjusting them manually.  Although the process and procedures 
described here are a good starting point, much more could be done in this area.  However, 
this aspect of catalyst modeling is its own research area, and may require the use of 
different optimization methods more suitable for multiple optima and poorly behaved 
gradients (e.g. genetic algorithms).  Since the focus of this work is on controlling SCR 
systems, the procedures and process documented here are considered sufficient for the 
purpose at hand. 
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3.4 CALIBRATION PROCESS VALIDATION 
As mentioned previously, each calibration procedure was coded into a MATLAB 
script.  Flow reactor calibration test procedures were then simulated using a 20 element 
model of a copper-zeolite catalyst.  By comparing parameter estimates from the 
calibration process to those in the simulation [44], the technique’s accuracy and 
repeatability can be quantified.  The specific model parameters that were used are given 
in this thesis in Table 5.1, as the column labeled “original model (de-greened)”. 
Such a comparison is given in Table 3.1.  Specifically, the calibration procedures 
were repeated ten times, each time beginning from randomly assigned parameter 
estimates.  The 95% confidence intervals are on the order of a few percent or less, which 
validates the calibration process. 
Table 3.1 Confidence Intervals for Reaction Rate Parameter Estimates 
Using the Calibration Process of Figure 3.1 
7K
6E
4E
2E
1K
DESα
3E
5E
8E
Parameter 95% Confidence Interval
+ 0.02 %- 0.47 %
- 0.01 % + 0.01 %
- 0.66 % + 0.18 %
+ 2.06 %- 0.15 %
+ 0.18 %- 0.12 %
+ 0.38 %- 0.38 %
- 1.19 % + 1.19 %
- 1.19 %
- 1.19 %
+ 1.19 %
+ 1.19 %
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3.5 MESH RESOLUTION CONSIDERATIONS 
The focus for the remainder of this chapter is on the minimum number of 
elements required to accurately model the converter.  This choice determines both the 
model’s spatial resolution and its ability to represent high order dynamics.  It also 
significantly affects computational effort. 
A starting point is to consider which values must be predicted accurately.  
Revisiting Chapter 1, three variables are of particular interest: (a) NOX conversion 
efficiency; (b) NH3 slip; and (c) NH3 coverage.  Specifically, NOX conversion efficiency 
is the primary performance measure.  This variable is at times limited by NH3 slip, which 
is constrained to be below 10 ppm at steady-state and 20 ppm during transients.  NH3 
coverage is important for two reasons.  First, adsorbed NH3 is the only means for 
continuing NOX conversion below the dosing temperature threshold.  Second, desorption 
of adsorbed NH3 can lead to NH3 slip during temperature transients, an effect that is 
covered in more detail in Chapter 4.  Since coverage varies from element to element, a 
convenient way of comparing models with a different number of elements is to use the 
average coverage over the converter surface.  Restricting the focus to uniform element 
lengths, this variable is calculated from: 
1
1 ne
j
jne
θ θ
=
= ∑          (3.15)   
Having selected which variables must be accurately predicted, the next step is to 
decide how accurately they must be predicted.  For plant simulation, the criteria of Table 
3.2 are proposed.  Their justification is as follows.  First, NOX conversion efficiency must 
be on the order of 85%.  A change of 0.75% in this variable would cause a 5% change in 
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tailpipe NOX, which would be considered significant.  Second, since the steady-state NH3 
slip limit is 10 ppm, a criterion of 5 ppm is suggested, which is comparable to NH3 sensor 
accuracy.  Lastly, the coverage limit is chosen to be 5% of the steady-state coverage at 
the dosing temperature threshold of 220 deg C.  The sponsor of this research project has 
concurred with these limits [49]. 
Table 3.2 Prediction Accuracy Requirements for Plant Simulation 
Variable Accuracy 
Requirement 
Units 
NOX Conversion Efficiency 0.0075 none 
NH3 Slip 5 ppm 
Average NH3 Coverage 3.14E-4 none 
 
It also has to be kept in mind that the model will be used both as a plant 
simulation and as an embedded model.  When used as an embedded model, accuracy 
requirements are more lenient since sensor readings can be used to correct for plant-
model mismatch.  Thus, Table 3.2 only applies to plant simulation, and the discussion of 
embedded model requirements is delayed until Section 3.8. 
Lastly, one must select the operating conditions to which accuracy requirements 
apply.  To cover a large portion of the engine operating range, steady-state operation at 
14 different combinations of engine speed and load were examined (see Section 3.6).  
Although steady-state analysis evaluates spatial resolution requirements, it does not 
include dynamic considerations.  Therefore, accuracy was also checked for the SET cycle 
(see Section 3.7).  This transient cycle progressively moves the engine through 13 of the 
14 steady-state speed-load combinations. 
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3.6 MESH RESOLUTION REQUIREMENTS FOR STEADY-STATE OPERATION 
Steady-state converter operation was simulated for 14 different operating points 
or modes for a 5.9L diesel engine.  As built, the engine did not have a DOC or DPF, so 
the NO2/NOX ratio was estimated from maps.  The resulting SCR converter inlet 
conditions are listed in Table 3.3.  They include low idle, rated (R-100), and a matrix of 
three engine speeds (A-speed, B-speed, and C-speed) and four loads (25%, 50%, 75%, 
and 100%).  All but one of these modes (R-100) is included in the SET cycle. 
Table 3.3 Steady-State Operating Conditions for Mesh Resolution Study 
As Measured By Watson [50] 
 
Torque Eng Spd Gas Temp Exh Flow Air-Fuel NOX NO2 to
Mode (lb-ft) (rpm) (deg C) (kg/s) Ratio (ppm) NOx
Low Idle 0 750 193 0.044 140.0 225 0.11
A-25 150 1726 274 0.110 44.1 278 0.67
A-50 300 1726 366 0.135 29.8 348 0.54
A-75 450 1726 407 0.175 25.9 396 0.48
A-100 600 1726 468 0.209 23.0 490 0.37
B-25 150 2110 262 0.163 46.7 193 0.55
B-50 300 2110 351 0.187 32.4 266 0.54
B-75 450 2110 410 0.226 26.7 335 0.44
B-100 600 2110 485 0.265 23.4 436 0.34
C-25 150 2493 278 0.207 47.9 164 0.55
C-50 300 2493 342 0.252 35.4 281 0.53
C-75 450 2493 426 0.274 26.8 356 0.44
C-100 600 2493 497 0.323 23.7 516 0.26
R-100 530 2800 518 0.341 24.2 453 0.16
 
The SCR converter model corresponded to a copper-zeolite coating on a 400 x 7, 
35% porosity cordierite substrate.  The reaction rate constants for this coating are given 
in [44], and the converter consisted of two 267 mm dia x 152 mm long bricks in series. 
To complete the operating conditions, the ANR must be selected.  This was 
accomplished by varying ANR until either the NOX conversion efficiency was 85% or the 
NH3 slip was 10 ppm, whichever gave the lower value of ANR.  This procedure was 
applied for a 24 element model, and then the same ANR was applied to 20, 16, 12, 8, 4, 
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and 2 element models.  In computing model error, the predictions with 24 elements were 
considered to be the true values. 
Errors in NOX conversion efficiency and NH3 slip were examined at all 14 modes, 
but their magnitudes were always greatest at R-100.  Figure 3.8 shows the largest 
observed error as a function of the number of elements.  Horizontal limes have been 
added for the error limits in Table 3.2.  It can be seen that eight elements are needed to 
meet NOX conversion efficiency and NH3 slip error criteria. 
Errors in average coverage were also studied, with the largest errors occurring at 
low idle.  As shown in Chapter 4, this is not surprising since the required average 
coverage decreases exponentially with temperature, and low idle has the lowest 
temperature (see Table 3.3).  Since coverage would be largest at the lowest temperature, 
this also offers the greatest opportunity for large coverage errors.  Moreover, it was found 
that all 24 elements are needed to meet the coverage accuracy criterion in Table 3.2.   
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Figure 3.8 Maximum Steady-State Error vs Number of Elements 
For All 14 Modes Listed in Table 3.3 
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Figure 3.9 Spatial Distribution of NH3 Coverage at Low Idle 
This can be understood by examining the spatial distribution of coverage at low 
idle in Figure 3.9.  Here, the x-axis is a non-dimensional distance along the length of the 
converter, with 0.0 being the inlet of the upstream brick, 0.5 being the inlet to the 
downstream brick, and 1.0 being the outlet of the downstream brick.  Note that NH3 is 
only adsorbed over the first 40% of the converter, and there is a precipitous drop in 
coverage only 25% of the way into it.  It is easy to see that a large number of elements 
would be needed to accurately resolve this spatial distribution and in turn the average 
coverage. 
In conclusion, accurate steady-state simulation requires, in this case, 24 elements.  
The required spatial resolution is driven by the need to resolve the average coverage at 
low temperature, and is related to significant spatial variations in coverage which occur 
there.  If this requirement were removed, only eight elements would suffice.   
For the same reason, the required mesh resolution is application dependent.  For 
example, converters which operate over a narrower range (e.g. power generation) may 
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not require as many elements.  Thus, while 24 elements is a typical requirement for 
heavy-duty, on-highway automotive applications, this is not a universal requirement. 
 
3.7 MESH RESOLUTION REQUIREMENTS FOR TRANSIENT OPERATION 
Next, the effect of mesh resolution on model accuracy during transient operation 
was studied.  The engine and converter were the same as for the steady-state analysis.  
SCR inlet conditions were measured during the SET cycle [43] using an upstream DOC 
but no DPF.  ANR command was determined from a prototype controller for a 24 
element model.  The resulting trace of ANR as a function of time was then applied as an 
open loop schedule to 20, 16, 12, 8, 4, and 2 element models.  Model predictions for the 
24 element model were considered true values, and this gave model errors for NOX 
conversion efficiency, NH3 slip, and average coverage every second.  Since emissions 
legislation is in terms of the mass of NOX, the error in mass average NOX conversion 
efficiency was used as one measure of model accuracy.  Also, since the NH3 slip limit on 
the SET cycle is an instantaneous limit, the maximum error in slip was used as a second 
accuracy metric.  For average coverage, both the mean and root mean square (RMS) error 
were examined.   
The prototype controller mentioned above used both feed-forward and feed-back 
control.  The feed-forward portion used a map of ANR as a function of temperature.  The 
error signal for the feed-back loop was the difference between the predicted average 
coverage and a coverage set-point map, which was a function of temperature.  The error 
was fed to a lead controller that was gain-scheduled against the average solid 
temperature.  The structure of this controller is comparable to other SCR system 
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controllers [12], but since it did not include an observer, it cannot be considered a true 
closed loop arrangement.  Nevertheless, the mass average NOX conversion efficiency and 
maximum NH3 slip were 85.5% and 6.3 ppm, respectively.  Since the controller structure 
and system performance were representative, there is reason to consider the resulting 
ANR command over time as being representative as well. 
Figure 3.10 shows the error in NOX conversion efficiency and NH3 slip on the 
SET cycle as a function of the number of elements.  Based on these results, eight 
elements are required.  This is a comparable result to the steady-state analysis, which is 
not surprising since the SET cycle is weighted toward moderate to high loads. 
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Figure 3.10 Errors in Mass Average NOX Conversion Efficiency 
and Maximum NH3 Slip During SET Cycle vs Number of Elements 
Figure 3.11 shows the mean and RMS error in average coverage, and in this case 
eight elements are sufficient.  This is much less than found from the steady-state analysis, 
and again that is explained by the heavier weighting of the SET cycle toward high 
temperature and thus lower coverage. 
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Based on the transient and steady-state results reported above, the remainder of 
this report uses plant simulations having 24 elements.  While this is more than sufficient 
for the SET cycle, it ensures that coverage can be accurately resolved at low temperature.  
Given that the FTP cycle spends much time at low idle and therefore low temperature, 
this decision is justified. 
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Figure 3.11 Errors in Average NH3 Coverage During SET Cycle 
Vs Number of Elements 
 
3.8 MESH RESOLUTION REQUIREMENTS FOR EMBEDDED MODELS 
As mentioned above, the accuracy specifications of Table 3.2 are only applicable 
to plant simulation, and less stringent ones can be used for embedded models.  This is 
encouraging in that models having fewer that 24 elements may be viable.  A 
corresponding set of embedded model accuracy requirements would lead directly to the 
required mesh resolution.  However, those requirements depend on many factors such as 
how the input is determined from model predictions and sensor measurements, system 
performance metrics, and whether the model is corrected by parameter estimation.  Given 
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these confounding factors, it is not surprising that embedded SCR system models of 
widely different mesh resolution have been reported in the literature. 
One point of view is that, regardless of how it is used, the embedded model must 
accurately represent the system’s input-output mapping.  With this perspective, the 
embedded model would need to meet the accuracy requirements of Table 3.2 for NOX 
conversion efficiency and NH3 slip, but the requirement for NH3 coverage would be 
waived.  As described in the previous two sections, this would lead to the conclusion that 
eight elements are needed.  Other researchers have taken similar approaches and 
proposed similar recommendations.  Specifically, Herman et al [51] reported that eight to 
twelve elements are required, while Ericson [25] suggested that six axial elements were 
needed. 
An alternate point of view is that the model should be chosen to capture only the 
essential system dynamics, relying on sensors to correct for model error.  As will be 
shown in Chapter 4, for small perturbations SCR converters can be reasonably well 
represented as a first order system, and this would indicate that only one element is 
needed.  Upadhyay and Van Nieuwstadt [10] as well as Devarakonda [11] used this 
approach in implementing Sliding Mode Controllers. 
While a first order approximation is appropriate for small perturbations, it omits 
some very important effects.  Namely, as shown in Figure 3.9 there can be significant 
spatial variations in coverage.  This effect occurs not only at low idle, but over a 
significant portion of the engine operating range.  Revisiting the steady-state analysis of 
Section 3.6, recall that the SCR converter consists of two bricks in series.  Using a 24 
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element model, Figure 3.12 shows the fraction of adsorbed NH3 stored on the rear or 
downstream brick as a function of space velocity.  Space velocity is defined as: 
,G STP CONV
mSV
Vρ
=
&
        (3.16) 
The squares in the plot correspond to the 14 different operating conditions which were 
examined.  Note that for half of the operating points, 95% of the adsorbed NH3 was 
stored on the front or upstream brick and so 5% or less was stored on the rear or 
downstream brick. 
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Figure 3.12 Fraction of Adsorbed NH3 on the Rear Brick 
Vs Space Velocity 
Coverage stratification can be important.  As shown in Chapter 4, during rapid 
increases in temperature, NH3 can desorb from the catalyst.  If this occurs on the front 
brick, but the rear brick is relatively clear of NH3, it is possible to re-adsorb the released 
NH3 there.  The NH3 adsorption onto the rear brick lowers the mole fraction in the gas 
phase and therefore the NH3 slip.  In a sense, the rear brick acts as a NH3 buffer for 
reducing slip.  As shown in Figure 3.12, this scenario is possible over a wide portion of 
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the engine operating range.  Moreover, this is the reason some have proposed controlling 
the SCR system based on a mid-point NH3 sensor [6]. 
To include this phenomenon, at least two elements are required and that should be 
considered a lower bound on embedded model mesh resolution.  Interestingly, the work 
of Schär et al [5] proposed that a two element embedded model was sufficient to achieve 
accurate predictions. 
 Based on the results above, it can be concluded that as few as two elements can 
be used for an embedded model, but that model accuracy begins to degrade substantially 
for less than eight elements (see Figure 3.8 and Figure 3.10).  However, it must be 
realized that the errors in these plots correspond to the situation where the number of 
elements is reduced but model parameters are unchanged.  As such, eight elements is a 
conservative recommendation.  In particular, for models having less than eight elements, 
perhaps a different set of parameters may provide lower error. 
Such a modified model parameter set can be found by simply applying the 
calibration scripts described above.  The only difference is that the calibration script uses 
the same number of elements as the proposed embedded model.  The idea of re-
optimizing model parameters (here, the reaction rate constants) as model order (here, the 
number of elements) is reduced also appears in other settings such as optimal Hankel 
norm approximation of stable, linear systems [52].  In particular, by reapplying the 
calibration script to a two element model, on the SET cycle the error in mass average 
NOX conversion efficiency decreased to 0.018 and the error in maximum NH3 slip 
decreased to 7.6 ppm.  Comparing to the values in Figure 3.10, this is a substantial 
improvement. 
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Therefore, for the remainder of this dissertation, a two element embedded model 
is used.  However, since the achievable model error reported above for NOX conversion 
efficiency and NH3 slip is above the limits in Table 3.2, the controller is structured so that 
the number of elements can be easily increased. 
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CHAPTER 4 
SYSTEM DYNAMICS 
In Chapter 2, the SCR system model was described from a purely physical 
perspective.  This framework is convenient for understanding the thermodynamic 
processes occurring inside the converter, such as heat transfer, mass transfer, energy 
storage, NH3 adsorption, and chemical reaction.  It is also quite suitable for system 
simulation, where the only intent is to predict the system’s response to predetermined 
boundary conditions.  However, since the end goal of this dissertation is to demonstrate 
an SCR controller in simulation, the pre-existing physical perspective must be 
complemented by a controls perspective.  Chapter 4 lays the foundation for controller 
development by providing this alternate viewpoint.   
It begins by defining the inputs, outputs, states, and disturbances in Section 4.1.  
The plant simulation provides a convenient tool for exploring the dynamic input-to-state 
and state-to-output relationships, which are described in Sections 4.2 and 4.3.  The 
theoretical basis of these relationships, which are characteristic of any SCR converter, is 
then presented in Section 4.4.  In so doing, the phenomenon of uncontrollable slip is 
described and the conditions causing it are derived.  This understanding is essential to 
selecting an appropriate controller design. 
Because the embedded model is only an approximation of reality, some plant-
model mismatch can be expected.  Its effects can be mitigated by modifying model 
predictions using sensor measurements.  Since the output is a function of the input and 
the states, one common technique is to correct the state.  The success of that approach 
depends on the ability to uniquely determine the states from a knowledge of inputs and 
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outputs.  This property, called observability, also affects the suitability of different 
controller designs and is covered in Section 4.5. 
 
4.1 STATE SPACE REPRESENTATION 
The block diagram as shown in Figure 4.1 is a good starting point in the transition 
from a physical perspective to a controls perspective.  This section describes the inputs, 
disturbances, outputs, and states associated with the SCR system. 
,1
,2
,
1
2
.
.
W
W
W ne
ne
T
T
T
θ
θ
θ
 
 
 
 
 
 
 
 
 
 
 
  
WT
θ
 
 
 
u
y
Cy
d
1d
2d
ndd



(ANR)
or
SCR
Converter
(NOX Ineff)
(NH3 Slip)
 
Figure 4.1 SCR System Block Diagram 
4.1.1 Controlled Input 
As mentioned in Chapter 1, NOX emissions reduction inside the converter can be 
varied by changing the AUS injection rate, which in turn changes the supply of gaseous 
NH3.  After NH3 is adsorbed onto the catalyst surface, several reactions for converting 
NOX to unregulated emissions (N2 and N2O) are enabled.  In particular, these reactions 
(reactions (R3), (R4), (R5), and (R8)) are all in terms of a molar ratio of NH3 to NOX.  
For this reason, it is more convenient to consider the molar ratio of gaseous NH3 to NOX 
at the converter inlet as the controlled input.  This variable is commonly called the 
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ammonia-to-NOX ratio (ANR), a measure that is widely used within the catalyst industry 
to indicate the amount of reductant supplied to the catalyst.  Note that the controlled input 
is non-dimensional and is signified by the symbol u . 
 
4.1.2 Input Disturbances 
The system also has a number of input disturbances, signified by the symbol d .  
This column vector has at least five elements.  Three of them (air-fuel ratio, inlet NOX 
mole fraction, and NO2/NOX ratio), together with ANR, determine the gas composition 
entering the converter.  Two other disturbances are the inlet gas temperature and the 
exhaust mass flow rate. 
In particular, estimates are available for each of these five disturbances.  Referring 
to Figure 1.1, the inlet NOX mole fraction is measured using the NOX sensor upstream of 
the DOC, and the inlet gas temperature is measured by the temperature sensor 
immediately upstream of the SCR converter.  The other three disturbances are 
communicated to the SCR controller via CAN.  Specifically, the exhaust mass flow rate 
is simply the sum of fuel and air flow rates.  Fuel rate is estimated from the commanded 
injection volume per engine cycle and the measured fuel temperature.  Air flow rate is 
estimated by one of two methods.  First, it can be directly measured using a mass air flow 
sensor.  Alternatively, it can be estimated from an EGR flow rate sensor and the 
estimated charge flow rate.  The charge flow rate is the sum of air and EGR flow rates, 
and can be estimated from measured intake manifold pressure, intake manifold 
temperature, and engine speed.  The air-fuel ratio is then calculated from the respective 
air flow and fuel flow rates.  The inlet NO2/NOX ratio is computed from maps and 
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estimated DOC and DPF surface temperatures, found with the aid of DOC and DPF inlet 
gas temperature sensors (not shown in Figure 1.1). 
  
4.1.3 Outputs 
The primary function of the SCR system is to reduce the NOX released to 
ambient, and several possible outputs could be used to measure how well this function is 
performed.  One option would be to use the outlet NOX mole fraction, since that is 
measured by the NOX sensor.  Another possibility would be to use the NOX mass flow 
rate, since emission standards are expressed in the cumulative mass of NOX released to 
the atmosphere.  Both these options share the disadvantage that desired values vary 
widely, not only with the engine operating condition but with the engine calibration table.  
Specifically, different calibration tables are used to target different NOX levels for 
extreme off-design conditions like DPF regeneration and engine protection modes. 
Another output of interest is NOX conversion inefficiency.  It is defined as the 
molar fraction of inlet NOX leaving the converter.  This value is comparatively 
insensitive to operating conditions, which addresses the shortcoming mentioned above.  
Moreover, it is a non-dimensional molar ratio much like the controlled input of ANR.  It 
can also be measured using the inlet and outlet NOX sensor readings (correcting, of 
course, for NH3 cross-sensitivity).  Therefore, NOX conversion inefficiency is chosen as 
the output of primary importance. 
As mentioned in Chapter 1, in pursuing the primary function of tailpipe NOX 
reduction, care must be taken to keep another important output of the system, NH3 slip, 
below limiting values.  In contrast with NOX emissions, NH3 emission limits are in terms 
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of mole fraction (ppm) rather than cumulative mass.  Moreover, the NH3 slip can also be 
measured using the NH3 sensor, and so it is logical to define a second output as the NH3 
slip in ppm.  NH3 slip is clearly of secondary importance in that it is only necessary to 
keep it below the self-imposed limits of 10 ppm at steady-state and 20 ppm during 
transients.  Below these thresholds, little to no value is ascribed to lower values of NH3 
slip.  In contrast, NOX conversion inefficiency measures the ability of the system to 
achieve legally-imposed limits. 
This leads to one of the challenges with SCR control.  Namely, there are two 
outputs of interest but only one input, so without further definition the plant has the 
undesirable characteristic of being non-square.  This can of course be easily resolved by 
simply choosing one or the other of the outputs, or a combination of the two outputs, as 
the controlled output.  As discussed in Chapter 6, different choices have been reported in 
the literature and the implications of this choice can be quite significant. 
One advantage of model predictive control ([15], [16]), is that it explicitly handles 
constraints.  This fits the non-square plant description mentioned above by simply 
choosing the controlled output to be the NOX conversion efficiency, and then treating the 
NH3 slip as a constraint.  Following usual convention, the controlled output is signified 
by the symbol y .  To show that NH3 slip is a constrained output, it will be signified by 
the symbol Cy . 
 
4.1.4 States 
In deriving the physical model, the converter was divided into a number of axial 
elements.  Each element has two states, the solid temperature and the coverage. Thus, the 
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plant can be considered a dynamic system with two times ne states.  For example, a 
representative plant simulation has 24 elements, and is therefore a 48th order system.  
This is signified in Figure 4.1 with the symbol 
,1 ,2 , 1 2. .
T
W W W ne neT T T θ θ θ   .   
However, in deriving the switched model in Chapter 2, it was shown that each 
element could be linearized as two first order systems – one for temperature and one for 
coverage.  Therefore, both the plant and its corresponding embedded model can be 
envisioned as a series of daisy-chained first order systems, coupled through gas 
temperatures and compositions passing from upstream to downstream elements.  A 
system of this type can also be approximated as a first order system [53].  Using this 
insight, an alternate approach is to define new states for the average solid temperature 
and average coverage over the entire converter surface.  Assuming uniform element 
lengths, these states are defined as: 
,
1
1 ne
W W j
j
T T
ne
=
= ∑         (4.1) 
1
1 ne
j
jne
θ θ
=
= ∑          (4.2) 
In defining these states, model order has been reduced by a factor of ne .  
However, the price of this powerful advantage is a loss of information on the spatial 
distribution of temperature and coverage.  This transformation of coverage and solid 
temperature from spatial and temporal domains to a purely temporal domain will be 
termed model simplification.  In the following section, these simplified states will be used 
to gain an understanding of system dynamics.  
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4.2 SIMPLIFIED INPUT-TO-STATE LINEAR MODELS 
A 24 element plant simulation was applied to determine the linearized input-to-
state transfer functions for average coverage (θ ) and average solid temperature ( WT ).  
SCR converter dimensions and catalyst formulation were identical to that used in Chapter 
3 for mesh resolution studies.  Namely, the converter is a copper-zeolite formulation as 
described in [44], coated onto two 267 mm dia x 152 mm long, 400 x 7, cordierite bricks 
placed in series.  Although the results shared below are specific to this coating and 
converter size, they are generalized to all SCR systems later in this chapter. 
The linearization was accomplished by first bringing the converter model to 
equilibrium and then perturbing it with step inputs.  SCR inlet conditions corresponded to 
14 different operating points for a 5.9L diesel engine, as shown in Table 3.3.  The ANR 
at equilibrium was again selected by varying it until either the NOX conversion 
inefficiency was a desired value or NH3 slip was 10 ppm, whichever gave the lower value 
of ANR.  This process was repeated for target inefficiencies of 0.15, 0.09, and 0.03.  
Once equilibrium had been reached at the required ANR, two separate step inputs 
were given to the plant.  One step input was for ANR, as it is the controlled input.  This 
led to a corresponding response in average coverage.  However, since the state equation 
for temperature (equation (2.4)) is dominated by heat transfer rather than heat release 
from chemical reactions, this caused minimal change in average solid temperature.  
Therefore, a response in solid temperature was created by providing a step input in inlet 
gas temperature.  Recall from the previous section that inlet gas temperature is an input 
disturbance. 
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4.2.1 Dynamic Coverage Response 
Figure 4.2 shows the dynamic response of average coverage to a step input in 
ANR.  The results shown are for the B-50 operating point and an equilibrium NOX 
conversion inefficiency of 0.09.  It was mentioned previously that a series of daisy-
chained first order systems can also be approximated as a first order system.  To check 
the accuracy of this approximation, the figure includes the theoretical first order response 
for a time constant of 23.62 seconds and a steady-state gain of 0.0117.  These parameters 
were chosen by a least-squares curve fit of the 24 element model’s response.  Agreement 
between the simulation and a simple first order system is quite good, with comparable 
levels of agreement at all other operating points. 
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Figure 4.2 Average Coverage Response to ANR Step Input 
B-50 Operating Point 
 
The time constants from the least-squares curve fit are plotted in Figure 4.3 as a 
function of solid temperature and target NOX conversion inefficiency.  For the system 
that was studied, it decreases from about 3000 seconds near the dosing temperature 
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threshold of 220 deg C to a fraction of a second above 450 deg C.  Clearly, the system is 
highly nonlinear.  The comparatively good fit on a semi-log plot indicates that the change 
in time constant is exponential in temperature.  There is also a secondary dependency on 
the NOX conversion inefficiency target which can be considered a dependency on 
average coverage. 
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Figure 4.3 Time Constant for Average Coverage vs Solid Temperature 
To reiterate, this is the time constant for the average coverage over the entire 
converter.  The reader may recall a similar relationship of element time constants to solid 
temperature from on-line eigenvalue calculations for the SET cycle (see Figure 2.11).  
This connects the overall converter dynamics to those of individual elements.  Although 
these results are for a specific catalyst formulation and converter size, similar 
characteristics apply to all SCR converters, as shown in Section 4.4.  
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4.2.2 Dynamic Solid Temperature Response 
Figure 4.4 shows the dynamic response of average solid temperature to a step 
input in inlet gas temperature.  Again, the results shown are for the B-50 operating point.  
To check the accuracy of the first order system approximation, the figure includes the 
theoretical first order response for a time constant of 16.63 seconds and a steady-state 
gain of 1.002.  These parameters were again chosen by a least-squares curve fit of the 24 
element model’s response.  Agreement between the simulation and a simple first order 
system is fairly good, with comparable levels of agreement at all other operating points. 
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Figure 4.4 Average Solid Temperature Response to Inlet Temperature Step Input 
B-50 Operating Point 
The time constants from the least-squares curve fit are plotted in Figure 4.5 as a 
function of solid temperature.  They lie approximately in a range from 10 to 100 seconds, 
and are much less sensitive to temperature than the time constants for average coverage.  
The slight downward trend with temperature is due to increases in thermal conductivity 
and therefore heat transfer coefficient.  This trend in time constant for the entire converter 
is quite similar to the one for element time constants for the SET cycle (see Figure 2.10).  
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Again, a connection between overall converter dynamics and those of individual elements 
has been established.  Although these results are for a specific converter size and design, 
similar characteristics apply to all SCR catalysts. 
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Figure 4.5 Time Constant for Average Solid Temperature vs Solid Temperature 
 
4.3 SIMPLIFIED MODEL FOR NOX CONVERSION INEFFICIENCY 
The relationship between the controlled output of NOX conversion inefficiency 
and operating conditions can be understood by making the following observations: 
- Recall that the pathways for conversion of NOX (NO and NO2) to unregulated 
emissions (N2 and N2O) are reactions (R3), (R4), (R5), and (R8).  Note also that 
all four reactions are in terms of adsorbed NH3 rather than gaseous NH3.  Thus, 
we expect NOX conversion efficiency to be a function of coverage at each instant 
of time.  Although it is theoretically a function of spatial coverage distribution, 
this can be simplified as a dependence on average coverage. 
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- The associated reaction rates (equations (2.34), (2.35), (2.36), and (2.39)) all have 
an exponential dependence on solid temperature.  Therefore, solid temperature is 
another significant factor affecting conversion efficiency.  Although again it is the 
spatial distribution of solid temperature which matters, this can be simplified as a 
dependence on average solid temperature. 
- The reaction rates for these NOX reduction pathways are also functions of NO and 
NO2 concentrations, but are insensitive to the NH3 concentration.  Thus, for fixed 
inlet NOX concentration, there can be no feed-through effects of ANR on NOX 
conversion efficiency. 
Taken together, these observations indicate that at each operating point (fixed inlet NO 
and NO2 concentrations), NOX conversion inefficiency can be represented 
mathematically as: 
( )1 ,NOX Wy g Tη θ= − =        (4.3) 
In equation (4.3), the output equation g relates the controlled output to the two simplified 
states. 
The nature of this relationship was explored by examining steady-state converter 
performance with the same engine and SCR converter described in Section 4.2.  Just as 
before, ANR was varied to achieve different NOX inefficiency targets while maintaining 
compliance with a 10 ppm NH3 slip limit.  In Figure 4.6, the required average coverage is 
plotted versus solid temperature for all 14 engine operating points (see Table 3.3).  Note 
that coverage decreases exponentially with temperature.  This is due to the fact that 
reaction rates are exponential in temperature but proportional to coverage.  Therefore, as 
temperature increases the same reaction rate can be achieved with exponentially lower 
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coverage.  This characteristic is therefore inherent in all SCR converters, although the 
results shown are for a particular size and catalyst formulation.  The exponential change 
in target coverage also hints at the difficulty of controlling the system in the presence of 
large and rapid temperature changes seen in automotive applications. 
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Figure 4.6 Required Average Coverage vs Average Solid Temperature 
For Three Different NOX Inefficiency Targets 
And 14 Different Operating Points for Table 3.3 
Figure 4.6 also suggests that the relationship between average coverage and NOX 
inefficiency is nonlinear.  This can be concluded from the fact that there are even 
increments in inefficiency between the three lines, but the spacing is not the same.  To 
explore this in more detail, ANR was varied at each steady-state operating point, and the 
trend of NOX inefficiency with average coverage was plotted.  Results for the B-50 
operating point are shown in Figure 4.7.  The shape of this curve is similar at all 
operating points, the main difference is in the magnitude in coverage, owing to the 
exponential relationship with temperature shown in Figure 4.6. 
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The nonlinear curve in Figure 4.7 can be explained as follows.  The reaction rates 
for NOX conversion (equations (2.34), (2.35), (2.36), and (2.39)) are all proportional to 
coverage and NOX concentration.  However, as coverage increases, there is progressively 
more NOX reduction and so the average NOX concentration at the catalyst surface 
decreases.  Because this lowers the change in reaction rate with coverage, progressively 
more coverage is needed to achieve a given decrease in NOX conversion inefficiency.  In 
some cases, conversion inefficiency reaches zero, creating a portion of the converter with 
zero gas phase NOX.  However, this part of the converter can still adsorb NH3, leading to 
further increases in average coverage but no change in NOX inefficiency.  Once more, 
this characteristic is inherent in all SCR systems. 
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Figure 4.7 NOX Conversion Inefficiency vs Average Coverage 
B-50 Operating Point 
From the preceding discussion it is clear that the output function g  is nonlinear 
with dependencies on coverage, solid temperature, and inlet NO and NO2 concentrations.  
It would be possible to represent it in a number of ways, such as a map or empirical curve 
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fit.  Instead, the relationship is simply predicted from the embedded model.  For small 
perturbations in coverage at constant temperature and inlet NO and NO2 concentrations, 
the output equation can be approximated using the linearization: 
( )
0
0 0
yy y
θ θ
θ θ
θ
=
 ∂
= + −  ∂ 
       (4.4) 
 
4.4 GENERALIZED COVERAGE AND SLIP DYNAMICS 
In Chapter 2, when computing eigenvalues on-line, it was demonstrated 
empirically that converter elements have coverage time scales which decrease 
exponentially with solid temperature.  In Section 4.2, it was shown that the entire 
converter behaves like a first order system, and again it was shown empirically that the 
time constant for average coverage decreases exponentially with temperature.  However, 
these results are for a specific system.  Since we seek a controller which is applicable to 
all SCR catalyst formulations, a theoretical investigation to complement these empirical 
findings is warranted. 
The complexity of the plant simulation and embedded model make this an 
arduous task.  Therefore, an even simpler converter model called the ABC model is 
introduced.  Its dynamic characteristics are then derived and shown to possess the 
exponential temperature dependence mentioned above.  Furthermore, the ABC model 
provides insight into NH3 slip dynamics. This knowledge is vital for selecting an 
appropriate controller design.  Moreover, the ABC model is applicable to a class of 
catalyst systems, with SCR converters being a subset of all systems within this class.  
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Hence, our findings are applicable outside the realm of SCR for NOX emissions 
reduction. 
  
4.4.1 The ABC Converter Model 
The ABC converter model takes its name from the fact that only three gaseous 
species are considered - species A, species B, and species C.  The catalyst’s function is to 
react A and B to produce C.  In agreement with the SCR converter model, an Eley-Rideal 
mechanism is assumed, with A being the adsorbed species.  This leads to the following 
reaction mechanism: 
 ( )SS A A+ →          (R-9) 
 ( )SA S A→ +          (R-10) 
 ( )SA B C S+ → +         (R-11) 
Reaction (R-9) is the adsorption of A onto catalytic sites, reaction (R-10) is desorption of 
A from sites, and reaction (R-11) is the consumption of B by adsorbed A to produce C.  
The symbol A refers to gaseous A and the symbol (A)S refers to adsorbed A.  Applying 
this model to ammonia-based SCR reveals that A represents NH3, B represents NOX, and 
C represents N2. 
The next simplification is to assume the converter is operating in a regime where 
the reaction rate is limited by kinetics rather than mass transfer.  This is a common 
assumption in simplified SCR catalyst models.  Therefore, the concentration at the wall 
can be assumed to equal the gas phase concentration.   
Furthermore, spatial variations in coverage and temperature are ignored, and 
instead average values are used.  This unifies the multi-element and individual element 
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approaches, since it was shown above that their dynamics are similar.  To simplify the 
analysis, the reaction rate constants are assumed to be based on inlet concentrations rather 
than average concentrations.   
Therefore the reaction rates can be written as: 
9 9 ,(1 ) IN Ar K Cθ= −&         (4.5) 
10
10 10 exp
u W
E
r K
R T
θ = − 
 
&
       (4.6) 
11
11 11 ,exp IN B
u W
E
r K C
R T
θ = − 
 
&
       (4.7) 
By analogy with equation (2.74), the state equation for coverage is: 
( )9 10 11CAT
A
d
r r r
dt
λθ
= − −
Ω
& & &
       (4.8) 
10
9 , 10
11
11 ,
(1 ) exp
exp
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u WCAT
A
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u W
EK C K
R Td
dt EK C
R T
θ θ
λθ
θ
  
− − −  
  
=  Ω   
− −  
  
    (4.9) 
Figure 4.8 shows a control volume for the converter, which is used in the 
following subsections to examine coverage dynamics. 
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Figure 4.8 Control Volume for the ABC Converter Model 
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4.4.2 Coverage Dynamics 
Conservation of species applied to the control volume of Figure 4.8 yields: 
( ) ( ), , 9 10IN A OUT A CAT CONV
G
m C C V r rλ
ρ
− = −
&
& &
      (4.10) 
( ), , 11IN B OUT B CAT CONV
G
m C C V rλ
ρ
− =
&
&
      (4.11) 
Next, define the conversion efficiency of B as: 
, , , ,
, ,
IN B OUT B IN B OUT B
B
IN B IN B
C C y y
C y
η − −= =
% %
%
      (4.12) 
Combining equations (4.12), (4.11), and (4.7) and rearranging: 
11
11
1 1
expB
G CONV CAT u W
Em
V K R T
θ η
ρ λ
     
=      
     
&
    (4.13) 
This equation reflects two key empirical findings reported above.  First, higher 
conversion efficiency requires higher coverage.  Second, for a given conversion 
efficiency, the required coverage decreases exponentially with temperature.  In addition, 
equation (4.13) shows that the required coverage is related to space velocity, catalyst 
loading, and catalyst activity through 11K  and 11E . 
Recall also that coverage must by definition be less than one, and only approaches 
that value at low absolute temperature.  Assuming the catalyst is not applied under 
cryogenic conditions, equation (4.13) indicates that coverage is much less than one.  This 
is again consistent with the empirical results above (see Figure 4.6). 
Since the coverage, θ , is much less than one, then the quantity (1 )θ− is 
approximately equal to one.  Combining this approximation with the state equation for 
coverage (equation (4.9)) and rearranging: 
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  (4.14) 
Now let the input be defined as: 
, ,
, ,
IN A IN A
IN B IN B
C y
u
C y
= =
%
%
        (4.15) 
By inspection, this is a first order system with time constant and steady-state gain: 
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10 11 ,exp exp
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u W u W
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R T R T
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− + −    
     
    (4.17) 
These equations reflect two more key empirical findings reported above.  The first is that 
coverage dynamics can be well represented by a first order system, the second is that the 
time constant decreases exponentially with temperature. 
 
4.4.3 Slip Dynamics 
Starting from equation (4.10), the following equation for the mole fraction of A 
leaving the converter can be derived: 
, , 9
10
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1 (1 )
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&
    (4.18) 
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The first term on the right hand side is the change in the mole fraction of A due to 
adsorption.  Since it is never possible to adsorb more of species A than is supplied: 
90 1 (1 ) 1GCAT CONVV K
m
ρλ θ ≤ − − ≤ 
 &
      (4.19) 
Equation (4.18) can also be written as: 
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    (4.20) 
Using the approximation given above that (1 )θ− is approximately equal to one: 
, , 9
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    (4.21) 
Equation (4.21) can be considered an output equation for the slip of A.   
Now consider a given operating point (
,IN By% , m& , Gρ ).  This means the output 
equation for 
,OUT Ay%  can be written as: 
,
( , , )OUT A Wy g u Tθ=%         (4.22) 
This form highlights that there are feed-through effects on the slip of A.  In fact, this is 
the first term on the right hand side of equation (4.21).  For any catalyst state (θ , WT ) 
there is some limiting input beyond which the slip limit is exceeded.  Moreover, the sign 
of the feed-through term is positive.  This means, for any catalyst state (θ , WT ), the slip 
is minimized by setting u =0. 
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By analogy, we know that for SCR there are feed-through effects of ANR on NH3 
slip, that NH3 slip increases with ANR, and that there is some limiting ANR beyond 
which the NH3 slip limit is exceeded.  This suggests that a way of dealing with the NH3 
slip constraints is to limit ANR below some maximum value.  As described in chapter 6, 
this is one of the techniques employed in the MPC controller. 
Also, because minimum slip occurs at u  = 0, from equation (4.21) this value is 
given by: 
( ) 10, 10 expCAT CONV MIXOUT A MIN
u W
V MW E
y K
m R T
λ θ = − 
 
%
&
    (4.23) 
There is still the possibility that this value may exceed the slip limit.  This phenomenon is 
called uncontrollable slip, since it occurs when the input has already been selected to 
minimize slip.  One way for this to occur is for the mass flow rate to drop to a very low 
value.  Let *m m=& & be the lowest expected mass flow rate and ( ) ( ), ,OUT A OUT A LIMy y=% %  be 
the limiting value of slip.  Substituting into equation (4.23) and rearranging gives: 
( ) *,10
10
1ln ln OUT A LIM
u W CAT CONV MIX
y mE
R T V MW K
θ λ
  
= +   
    
% &
     (4.24) 
Equation (4.24) defines a straight line in the modified state space ( 1
WT
, lnθ ), having a 
positive slope.  To ensure slip can always be controlled, the operating point must always 
be kept below this line.  This concept is developed in more detail in the following 
subsection. 
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4.4.4 Uncontrollable Slip 
Figure 4.9 shows the modified state space ( 1
WT
, lnθ ).  In this plot, Point O 
represents the initial operating point and Line C represents equation (4.24).  As discussed 
above, if the operating point crosses Line C and enters the shaded Region V, the slip limit 
is violated when mass flow rate equals the worst case value.  Assume initially that Point 
O is outside this region.  We are interested in whether trajectories with u = 0 may cross 
into Region V.  If so, there is the possibility of uncontrollable slip. 
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Figure 4.9: Modified State Space for Evaluating Slip Constraint Violations 
Note from equation (4.14) that by setting u  = 0, we are guaranteed that the 
coverage decreases with time.  Therefore, all unforced trajectories must lie below 
Boundary B.  For reference, Boundary I has also been added, which is a line of constant 
temperature.  If there is an increase in 1
WT
, meaning there is decrease in WT , then the 
points along the trajectory move farther away from Line C.  It is only when there is a 
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decrease in 1
WT
, meaning an increase in WT , that there is a possibility of entering Region 
V.  Therefore, the phenomenon of uncontrolled slip is limited to excursions where the 
temperature is increasing. 
For a given temperature trajectory and starting point, it would be possible to 
compute whether the trajectory enters Region V.  This requires integrating the unforced 
state equation: 
  
10 11
10 11 ,exp expCAT IN B
A u W u W
E Ed K K C
dt R T R T
λθ θ    = − − + −     Ω     
  (4.25) 
Equation (4.25) has no analytical solution for an arbitrary change in WT  with time and 
therefore would have to be integrated numerically for different time histories. 
 However, it is known that Point O lies below Line C, so the minimum slip 
computed by equation (4.23) is less than the maximum allowable slip.  Therefore, a 
sufficient but not necessary condition for the trajectory to lie outside Region V is that the 
minimum slip never increases.  Differentiating equation (4.23) yields: 
( ) 10, 10* exp 0CAT CONV MIXOUT A MIN
u W
V MW Ed dy K
dt m dt R T
λ θ   = − ≤  
   
%
&
  (4.26) 
Since the terms outside the curly brackets are always positive, this inequality can also be 
written as: 
10
2
1W
u W
E dT d
R T dt dt
θ
θ
≤ −         (4.27) 
Combining with equation (4.25) gives: 
210 11
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exp expW CAT uIN B W
A u W u W
dT E REK K C T
dt R T R T E
λ     
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  (4.28) 
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Since the only scenario of interest is 0WdT
dt
> , the bound on WdT
dt
is most stringent at low 
temperatures.  Therefore, the analysis shows that the greatest risk for uncontrollable slip 
is for temperatures that are initially low but increase rapidly.  This observation is 
important since it limits the range of operating conditions that must be examined for 
uncontrollable slip. 
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Boundary I
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Figure 4.10 Modified State Space – Slip Constraints and Trajectories 
The conservatism in this criterion is shown graphically in Figure 4.10.  Inequality 
(4.26) requires that the trajectory not cross Line C’, parallel to Line C but passing 
through Point O.  The plot also shows three different trajectories.  The green trajectory is 
compliant with equation (4.28) and does not enter Region V.  The red trajectory violates 
equation (4.28) and does enter Region V.  In both cases, equation (4.28) is a suitable 
alternative to solving the complete nonlinear differential equations.  However, there are 
some cases, such as the blue trajectory, where equation (4.28) is violated but still Region 
V is not entered. 
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4.5 OBSERVABILITY 
Observability is the ability to determine system states from output measurements 
over time.  If the embedded model is observable, its state estimates can be continuously 
corrected to compensate for plant-model mismatch.  Accurate state estimates are 
important because they affect not only the predicted output but also system dynamics.  
Moreover, observability is a function of the governing equations, the values of the states 
(or the operating point), the range of possible inputs, and the measured outputs.  Before 
attempting an observability analysis, it is first necessary to define each of these aspects. 
As stated in Chapter 1, a physics-based embedded model has been selected to 
accomplish a priori controller changes in response to changes in the physical parameters 
of the SCR converter.  The governing equations for each element were presented in 
Chapter 2.  Embedded model mesh resolution was discussed in Section 3.8, and it was 
concluded that two elements would be used to include spatial variations in coverage.  
This defines the governing equations and their states, which are the solid temperature and 
coverage for each element. 
Element temperatures can easily be calculated by measuring three temperatures.  
These are the inlet gas temperature, the outlet gas temperature, and the mid-point 
temperature.  For each element, equation (2.28) can then be used to compute the heat 
transfer rate.  Then, equation (2.26) can be used to compute the solid temperature from 
the known inlet and outlet gas temperatures and the estimated value of hNTU .  The 
system diagram (Figure 1.1) shows sensors only at the inlet and outlet of the converter.  
Measurements at these locations are needed to meet control and diagnostic requirements.  
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If observability of temperature is necessary, this would require one more temperature 
sensor.  The cost of such sensors to the engine manufacturer is less than $10 USD.  Since 
annual production volumes are on the order of 10,000 to 200,000 units per year, this is an 
annual cost increase of $100,000 to $2,000,000.  Such an amount is undesirable but not a 
substantial fraction of the margin.  Therefore, it can be assumed that solid temperature 
estimates are available. 
The ability to determine the two coverages from sensor readings is now 
considered.  The sensors available for this purpose, as shown in Figure 1.1, are an inlet 
NOX sensor, an outlet NOX sensor, and an outlet NH3 sensor.  The inlet NOX sensor is 
required for control purposes.  Both the inlet and outlet NOX sensors are required to meet 
on-board diagnostics legislation by the California Air Resources Board (CARB).  The 
NH3 sensor is not currently in production.  As stated in Chapter 1, this sensor and this 
particular sensor location were chosen to address cross-sensitivity of the NOX sensor to 
NH3, which is a known and on-going challenge in SCR control.  Moreover, by placing 
the NH3 sensor at the SCR converter outlet, this enables on-board diagnostics of 
excessive NH3 slip, which could be required by CARB in future rule-making. 
The addition of more NOX and / or NH3 sensors to achieve observability is highly 
undesirable.  The cost of either sensor to the engine manufacturer is well over $100 USD.  
At expected production volumes, this is an annual cost increase of significantly more than 
$1M to $20M USD per sensor.  Because this is a significant cost increase, there is 
significant resistance to adding more NOX or NH3 sensors. 
Having defined the governing equations, the states, the sensors, and the sensor 
locations, an observability analysis can now be initiated.  In doing so, the role of 
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operating point and input limitations must be considered.  The findings of this analysis 
are given in the following subsections.  The intent is to determine whether there are times 
when a representative system becomes unobservable at representative operating 
conditions.  If so, then there are at least some SCR systems and operating points for 
which observability does not hold.  Although this result would be particular rather than 
universal, it is still of great value.  Namely, since the objective is to select a controller 
design that is applicable to all SCR systems, it would only be appropriate to select an 
approach requiring observability if in fact that property holds for the complete range of 
systems and operating conditions. 
 
4.5.1 Steady-State Investigation 
As mentioned above, observability is a function of the initial values of the states 
(the operating point).  In turn, the values of the states at steady-state are a function of the 
input u .  Hence, a simple way of sweeping the states is to vary ANR at a number of 
different engine operating conditions.  A lack of observability is then characterized by 
insensitivity of the outputs to the steady-state input.  Although this is not alone an 
observability analysis, it is a useful method for finding conditions where observability is 
at risk. To be clear, the intent in this sub-section is only to identify a few at risk regions in 
state space, which are then analyzed in the following subsections.  
Since the characteristics of the converter are known to be strong functions of 
temperature, any observability investigation should include a range of temperatures.  
Revisting Table 3.3, it can be seen that temperature is mainly a function of load.  
Moreover, cruise control operation of a heavy-duty truck can be well represented by load 
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excursions near the B-speed.  Thus, if the embedded model was not observable at B-25, 
B-50, B-75, or B-100, that would be a significant finding.  Therefore, ANR was varied at 
these four operating points for the same SCR converter described in Section 4.2. 
Figure 4.11 shows the predicted steady-state outlet NOX and NH3 sensor readings 
for various values of ANR.  These results are for the 24 element plant simulation and not 
the embedded model.  However, the ideal embedded model would match these trends.  
The red lines on the plot are at 5 and 10 ppm, which are comparable to the accuracy of 
the NOX and NH3 sensors.  It can be seen that except for the B-25 point, there are large 
regions where NOX and NH3 sensors readings are both smaller than sensor accuracy and 
therefore practically indistinguishable from zero.  Therefore, observability is of concern 
for a significant portion of the engine operating map. 
The next question is whether the outlet NOX would actually be this small.  
Referring again to Table 3.3, to achieve an outlet NOX mole fraction of 10 ppm at the B-
50 point, the conversion inefficiency would be 0.038.  Moreover, tailpipe emissions 
would be on the order of 0.10 g/hp-hr.  The most stringent worldwide automotive NOX 
emissions standards are at an average NOX of 0.20 g/hp-hr, so this is well below the legal 
limit.  Therefore, it is unlikely such a steady-state NOX level would be targeted for 
steady-state operation given near term emissions legislation.  However, since NOX 
conversion inefficiency is a strong function of the average coverage (see Figure 4.7), and 
automotive duty cycles include significant transients, there is the possibility of reaching 
this point during transients when an overshoot in coverage occurs. 
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Figure 4.11 Sensitivity of Outlet NOX and NH3 Mole Fraction to ANR 
At B-Speed Operating Conditions of Table 3.3 
 
4.5.2 Linearized Analysis 
The steady-state analysis provides insight into the state-to-output relationship by 
examining the input-to-output relationship.  It is useful for finding operating points where 
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observability is at risk, but it does not directly examine the state-to-output relationship.  
Also, it was conducted for the plant simulation rather than the embedded model.  To 
address these gaps, a linear observability analysis is now presented. 
In analyzing observability of linear systems, the usual approach is to examine the 
unforced response.  Following common controls literature convention, when u  = 0 the 
linearized model has the form: 
x Ax=&          (4.29) 
y Cx=          (4.30) 
The linearized version of the embedded model is formed from a Taylor Series expansion 
about the steady-state operating point.  It is written in terms of state and output 
perturbations about steady-state values: 
[ ]1 2 Tx δθ δθ=         (4.31) 
, , 3
T
OUT NOX OUT NHy y yδ δ =  % %       (4.32) 
Note that in this subsection, the symbol y is used for the output vector rather than the 
controlled output of NOX conversion inefficiency. 
The nonlinear state equations for coverage can be written as: 
1
1 1 2( , , )
d f u
dt
θ θ θ=         (4.33) 
2
2 1 2( , , )
d f u
dt
θ θ θ=         (4.34) 
Matrices A  and C  are then given by: 
128 
1
1
2 2
1 2
0f
A f f
θ
θ θ
∂ 
 ∂
 =
∂ ∂ 
 ∂ ∂ 
        (4.35) 
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 ∂ ∂ 
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% %
       (4.36) 
The partial derivatives in these matrices are computed by perturbing the values of 1θ  and 
2θ  in the nonlinear embedded model, and then applying finite difference approximations.  
The zero in the upper right hand corner of matrix A is due to the fact the upstream 
elements are decoupled from downstream elements. 
Observability analysis of linear systems involves examining the properties of 
matrices A  and C .  Based on equations (4.35) and (4.36) and the known nonlinearities 
of this system, it is clear that observability is a function of the states 1θ  and 2θ .  Since the 
steady-state analysis showed observability to be at risk at B-50, B-75, and B-100, 
calculations were made for only these three operating conditions but over a range of 
equilibrium coverages.  These coverages again corresponded to steady-state operation 
over a range of ANR values. 
One measure of linear system observability is the observability gramian [52], 
defined as: 
0
TA T A
OW e C Ce d
τ τ τ
∞
= ⋅∫        (4.37) 
Rather than calculating the integral, OW  can be found by solving the Lyapunov equation: 
0T TO OA W W A C C+ + =        (4.38) 
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In the form of equation (4.37), it is easy to see that: 
2
0 0
0
T T
Oy y y d x W xτ
∞
= ⋅ =∫        (4.39) 
where 0x is an arbitrary perturbation in the state vector.  By inspection, the matrix OW  is 
positive semi-definite since 2 0y ≥ , and it relates the energy of the perturbed output for 
any chosen perturbed state vector.   
However the energy of the perturbed output is sensitive to the direction of the 
perturbed state.  One means of exploring this relationship is to define: 
1/ 2H
O OW W          (4.40) 
Then, if λ is an eigenvalue of HOW  and x
)
 is the corresponding right eigenvector, 
equation (4.39) can be written as: 
2 2 Ty x xλ= ) )          (4.41) 
Therefore, the magnitudes of the eigenvalues of HOW  are measure of state-to-output 
sensitivity.  Since there are two states in the model, HOW has two eigenvalues, and ideally 
these magnitudes would be comparable.  A large ratio of eigenvalues indicates an 
inability to accurately identify both states from measured outputs. 
With this background, Figure 4.12 shows the ratio of the two eigenvalues of HOW  
for B-50, B-75, and B-100.  In this case, the results are for the embedded model rather 
than the plant simulation.  Also, model parameters have been recalibrated to minimize 
plant-model mismatch as described in Section 3.8.  It can be seen that the eigenvalue 
ratio is always greater than five and in many cases is greater than ten.  This indicates that 
it is difficult to determine both states accurately. 
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Figure 4.12 Ratio of Eigenvalue Magnitudes for HOW  
At B-Speed Operating Conditions of Table 3.3 
The eigenvector corresponding to the smallest eigenvalue of HOW indicates the 
combination of states that is difficult to observe.  Figure 4.13 shows a plot of this vector 
for the B-50 point as ANR and therefore coverage is swept.  Plots at B-75 and B-100 are 
quite similar and so they have been omitted.  At low ANR, the eigenvector components 
along  ( 1x , 2x ) are at the upper right end of the arc.  This means a decrease in the 
coverage of the first element and a nearly equal increase in the coverage of the second 
element causes comparatively little change in the outputs.  Therefore, at low ANR, the 
sensors respond to the average coverage but not the coverage distribution.  This provides 
more confidence in the simplified model, where the NOX conversion efficiency is only a 
function of average coverage (see Figure 4.7). 
As ANR is increased, the point in Figure 4.13 moves along the arc toward (-1, 0).  
This means it is becoming increasingly difficult to observe a change in the coverage of 
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the first element.  This has a simple physical interpretation.  It means the conversion 
efficiency over the first (upstream) element is very high and the NH3 oxidation capability 
of the second element suppresses NH3 slip.  Such behavior is consistent with the results 
shown in Figure 4.11 at high ANR. 
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Figure 4.13 Components of Unit Eigenvector of HOW  
Corresponding to Smallest Eigenvalue 
At B-50 Conditions of Table 3.3 
In conclusion, these results show that the observability of the embedded model is 
always poor.  At low ANR (coverage), the output is a function of the average coverage 
rather than the coverage of each element.  At high coverage, the output is insensitive to 
the average coverage and therefore the coverage of each element.   
There are at least two techniques for addressing this problem.  The first is to add 
more sensors such as a mid-point NH3 and / or NOX sensor.  However, given the 
significant cost increase this would bring, that approach is highly undesirable.  An 
alternative approach is to reduce the order of the embedded model so it has only one 
element.  Such an approach has already been taken ([10], [11]). Unfortunately, that would 
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further reduce embedded model accuracy and remove any knowledge of spatial coverage 
distributions that are known to be present.  Even then, this approach does not address a 
possibility loss of observability during overshoots in coverage.  Therefore, a method of 
correcting for plant-model mismatch without requiring observability is very much of 
interest. 
 
4.5.3 Nonlinear Analysis 
Local observability analysis of nonlinear systems is more involved than the linear 
analysis reported above.  Like the linear analysis, it requires calculating the rank or 
condition number of a matrix.  However, in this case the matrix is the gradient of the Lie 
derivatives of the output function [54].  Such an analysis could be performed by 
estimating derivatives by finite difference approximations.  It also requires examining 
how this matrix varies for different inputs, and takes into account limits on state space 
trajectories due to limits on inputs. 
However, since observability issues have already been identified by the linear 
analysis, and model predictive control does not require observability, this analysis has not 
been completed. 
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CHAPTER 5 
SOURCES OF UNCERTAINTY 
 
As mentioned in Chapter 1, US EPA has developed several different requirements 
to ensure emissions compliance.  This can be envisioned as three related but distinct lines 
of environmental defense. 
The first line of defense is to ensure the engine is emissions compliant over the 
useful life of the vehicle, which for heavy-duty engines is defined as 700,000 kilometers.  
This is enforced by requiring the manufacturer to demonstrate the change in emissions 
from new to degraded components.  The factor by which regulated emissions increase is 
called the degradation factor (DF).  It can be considered a mean shift and is subsequently 
applied to emissions test results for new engines.  For example, for a NOX limit of 0.20 
g/hp-hr and a degradation factor of 1.1, new engines are required to produce no more 
than 0.18 g/hp-hr NOX.  Thus, any mean shift in tailpipe emissions caused by SCR 
system degradation must be countered by corresponding decreases in engine out 
emissions. 
 The second line of defense is to ensure that, despite production variation, a 
majority of new engines are compliant with emissions standards.  This is assessed 
through a selective enforcement audit (SEA).  Specifically, production engines are 
chosen at random from the assembly line and then subjected to standard emissions test 
cycles following a 50 hour break-in period.  To pass the SEA, over 60% of new engines 
must have emissions lower than legal limits (including DF).  Since a limited number of 
engines are tested, the manufacturer will usually target a much higher compliance rate 
(e.g. 90%).  Any significant sources of SCR system variability must again be countered 
by a reduction in mean engine out emissions. 
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The third line of defense is in-use emissions compliance testing.  Here, EPA 
arranges to measure emissions on in-service vehicles.  This effort provides a cross check 
on the claimed degradation factor and also quantifies emissions over a broader range of 
applications than are represented through standard emissions test cycles.  This aspect of 
emissions testing and enforcement is fairly new and the associated procedures are still 
under development. 
From the discussion above, it is clear that variability in SCR system performance 
is of great concern to both the EPA and the engine manufacturer.  Failure to achieve or 
retain emissions compliance can lead to fines on the order of tens of millions of USD.  
Moreover, reductions in engine out emissions to compensate for this variation are very 
undesirable because they lead to increases in fuel consumption.  This is a particularly 
important consideration for commercial vehicles, where fuel costs are a significant 
portion of operating expenses. What is needed is an SCR system that has not only 
excellent performance, but also consistent performance. 
From a controls standpoint, this requires that the controller deal with sources of 
uncertainty.  In Chapter 7, controller performance is evaluated in the face of three 
particular sources of variation.  They are doser calibration, catalyst loading, and catalyst 
aging.  Techniques for modeling these factors are described in Sections 5.1 through 5.3. 
As mentioned in Chapter 1, a widely accepted axiom is that, with MPC, better 
control frequently requires better models.  Moreover, the embedded model is based on 
flow reactor experiments rather than engine test data.  However, it is well known that 
mixture non-uniformity can affect converter performance and that this effect is negligible 
in properly designed flow reactor experiments.  This issue is covered in Section 5.4, and 
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methods for modeling non-uniformity in plant simulations and embedded models are 
presented.  This effect is revisited in Chapters 7 and 9. 
There are many other effects causing system variability and plant-model 
mismatch.  For the sake of completeness, Section 5.5 lists several additional factors that 
may need to be addressed in the future, and Section 5.6 provides a brief discussion of 
techniques for including uncertainty into controller design. 
 
5.1 DOSER CALIBRATION 
The term doser calibration refers to the relationship between the commanded and 
actual doser injection rates.  The actual injection rate is determined by the injection 
pressure, the nozzle duty cycle, and the nozzle discharge coefficient.  Variation in any of 
these parameters from nominal causes a corresponding variation in injection rate from its 
commanded value.  This in turn affects ANR.  Tolerances on doser calibration are on the 
order of +/- 10%, and this effect can be easily added to the plant simulation using a scale 
factor between the commanded and actual ANR.  Doser calibration variation is a unit-to-
unit effect, and the calibration of a given unit does not change significantly over time. 
 
5.2 CATALYST LOADING 
During production, an attempt is made to control the number of catalytic sites by 
controlling the amount of washcoat deposited on porous substrates.  Nevertheless, there is 
always some variation in loading from unit-to-unit.  Tolerances on washcoat loading are 
on the order of +/- 10%.  This can be easily included in the model by changing the values 
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of CATλ  and 3NHΩ  accordingly, since both terms are on a per unit volume of converter 
basis. 
 
5.3 CATALYST AGING 
As the catalyst ages, there is a corresponding, irrecoverable loss in performance.  
Although this phenomenon is not understood in detail for SCR catalysts, Heck et al [4] 
identifies three mechanisms that are at play.  The first is sintering of the catalytic 
component.  This leads to agglomeration of catalytic sites, thereby reducing the surface-
to-volume ratio.  The expected effect is a reduction in the frequency factor, which can 
also be modeled as a reduction in catalyst loading.  The second effect is sintering of the 
carrier.  This leads to closure of some of the pores of the washcoat, isolating some sites 
from the feed gas.  The expected effect is a reduction in the apparent catalyst loading.  
The third effect is chemical reaction between the catalyst and the carrier.  This can again 
have an effect similar to a reduction in the catalyst loading, assuming the new compound 
has minimal catalytic activity.  On the other hand, if the new compound has comparable 
activity, this could appear as a change in the activation energy. 
For SCR catalysts, a hydrothermal aging procedure is usually used to approximate 
the end-of-useful life condition.  This is achieved by simply holding the converter or a 
converter sample at high temperature (> 550 deg C) for a desired period of time in a feed 
gas having a representative amount of H2O.  Comparing the de-greened and aged 
performance usually shows: (a) a 30 to 40% decrease in NH3 storage capacity at low 
temperature (~ 150 to 250 deg C); (b) a rather small (5% or less) degradation in NOX 
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conversion efficiency at high temperature (~ 400 to 550 deg C); and (c) little to no 
change in NO oxidation characteristics. 
One way of simulating these effects is simply to calibrate the model to flow 
reactor data for de-greened and fully aged catalysts.  However, in this case test data was 
only available for the de-greened condition.  Therefore, some technique for 
approximating aging is required. 
In particular, the loss in storage capacity at low temperature can easily be 
represented by reducing catalyst loading by 30 to 40%.  However, this was found to 
cause an excessive loss in conversion efficiency at high temperature.  Instead, a reduction 
in loading of only 5% at high temperature gave about the right performance loss there.  
This suggests that aging may affect different sites in different ways.  Recall that multiple 
sites are included in the model using the desorption activation energy slope ( DESα ).  
Thus, a small reduction in the total loading, combined with a change in DESα , could be 
used to give a large change in NH3 storage capacity at low temperature but only a small 
change in conversion efficiency at high temperature. 
Such behavior requires the desorption activation energy to decrease with aging, 
meaning that DESα  would need to increase.  Recall also that the value of DESα  must 
remain below one.  For the original model parameter set [44], DESα  equals 0.980 for the 
de-greened case, so the ability to increase it is quite limited.  However, in Figure 3.4 it 
was shown that there are multiple combinations of DESα  and 3NHΩ  giving the same 
results on the TPD test.  Therefore, the model calibration process was reapplied for a 
smaller value of DESα .  The corresponding reaction rate parameters for the plant 
simulation in the de-greened and fully aged condition are reported in Table 5.1.  These 
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changes create a 34% reduction in NH3 storage capacity at 200 deg C from de-greened to 
aged conditions, and about a 6% reduction in NOX conversion efficiency at the R-100 
point reported in Table 3.3.  Unless otherwise noted, recalibrated model parameters are 
used within the plant simulation for the remainder of this dissertation.  Note that the 
frequency factor for NO oxidation is increased with aging to counteract the reduction in 
loading.  This ensures there is no change in NO oxidation characteristics with aging. 
Table 5.1 Reaction Rate Parameters of Recalibrated Plant Simulation 
k E k E k E
9.3000E+02 0.000E+00 1.0420E+03 0.000E+00 1.0420E+03 0.000E+00
1.0000E+11 1.815E+05 1.0000E+11 1.831E+05 1.0000E+11 1.831E+05
1.9000E+18 8.510E+04 1.9000E+18 8.723E+04 1.9000E+18 8.723E+04
2.3000E+11 8.490E+04 2.3000E+11 8.648E+04 2.3000E+11 8.648E+04
1.1000E+10 7.230E+04 1.1000E+10 7.320E+04 1.1000E+10 7.320E+04
1.2000E+14 1.624E+05 1.2000E+14 1.642E+05 1.2000E+14 1.642E+05
2.5300E+06 4.800E+04 2.5300E+06 4.800E+04 2.6565E+06 4.800E+04
1.8000E+07 4.330E+04 1.8000E+07 5.441E+04 1.8000E+07 5.441E+04
0.247
0.1425
O2 Reaction Order 
(Beta)
Activation Energy 
Slope (Alpha)
Catalyst Loading 
(Lambda)
Max Monolayer Cap 
(Omega)
Recalibrated Model
(Aged)
0
0.980
Recalibrated Model
(De-Greened)
Reaction R4
Reaction R5
Reaction R6
Reaction R7
Reaction R1
Reaction R2
Reaction R3
Reaction R8
0
0.980
Original Model
(De-Greened)
0.260
0.2200
0
0.656
0.260
0.1500
 
 
5.4 MIXTURE NON-UNIFORMITY 
It is well known that reductant mixture non-uniformity can affect SCR system 
performance.  As described in the following sub-section, the uniformity index (UI) is the 
most commonly used measure of spatial variation in ANR. Unlike the effects mentioned 
above, non-uniformity is consistent from unit-to-unit but can vary from one operating 
condition to another.  Despite its potential importance, it is typically ignored in one-
dimensional models.  Doing so can lead to significant plant-model mismatch or 
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simulation error, and this dissertation introduces two different techniques for reducing 
these errors.  One method is suitable for real-time plant simulation and the other is 
applicable to embedded models. 
The primary objectives in this section are to introduce the topic of mixture non-
uniformity along with the techniques for modeling it.  Its impact on SCR system 
performance during emissions test cycles is described in Chapter 9. 
 
5.4.1 Measures and Levels of Non-Uniformity 
As mentioned above, the uniformity index is the most commonly used measure of 
mixture non-uniformity in catalyst systems.  It was originally introduced by Weltens et al 
[55] for velocity distributions, but can be applied to any property, z , at the converter 
inlet face.  Specifically: 
11 1
2
CONVCONV A
zUI dA
A z
= − −∫        (5.1) 
A perfectly uniform distribution has UI equal to one.  Considering a bi-modal distribution 
to be worst case, it can be shown that the lowest possible value for UI is zero. 
Karlsson et al [56] showed that higher uniformity indices yielded a better trade-
off between steady-state NOX conversion efficiency and NH3 slip.  Johansson et al [57] 
extended Karlsson’s work by considering uniformity indices of NH3, NOX, and ANR.  A 
three-dimensional CFD model was used to predict conditions at the catalyst inlet face and 
a one-dimensional catalyst model was applied to predict NOX conversion efficiency and 
NH3 slip.  It was then demonstrated that the uniformity index of ANR had the strongest 
correlation to conversion efficiency and slip.  Therefore, for the remainder of this 
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dissertation, the term uniformity index will be understood to refer to the non-uniformity 
of ANR. 
Uniformity indices for ANR have been reported in the literature for several 
different mixer designs.  Perhaps the most comprehensive work to date has been reported 
by Oesterle et al [58], who documented values ranging from 0.680 to 0.794 without a 
mixer to 0.875 to 0.953 with a mixer.  These values were based on measurements using a 
Limas 11 ultraviolet photometer at the outlet of the converter and computing the 
corresponding inlet conditions.  The injection point was 400 mm upstream of the catalyst 
inlet face.  In addition, Karlsson et al [56] reported UI values of 0.76, 0.87, and 0.89 for 
three different mixer designs based on CFD modeling.  This suggests three different 
levels of mixing: 
- With No Mixer: UI ~ 0.75 
- With a Good Mixer Design: 0.85 < UI < 0.90 
- With an Excellent Mixer Design: 0.90 < UI < 0.95 
Two important conclusions can be drawn from these results.  First, a mixer of 
some sort is likely needed.  Second, even with a good mixer design, non-uniformity 
effects can persist.  This latter point suggests that efforts to include ANR distributions in 
plant simulations and embedded models are warranted. 
 
5.4.2 Describing ANR Distributions 
In Karlsson’s approach, the catalyst model is driven using the predicted spatial 
ANR distribution at the catalyst inlet face.  However, in this case the intent is to 
understand the impact of non-uniformity independent of any particular design.  
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Therefore, a probability distribution function (PDF) is used instead of a spatial 
distribution. 
There are many possible choices for the PDF to represent the ANR distribution.  
The normal or Gaussian distribution immediately comes to mind, but this would mean 
that ANR can assume values between minus infinity and plus infinity.  Since NOX mole 
fraction is non-zero for all operating conditions of interest, then ANR must be non-
negative.  If it is further assumed that there is at least some NOX and some NH3 entering 
every flow channel within the substrate, then ANR can be further limited to a range from 
zero to some finite maximum value.  Thus, a PDF with finite support is desired, and this 
criterion eliminates many commonly used PDFs (e.g. normal, log-normal, Weibull). 
One PDF having finite support is the beta distribution, which is defined only on 
the interval from zero to one.  It can be related to ANR by defining the random variable: 
PEAK
u
u
χ =          (5.2) 
The beta distribution has two independent parameters a and b , with the PDF defined on 
the interval [0,1] as: 
1 11( ) (1 )( , )
a bf x x x
B a bχ
− −
= −        (5.3) 
where: 
1
1 1
0
( ) ( )( , ) (1 ) ( )
a b a bB a b x x dx
a b
− −
Γ Γ
= − =
Γ +∫
     (5.4) 
It can be shown [59] that the mean and standard deviations of the beta distribution are: 
a
a b
µ =
+
         (5.5) 
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2( ) ( 1)
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a b a b
σ =
+ + +
       (5.6) 
When a b= , the distribution is symmetric about the mean value of χ = 0.5.  Since little 
is known about the symmetry of actual distributions, this is a convenient choice for 
reducing degrees of freedom.  With this restriction, setting: 
2PEAK AVEu u=          (5.7) 
ensures that the PDF is centered on the intended mean ANR and gives the desired mean 
value.  Furthermore, when a b= , the standard deviation can be found from: 
2 1
4(2 1)aσ = +         (5.8) 
Figure 5.1 shows the PDF for different values of parameter a under the restriction 
that a b= .  When a  = 1, the PDF equals the uniform probability distribution.  When a = 
3, the PDF is roughly triangular, and as a is further increased it begins to resemble a 
normal distribution. 
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 Figure 5.1 Beta Distribution PDF for Various Values of Parameter a  
(with a b= ) 
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In addition, Figure 5.2 shows the relationship between the parameter a and the 
uniformity index.  When a = 1, the PDF is a uniform probability distribution and UI = 
0.75.  Recall that this corresponds approximately to the case where there is no mixer.  
Higher values of a give higher values of UI, but the relationship is nonlinear.  However, 
varying a is an easy way of changing the uniformity index. 
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Figure 5.2 Relationship Between Beta Distribution Parameter a  
And Uniformity Index (with a b= ) 
5.4.3 Modeling ANR Distributions in Plant Simulation 
Although the beta distribution has finite support, one complicating factor is that 
the associated random variable χ  is continuous.  Since NOX conversion efficiency and 
the NH3 slip are functions of ANR, they can also be considered continuous random 
variables.  However, the functional relationship between ANR and these two outputs is 
known to be nonlinear (see Figure 4.11), so mean efficiency and slip do not correspond to 
the values at the mean ANR.  It can only be stated that: 
1
0
( ) ( )NOX NOXf x x dxχη η= ∫        (5.9) 
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, 3 , 3
0
( ) ( )OUT NH OUT NHy f x y x dxχ= ∫% %       (5.10) 
The calculation of mean efficiency and mean slip for given boundary conditions is the 
primary objective of plant simulation. 
One way of computing the integrals in equations (5.9) and (5.10) is Monte Carlo 
simulation, but this introduces stochastic error in the representation of the function fχ .  
Instead, the continuous function fχ is approximated by a discrete, discontinuous function.  
This exchanges stochastic error with discretization error, and can be envisioned as 
representing a PDF with a histogram or a probability mass function.  Each portion of the 
histogram will be called a bin.  The bounds on each bin are chosen so there is equal 
probability that the random number χ  belongs to any given bin.  The lower bin bounds 
along the X  axis are given by: 
(1) 0LX =          (5.11) 
( ) ( 1)L HX m X m= −  for  [ ]2,m nb∈      (5.12) 
The upper bounds along the X  axis are given by: 
( ) 1HX nb =          (5.13) 
1( )H
mX m F
nbχ
−
 
=  
 
 for  [ ]1, 1m nb∈ −      (5.14) 
With the exception of a  = 1, this leads to non-uniform bin widths along the X axis, 
which accounts for nonlinearities in the PDF. 
A single value of χ  is chosen to represent each bin.  One such approach is: 
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The values of ( )X m  can then be used to calculate the NOX conversion efficiency and 
NH3 slip for each bin.  This permits the integrals in equations (5.9) and (5.10) to be 
computed using: 
1
1 ( ( ))
nb
NOX NOX
m
X m
nb
η η
=
= ∑        (5.16) 
, 3 , 3
1
1 ( ( ))
nb
OUT NH OUT NH
m
y y X m
nb
=
= ∑% %       (5.17) 
These equations show the advantage of this method over Monte Carlo simulation.  
Namely, the ANR values for evaluation of NOX conversion efficiency and NH3 slip are 
strategically and repeatably placed based on a priori knowledge of the PDF.  With the 
Monte Carlo approach this is left instead to random chance. 
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Figure 5.3 ( )X m  versus Bin Number 
Ten Bins, UI = 0.90 
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Figure 5.3 shows the values of 
AVE
u
u
versus bin number for a total of ten bins.  
One striking feature of the plot is that even though UI = 0.90 is considered good mixing, 
about 10% of the catalyst sees an ANR that is roughly half of the mean value while 
another 10% sees an ANR that is 50% above the mean value. 
The number of bins must be chosen carefully.  Although fewer bins require less 
computational effort, there must be at least enough of them to accurately approximate the 
distribution.  This was studied by varying the number of bins and comparing metrics 
between the continuous and discrete distribution functions.  Specifically, the mean, the 
coefficient of variation, and the uniformity index were compared for different values of 
parameter a .  The total range in UI was from 0.75 to 0.99.  The following requirements 
were applied: 
- Error in the mean value must be less than 1%. 
- Error in UI must be less than 0.2%. 
- Error in the coefficient of variation must be less than 5%. 
It was then found that ten bins were needed, with this number being driven by the 
requirement on coefficient of variation shown above.  This resolution is used for the 
remainder of the dissertation. 
The plant simulation was then modified to include ten individual converter 
models in parallel as illustrated in Figure 5.4.  Each model receives a different ANR, in 
accordance with the values of ( )X m .  For a total of ten bins, this increases the run time 
by roughly an order of magnitude.  However, the computational speed is still about two 
times faster than real-time on an ordinary laptop computer (1.8 GHz CPU).  Therefore, 
this approach is suitable for real-time plant simulation. 
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Figure 5.4 Schematic of Parallel Models for Representing 
Mixture Non-Uniformity in Plant Simulation 
 
5.4.4 Modeling ANR Distributions in Embedded Models 
Although ten parallel models can be used for plant simulation, such an increase in 
computational effort for an embedded model is at least undesirable and perhaps even 
impractical.  Rather, a means of reducing plant-model mismatch with minimal impact on 
run-time is needed. 
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Figure 5.5 Catalyst Dynamics For UI = 0.90 and 1.00 
Gas Temp = 250 deg C, SV = 40 K/hr, ANR Step From 0 to 1.0 
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The impact of mixture non-uniformity on the steady-state trade-off between NOX 
conversion efficiency and NH3 slip is well known [56], and would be expected to affect 
the system’s steady-state gain.  However, it has only recently been recognized that there 
are corresponding impacts on system time constants [57].  This effect is illustrated in 
Figure 5.5.  The predictions are for a small catalyst sample in a flow reactor.  Initially, the 
sample is brought to equilibrium with feed gas at 250 deg C containing 200 ppm NO and 
0 ppm NH3.  The sample has also been cleared of adsorbed NH3 before the start of the 
test.  Then, at time t = 0 seconds the inlet NH3 mole fraction is stepped to 200 ppm.  This 
condition is held until t = 1200 seconds, when the inlet NH3 mole fraction returns to 0 
ppm.  The mass flow rate, which is constant during the test, corresponds to a space 
velocity of 40 K/hr.  The plot shows that catalyst dynamics are noticeably affected by 
mixture non-uniformity, even though UI = 0.90 corresponds to a good mixer design. 
These changes in catalyst dynamics can to some extent be included in embedded 
models by the following procedure.  First, the model calibration process described in 
Chapter 3 is used to determine reaction rate constants corresponding to flow reactor tests.  
In so doing, a comparatively large number of elements are used (e.g. 20).  In the flow 
reactor, the uniformity index is essentially 1.0 and so this calibration process can be 
conducted with a single bin model.  Next, a model of the flow reactor is created having 
ten bins.  Again, this model has a sufficiently large number of elements.  The uniformity 
index for the SCR system is estimated by some method (e.g. CFD analysis, technical 
specification), and the corresponding value of parameter a is assigned using Figure 5.2.  
The values of ( )X m  for each bin are determined from equation (5.15).  The ten bin 
model is then applied to predict catalyst responses during the flow reactor test procedures 
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described in Chapter 3.  The average outlet mole fractions predicted by this model are 
stored and represent the results of a hypothetical flow reactor with the desired mixture 
non-uniformity.  The predicted results are then used to recalibrate a single bin embedded 
model using the calibration process described previously. 
The end result is an updated model parameter set chosen to minimize error in the 
presence of mixture non-uniformity.  For example, Table 5.2 shows reaction rate 
constants for three embedded models, one for UI = 1.0 and the other two for UI = 0.90.  
All models correspond to a de-greened catalyst with nominal loading.   
Table 5.2 Reaction Rate Parameters of Recalibrated Embedded Model 
For Two Different Uniformity Indices (De-Greened Condition) 
k E k E k E
1.7520E+03 0.000E+00 7.4320E+02 0.000E+00 8.9550E+02 0.000E+00
1.0000E+11 1.780E+05 1.0000E+11 1.982E+05 1.0000E+11 1.956E+05
1.9000E+18 7.978E+04 1.9000E+18 7.659E+04 1.9000E+18 9.042E+04
2.3000E+11 8.273E+04 2.3000E+11 8.577E+04 2.3000E+11 8.032E+04
1.1000E+10 6.959E+04 1.1000E+10 5.784E+04 1.1000E+10 7.049E+04
1.2000E+14 1.624E+05 1.2000E+14 1.650E+05 1.2000E+14 1.637E+05
2.7835E+06 4.800E+04 2.8230E+06 4.800E+04 2.8230E+06 4.800E+04
1.8000E+07 4.059E+04 1.8000E+07 5.521E+04 1.8000E+07 5.954E+04
0.1800
UI = 0.90
(Option 2)
0
0.910
0.260Catalyst Loading (Lambda) 0.260 0.260
Max Monolayer Cap 
(Omega) 0.2200 0.1400
0 0
Activation Energy 
Slope (Alpha) 0.983 0.697
Reaction R6
Reaction R7
Reaction R8
O2 Reaction Order 
(Beta)
Reaction R2
Reaction R3
Reaction R4
Reaction R5
UI = 1.0 UI = 0.90(Option 1)
Reaction R1
 
By repeating the test of Figure 5.5, embedded model accuracy can be assessed.  
To include the effects of temperature, a very similar test was also run at 350 deg C, the 
main difference being the dwell time for ANR = 1.0 was reduced to 50 seconds.  It is 
shown in Chapter 6 that the two emissions test cycles of interest have mean gas 
temperatures of 250 and 350 deg C. 
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Figure 5.6 compares the predicted dynamic response of the embedded model and 
a 20 element simulation when UI = 1.0.  Despite an order of magnitude reduction in the 
number of elements, the transient response is predicted quite accurately.   
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Figure 5.6 Comparison of Plant Simulation and Embedded Model 
Predictions For Catalyst Dynamics Test With UI = 1.00 
SV = 40 K/hr, ANR Step From 0 to 1.0 
Gas Temp = 250 deg C (left) and 350 deg C (right) 
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Figure 5.7 Comparison of Plant Simulation and Embedded Model (Option 1) 
Predictions For Catalyst Dynamics Test With UI = 0.90 
SV = 40 K/hr, ANR Step From 0 to 1.0 
Gas Temp = 250 deg C (left) and 350 deg C (right) 
Figure 5.7 shows the corresponding comparison between a 20 element, 10 bin 
simulation and an embedded model when UI = 0.90.  These results are for the parameter 
set labeled Option 1 in Table 5.2.  Embedded model predictions are quite good for the 
most of the test, differing only significantly from simulation predictions toward the end.  
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Because NOX conversion efficiency is rather low there, these differences may be 
inconsequential. 
Figure 5.8 shows the corresponding comparison for the parameter set labeled 
Option 2 in Table 5.2.  To minimize error in system gains, the ANR input to the 
embedded model was scaled by the factor 0.93.  As will be shown in Chapter 7, scale 
factors of this type can be adjusted on-line using an estimator. 
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Figure 5.8 Comparison of Plant Simulation and Embedded Model (Option 2) 
Predictions For Catalyst Dynamics Test With UI = 0.90 
SV = 40 K/hr, ANR Step From 0 to 1.0  
With Embedded Model ANR Scaled by 0.93 
Gas Temp = 250 deg C (left) and 350 deg C (right) 
Since the dynamics near a NOX conversion efficiency of 100% are of greatest 
interest, the response to a step change in ANR from 0.95 to 1.00 was also examined.  
Using a least squares curve fit, the plant and embedded model time constants were found 
at 250 and 350 deg C.  As shown in Table 5.3, for UI = 0.90, the agreement is best for the 
model parameter set labeled Option 2 in Table 5.2.  Also, these significant differences 
between plant and the embedded model time constants are not visually apparent in 
Figures 5.6 through 5.8, due to the increase in time constant with average coverage 
shown in Figure 4.3. 
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Table 5.3 Comparison of Time Constants 
for a Step Change in ANR from 0.95 to 1.00 
Temperature,
deg C Plant
Embedded 
Model Plant
Embedded 
Model 
(Option 1)
Embedded 
Model 
(Option 2)
250 2742 5328 499 1866 1129
350 22.3 29.2 19.2 25.2 20.1
Time Constant [s]
UI = 1.0
Time Constant [s]
UI = 0.9
 
 
5.5 OTHER SOURCES OF UNCERTAINTY 
There are many other uncertainties affecting SCR system performance and plant-
model mismatch.  They can be grouped into three broad categories: (a) unmodeled 
chemical kinetics; (b) catalyst degradation; and (c) measurement errors.  A few 
comments on each area are offered below. 
 
5.5.1 Unmodeled Chemical Kinetics 
While the reaction mechanism described in Section 2.3 is fairly complete, work 
on more comprehensive reaction mechanisms continues.  One neglected effect is urea 
decomposition, whose modeling is still in an early stage [2].  It, along with the 
subsequent hydrolysis of HNCO, a urea byproduct, into NH3 are commonly omitted from 
catalyst models since flow reactors are usually operated on NH3.  Furthermore, there is 
competition for adsorption sites between NH3 and H2O, and this may cause a secondary 
dependence of NH3 storage capacity on air-fuel ratio [29].  Finally, the significant NO 
oxidation occurring on copper-zeolite catalysts has led to investigations into NO2 
adsorption effects [28].  As these effects become better quantified, models including them 
will become commonplace. 
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5.5.2 Catalyst Degradation 
Although irrecoverable catalyst degradation or aging was discussed in Section 
5.3, there are other effects that can cause temporary losses in catalyst performance.  They 
are due to contaminant deposition on the catalyst surface.  As discussed by Heck et al [4], 
these effects can be divided into selective poisoning and masking.  In poisoning, a 
substance reacts chemically with catalytic sites, thereby blocking access by other species 
and reducing the number of sites available to participate in the desired chemical reaction.  
For SCR, two well known poisons are sulfates and hydrocarbons.  Although the 
likelihood of sulfur or HC poisoning is quite low in North America due to the use of an 
upstream DOC and low sulfur fuel, this is of concern for developing markets.  In 
masking, the contaminant fouls the surface of the catalyst, thereby barring these sites 
from participating in chemical reactions.  The possibility of masking by urea deposits has 
recently been reported [60].  
In either case, catalyst degradation is only temporary and performance is 
generally restored after a sufficiently long time at high temperature.  This causes poisons 
to desorb and fouling deposits to sublime or oxidize. 
 
5.5.3 Measurement Errors 
Sensor measurement accuracy can be a limiting factor in system performance.  
This is especially true for the NOX and NH3 sensors, since they are used for feedback.  
The accuracy of the sensor itself is fairly well known and characterized by accuracy 
specifications provided by the sensor supplier.  However, how accurately local sensor 
conditions represent average values for the same flow cross-section must also be taken 
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into account.  This aspect of measurement accuracy is considered in Chapter 7 and again 
in Chapter 9. 
Moreover, the commanded dosing rate is directly proportional to the exhaust mass 
flow rate and is also sensitive to the NO2/NOX ratio.  The accuracy of these values must 
also be considered. 
 
5.6 CONTROLLER DESIGN FOR UNCERTAINTY 
The preceding sections identify several sources of uncertainty, leading to the 
question, “How can this knowledge be used in controller design?”  For model predictive 
controllers as used in this dissertation, there are three primary approaches.  After 
introducing the controller in Chapter 6, these paths to robust MPC are outlined in Section 
8.4.  Since MPC is clearly not the only way to control an SCR system, a more general 
discussion is given below.  As a starting point, methods for addressing uncertainty can be 
grouped into two categories: (a) empirical; and (b) analytical. 
In an empirical approach, controller stability and performance are assessed by 
either simulating or measuring them for different plants.  Deficiencies are then addressed 
through controller retuning, using the so-called cut and try method.  This can be effective 
as a preliminary assessment, especially when it is difficult to express the uncertainty 
analytically.  Such an approach is in fact used in Chapter 7, where variation in doser 
calibration, catalyst loading, and aging are considered. 
Since SCR system performance is regulated and enforced by governmental 
agencies through attention to tailpipe emissions, considerable effort is invested prior to 
production to quantify and control sources of uncertainty.  This includes tolerances, 
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component functional tests, statistical process control techniques, and durability tests.  
Moreover, field testing usually includes strategic variations in duty cycles and ambient 
conditions.  The end result is a fairly comprehensive quantification of system 
performance and controller stability.  However, with finite development time and 
resources it is never possible to uncover all possible combinations which could adversely 
affect system performance and stability. 
At the other end of the spectrum is the analytical approach, where uncertainty is 
expressed mathematically.  This is usually done in the frequency domain. To illustrate 
how this could be applied, it has already been shown in Chapter 4 that an SCR converter 
can be well represented for small perturbations as a simple first order system with a time 
constant and a steady-state gain.  From that foundation, the uncertainties mentioned 
above can be classified according to their impact on this linearized system transfer 
function.  For example, doser and sensor calibration uncertainty can be considered a type 
of gain uncertainty.  Catalyst loading, aging, and mixture non-uniformity can be 
considered as a combination of gain and time constant uncertainty. These effects can be 
quantified by linearizing different plant models which have been calibrated for these 
effects.  Unmodeled kinetics and catalyst degradation could also be quantified in similar 
manner by quantifying their impact on gains and time constants.  The analysis could also 
include time delays, which have been neglected in this work.   
The resulting frequency domain representation of uncertainty can then be 
combined with a frequency domain representation of the plant and controller.  Using the 
small gain theorem, robust stability can be evaluated for any given controller.  Moreover, 
weighting functions can be introduced to assess robust performance.  These methods are 
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well established [52], and could in principle be applied to SCR systems as well.  
Moreover, such techniques can be accommodated in MPC using the so-called feedback 
MPC approach. 
For SCR systems, the primary obstacle to frequency domain robustness analyses 
is the lack of frequency domain representations of the plant and plant uncertainties over 
the complete engine operating range.  Recall from Chapter 4 that the system’s dynamics 
were functions of catalyst temperature and average coverage.  Moreover, equations (4.16) 
and (4.17) suggest a dependency on inlet NOX mole fraction, and sensitivity to the inlet 
NO2/NOX ratio is also expected.  While it would be possible to generate these maps, that 
would require significant time and effort.  Furthermore, this effort would have to be 
repeated if the engine calibration, converter dimensions, or catalyst formulation are 
changed.  
Hence, before launching into a robust stability analysis it is useful to first assess 
whether uncertainty presents a threat to stability.  To illustrate, consider that for a simple 
linear first order system, a PI controller gives zero steady-state error.  Moreover, in the 
absence of delays, it can be shown by a Nyquist diagram that a PI controller for this 
system will always be stable [5].  As shown in Chapter 6, this accounts for the popularity 
of PI controllers for SCR systems. 
There is also a middle ground between the empirical and analytical approaches, 
where the controller is adapted on-line to the specific plant rather than robustified against 
the worst case combination.  Such an approach combines the empiricism of sensor 
measurements with an analytical framework for the plant or controller.  This method is 
appealing for SCR since both consistent performance and excellent performance are 
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needed, and robustified approaches can be quite conservative.  As shown in Chapter 6, 
adaptive techniques are also popular for SCR control, and in fact adaptation is added to 
the MPC controller through the gradient-based parameter estimation method described in 
Chapter 7.  The method used here only includes adaptation for gain uncertainty, but it 
would be possible to extend this method to time constants as well. 
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CHAPTER 6 
CONTROLLER DESIGN 
The previous chapters laid the foundations for controller design by identifying the 
system’s input-output relationships, dynamic characteristics, embedded model 
formulation, and sources of uncertainty.  After clarifying performance requirements and 
proposing the desired qualities of the controller (Sections 6.1 and 6.2), the state of the art 
in SCR control design is reviewed in Section 6.3.  One of the distinguishing 
characteristics among controllers is the choice of controlled output, and this selection has 
significant implications as shown in Section 6.4.  These considerations lead to the 
conclusion that MPC is an excellent fit for this application.  MPC is best envisioned as a 
control paradigm rather than a specific control technique, and its essential features, 
advantages, and disadvantages are outlined in Section 6.5.  This general description of 
MPC sets the stage for the specific description of the SCR controller in Section 6.6.  The 
required computation effort, overall characteristics, and tuning parameters are presented 
in Sections 6.7 through 6.9.  The chapter concludes with a controller demonstration in 
Section 6.10. 
 
6.1 EMISSIONS TEST CYCLES AND REQUIREMENTS 
As stated in Chapter 4, NOX conversion inefficiency is the primary output of 
interest for SCR systems.  Since emissions legislation limits the NOX released to the 
environment, the inefficiency requirement depends on the engine out NOX.  Between 
2010 and 2016, the most stringent automotive NOX standards will be those imposed by 
the US EPA.  Even with excellent in-cylinder emissions control, conversion 
inefficiencies of 20% or smaller are required to meet these standards. 
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Emissions compliance is assessed on defined emissions test cycles.  Specifically, 
EPA has established different cycles for on-highway and off-highway applications.  Since 
emissions standards are more stringent for on-highway vehicles, they are of greater 
interest.  Moreover, the vast array of on-highway vehicles is further divided into light-
duty (LD) and heavy-duty (HD) classes.   
At present, emissions compliance for LD vehicles is only required on one 
transient emissions test cycle, the so called FTP-75 cycle.  This cycle is dominated by 
low load and low engine speed, and the LD standard is written in terms of grams of NOX 
per mile for a specific vehicle over a prescribed time history of vehicle speed.  Any 
change in vehicle mass, transmission, or aerodynamics necessitates an additional 
emissions certification, and so this standard is generally only used for high volume 
vehicles such as passenger cars, vans, sport-utility vehicles, and pick-up trucks. 
  On the other hand, HD vehicles are required to demonstrate emissions 
compliance on two different transient emissions test cycles.  One cycle is dominated by 
low load and low engine speed and is called simply the FTP cycle.  The other is 
dominated by high load and moderate to high engine speed and is called the SET cycle. 
The HD standard is written in terms of grams of NOX per horsepower-hour, and both 
cycles are defined in terms of engine speed - load points rather than vehicle speed.  This 
acknowledges the fact that these engines are installed in a broad range of vehicles such as 
delivery trucks, urban buses, motor coaches, refuse haulers, yard spotters, recreational 
vehicles, and heavy duty tractor-trailers.  All are comparatively low volume vehicles and 
so certifying each combination of vehicle mass, transmission, and body style is 
impractical. 
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The HD standards require excellent performance over a much larger range of 
operating conditions than the LD standards and hence present a greater controls 
challenge. Consequently, the SET and FTP emissions test cycles were used to evaluate 
and develop the SCR controller.  In particular, measured DPF outlet conditions for a 
production ISX07-485 HP engine are used.  This engine is a 15 liter diesel engine that is 
certified to the 2007 EPA standards of 1.20 g/hp-hr NOX and 0.01 g/hp-hr particulate 
matter.  Achieving a mass average NOX inefficiency of 20% allows the tailpipe NOX to 
be reduced to 0.24 g/hp-hr, which with allowable rounding is compliant to the 2010 EPA 
standard of 0.20 g/hp-hr NOX. 
The DPF outlet (SCR inlet) conditions on the FTP cycle [61] are shown in Figure 
6.1.  This test is 1200 seconds long, and consists of four 300 second segments based on 
measured truck operating patterns.  The first and second segments represent non-freeway 
operation in New York City and Los Angeles, respectively.  The third segment is based 
on freeway operation in Los Angeles, and the fourth segment is simply a repeat of the 
first segment.  The cycle is highly transient and operates mainly at low temperature, with 
long periods of time where temperature is below the dosing threshold of 220 deg C. 
The corresponding DPF outlet (SCR inlet) conditions on the SET cycle [62] are 
shown in Figure 6.2.  This test is about 2400 seconds long, and moves the engine 
sequentially through 13 different engine operating points.  These are low idle and a 
matrix of three engine speeds and four loads.  The three engine speeds are termed the A-
speed, the B-speed, and the C-speed.  The loads are 25%, 50%, 75%, and 100% of the 
full throttle brake torque.  The dwell time at each point is chosen so that the composite 
approximates a truck on an inter-city route.  Transitions are by gradual, 20 second ramps.  
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A comparison of Figures 6.1 and 6.2 shows the SET cycle is much less dynamic than the 
FTP cycle.  It also operates at significantly higher temperature, dropping below the 
dosing threshold only briefly. 
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Figure 6.1 SCR Inlet Conditions During the FTP Cycle 
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Figure 6.2 SCR Inlet Conditions During the SET Cycle 
In pursuing the mass average NOX conversion inefficiency requirement of 20%, it 
is also necessary to limit NH3 slip.  Although NH3 emissions are unregulated, self-
imposed limits of 10 ppm at steady-state and 20 ppm during transients have been 
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adopted.  These levels are comparable to those in occupational health standards, an order 
of magnitude below the IDLH limit of 300 ppm, and three to four orders of magnitude 
below the flammability limit [63].  Moreover, it has been reported that ammonia odor is 
undetectable by the average human nose below 50 ppm [8].  Considering that NH3 slip 
limits are applied to undiluted diesel exhaust, the thresholds of 10 and 20 ppm are even 
more conservative. 
 
6.2 DESIRED CONTROLLER QUALITIES 
There may be many different controller designs capable of achieving the required 
NOX conversion inefficiency and NH3 slip.  Hence, it is worthwhile considering the 
qualities which make one controller more appealing than another.  Some of these aspects 
are described below. 
The first desired quality is a physics-based embedded model. Such a model 
provides a priori adjustments in response to physical parameter changes such as converter 
size and catalyst formulation.  Controls knowledge is implicitly transferred from one 
engine family to another by way of the embedded model, offering significant economic 
benefits.  Specifically, operating a typical emissions development test cell costs 
approximately $15,000 per week.  Each time the engine calibration, the catalyst 
formulation, or the converter dimensions are changed, the catalyst dynamics are affected 
and some retuning is necessary.  In general, the calibration cycle is repeated at least three 
times for each engine family prior to production, with each cycle taking several weeks of 
test cell time.  Moreover, it is common for an engine manufacturer to offer a number of 
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engine families based on differences in engine displacement, engine output, and / or 
application. 
The second quality of interest is a map-less control algorithm.  Examples of maps 
employed by previous SCR controller designs are ANR feed-forward commands, tailpipe 
NOX set-points, and NH3 coverage set-points as functions of temperature and space 
velocity.  Their development requires extensive engine and aftertreatment system 
mapping, followed by off-line optimization.  The time and cost associated with these 
maps, which are quite common in automotive powertrain control, has led to a call for 
map-less controllers using a combination of real-time dynamic models, model-based 
controllers, and real-time optimizers [64]. 
Third, it is important that the controller have intuitive tuning.  Usually, the 
controller is tuned by an engineer with very little knowledge of controls theory, whose 
main controls expertise consists of choosing set-points or tuning SISO PID controllers.  
Beyond mere reductions in controller tuning time and effort, a physics-based, map-less, 
intuitively tunable controller could become a vehicle of collaboration between catalyst 
developers, controls engineers, and system integration engineers.  That capability could 
lead to better overall system cost and performance. 
Fourth, the controller should have the capability to deliver excellent nominal 
performance.  If the NOX efficiency requirement can be surpassed while maintaining 
compliance to the NH3 slip limit, this advantage can be parlayed many different ways.  
Two examples are lowering operating expense by trading off fuel and AUS consumption, 
or lowering initial cost by reducing converter size.  Although it is impossible to quantify 
165 
achievable performance from controller qualities alone, the following are conducive to 
excellent nominal performance: 
- Optimal control 
- Explicit constraint handling 
- No input perturbations for identification or signal conditioning purposes 
Fifth, the controller must deliver consistent performance in the face of plant 
uncertainty.  This means closed-loop control is required, but beyond that some means of 
adapting the model for plant variations from nominal is desired. 
 
6.3 COMPARISON OF CONTROLLER DESIGNS 
Table 6.1 lists different automotive SCR controllers which have been published 
and some of their characteristics.  The intent in this table is to simply provide a factual 
description of each approach and to contrast the controller presented in this dissertation 
with the state of the art.  The first distinguishing characteristic of this controller is the use 
of dimensionless input and output.  This is advantageous for simplifying the control over 
a range of operating conditions.  That includes not only engine speed and load, but 
variations in engine out NOX due to off-design conditions such as forced DPF 
regeneration events and engine protection modes.  Also, although several different types 
of controllers have been proposed, this is the first known application of MPC for 
automotive SCR control.  Lastly, this is the first controller to propose using both NH3 and 
NOX sensors.  All previous work has used only one or the other.  This combination 
addresses NH3-NOX cross-sensitivity of the NOX sensor without requiring input 
perturbations.
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Table 6.1 Characteristics of Published SCR Controller Designs 
Author and Date Controlled Input Controlled Output Type Outlet NOX 
Sensor
Outlet NH3 
Sensor
No of 
Elements
Song and Zhu [13], 2002 AUS Injection Rate NOX Mole Fraction PI YES NO None
Chi and DaCosta [65], 2005 AUS Injection Rate Reduction in NOX 
Mass Flow
MRAC YES NO None
Schar et al [5], 2006 AUS Injection Rate NOX Concentration PI YES NO 2
Upadhyay and Van Nieuwstadt 
[10], 2006 NH3 Concentration
Sum of NOX + NH3 
Concentrations
Sliding Mode YES NO 1
Devarakonda et al [11], 2008 NH3 Concentration Sum of NOX + NH3 
Concentrations
Sliding Mode YES NO 1
Willems et al [12], 2007 AUS Injection Rate NOX Mass Flow "Adaptive" YES NO None
Willems et al [12], 2007 AUS Injection Rate NH3 Slip or Coverage "Adaptive" NO YES Not Given
Wang et al [6], 2008 AUS Injection Rate NH3 Slip or Coverage "Adaptive" NO YES Not Given
Herman et al [51], 2009 AUS Injection Rate NH3 Slip or Coverage PI NO YES(2 Sensors) 8
McKinley (this dissertation) ANR NOX Inefficiency MPC YES YES 2
 
 
 
167 
 
Table 6.2 Qualities of Published SCR Controller Designs 
Author and Date
Song and Zhu [13], 2002 YES NO NO YES NO NO YES NO
Chi and DaCosta [65], 2005 YES NO NO NO NO NO YES YES
Schar et al [5], 2006 YES YES NO NO NO NO NO NO
Upadhyay and Van Nieuwstadt 
[10], 2006 YES YES YES NO NO NO YES NO
Devarakonda et al [11], 2008 YES YES YES NO NO NO YES NO
Willems et al [12], 2007 YES NO NO NO NO NO NO NO
Willems et al [12], 2007 NO* YES NO NO NO YES** YES YES
Wang et al [6], 2008 NO* YES NO NO NO YES** YES YES
Herman et al [51], 2009 NO* YES NO NO NO YES** NO*** YES
McKinley (this dissertation) YES YES YES YES YES YES YES YES
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*      =  Switches between open-loop control on coverage and closed loop control 
on NH3 slip 
**    =  Switches to closed loop control on NH3 slip in some events. 
***  =  Perturbation in input suggested as a means of assessing coverage, but 
algorithm not presented. 
 
Table 6.2 compares the controllers on the basis of the desired qualities mentioned 
in Section 6.2.  The most desirable controller would have a “YES” in each column and 
clearly this is only the case for the controller presented in this dissertation.  In addition, 
some distinguishing features among the controllers are highlighted below.   
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Most controllers are understandably closed-loop, the exceptions being the related 
controllers of Willems et al [12], Wang et al [6], and Herman et al [51].  These 
controllers are switched between closed-loop control on NH3 slip and open-loop control 
on coverage.  In the open-loop control mode, the input is adjusted based on the difference 
between a desired coverage from a set-point map and the predicted coverage from a 
physics-based embedded model.  The embedded model is similar in many respects to the 
one presented in Chapter 2.  However, it was shown in Section 4.5 that such a model, 
even with as little as two elements, is not observable using outlet NOX and NH3 sensors.  
Therefore, those controllers rely on open loop coverage predictions.  Initial attempts to 
add feedback to the coverage based controller are reported by Herman et al [51], and 
consist of using both mid-point and outlet NH3 sensors as well as perturbing the input 
command. 
The only other controllers which combine a physics-based embedded model with 
a map-less controller are the sliding mode designs of Upadhyay and Van Nieuwstadt [10] 
and Devarakonda et al [11].  However, these controllers do not explicitly handle 
constraints.  This gap can lead to large NH3 slip during transients, as discussed in Section 
6.4.   It is also the reason the controllers of Willems et al  [12], Wang et al [6], and 
Herman et al [51] use NH3 slip control for only a portion of the engine operating range. 
The MPC controller may also offer some performance advantages since it 
determines the optimal control consistent with constraints.  Furthermore, as shown later 
in this chapter, the tuning parameters are quite intuitive. 
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6.4 CONTROLLED OUTPUT IMPLICATIONS 
Recall from Figure 4.1 that the SCR converter is a system having a single input 
(ANR) but two outputs (NOX inefficiency and NH3 slip).  The control of such non-square 
plants can be problematic, and it is simpler to have the same number of inputs and 
outputs.  This leads to four obvious choices for a single controlled output: 
- NOX conversion inefficiency 
- NH3 slip 
- A combination of NOX and NH3 exiting the converter 
- Average coverage 
The implications of each of these choices are now detailed. 
In this dissertation, the controlled output is NOX conversion inefficiency.  This is 
a convenient choice since it can be directly measured using NOX sensors and it represents 
the primary function of the system.  Furthermore, as shown in Figure 4.7, as long as the 
desired value for NOX conversion inefficiency is greater than zero, there is a unique value 
of the state (average coverage) which corresponds to the desired output.  For these 
reasons, this is a popular choice for controlled output.  Specifically, in Table 6.1, five of 
the ten controllers use some variation of NOX conversion inefficiency as the output. 
The disadvantage of choosing NOX conversion inefficiency as the controlled 
output is that NH3 slip is not directly considered.  Rather, most controllers consider it 
indirectly through NOX conversion inefficiency set-point maps (or equivalent).  The MPC 
controller avoids this complication by including NH3 slip as a constraint. This feature is 
described in more detail in Section 6.6. 
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Using NH3 slip as the controlled output ensures that the maximum steady-state 
conversion efficiency is realized.  However, it has two significant disadvantages.  The 
first is that reaching the slip limit can require substantial increases in AUS consumption 
with comparatively little improvement in NOX inefficiency (see Figure 4.11).  This effect 
is sensitive to the catalyst formulation’s NH3 oxidation characteristics, so it will be a 
concern for some but not all SCR converters.   
Forcing the converter to operate on the NH3 slip limit can lead to an increase in 
steady-state coverage compared to operation at a desired NOX conversion inefficiency.  
This can in turn lead to the second disadvantage, which is the uncontrollable slip 
phenomenon described in Section 4.4.  Since that effect is only of concern for the 
combination of low initial temperature and a rapid increase in temperature, this would not 
be an issue for all applications.  For example, if the converter was operating almost 
exclusively at high temperature or with gradual temperature changes, this phenomenon 
may not occur.  Thus, NH3 slip limited control may be a good choice for large portions of 
the SET cycle or for marine and power generation applications. 
However, as shown in Figures 6.1 and 6.2, there are two such excursions on the 
HD emissions test cycles.  One occurs during the FTP cycle near t = 660 seconds.  This is 
shortly after the transition from the LA non-freeway to the LA freeway segment.  In real-
world application, such an event could occur when entering a freeway or accelerating 
from an intersection.  The other excursion occurs during the SET cycle near t = 200 
seconds.  At this point, the engine is transitioning from low idle to the A-100 point (low 
engine speed, high load).   Such an event may be representative of a bus leaving a bus 
stop. 
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To assess whether uncontrollable slip is of practical concern for a typical 
automotive SCR system, the following simulation run was performed.  The SCR 
converter used 400 x 7 cordierite substrates having a diameter of 305 mm and a total 
length of 406 mm, and was represented with a 24 element plant simulation.  Model 
parameters for the catalytic coating corresponded to a copper-zeolite formulation in the 
de-greened condition [44].  The boundary conditions into the converter were held equal 
for 3600 seconds at the values corresponding to t = 660 seconds of the FTP cycle.  A 
special controller was developed that varied ANR to achieve a steady-state NH3 slip of 10 
ppm.  From t = 3600 seconds to t = 4000 seconds, the boundary conditions were then set 
to the values from the FTP cycle for t = 660 seconds to t = 1060 seconds.  This subjects 
the converter to the same type of rapid temperature excursion mentioned above.  For 
times greater than 3600 seconds, the ANR was set to zero.  As shown in Section 4.4, this 
results in the minimum achievable NH3 slip during that time period.  The question is 
whether this slip will exceed the limit of 20 ppm. 
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Figure 6.3 NH3 Slip During a Simulation Run 
Representing a NH3 Slip Based Controller 
The results of the simulation run are shown in Figure 6.3.  Note that the NH3 slip 
rises quickly to 50 ppm, even though ANR is set to zero.  Therefore, for at least one 
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representative combination of engine and SCR converter, using NH3 slip as the controlled 
output leads to uncontrollable slip.  This is in fact the reason that the three controllers in 
Table 6.1 which use NH3 slip as the controlled output only use it for high temperature 
operating points.  At low temperatures, it is replaced with a coverage based control. 
The third choice for controlled output is a weighted sum of the NOX and NH3 
exiting the converter, which is a logical fit for a Sliding Mode Controller.  The weighting 
factor between the two mole fractions determines the relative importance of NOX 
conversion inefficiency and NH3 slip.  However, it must be kept in mind that NH3 slip is 
a constraint and so any value below 10 ppm is of equal value.  Therefore, it can be argued 
that the most representative weighting factor would be 1.0 for NOX and 0.0 for NH3, 
which reverts to selecting NOX conversion inefficiency as the controlled output.  Neither 
author using a weighted sum of  outlet NOX and NH3 reported the weighting factor. 
One potential issue with this approach is the possibility of multiple states giving 
the same controlled output.  This can be seen from Figure 4.11, where at the B-25 point 
there are clearly multiple ANR values giving the same steady-state weighted sum of NOX 
and NH3 mole fractions.  This effect is even more pronounced if the set-point for the 
weighted sum is set to zero, which was used by Devarakonda et al [11] for their sliding 
mode design.  Revisiting Figure 4.11 shows that at B-50, B-75, and B-100 there are 
actually large ranges of ANR (and in turn large ranges of coverage) all giving NOX and 
NH3 sensor readings that are practically indistinguishable from zero. 
Moreover, the demonstrated performance on the FTP test is concerning.  As 
reported in reference [11], peak NH3 slip values were 100 to 300 ppm, well beyond the 
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limit of 20 ppm.  This is an indication of excessive coverage, perhaps due to the fact that 
the set-point is attempting to drive the outlet NOX all the way to zero (see Figure 4.7). 
The fourth option for the controlled output is average coverage.  This option is 
very appealing from a physical standpoint.  Namely, there is a known relationship 
between coverage and NOX conversion inefficiency (see Figure 4.7).  Furthermore, 
margin against uncontrollable slip can be achieved by limiting the coverage at low 
temperatures (see Figure 4.9).  Unfortunately, coverage cannot be measured but can only 
be predicted.  For accurate coverage predictions, it was shown in Section 3.6 that a large 
number of elements are required.  However, as shown in Section 4.5, the model may not 
be observable from a practical standpoint.  Inability to accurately infer coverage from 
sensor readings causes the controller to be open-loop rather than closed-loop.  This is a 
known issue for the coverage based controllers used by Willems et al [12], Wang et al 
[6], and Herman et al [51], and is discussed in their publications. 
 
6.5 MPC OVERVIEW 
The essential features of MPC ([15], [16]) are: (a) a model to predict the output 
over a future output horizon; (b) control action, over a future control horizon, chosen to 
minimize a cost function; and (c) a receding horizon strategy whereby, at each sample 
time, only the first control signal is implemented and the optimization is repeated at the 
next sample time.  As illustrated in Figure 6.4, MPC is a discrete control algorithm. 
Within these three features there is considerable flexibility, extending well 
beyond the obvious tuning levers of sample time, output horizon length, control horizon 
length, and cost function.  For example, the model could be in the form of a state space 
model, a finite impulse response model, a step response model, a transfer function, or a 
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nonlinear model.  To achieve robust control, the optimization is sometimes completed 
over a family of models encompassing the expected plant variation.  Several different 
representations of the control can be used, which in turn defines the degrees of freedom 
in the optimization problem.  Options include a gain, weighting factors in an LQ 
optimization, individual steps, or superposition of basis functions over time.  Any 
appropriate type of optimizer can be used.  Options here include closed form solutions, 
line sweeps, and quadratic programming algorithms. 
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Figure 6.4 Control and Output Horizon Nomenclature 
Thus, not only is MPC applicable to a broad range of control problems, but also 
there is a broad range of MPC controller implementations for any given problem.  These 
implementation details can have significant impacts on the required computational effort, 
system performance, and even system stability. 
The primary advantage of MPC is that it can deliver optimal control while 
explicitly handling constraints.  For this reason, MPC was originally used in the chemical 
and oil industries, where even small percentage changes in system performance (e.g. 
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product yield) can provide substantial economic benefits.  In addition to sufficient 
motivation, these applications also provided sufficient opportunity to use MPC.  Namely, 
in the 1970s and 1980s these plants had high speed, main-frame computers that were 
capable of solving the optimization on-line.  Furthermore, the update interval is fairly 
long – at least on the order of several seconds to a much as a few hours.  This allows 
sufficient time to solve the constrained optimization problem.  Within this favorable 
environment, MPC applications grew rapidly.  For the interested reader, Qin and 
Badgwell [14] give an overview of MPC history and applications. 
An additional advantage of MPC is that it allows closed-loop control which 
incorporates an embedded model while not requiring observability.  Recall from the 
previous subsection that this was one of the obstacles that drove other SCR controllers to 
open-loop control.  The means for including sensor feedback are discussed in Section 6.6. 
Although MPC originated in industry and was originally called heuristic control, 
much work has been done to establish its supporting control theory.  An excellent 
overview of stability, robustness, and optimality properties is given by Mayne et al [17]. 
The two primary shortcomings of MPC are: (a) computational effort; and (b) 
solution feasibility.  The time to complete the optimization on-line introduces an 
undesired delay, and can be problematic if it does not complete within the control update 
interval.  For this reason, MPC and in particular nonlinear MPC have been viewed as 
only applicable to low bandwidth applications.  Indeed, since its origins in the 1970’s 
through the end of the 1990’s, MPC was predominantly applied to chemical and 
industrial production facilities.  Automotive applications accounted for less than 0.5% of 
the total [14].  Moreover, solution feasibility presents a dilemma since it means there is 
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no control that meets the constraints.  In that case, the choice is either to accept arbitrarily 
chosen control effort which leads to arbitrary output, or to redefine the optimization 
problem, further increasing computational effort.  As described in Section 6.6, the MPC 
controller described in this dissertation has special features to ensure feasibility. 
Despite these shortcomings, MPC applications continue to grow.  As an example, 
between 2002 and 2009 there have been approximately 13 published MPC applications 
within the automotive industry, including high bandwidth applications such as air-
handling systems [18], HCCI engine valve trains [19], and fuel injectors [20].  
Applications to diesel and gasoline engine aftertreatment systems were reported in April 
of 2009.  Specifically, it was used for outer loop control of a lean NOX trap [66] and a 
three-way catalyst [67].  However, as of this writing there have been no published 
applications of MPC to SCR systems. 
 
6.6 CONTROLLER DESIGN 
From the preceding general description of model predictive control, this section 
presents the specific implementation of the SCR controller. 
 
6.6.1 Cost Function 
With reference to Figure 6.1, the cost function to be minimized is: 
1
2 2
2 2
1 0
i ny i nu
REF k i k i
i i
J y y uω
= = −
+ +
= =
= − + ∆∑ ∑      (6.1) 
As mentioned previously, the controlled output y is the NOX conversion inefficiency and 
the controlled input u is ANR.  The first term in equation (6.1) is the output tracking error 
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compared to the reference value REFy .  In the present implementation of the controller, 
the reference does not vary over the output horizon.  Moreover, for simplicity REFy  is 
assigned by the controls engineer to a single value for all operating conditions.  The 
weighting factor ω  is used to balance output tracking error against control effort, which 
is in terms of the input increment.  Input increment is defined as: 
1k i k i k iu u u+ + + −∆ = −         (6.2) 
Input increments are used so that the cost function J  will be zero when the 
system achieves equilibrium with zero tracking error.  If the input was used instead of the 
input increment, then at steady-state the cost of the input would have to be balanced 
against the tracking error.  For systems that require non-zero input to produce REFy y= , a 
nonzero value of ω  means the minimum cost is at some non-zero steady-state error.  This 
error, which is of great concern for regulation, is eliminated by posing the cost function 
in terms of input increments.  Since MPC is usually applied to regulator applications, 
input increments are typically used in cost functions for MPC design.  More detail on this 
topic is given by Rossiter [16]. 
The sampling interval is taken to be one second, which is the limit of the doser’s 
capability.  It is also the same sample interval used to record NOX measurements during 
emissions test cycles.  Although it is possible to change some engine parameters (e.g. 
fueling and injection timing) on the order of 100 ms, over most of the operating range the 
thermal and chemical time constants are one second or longer (see Figures 4.3 and 4.5).  
The sample interval also sets the Nyquist frequency [68], which for a one second sample 
interval would be 0.5 Hz.  Given the considerations above, for this system a one second 
sample interval is a reasonable choice. 
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  The length of the output horizon is taken to be infinite based on 
recommendations in the literature [16].  This also implies that the controller is stable and 
has zero steady-state error, given that the incremental cost function must approach zero at 
infinite time. 
To adopt an infinite output horizon, the control must be known for all values of 
time.  However, the control horizon need not be infinite.  Rather, a popular approach is 
dual mode control.  This arrangement is illustrated in Figure 6.4, where the input varies 
over the first nu time steps, called mode 1.  After this period, during what is called mode 
2, a second control law is applied.  There are several choices for the control during this 
period such as an explicit control law or dead-beat control.  However, since the system is 
known to be stable, a popular and simple approach is to hold it constant at the 
equilibrium value.  This technique is called no terminal control. 
The choice of control horizon length has been explored in the literature [16], and 
a value of three is recommended as a point of diminishing returns between computational 
effort and performance.  Therefore, all of the results reported in this dissertation are based 
on that value. 
Before continuing to the next subsection, it is noted that the cost function does not 
include NH3 slip.  Rather, NH3 slip is a constraint and as long as the constraint is not 
violated there is no value associated with lower levels.  Moreover, including it would add 
another aspect to the cost function, causing an increase in the tracking error for all 
operating conditions having a non-zero value of slip.  This increase in tracking error 
would lead to worse NOX conversion efficiency, which is both undesirable and 
unnecessary. 
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The cost function has been implemented so that REFy , the sampling interval, nu , 
and ω  can all be varied as needed. 
 
6.6.2 Embedded Model 
The physics-based embedded model was described in Chapter 2.  As mentioned in 
Chapter 3, this model consists of only two elements, and to reduce model error the 
reaction rate constants can be recalibrated to flow reactor data for any catalyst 
formulation in any condition (e.g. de-greened, aged, lightly loaded).  In this particular 
instance, the flow reactor data corresponds to the de-greened, copper-zeolite catalyst with 
nominal loading [27].  As mentioned in Section 5.4, it is also possible to take mixture 
non-uniformity into account when calibrating the embedded model.  However, unless 
otherwise noted, embedded model reaction rate parameters correspond to the values in 
Table 5.2 for UI = 1.0. 
Realistically, one should expect embedded model predictions of NOX conversion 
inefficiency and NH3 slip to differ from sensor measurements due to plant-model 
mismatch.  This difference is updated each sample interval, and can be considered a type 
of output disturbance.  By simply offsetting the predicted NOX conversion inefficiency 
and NH3 slip accordingly, it is possible to ensure that model predictions are in perfect 
agreement with sensor measurements at the start of the output horizon.  These offset or 
corrected predictions are the values used in the cost function of equation (6.1).  In so 
doing, some assumption must be made for how the disturbance changes over the output 
horizon.  One of the more popular approaches, and the one used in this dissertation, is 
just to assume the disturbance is constant over the output horizon. 
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 The output disturbance is the so-called correction component of the predicted 
output, and it is the usual manner of including output feedback into MPC [69].  In so 
doing, the technique is converted from open-loop optimal control to closed-loop control.  
Note that since this method does not attempt to correct the states based on measured 
outputs, there is no requirement for the embedded model to be observable.  This is very 
desirable since the analysis of Section 4.5 showed that with two elements, observability is 
poor. 
As mentioned above, the embedded model implementation allows model 
parameters to be assigned arbitrarily.  This provides great flexibility in modeling different 
catalyst formulations, including copper-zeolite, iron-zeolite, and vanadium-based 
materials.  This covers the complete span of ammonia-based SCR catalysts planned in the 
forseeable future.  Of course, catalyst dimensions can also be reassigned as appropriate.  
Furthermore, although a two element embedded model is used in this dissertation, the 
number of elements is at the discretion of the controls engineer. 
 
6.6.3 On-Line Feasibility Check 
Feasibility, meaning the existence of control action meeting constraints, is a 
fundamental issue in MPC.  Strictly speaking, infeasibility means there is no acceptable 
control.  The usual approach to infeasibility is to redefine the optimization problem.  
Examples are relaxing constraints on outputs, limiting the control, or adjusting set-points.  
These measures can be applied individually or collectively, and uniformly or non-
uniformly over the output and control horizons. 
In this particular case, there are two constraints: 
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0 MAXu u≤ ≤          (6.3) 
,
0 C C MAXy y≤ ≤         (6.4) 
where Cy  is the NH3 slip and ,C MAXy  is taken to be the steady-state limit of 10 ppm.  The 
constraint MAXu can be assigned either to the doser capacity limit or to a somewhat 
smaller value if used as a controller tuning parameter. 
The primary concern is that constraints may preclude reaching REFy y= .  To 
simplify the analysis in the face of uncertain future events, it is assumed that the catalyst 
temperature and inlet conditions do not change over time.  Then, for any u , the 
corresponding equilibrium values of θ , y , and Cy  can be determined from the 
embedded model, including output disturbances.  The input is iterated until REFy y=  or 
constraints are satisfied.  If constraints need to be violated to reach REFy y= , the control 
problem is infeasible.  This is resolved by reassigning REFy  to the limiting value that is 
consistent with constraints.  It can be envisioned as on-line determination of NOX 
conversion efficiency or coverage set point maps. 
Such an approach ensures feasibility.  Moreover, by considering the cost function 
to be a type of Lyapunov function, feasibility ensures stability [70].  A more extensive 
discussion of the controller’s stability properties is provided in Chapter 8. 
 
6.6.4 Simplified Prediction Models 
To further reduce computational effort, output horizon predictions are made using 
two linear, first order models which are derived from the nonlinear embedded model.  
Moreover, note from Figure 6.4 that the input can be represented as the superposition of a 
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series of steps.  Hence, by the superposition property of these linear models, the output is 
the sum of responses to each of these steps.  In addition, since the step response of a 
linear first order system is known analytically, it can be applied to save the time and 
effort of integrating the solution numerically for each candidate input schedule.  This is 
particularly advantageous since the time constant ranges from 0.1 to over 1000 times the 
sample interval (see Figure 4.3). 
Both simplified linear models are of the form: 
( ) 1 Kd udt θθ θδθ δθ δτ τ= − +        (6.5) 
0
dyy y
d
δθ
θ
 
= +  
 
        (6.6) 
They are derived by simplifying the embedded model about two different operating 
points.  The first model is called the starting-point model and is derived by considering 
the current operating point.  It is used to compute the output during the control horizon.  
The second model is called the ending-point model and is derived by considering the 
equilibrium point found during the on-line feasibility check.  It is used to compute the 
output after the control horizon. 
This approach is related to the successive linearization technique used to replace a 
nonlinear MPC problem with a linear MPC problem at each sample time ([71], [72]).  
However, in this case the embedded model undergoes both linearization and model order 
reduction.  The details of the simplifications are given in the following sub-sections. 
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6.6.4.1 Starting-Point Model 
The starting-point model is derived from a Taylor Series expansion about the 
current operating point, which will be referred to by the subscript 0.  Specifically: 
( ) ( ) ( ) ( )0 0 0 0
0 0
, ,
d f ff u f u u u
dt u
θ θ θ θ θ
θ
∂ ∂
= ≅ + − + −
∂ ∂
   (6.7) 
Now define: 
0δθ θ θ= −          (6.8) 
( )
1
0 0
0
,
f
u u f u
u
θ
−
 ∂
= −  ∂ 
)
       (6.9) 
Substituting into equation (6.7) gives: 
( ) ( ) ( )
0 0
d f f
u u
dt u
δθ δθ
θ
∂ ∂
= + −
∂ ∂
)
      (6.10) 
By comparison to equation (6.5) it is clear that: 
1
0
f
θτ θ
−
 ∂
= −  ∂ 
        (6.11) 
1
0 0
f fK
u
θ θ
−
 ∂ ∂
= −  ∂ ∂ 
        (6.12) 
All that remains is computing the partial derivatives.  Because the function f  for the 
embedded model is mathematically rather complicated, it is more convenient to use the 
finite difference approximations: 
( ) ( )0 0 0 0
0
, ,f u u f uf
u u
θ δ θ
δ
+ −∂
≅
∂
      (6.13) 
( ) ( )0 0 0 0
0
, ,f u f uf θ δθ θ
θ δθ
+ −∂
≅
∂
      (6.14) 
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In the two equations above, the symbols δθ  and uδ represent finite perturbations 
of the average coverage and ANR, respectively.  Note that since the embedded model has 
multiple elements, there are an infinite number of ways to perturb the coverage in each 
element to achieve the same perturbation in average coverage.  This can lead to multiple 
values for the partial derivative in equation (6.14).  To resolve this, the perturbations in 
coverage for each element are proportional to their respective time derivatives.  In so 
doing, the perturbation is consistent with current changes in the coverage distribution. 
Finally, the derivative in the output equation is estimated from the finite 
difference approximation: 
( ) ( )0 0
0
y ydy
d
θ δθ θ
θ δθ
+ −
≅         (6.15) 
 
6.6.4.2 Ending-Point Model 
The ending-point model, is derived from a perturbation analysis about the 
equilibrium point found during the on-line feasibility check.  Again, the subscript 0 will 
be used to signify the point about which the model is simplified.  Considering equation 
(6.5), it can be seen a perturbation in ANR gives a proportional change in steady-state 
average coverage.  This suggests the following simple way of determining Kθ : 
0 0, ,SS u u SS uK
u
δ
θ
θ θ
δ
+ −
=         (6.16) 
The same variant of the embedded model used to find the equilibrium point can be used 
to find the steady-state average coverage at a slightly different input.  In turn, equation 
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(6.16) is applied to compute Kθ .  Correspondingly, the derivative in the output equation 
can be found from: 
( ) ( )0 0
0 0
, ,
0 , ,
SS u u SS u
SS u u SS u
y ydy
d
δ
δ
θ θ
θ θ θ
+
+
−
≅
−
      (6.17) 
Furthermore, assume that the input is stepped from 0u  to  0u uδ+ at time t = 0.  
The embedded model can be used to compute the time derivative in average coverage for 
the instant t = 0+.  That is to say: 
( ) ( )0
0
,
d df u u
dt dt
θ θ δ δθ
+
= + =        (6.18) 
Substituting into equation (6.5) gives: 
( )0, Kf u u uθ
θ
θ δ δ
τ
+ =        (6.19)  
Since Kθ is already known from equation (6.16), the value of θτ can then be determined 
from equation (6.19).  Rearranging: 
( )0,
K u
f u u
θ
θ
δ
τ
θ δ
=
+
        (6.20) 
 
6.6.5 Cost Function Reformulation 
Although equation (6.1) portrays the cost function as a sum of tracking error and 
control effort terms, it can be rewritten by collecting terms according to their sample 
times.  This yields: 
1
2 2 2
1 22 2 2
1 0 1
i nu i nu
REF k i k i REF k i
i i i nu
J y y u y y J Jω
= = − ∞
+ + +
= = = +
   
= − + ∆ + − = +   
   
∑ ∑ ∑  (6.21) 
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Here, 1J  is the cost incurred during the control horizon and 2J  is the cost incurred after 
the control horizon.   
Since the input equals the equilibrium value after the control horizon, the end-
point model predicts that y  exponentially approaches REFy .  Therefore: 
( )
2
22
2 2
1 1
2
exp
SS
REF k i k nu SS
i nu i
dyJ y y i
d θ θ
θ θ
θ τ
∞ ∞
+ +
= + =
   Τ
= − = − −       
∑ ∑   (6.22) 
In the equation above, the time constant and steady-state coverage correspond to the end-
point model.  By the ratio test, the infinite series is convergent and so the function h can 
be defined as: 
1
2T
exp
i
h i
θ θτ τ
∞
=
   Τ
= −   
   
∑        (6.23) 
Substituting into equation (6.22) gives: 
 ( ) ( )
2
2 2
2
SS
k nu SS k nu REF
dyJ h y y h
d θ θ θ
θ θ
θ τ τ+ +
     Τ Τ
= − = −           
   (6.24) 
Thus, the infinite series 2J  can also be interpreted as a terminal cost on θ  or y at the end 
of the control horizon, with a weighting factor h  that depends on the ratio of sample 
interval to open loop time constant. 
The function h has some interesting properties.  First, when the ratio 
θτ
Τ
 is large, 
the first term in the series dominates.  Then: 
2
exph
θ θτ τ
   Τ Τ
≅ −   
   
        (6.25) 
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At the other extreme, when 
θτ
Τ is very small, very many terms in the series are needed.  
Then: 
1
2 2
exp exp
2 2
kh dk θ θ
θ θ θ
τ τ
τ τ τ
∞     Τ Τ Τ
≅ − = − ≅     Τ Τ     
∫     (6.26) 
This can be considered an asymptotic approximation. 
Figure 6.5 shows that indeed the function h is well approximated by equation 
(6.25) for large 
θτ
Τ
 and by equation (6.26) for small 
θτ
Τ
.  In the controller, these 
approximations are used when appropriate.  Whenever 
θτ
Τ
 is between 0.1 and 10, the 
value of h is calculated from linear interpolation of h  versus 
θτ
Τ
 is a log-log space. 
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The weighting factor h also is intuitively appealing.  Specifically, when the open 
loop time constant is long, there is a high weighting factor on coverage at the end of the 
control horizon.  This makes sense – if the system is sluggish, aggressive control is 
needed to prevent a long exponential decay to the desired value.  On the other hand, if the 
open loop time constant is short, the coverage will very rapidly approach the steady-state 
value anyway, so coverage at the end of the control horizon is of much lower importance 
and a smaller weighting factor is appropriate. 
 
6.6.6 Cost Function Calculation 
The input schedule can be expressed in vector form as: 
[ ] [ ]1 1... Tk k k nuu u u u+ + −∆ = ∆ ∆ ∆       (6.27) 
Clearly, 1J is a function of [ ]u∆ .  Moreover, since [ ]u∆  affects the coverage at the end of 
the control horizon, then 2J is also a function of [ ]u∆ .  Thus, J can be directly related to 
[ ]u∆  by applying the starting-point model. 
Since the output is a function of the coverage, define the coverage vector as: 
1 2 ...
T
k k k nuθ θ θ θ+ + +   =          (6.28) 
Next, consider the system response when every component of [ ]u∆  equals zero, 
meaning that the input is held constant at 1ku u −= .  This causes the coverage vector to 
have a particular value 
BASE
θ   .   Applying the starting point model (equation (6.10)), it 
can be shown that: 
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( )
( )
( )
1
1
1
1 exp
21 exp
.
1 exp
k k
k k
BASE
k k
K u u
K u u
nuK u u
θ
θ
θ
θ
θ
θ
θ
τ
θ
θ τ
θ
τ
−
−
−
   Τ
+ − − −    
   
 
  Τ + − − −      =      
 
 
  Τ 
+ − − −    
   
)
)
)
    (6.29) 
The step response coefficient is defined as: 
1 expm
m
a Kθ
θτ
  Τ
= − −   
  
       (6.30) 
This permits 
BASE
θ    to be written as: 
( )
( )
( )
1 1
2 1
1
.
k k
k k
BASE
k nu k
a u u
a u u
a u u
θ
θθ
θ
−
−
−
 + −
 
+ −   =   
 
+ −  
)
)
)
      (6.31) 
Now consider the how the coverage vector changes in response to the input 
schedule [ ]u∆ .  By superposition, the coverage vector can be found from: 
[ ][ ]
BASE
A uθ θ   = + ∆           (6.32) 
where [ ]A  is the so-called dynamic matrix and is given by: 
[ ]
1
2 1
1 1
0 0
nu nu
a
a a
A
a a a
−
⋅ 
 
⋅ ⋅ 
=
 ⋅ ⋅ ⋅ ⋅
 
⋅ 
       (6.33) 
Moreover, define the row vector: 
[ ] [ ]0 0 1L = ⋅         (6.34) 
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where the vector L has nu  components.  Then, the coverage at the end of the control 
horizon is: 
[ ] [ ] [ ]Tk nu BASEL B uθ θ+  = + ∆        (6.35) 
where: 
[ ] [ ]1 1 Tnu nuB a a a−= ⋅        (6.36) 
Combining equations (6.35) and (6.24) gives the following expression: 
[ ]( )
[ ]( )[ ] [ ]
[ ] [ ][ ] [ ]
2
2
2 2
SS
SSBASE
T
SSBASE
T T
L
dyJ h L B u
d
u B B u
θ θ
θ θ
θ θ
θ τ
   − +  
    Τ
 = − ∆ +           
 ∆ ∆
 
   (6.37) 
Now define the column vector: 
[ ] [ ]1 1 1 TM = ⋅         (6.38) 
This permits the cost function for mode 1 to be written as: 
[ ][ ] [ ]( )
[ ][ ] [ ]( ) [ ] [ ]
2
1
k
T
SSBASE
T
SSBASE
dyJ A u M
d
A u M u u
θ
θ θ
θ
θ θ ω
 
 = + ∆ −    
 
  + ∆ − + ∆ ∆ 
    (6.39)  
Rearranging the terms in equation (6.39) gives: 
[ ]( ) [ ]( )
[ ][ ]( ) [ ]( )
[ ]( ) [ ][ ]( )
[ ] [ ] [ ][ ]
[ ] [ ]
2
1
k
T
SS SSBASE BASE
T
SS TBASE
T
SSBASE
T T
M M
A u MdyJ u u
d
M A u
u A A u
θ
θ θ θ θ
θ θ
ω
θ θ θ
    − −    
 
 + ∆ −    
= + ∆ ∆    
    + − ∆  
 + ∆ ∆ 
 (6.40) 
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Equations (6.37) and (6.40) allow the calculation of J for any arbitrary input schedule 
[ ]u∆ .   
These equations can be further simplified by defining an error vector: 
[ ] [ ] [ ]1 2 TSS nuBASEE M e e eθ θ = − = ⋅       (6.41) 
The error vector can be interpreted as the error in coverage from the reference value in 
the event that every component of [ ]u∆  is set to zero.  Specifically: 
( )1m k m k SSe a u uθ θ−= + − −)        (6.42) 
The equation for 2J becomes: 
( ) [ ] [ ] [ ] [ ][ ] [ ]{ }
2
2
2 2
SS
T T T
nu nu
dyJ h e e B u u B B u
d θ θθ τ
   Τ
= + ∆ + ∆ ∆       
 (6.43) 
Also, the equation for 1J becomes: 
[ ] [ ] [ ][ ]( ) [ ] [ ] [ ][ ]
[ ] [ ] [ ][ ]
[ ] [ ]
2
1
k
TT T
T T
T
E E A u E E A udyJ
d u A A u
u u
θθ
ω
 + ∆ + ∆ +   
=      ∆ ∆    
+ ∆ ∆
  (6.44) 
Since all of the terms in brackets ({}⋅ ) are scalars, this can be simplified to: 
[ ] [ ] [ ] [ ][ ] [ ] [ ] [ ][ ]{ }
[ ] [ ]
2
1 2
k
T T T T
T
dyJ E E E A u u A A u
d
u u
θθ
ω
 
= + ∆ + ∆ ∆  
 
+ ∆ ∆
  (6.45) 
By inspection of equations (6.43) and (6.45), the cost function is of the form: 
[ ] [ ][ ] [ ] [ ] 02T TJ u P u Q u J= ∆ ∆ + ∆ +       (6.46) 
where: 
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[ ] [ ] [ ] [ ][ ]
2 2
k SS
T Tdy dyP A A h B B I
d dθ θ
ω
θ θ
   
= + ⋅ +      
   
   (6.47) 
[ ] [ ] [ ] [ ]
2 2
k SS
T T
nu
dy dyQ A E h e B
d dθ θθ θ
   
= + ⋅      
   
    (6.48) 
[ ] [ ]
2 2
2
0
k SS
T
nu
dy dyJ E E h e
d dθ θθ θ
   
= + ⋅      
   
     (6.49) 
 
6.6.7 Input Schedule Selection 
The optimal unconstrained control can be determined by setting the gradient of 
J with respect to [ ]u∆  to zero.  Starting from equation (6.46) gives: 
[ ] [ ] [ ]1Ou P Q−∆ = −         (6.50) 
Note that the subscript O has been added to [ ]u∆  to signify that this is the optimal 
input schedule. 
Now consider the properties of matrix [ ]P .  As shown in equation (6.47), it is the 
weighted sum of three square matrices.  The scalar multipliers of the matrices are positive 
semi-definite. The first matrix is  [ ][ ]TA A .  For any matrix [ ]A , the matrix [ ][ ]TA A  is 
positive semi-definite.  Similarly, the second matrix is [ ][ ]TB B and for any matrix [ ]B  
the matrix [ ][ ]TB B is positive semi-definite.  The third matrix is the identity matrix which 
is positive definite.  Therefore, as long as 0ω > , matrix [ ]P  is positive definite.  Since a 
positive definite matrix has no zero eigenvalues, it is in turn guaranteed that  [ ]P  is 
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invertible and so there is always a unique solution for the optimal unconstrained input 
schedule [ ]Ou∆ . 
  Next, constraints are applied.  After calculating [ ]Ou∆ from equation (6.50), the 
corresponding value of ku  is computed.  The input constraint (equation (6.3)) is then 
enforced by saturating the input.  The remaining step is to ensure that the NH3 slip 
constraint is not violated.  First, the value of Cy  is predicted by applying the embedded 
model for the current catalyst temperature, coverage, inlet conditions, and the proposed 
input ku .  If the slip constraint is violated, then ku is further reduced until either equation 
(6.4) is achieved or ku = 0.  This approach employs the knowledge that there is feed-
through between the input and the NH3 slip, a fact that was introduced in Section 4.4.  
Thus, the output constraint is transformed into an input constraint. The technique of 
saturating the input to enforce constraints is very common in MPC and is called the 
saturation law.   
Three comments are offered regarding this approach.  First, note that slip 
constraints are enforced only at the current time and again at equilibrium.  This does not 
guarantee acceptable slip at intermediate times, and so NH3 slip can be classified as a soft 
constraint rather than a hard constraint.  This is appropriate since 
,C MAXy  is set to the 
steady-state limit of 10 ppm, but instantaneous values of 20 ppm are allowed. 
Second, the saturation law may result in sub-optimal control.  This effect was 
explored in depth by Bemporad et al [73].  Specifically, it was shown that there are 
regions in state space where the unconstrained control and the saturated control are 
optimal, with transitional regions between them where neither control is optimal.  Unless 
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the system is in such a transitional region, the saturation law will in fact give the optimal 
control.  Moreover, the technique presented here finds the control without resorting to a 
full quadratic programming optimization.  Thus, the computational benefits of this 
approach seem to outweigh the risk of sub-optimal performance. 
One technique for breaking the trade-off between computational effort and 
optimality is to solve the optimization off-line and then interpolate the control in a 
database of solutions.  This approach is called explicit MPC and it is a good approach in 
some applications.  However, since the SCR system is highly nonlinear this could lead to 
a rather large database. 
Third, it is shown in Rossiter that the saturation law can lead to instability for 
some systems [16].  However, as shown in Chapter 8 this is not a concern here. 
 
6.7 COMPUTATIONAL EFFORT 
Perhaps the greatest criticism of MPC is the required computational effort.  To 
implement the controller, including the nonlinear embedded model, a total of 31 ms of 
computer time is needed per 1000 ms sample interval.  These results are for uncompiled 
MATLAB/SIMULINK code for an ordinary laptop computer (1.86 GHz CPU).  It is 
estimated that this corresponds to 115 ms per 1000 ms sample interval on a typical 100 
MHz ECM.  Furthermore, delay time is expected to decrease by a factor of two by the 
year 2014, when 200 MHz ECMs come into widespread use [74].  The resulting delay is 
a small fraction of the input update interval. 
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6.8 CONTROLLER CHARACTERISTICS 
Having presented the controller in detail in Section 6.6, some of its characteristics 
are now apparent.  These are described qualitatively below. 
First, one can envision the MPC algorithm as designing a new controller at each 
sample interval.  Each controller can be classified as a finite horizon LQ design with a 
terminal cost.  Because the linear plant models used for the LQ design are updated each 
sample interval, there are actually a continuum of LQ designs.  Moreover, since the 
parameters of the linear models were shown in Chapter 4 to be sensitive to coverage and 
solid temperature, the MPC controller can also be thought of as automatically gain-
scheduling the controller in response to the estimated states.  In addition, a set-point map 
is determined on-line based on the measured performance and predetermined constraints.  
In this light, it is clear that the MPC controller is very closely related to other control 
design approaches, but that its implementation significantly reduces the control 
engineer’s burden. 
Furthermore, the use of input increments, the online feasibility check for adjusting 
REFy , and the correction of model predictions by sensor readings ensures that the 
controller has zero steady-state error.  Thus, the controller has a type of integral effect.  
Furthermore, the solution of a finite horizon LQ design problem with a terminal cost 
function is known to be a time-varying gain.  Thus, the controller also shares some 
characteristics with the PI controller, which is used by at least three of the ten SCR 
controllers reported in Table 6.1.  However, the MPC controller does not require the 
control engineer to gain-schedule the proportional or integral terms.  In addition, since 
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there is no explicit integrator in the controller, there is then no concern for integrator 
wind-up. 
Interestingly, MPC offers all these advantages without requiring a high order 
controller.  Specifically, there are four states in the embedded model, and all other 
controller calculations in Section 6.6 are algebraic. 
Finally, recall that NOX conversion inefficiency is the controlled output, and since 
this quantity can be measured it is conducive to closed-loop control.   However, the 
control design in Section 6.6 was expressed in terms of the coverage.  Therefore, the 
MPC controller shares some aspects with the three coverage based controllers listed in 
Table 6.1, but without inheriting their limitation of open-loop control. 
 
6.9 CONTROLLER TUNING PARAMETERS 
MPC controller tuning parameters are listed in Table 6.3.  Unless otherwise 
stated, the values shown there are used for the remainder of the dissertation.  They are 
easily changed by reassigning values in the MATLAB workspace. 
Table 6.3 MPC Controller Parameters 
Parameter Value 
NOX Inefficiency Target ( REFy ) [-] 0.03 
Input Increment Weight (ω ) [-] 0.02 
Number of Control Moves ( nu ) [-] 3 
Sampling Interval ( Τ ) [s] 1 
Dosing Temperature Threshold [deg C] 220 
Maximum Allowable ANR ( MAXu ) [-] 5.2 
NH3 Slip Limit ( ,C MAXy ) [ppm] 10 
 
The controller parameters are quite intuitive.  For example, reducing the NOX 
conversion inefficiency target can be expected to reduce tailpipe NOX.  However, since 
an increase in coverage is required, there is higher risk of uncontrollable slip.  The input 
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increment weight can be thought of as a filter on control action.  Larger values give 
smoother changes in ANR over time, but at the sacrifice of higher NOX inefficiency.  An 
increase in the number of control moves gives somewhat better performance but at the 
risk of more aggressive control action.  The maximum allowable ANR can be envisioned 
as a cap on how aggressively AUS is dosed. 
Two striking features are worth mentioning.  First, there are comparatively few 
controller tuning parameters (a total of seven).  In contrast, there were 20 reaction rate 
parameters in the embedded model.  This underscores the axiom that MPC changes a 
control problem into a modeling problem.  Second, because the controller parameters are 
so intuitive, no special controls knowledge is required of the user.  Therefore, the 
controller is accessible and useable by not only controls engineers, but also system 
integration and catalyst development engineers. 
 
6.10 NOMINAL PERFORMANCE 
Having described the controller from theoretical and qualitative points of view, a 
quantitative evaluation is now provided.  Specifically, boundary conditions on the FTP 
and SET cycles for the ISX07-485 HP engine (see Figures 6.1 and 6.2) were applied to an 
SCR converter model.  The converter had 400x7 substrates with a diameter of 305 mm 
and a total length of 406 mm.  Model parameters corresponded to a de-greened, copper-
zeolite catalyst (see Table 5.1, recalibrated model column).  Furthermore, nominal 
catalyst loading and doser calibration were assumed.  As a starting point, mixture non-
uniformity was neglected (UI = 1.0).  A total of 24 elements were used in the plant 
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simulation.  The embedded model used only two elements and model parameters 
corresponded to a nominal, de-greened catalyst with UI = 1.0 (see Table 5.2). 
In agreement with test procedures, the SET and FTP cycles were repeated several 
times until a periodic solution was achieved.  This is sometimes called catalyst pre-
conditioning and is required to achieve a representative amount of stored NH3 at the start 
of the cycle.  Then, for each cycle, the mass average NOX inefficiency and the maximum 
NH3 slip were found.  However, only the results for the last cycle are reported here. 
Figure 6.6 shows time histories of ANR, NOX conversion inefficiency, and NH3 
slip for the SET cycle.  With the exception of a short period near t = 200 seconds, when 
the temperature is too cold to permit dosing, the NOX inefficiency is fairly well controlled 
near the set point of 3%.  To achieve this level of performance, ANR must at times be set 
to fairly high values.  For the entire cycle, the mass average NOX conversion inefficiency 
was 4.33 %, which surpasses the requirement of 20 %.  At the same time, the maximum 
NH3 slip is 2.3 ppm, well below the instantaneous limit of 20 ppm. 
Figure 6.7 shows the corresponding time histories of ANR, NOX conversion 
inefficiency, and NH3 slip for the FTP cycle.  The variation in NOX conversion 
inefficiency over the cycle is much larger than on the SET cycle.  This is partially due to 
more transient nature of the cycle, but to a great extent it is also caused by the very long 
coverage time constants that plague this low temperature test.  This also causes the 
controller to choose very aggressive control action, with ANR being frequently limited 
by MAXu . Furthermore, the temperature is below the dosing temperature threshold from 
around t = 100 seconds until after t = 450 seconds.  The improvement in NOX 
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inefficiency during the second half of the cycle is directly related to the warmer 
temperatures there, an effect discussed in more detail in Chapter 9. 
For the entire FTP cycle, the mass average NOX conversion inefficiency was 
17.6% , which surpasses the requirement of 20%.  At the same time, the maximum NH3 
slip is 2.4 ppm, below the instantaneous limit of 20 ppm. 
In summary, the nominal performance on both cycles meets requirements.  In the 
next chapter, the consistency of this performance is examined. 
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Figure 6.6 Results for SET Cycle 
Nominal Loading, Nominal Doser, De-Greened Condition 
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Figure 6.7 Results for FTP Cycle 
Nominal Loading, Nominal Doser, De-Greened Condition 
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CHAPTER 7 
GRADIENT-BASED PARAMETER ESTIMATION 
As stated in chapter 1, EPA mandates that emissions fall below legal limits for a 
high percentage of new engines, despite production variation.  Furthermore, heavy-duty 
engines must remain emissions compliant even after the equivalent of 700,000 kilometers 
of normal use.  To meet these requirements, any variation in NOX conversion inefficiency 
due to manufacturing tolerances or catalyst degradation has to be countered by a 
reduction in engine out emissions.  Such reductions are undesirable because they increase 
fuel consumption.  This is particularly important for commercial vehicles, where fuel 
costs are a significant portion of operating expenses.  On the other hand, if the controller 
can detect and then reject sources of variation, fuel consumption increases may be 
avoided. 
The leading sources of variation were discussed in Chapter 5.  Doser calibration 
and catalyst loading cause unit-to-unit variation, which is checked during a selective 
enforcement audit.  Catalyst aging introduces variation over the life of the vehicle, and is 
quantified by testing to determine the degradation factor (DF).  The DF is then cross-
checked by EPA through in-use compliance testing.  Thus, the impact of these three 
factors on NOX conversion inefficiency is of keen interest.  Although mixture non-
uniformity was also mentioned in chapter 5, it is believed to be consistent from unit-to-
unit and over the life of the vehicle.  Hence, mixing is a system integration consideration 
rather than a source of variation. 
The MPC controller evaluation of Chapter 6 is continued below by quantifying 
the variation in NOX conversion inefficiency with catalyst loading, doser calibration, and 
catalyst aging.  It is shown in Section 7.1 that doser calibration is the leading cause of 
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inefficiency variation.  To mitigate this effect, the controller is supplemented with a 
gradient-based parameter estimation technique.  The structure of the modified controller, 
which can be considered an adaptive model predictive controller (AMPC) or a type of 
self-tuning regulator, is outlined in Section 7.2.  The design of the estimator is then 
presented in Sections 7.3 and 7.4.  After detailing the estimator tuning parameters in 
Section 7.5, this chapter concludes with several demonstrations of the adaptive model 
predictive controller in Sections 7.6 and 7.7. 
 
7.1 PERFORMANCE VARIABILITY 
Having selected the variability sources or factors of interest, the levels for each 
factor were then chosen.  Their selections closely follow the discussion in Chapter 5.  For 
example, the manufacturing tolerances on catalyst loading and doser calibration are both 
on the order of +/- 10%, so the levels were chosen to be the edges of the tolerance band 
and the nominal value.  Similarly, catalyst aging was represented using two different sets 
of recalibrated model parameters shown in Table 5.1, one for the de-greened condition 
and one for the aged condition.   
The factors and levels are summarized in Table 7.1.  Following convention for 
design of experiments (DOE), the levels are signified by integers (e.g. -1, 0, 1). A full 
factorial test plan was adopted, which includes all 18 possible combinations.  This test 
plan was subsequently applied over both the SET and FTP cycles, using the ISX07-485 
HP boundary conditions and the SCR converter described in Section 6.10.  For 
simplicity, the uniformity index was assumed to be 1.0.  MPC controller parameters were 
unchanged from Table 6.3. For each combination, the cycle was repeated multiple times 
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to achieve catalyst preconditioning. Results given below for the mass average NOX 
conversion efficiency and maximum NH3 slip are for only the last cycle. 
Table 7.1 Factors and Levels for DOE Studies 
Factors -1 0 -1
Loading Scale Factor 0.9 1.0 1.1
Doser Scale Factor 0.9 1.0 1.1
Catalyst Condition De-greened - Aged
Levels
 
Figure 7.1 shows the sensitivity of NOX conversion inefficiency on the SET cycle 
to each factor.  The lines connect the mean values at each level, and the symbols 
represent the results for each of the 18 combinations.  It can be seen that there is no 
significant effect of either aging or loading on conversion inefficiency.  However, doser 
calibration has a noticeable effect.  Considering the small scatter about the trend line for 
doser calibration suggests that most of the variation is due to this single parameter. 
0.02
0.03
0.04
0.05
0.06
-1 0 1
Catalyst Aging
N
O
x
 
Co
n
v
e
rs
io
n
 
In
e
ffi
c
ie
n
c
y 
[-]
0.02
0.03
0.04
0.05
0.06
-1 0 1
Catalyst Loading
0.02
0.03
0.04
0.05
0.06
-1 0 1
Doser Calibration
 
 Figure 7.1 DOE Study Results for NOX Conversion Inefficiency 
SET Cycle with UI = 1.0 
However, it also has to be kept in mind that the variation in doser calibration is 
+/- 10 %, while the mean trend line in Figure 7.1 shows a variation of less than +/- 0.5 
percentage points.  Thus, most of the variation is rejected by the system.  Recall that the 
SET cycle has only slow and gradual changes in operating conditions, so there may be 
205 
sufficient time to reject the variation using sensor readings.  In any event, the variation 
during the SET test is of little concern. 
Figure 7.2 shows the corresponding plots for the NH3 slip during the SET cycle.  
The slip was below the limiting value of 20 ppm for each combination, so there is again 
no cause for concern. 
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 Figure 7.2 DOE Study Results for Maximum NH3 Slip 
SET Cycle with UI = 1.0 
Figure 7.3 shows the sensitivity of NOX conversion inefficiency on the FTP cycle 
to each factor.  The trends are similar to those from the SET cycle, the main difference 
being that NOX conversion inefficiency is much larger.  Again, the inefficiency is most 
sensitive to doser calibration, and in this case a +/- 10% change in calibration causes 
about a 7.0 percentage point change in inefficiency.  However, in this case there is 
noticeable scatter about that trend line.  This may be caused by the secondary 
dependencies of inefficiency on loading and aging.  
Figure 7.4 shows the corresponding NH3 slip on the FTP cycle.  The main 
concern is whether NH3 slip is always below 20 ppm.  It can be seen that one 
combination is just over the limit, having a value of 20.9 ppm.  As expected, it was with a 
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doser that injected 10% more than the commanded value, and an aged and lightly loaded 
catalyst. 
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 Figure 7.3 DOE Study Results for NOX Conversion Inefficiency 
FTP Cycle with UI = 1.0 
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Figure 7.4 DOE Study Results for Maximum NH3 Slip 
FTP Cycle with UI = 1.0 
The significance of NOX inefficiency variation on FTP can be estimated as 
follows.  In this case, NOX conversion inefficiency is highest with an unaged catalyst, so 
that is the worst case condition.  For all combinations of loading and doser calibration, 
the average conversion inefficiency for an unaged catalyst is 0.163.  In addition, assume 
the tolerance on doser calibration is +/- 10%, and that the capability index or Cp [75] 
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equals 1.33, with the distribution centered on nominal.  For a normal distribution, the 
probability that a doser lies outside the tolerance band is approximately 1 in 15,000.  
From the assumed Cp, it is also known that the standard deviation of doser calibration is 
2.51%.  Since a 20% change in doser calibration creates a 7.0 percentage point change in 
inefficiency, this means that the corresponding standard deviation in NOX inefficiency 
due to doser calibration alone is 0.008785.  Since the mean NOX inefficiency is 0.163, 
that equates to a 5.39% change in tailpipe NOX.   Making the worst case assumption that 
this is the only source of variation in tailpipe NOX, and that 90% emissions compliance is 
required, engine out NOX would have to be decreased by 6.95% to compensate for doser 
calibration variation. 
This change in tailpipe NOX is not huge, but it would be desirable to eliminate it.  
Rather than tightening doser tolerances with their associated increase in cost, some means 
of identifying and then rejecting doser calibration variation within the controller should 
first be attempted.  A technique for doing so is covered in the following sections.  Also 
note that by focusing only on doser calibration, the variation due to aging and loading is 
still present.  However, as shown in Figure 7.3, variation due to these sources is almost a 
factor of five smaller.  Therefore, identifying and rejecting those additional sources of 
variation is not worthwhile. 
 
7.2 MODIFIED CONTROLLER STRUCTURE 
The doser calibration is included in the embedded model by defining a parameter 
called the doser scale factor (ϕ ), which is the ratio of actual to commanded AUS 
injection rate.  This is essentially the same technique that was used in the plant 
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simulation.  The remaining challenge is to adjust the value of ϕ  based on the measured 
system response.  Ideally, this would be accomplished with minimal impact on the 
existing MPC controller structure, since good performance is demonstrated above. 
Controller
Controller
Design
Process
Estimator
Ref
Controller Specs Process Parameters
Input Output
Controller
Parameters
 
Figure 7.5 The Self-Tuning Regulator 
The self-tuning regulator [76] is a well known structure for achieving this goal.  
Its analogy to the problem at hand is as follows.  With reference to Figure 7.5, the process 
to be controlled is the SCR system.  The combination of the controller design and the 
controller blocks within the dashed boundaries is the MPC controller described in 
Chapter 6.  The inputs to the MPC controller are the measured outputs, the reference 
value for the controlled output, and the controller tuning parameters.  An additional input 
is the process parameters, which in this case is the doser scale factor.  The function of the 
estimator is to provide process parameter values (ϕ ) based on the estimated input and the 
measured output. 
The structure described above is quite general.  Specifically, by separating the 
estimator from the controller it is possible to combine it with many different types of 
controllers.  They need not be MPC controllers, it is only necessary that they use some 
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type of physics-based embedded model. From this perspective, seven of the ten published 
SCR controllers in Table 6.2 could use this type of estimator. 
Table 6.2 also shows that the only controllers to include both a physics-based 
embedded model and adaptation are the related controllers of Willems et al [12], Wang et 
al [6], and Herman et al [51].  In those controllers, adaptation was used to vary the set-
points (NOX mass flow or NH3 coverage) rather than identifying the doser calibration.  
Moreover, the authors give no details of the adaptation algorithm.  Therefore, the 
estimator described below is a new development in SCR control. 
 
7.3 DESIGN CONSIDERATIONS 
Beginning with the end in mind, the estimator’s objective is: 
“To provide a value of the scale factor ϕ  which more accurately represents the 
plant’s measured input-output relationship than the default assumption (ϕ  = 1)” 
Although the stated objective may seem mundane, it provides insight into the 
preferred approach.  For example, although we envision ϕ  as being directly related to 
doser calibration, the estimator will vary it based on the difference between measured and 
predicted output.  That is to say, it is simply a parameter to reduce plant-model mismatch 
and more specifically gain uncertainty.  In that respect, it is important to recognize that 
the scale factor is adjusted to account for all sources of model error, not just those errors 
due to doser calibration. 
On the other hand, the doser calibration was found above to be a major source of 
performance variation.  Since this is a type of unit-to-unit variation, and the calibration 
does not change significantly over time, it may be more appropriate to seek a value of ϕ  
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that represents error over a broad range of conditions.  Moreover, it was shown in 
Chapter 4 that the system has strong nonlinearities in the input-to-state and state-to-
output relationships.  These effects do not allow linear regression to be directly applied.  
Hence, some type of nonlinear batch method is preferred. 
Recall also that a +/- 10% variation in doser calibration led to the need to reduce 
engine out NOX by about 7%.  The other sources of variation (catalyst loading and aging) 
caused about a factor of five smaller change in NOX inefficiency.  Therefore, if doser 
calibration could be identified within +/- 2%, the resulting variation in NOX inefficiency 
would be negligible.  This defines the accuracy and resolution expectations for the 
estimator, with a finite resolution technique being perfectly acceptable. 
Revisiting the objective, the value of ϕ  will be chosen based on some measure of 
embedded model accuracy.  However, there are many measures to choose from.  Since 
emissions standards are in terms of the mass of NOX released to ambient, a logical 
definition of model error at each instant of time is the mass flow weighted difference in 
outlet NOX mole fraction between the embedded model and the sensor reading: 
( ) ( )( ), ,OUT NOX OUT NOXPRED MEASm y yε = −& % %      (7.1) 
where the subscripts PRED and MEAS refer to the predicted and measured values, 
respectively. 
Lastly, note that the model error ε  can be considered a random variable since 
there is always some sensor noise on the measurement and some numerical noise in the 
model.  Thus, model accuracy must be evaluated based on probability distribution metrics 
for a collection of readings rather than individual readings.  The time period while a 
requisite number of readings are acquired shall be termed an experiment, and signified 
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below by the superscript j .  An appropriate sample interval for the estimator is one 
second, which is the same as the input update interval. 
To summarize, the desired estimator is some type of nonlinear, batch technique.  
The error (equation (7.1)) is sampled every second, in agreement with the update interval. 
After collecting the requisite number of readings, the parameter ϕ  is updated based on 
probability distribution metrics for the collection of  ε  readings.  The value of ϕ  need 
only be resolved within 2 %. 
 
7.4 ESTIMATOR DESIGN 
Having outlined the estimator’s structure and characteristics in the previous two 
sections, its detailed design is now described.  Specifically, the error gradient with respect 
to the doser scale factor ϕ  is computed using a parallel model structure.  Before doing 
so, each experiment is screened for data quality.  Assuming the experiment is deemed 
acceptable, ϕ  is updated using statistically-based comparisons.  This can be expressed as 
a gradient-based parameter adaptation law.  The following sections describe these aspects 
of the estimator. 
 
7.4.1 Parallel Model Structure 
As stated above, the SCR system has a nonlinear input-output relationship.  This 
in turn causes the doser scale factor-to-output relationship to be nonlinear, and so the 
choice of linear regressors is not obvious.  However, even in the presence of this 
nonlinearity it is still possible to proceed using a parallel model structure.  It consists of 
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deploying two closely related nonlinear models into the controller, shown schematically 
in Figure 7.6. 
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Figure 7.6 Parallel Model Structure 
The first one is the MPC controller’s embedded model, which was described in 
Chapter 2.  As shown in the figure, the input to the embedded model includes the inlet 
conditions (exhaust mass flow rate, gas temperature, and inlet gas composition) and 
ANR.  Specifically, as described in Section 7.2, it also includes a doser scale factor EMϕ .  
Embedded model predictions are based on an assumption that the ANR is the product of 
the commanded ANR and the gain EMϕ .  For a two element embedded model there are 
four states, which are the two solid temperatures and the two coverages.   
Alongside the embedded model is the so-called candidate model.  It is identical to 
the embedded model except the ANR is assumed to be the product of the commanded 
ANR and a gain CMϕ .  This gain differs from EMϕ by some increment ϕ∆ .  This can be 
written mathematically as: 
j j j
CM EMϕ ϕ ϕ= + ∆         (7.2) 
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 By computing errors for the two models, the sensitivity of model error to ϕ  can 
be determined.  This knowledge can be applied to vary EMϕ to reduce model error. 
Figure 7.6 also indicates that although there are four states in the embedded 
model, there are only two states in the candidate model.  Specifically, the solid 
temperatures of two models are assumed to be identical.  This is a reasonable 
approximation since temperature is only weakly affected by the heat release from 
chemical reactions. 
 
7.4.2 Data Quality Checks 
Since a batch estimator is used, model errors are not compared until the 
experiment is completed.  Recall also that one of the desired controller qualities in 
Chapter 6 was the lack of input perturbation for control or system identification purposes.  
If the input is chosen only with performance and system constraints in mind, there is no 
guarantee that a given experiment provides useful information on plant’s input-output 
relationship.  Therefore, before comparing embedded and candidate model results, it 
make sense to first assess whether the experiment has sufficient data quality.  If data 
quality is lacking, then the best course of action is to leave EMϕ  and CMϕ unchanged.  
Data quality criteria can be established by recalling that the estimator’s function is 
to provide a value of ϕ  = EMϕ  based on the predicted and measured input-output 
relationship.  However, for any dynamic system, output over time is a function of the 
input and the initial conditions.  Therefore, accurate evaluation of the system’s I-O 
relationship requires both sufficiently large input and sufficiently small sensitivity to 
initial conditions.  This suggests the following two data quality criteria: 
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j
MINu u≥          (7.3) 
j
MAXΦ ≤ Φ          (7.4) 
In equation (7.3), ju  is the mass average ANR during the experiment.  For other 
applications, a different input norm can be chosen.  In equation (7.4), the SISO state 
transition matrix jΦ is determined from the relationship [77]: 
0
exp ( )
ns
j dt
tθτ
⋅Τ 
Φ = − 
 
∫         (7.5) 
In equation (7.5), the time constant is taken from the end-point model.  The particular 
form of equation (7.5) is specific to SISO systems, although an extension to diagonal 
systems is straightforward. 
Since jΦ  measures the fraction of initial coverage remaining at the end of the 
experiment, MAXΦ also provides a technique for forcing time scale separation between the 
estimator and controller.  For example, setting MAXΦ  to 0.05 ensures that the period 
between embedded model updates is at least three times the open loop time constant. 
 
7.4.3 Statistical Comparison of Distribution Metrics 
It was mentioned above that the model error ε  in equation (7.1) can be 
considered a random variable, and that model accuracy must be evaluated based on 
probability distribution metrics for ε  over the experiment.  A commonly used metric is 
the covariance or the mean squared error: 
( ) ( )22
1
1 ( )
nsj
k
k
ns
σ ε
=
= ∑%        (7.6) 
Covariance is related to the sample mean and standard deviation by [59]: 
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2 2 2σ σ µ= +%          (7.7) 
The mean has the usual definition: 
1
1 ( )
ns
k
k
ns
µ ε
=
= ∑         (7.8) 
It must be remembered that ε  is a random variable.  In turn, equations (7.6), (7.7), and 
(7.8) show that 2σ% , 2σ , and 2µ  are functions of a random variable (ε ) and are therefore 
also random variables.  Since the value of EMϕ  will be set based on comparisons of 2σ% , 
2σ , and 2µ  for the embedded and candidate models, EMϕ  can also be considered a 
random variable.  Such random variation in the controller is undesirable, and to reduce it 
statistical model comparisons are used. 
The statistical comparison of variances is well developed for normal random 
variables.  Specifically, the F-distribution [78] defines the relationship between the 
number of samples, the confidence level, and the minimum detectible variance ratio 
between two models.  The relationship is shown graphically in Figure 7.7.  The minimum 
detectible variance ratio is signified by the symbol TESTF , with the test for a statistically 
significant ratio of variances being: 
( ) ( )( )
( ) ( )( )
2 2
2 2
max ,
min ,
EM CM
TEST
EM CM
F
σ σ
σ σ
≥       (7.9) 
In the expression above, the subscripts EM and CM refer to the embedded and candidate 
models, respectively.  If the inequality shown above is true, the variances can be 
compared deterministically.  Otherwise, the comparison is indeterminant, meaning that 
the model variances are considered indistinguishable.  Strictly speaking, this test is 
applicable only to the variance (the square of the standard deviation).  However it can 
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also be applied to the covariance with the assumption that the square of the mean error is 
much less than the covariance – in other words, that the model error is nearly unbiased. 
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Figure 7.7 Minimum Detectable Variance Ratio (FTEST) 
Vs Sample size and Confidence Interval 
The corresponding test for a statistically significant difference in means is: 
( ) ( ) 0.52 2EM CM
EM CM TESTZ
ns
σ σµ µ
−
 +
− ⋅ ≥ 
 
 
     (7.10) 
The value of ZTEST is found from the standard normal distribution, and is the point where 
the cumulative distribution function equals the confidence level (see Figure 7.8).  
Equation (7.10) originates from the properties for linear functions of random variables 
and the standard error of the mean [78].  If the inequality in equation (7.10) is satisfied, 
then the norm of the means can be compared deterministically.  Otherwise, the 
comparison is indeterminant. 
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Figure 7.8 Minimum Detectable Mean Shift Parameter (ZTEST) 
Vs Confidence Interval 
 
7.4.4 Model Comparisons and Model Comparison Space 
The previous subsection introduced techniques for statistical comparison of 2σ% , 
2σ , and 2µ .  This still leaves the task of deciding whether the embedded model or the 
candidate model is the more accurate representation of the plant.  Clearly, there is some 
design freedom, since the decision can be based on any one or a combination of the three 
distribution metrics listed above.  This subsection outlines the chosen methodology for 
model comparisons and contrasts them with a more common approach from the 
literature. 
The discussion of model comparisons is facilitated through a model comparison 
space.  It is defined as a two-dimensional, Cartesian space having 2µ  as the x-axis and 
2σ  as the y-axis.  It so happens that this space has some interesting properties.  First, any 
model can be represented as a point in the space through its x and y coordinates.  Second, 
all conceivable models lie in the first quadrant.  This is true since the mean and standard 
218 
deviation are real numbers and the square of any real number is non-negative.  Third, the 
ideal model lies at the origin.  This is obvious since the ideal model always has zero 
error, which results in a zero mean error and zero error standard deviation. 
Model comparison space provides a way of visualizing different models and 
model comparison methodologies.  To generalize the discussion, assume there are two 
models.  These will be referred to simply as Model A and Model B, with their points in 
model comparison space shown in Figure 7.9.  The goal is to decide which of the two 
models is more accurate.  As the ideal model has zero error, a measure of accuracy is 
closeness to that ideal.  Since the ideal model is at the origin, it is quite natural to suggest 
the distance from the origin as a goodness measure.  However, it has to be kept in mind 
that the two axes represent entirely different error characteristics.  Namely, the x-axis 
measures model bias, while the y-axis measures the variation in model error. 
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Figure 7.9 Model Comparison Space 
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One common method of selecting the best model is to compare the error 
covariance or mean squared error.  As shown in equation (7.7), this is equivalent to 
comparing the sum of the x and y coordinates in model comparison space.  
Geometrically, lines of constant error covariance have a slope of -1.  An advantage of this 
approach is that it simplifies a two-dimensional comparison to a one-dimensional 
comparison.  Error covariance can also be thought of as the dot product of a vector from 
the origin to the model’s point in model comparison space with a unit vector making a 45 
degree angle with the x-axis.   
When covariance is used as the measure of model error, the difference between 
Model A and Model B is only statistically significant if the inequality in equation (7.9) is 
satisfied, with 2σ  replaced by 2σ% .  A convergence criterion for this approach is easily 
derived.   To begin, define: 
( )2 2 2max ,MAX A Bσ σ σ=% % %         (7.11) 
( )2 2 2min ,MIN A Bσ σ σ=% % %         (7.12) 
2 2 2
MAX MINσ σ σ∆ = −% % %         (7.13) 
Here, the subscripts A and B refer to Model A and Model B, respectively.  The estimator 
converges when there is no statistically significant difference in covariance.  Substituting 
equations (7.11) and (7.12) into equation (7.9), the convergence criteria can be written as: 
2
2 1TEST
MIN
Fσ
σ
∆
< −
%
%
        (7.14) 
This equation expresses the convergence criteria in terms of a change in covariance 
normalized by the smaller of the two covariances.   
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In model comparison space, this convergence criterion is visualized as a limiting 
percentage change in the distances of Model A and Model B from the origin, when 
measured along a 45 degree line from the x-axis.  Note also that since the measurement 
direction is fixed, this means the relative importance of mean error and error standard 
deviation are fixed.  Specifically, the importance of mean error is assumed to be equal to 
the importance of the standard deviation.  This value judgment was made when error co-
variance was chosen as a point of comparison, regardless of whether it was intentional or 
unintentional.  
Equation (7.14) also shows that the smaller of the two covariances can be 
considered a reference value.  For that model, let the mean error can be signified by REFµ  
and the standard deviation can be signified by REFσ .  Therefore, combining these 
definitions with equations (7.7) and (7.14) gives a modified form of the convergence 
criteria: 
2
2 2 1TEST
REF REF
Fσ
σ µ
∆
< −
+
%
       (7.15) 
Now, define the signal-to-noise ratio (SNR) as: 
REF
REF
SNR
µ
σ
=          (7.16) 
Then: 
( )
2
2
2
REF
REF
SNR µ
σ
=         (7.17) 
Substituting into equation (7.15) and rearranging gives: 
( )
( )
2
2
2 2
1 1
1
REF
TEST
SNR
F
SNR
σ
µ
⋅ ⋅ ∆ < −
+
%
      (7.18) 
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Equation (7.18) reveals that there are three distinct paths to estimator convergence 
when the covariance is used.  Each path makes one of the three terms on the left hand 
side of this equation small.  The first path is: 
( )
( )
2
2 11
SNR
SNR
<<
+
        (7.19) 
This requirement can be satisfied if SNR is very small.  Therefore, if the sensor noise or 
numerical noise is large, the estimator can converge prematurely.  The second path is: 
2
1 1
REF
µ
<<          (7.20) 
This requirement can be satisfied if there is very large plant-model mismatch that is 
relatively insensitive to doser scale factor.  Again, this can be thought of as premature 
convergence.  The third pathway is: 
2 1σ∆ <<%          (7.21) 
Reconsidering equation (7.7), this either means that both the mean and the standard 
deviation of the error are no longer sensitive to the doser scale factor, or both the mean 
and the standard deviation are small.  That can be considered true convergence. 
The mathematical analysis shows some shortcomings of basing an estimator on 
covariance and then using statistically-based model comparisons.  It is shown in Section 
7.6 that premature convergence is not simply a mathematical construct, but actually does 
occur.  For this reason, another model comparison technique is sought. 
The chosen technique is Pareto optimization, which is widely used in multi-
objective optimization [79].  As stated previously, Model A is considered better than B if 
it is closer to the ideal (the origin).  In Pareto optimization, this judgment is proclaimed if 
A dominates B.  That is to say, each component of A is less than or equal to the 
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corresponding component of B.  With reference to the model comparison space of Figure 
7.9, this can be stated mathematically as: 
2 2
A A B BX Xµ µ= ≤ =         (7.22) 
2 2
A A B BY Yσ σ= ≤ =         (7.23) 
It is assumed that the equality holds if differences in error measures are statistically 
insignificant.  Clearly, equations (7.22) and (7.23) are sufficient but not necessary 
conditions for A to be closer to the origin than B. 
This component-wise decomposition of covariance is of course more complicated 
because it involves two-dimensional rather than one-dimensional comparisons.  
However, it avoids pitfalls mentioned above.  Rather than assigning relative importance 
to the error mean and error standard deviation, it is based on recognizing that both are 
important.  As shown in Section 7.7, this approach gives consistent and reliable 
convergence. 
 
7.4.5 Recursive Relationships 
With a batch type estimator, a number of samples are recorded before any model 
comparisons are made.  As reported above, the comparison is based on the three variables 
2σ% , 2σ , and 2µ  rather than individual readings.  Instead of storing all readings and 
processing results at the experiment’s end, recursive relationships are used.  Specifically, 
at the beginning of the experiment, the mean and covariance are initialized using: 
(0) 0µ =          (7.24) 
2 (0) 0σ =%          (7.25) 
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At each sample interval these variables are updated using the recursive, discrete 
relationships: 
1 1( ) ( 1) ( )tt t t
t t
µ µ ε−= − +        (7.26) 
( )22 21 1( ) ( 1) ( )tt t t
t t
σ σ ε
−
= − +% %       (7.27) 
Equations (7.24) through (7.27) are applied for both the embedded and candidate models. 
In addition, the mass average ANR is computed using Euler’s rule, which can also be 
expressed as a recursive relationship.  A similar approach is used to integrate the state 
transition matrix throughout the experiment. 
 
7.4.6 Gradient-Based Parameter Adaptation Law 
The previous subsections provided detailed, low level descriptions of the 
estimator.  Armed with this knowledge, a high level description is now presented in the 
form of a gradient-based parameter adaptation law.  This law is comprised of the 
following discrete relationships: 
( )1 max ,0
EM EM
j j j
Q Cf fϕ ϕ ϕ+ = + ∆ ⋅ ⋅       (7.28) 
( )( )1 1 2 min ,0j j Q Cf fϕ ϕ+∆ = ∆ ⋅ + ⋅       (7.29) 
1 1 1j j j
CM EMϕ ϕ ϕ+ + += + ∆         (7.30) 
The estimator’s operation, along with the assignment of factors Qf  and Cf are given 
below. 
The factor Qf  is an indicator of experiment data quality.  It is assigned to be one 
if data quality is acceptable, meaning that the inequalities of equation (7.3) and (7.4) are 
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both satisfied.  Otherwise, the value of Qf  is set to zero.  By substituting Qf  = 0 into the 
three equations immediately above, it can be shown that there is no change in EMϕ  or 
EMϕ  from experiment j  to experiment 1j + .  Thus, if it is concluded that the results of 
the experiment are inconclusive, the response is to continue on to the next experiment. 
The factor Cf  is an indicator of the comparison of embedded and candidate 
models.  If the candidate model is deemed more accurate, Cf  is set to one.  If the 
embedded model is deemed more accurate, then Cf  is set to minus one.  If neither the 
candidate nor the embedded model dominates, then Cf  is set to zero.  The algorithm is 
expressed in decision matrix form in Table 7.2. 
Table 7.2 Decision Matrix for Model Comparisons 
 
( )2σ
( )2EMσ( )2CMσ
( )2µ
( )2CMµ
( )2EMµ
Smallest
Indeterminant
Indeterminant
S
m
a
l
l
e
s
t
1Cf = 1Cf =
1Cf = 1Cf = −
1Cf = −1Cf = −
0Cf =
0Cf =
0Cf =
 
The estimator’s action in the event of acceptable data quality ( Qf  = 1) is as 
follows.  If the embedded model is deemed more accurate ( Cf  = -1), then equations 
(7.28) through (7.30) show that EMϕ is unaltered, but the sign of ϕ∆  is changed.  This 
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can be thought of as reversing the search direction for a better value of EMϕ .  On the 
other hand, if the candidate model is deemed more accurate ( Cf =1), then these same 
equations show that the embedded model is updated by setting 1
EM CM
j jϕ ϕ+ = , while the 
search direction is maintained.  In the event that neither model dominates ( Cf  = 0), then 
there is no change to either EMϕ or the search direction. 
This last scenario ( Cf  = 0), can be considered as estimator convergence.  As 
shown in Table 7.2, convergence corresponds to the diagonal element in the decision 
matrix.  Ideally, convergence would occur due to the center element alone – when there is 
no statistically significant difference in both error mean and error standard deviation.  As 
such, this can be considered true convergence.  The other two cases of Cf  = 0 are 
scenarios where there is a conflict between which model gives the smaller mean error and 
which model gives the smaller standard deviation.  These cases are due to the fact that 
Pareto optimization assigns no relative value to mean and standard deviation – they are 
both considered important.  Although these scenarios could be modified, they have not 
caused any ill effects to date. 
Before continuing to the next section, three comments are offered regarding the 
estimator.  First, the step size for the scale factor, ϕ∆ , has constant magnitude but 
varying sign.  This is a rather simple but effective approach.  Clearly, more sophisticated 
methods could be used that adjust the magnitude of the step size, such as an evolution 
strategy [80].  Second, as suggested by Figure 7.7, hundreds of readings are needed to 
resolve differences in error variance.  With a one second sampling interval this can take 
several minutes.  Since the control is updated every second, and the control horizon is 
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three seconds, the estimator (equations (7.28) through (7.30)) is updated on a time scale 
roughly two orders of magnitude slower than controller updates.  As mentioned above, 
the value of MAXΦ  provides additional capability for separating the estimator time scale 
from the system’s open loop time scale.  Third, as a failsafe on sensor failure, the 
estimator includes a feature for limiting doser scale factor to a preset range. 
 
7.5 ESTIMATOR TUNING PARAMETERS 
The values of estimator tuning parameters are given in Table 7.3.  They are quite 
easy to understand, based on the discussion given above. 
Table 7.3 Estimator Tuning Parameters 
Parameter Value 
Readings per Experiment ( ns ) 600 
Maximum State Transition Matrix Norm ( MAXΦ ) 0.05 
Minimum Mass Average ANR ( MINu ) 0.70 
Confidence Level 0.70 
Doser Scale Factor Increment ( ϕ∆ ) 0.02 
Minimum Allowable Doser Scale Factor 0.80 
Maximum Allowable Doser Scale Factor 1.20 
 
7.6 ESTIMATOR PERFORMANCE EVALUATION 
The DOE described in Section 7.1 was repeated using the tuning parameters of 
Table 7.3.  For each of the 18 combinations in Table 7.1, the SET cycle was repeated six 
times, and only the results of the last cycle are reported.  As was the case without the 
estimator, the maximum NH3 slip during SET was always below 20 ppm.  Therefore, the 
main output of interest is NOX conversion inefficiency.  Comparing results with the 
estimator in Figure 7.10 with the corresponding ones without the estimator in Figure 7.1, 
the estimator has clearly reduced the variation in NOX conversion inefficiency. 
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Figure 7.10 DOE Study Results for NOX Conversion Inefficiency 
SET Cycle with UI = 1.0 / Using Estimator 
In addition, Figure 7.11 shows a cross plot of the estimated doser scale factor 
against the value set in the plant simulation.  Since the estimated doser scale factor is 
adjusted to reduce model error from all sources and not just doser calibration, it is not 
necessary that the two scale factors be in perfect agreement.  Rather, it is only necessary 
that the slope of the trend line is near one.  As shown below, the estimator identifies the 
trend in plant doser scale factor reasonably well. 
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Figure 7.11 Plant and Estimated Doser Scale Factors 
SET Cycle With UI = 1.0 
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Equations (7.28) through (7.30) also show that the doser scale factor is a function 
of time.  To illustrate this, Figure 7.12 shows the value of EMϕ over time for an de-
greened catalyst with nominal loading and a doser that injects 10% more than the 
commanded amount.  Clearly, EMϕ has converged by the end of the sixth SET cycle.  
Also note that the statistical comparisons were effective for reducing random variation in 
EMϕ , as it moves relatively smoothly from the default value of 1.00 to the final value of 
1.14 with no oscillation. 
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Figure 7.12 Estimated Doser Scale Factor ( EMϕ ) vs Time 
SET Cycle For a De-Greened Catalyst, Nominal Loading, +10% Doser 
Figure 7.12 also shows that about four hours of SET cycle operation is sufficient 
for estimator convergence.  Since the SET cycle represents composite operation of a 
truck on an inter-city route, convergence would occur relatively quickly in many 
applications.  Also, prior to emissions testing during an SEA, each engine is subjected to 
a 50 hour break-in period.  Therefore, there is also a good chance that the estimator will 
converge within that time period. 
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It so happens that the tuning parameters in Table 7.3 do not permit estimator 
updates during the FTP cycle.  In particular, the data quality requirement for the state 
transition matrix (equation (7.4)) is never satisfied due to low temperatures and therefore 
long time constants.  Therefore, to evaluate the estimator’s impact on FTP performance, 
EMϕ was initialized to the values at the end of the sixth consecutive SET cycle.   
Because the trend in estimated doser scale factor roughly parallels the plant doser 
scale factor (see Figure 7.11), one can expect a significant reduction in performance 
variation on FTP.  In particular, comparing Figure 7.13 with the estimator to Figure 7.3 
without the estimator shows that performance variation with doser calibration has been 
reduced from 7.0 percentage points to around 1.0 percentage point.  As expected, the 
maximum NH3 slip over all 18 combinations was also reduced, from 20.9 ppm without 
the estimator to 11.8 ppm with the estimator. 
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Figure 7.13 DOE Study Results for NOX Conversion Inefficiency 
FTP Cycle with UI = 1.0 / Using Estimator 
Since the estimator is not updated during FTP, it will probably not update on duty 
cycles that are heavily dominated by urban, non-freeway operation.  However, nearly all 
applications will see some period of high temperature operation, if for no other reason 
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than to regenerate the DPF.  During those periods, the estimator will have the opportunity 
to update the doser scale factor. 
 
7.7 ESTIMATOR ROBUSTNESS EVALUATION 
The discussion above indicates that a covariance-based estimator is susceptible to 
premature convergence in the presence of significant plant-model mismatch or noise, and 
that a Pareto-based estimator may be more reliable.  This hypothesis was evaluated using 
the same ISX07-485 HP engine and SCR converter described above.  Since the 
estimator’s function is to determine an appropriate value of EMϕ , plots such as Figure 
7.11 are sufficient for comparing the two estimator designs.  Given the consistency of 
results over different catalyst loadings and conditions, the estimator was only applied for 
an aged and lightly loaded catalyst.  In addition, since the condition j MAXΦ ≤ Φ  is only 
satisfied on the SET cycle, the estimators were only compared for that emissions test.  To 
ensure a comparison that is both fair and consistent with previous results, estimator 
tuning parameters were unchanged from those in Table 7.3. 
One challenge in completing this evaluation is proposing a representative amount 
of plant-model mismatch.  Reconsidering the sources of uncertainty from Chapter 5 
suggests that a way of doing so is to modify the plant simulation to include mixture non-
uniformity.  As discussed in Section 5.4, a uniformity index of 0.90 is approximately the 
boundary between good and excellent mixer design.  Therefore, it is a reasonable 
assumption that production SCR systems will have at least this degree of uniformity.  So, 
a ten bin, 24 element plant simulation was used in place of the single bin simulation used 
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in the previous section.  Sensor readings were assumed to equal the true mean value 
exiting the converter.  
The SET cycle was then repeated six times for plant doser scale factors of 0.90, 
1.00, and 1.10.  Initially, the embedded model did not account for mixture non-
uniformity, using the model parameters shown in Table 5.2 for UI = 1.0.  For each plant 
doser scale factor given above, both the covariance-based estimator and the Pareto-based 
estimator converged to EMϕ = 1.  This indicates that mixture non-uniformity has 
significant impacts on plant-model mismatch, so much so that it is overwhelms model 
error due to doser calibration for both estimator designs. 
On the other hand, when the embedded model was recalibrated for non-uniformity 
(see Table 5.2, UI = 0.90, Option 2), both estimator designs were capable of picking up 
the trend in doser scale factor (see Figure 7.14). 
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Figure 7.14 Plant and Estimated Doser Scale Factors 
SET Cycle With UI = 0.90, Mean Value Sensor Readings 
Embedded Model Recalibrated for Non-Uniformity 
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The main point to be carried forward is that embedded model recalibration for 
mixture uniformity is required if either estimator is to work properly using the default 
values of estimator parameters from Table 7.3.  An alternative would be to lower the 
confidence levels and accept the risk of randomness in EMϕ .   No claim is made that the 
estimator parameters used here are optimal, only that it is possible to achieve good results 
using them.  This claim is supported by the data in Figure 7.14, with the caveat that it is 
also necessary to apply the recalibration procedures of Chapter 3.  In any case, that would 
likely be done to reduce plant-model mismatch for control purposes. 
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Figure 7.15 Outlet NOX Sensor Reading During SET Cycle (UI = 0.90) 
Mean, Maximum, and Minimum for Ten Bins 
To test the susceptibility of the estimators to noise, sensor readings were assigned 
by randomly shuffling between the output from each bin at each sample time rather than 
using the mean value.  Since the sensor is at a fixed position relative to the converter, this 
would imply that the spatial distribution of ANR is changing over time.  This effect has 
indeed been observed by comparing sensor readings to those using test cell 
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instrumentation far downstream, accounting for transport delay [81].  The time scale of 
these changing flow structures is unknown, and would be sensitive to the time scales of 
engine operating conditions and ANR commands from the controller.  Based on 
anecdotal data, the random shuffle technique overestimates sensor noise.  For example, 
Figure 7.15 shows the mean NOX sensor reading along with maximum and minimum 
bounds over the ten bins during an SET cycle.  The random shuffle method injects white 
noise whose range equals the difference between the maximum and minimum reading. 
Figure 7.16 shows the corresponding estimator results after six consecutive runs 
of the SET cycle when this random shuffle technique is applied.  It can be seen that the 
Pareto-based estimator is still able to identify the trend in plant doser scale factor while 
the covariance-based estimator is not.  This confirms its advantage for noisy 
environments.  Since the random shuffle method is thought to overestimate noise, this 
boosts confidence that the Pareto estimator is suitable for hardware application. 
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Figure 7.16 Plant and Estimated Doser Scale Factors 
SET Cycle With UI = 0.90, Random Shuffle Sensor Readings 
Embedded Model Recalibrated for Non-Uniformity 
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Lastly, it is worth mentioning that the random shuffle technique does not 
introduce any steady-state sensor bias.  That effect can be significant, and is explored in 
Chapter 9. 
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CHAPTER 8 
STABILITY ANALYSIS 
In previous chapters, the MPC controller was demonstrated to give excellent 
performance with no hint of instability.  However, these results were for a specific 
system, controller, estimator, and two prescribed test cycles.  To bridge the gap between 
encouraging results and universal conclusions, a formal closed-loop stability analysis is 
needed. 
Unfortunately, several system characteristics make this a challenging task.  
Examples include the nonlinearity of the system, the complicated nature of the embedded 
model state equations, the interactions between the controller and estimator, and the 
unusual form of the control law.  Moreover, as with any system, plant-model mismatch 
can be expected.  At first glance, anything more than a very simplified analysis appears 
daunting. 
On the other hand, it has to be kept in mind that MPC is a well established 
controls paradigm.  It has been used in a number of applications, many of which exhibit 
the degrees of difficulty mentioned above.  Furthermore, the tremendous growth in MPC 
which began in the late 1970s and early 1980s created corresponding interest in its 
theoretical properties.  This led to several contributions to MPC stability theory in the 
1990s.  That body of work provides a number of useful theorems and, more importantly, 
points of view which are applied in the following sections.   
The primary focus of the chapter is the stability properties of the MPC controller 
described in this dissertation.  Although no comprehensive review of MPC stability 
theory is included here, the interested reader is referred to Mayne et al [17] and Camacho 
and Bordons [15] for excellent overviews of this topic. 
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8.1 SIMPLIFYING ASSUMPTIONS 
The following sections analyze closed-loop stability from several perspectives: 
linear and nonlinear, with optimal and suboptimal control, and with and without plant-
model mismatch.  Each of these analyses introduces its own simplifying assumptions.  
However, two particular assumptions are common to them all. 
The first assumption is that the action of the estimator can be neglected.  It is 
justified on the grounds of time scale separation.  Recall that the ratio of ns  to nu is on 
the order of 100.  Furthermore, setting MAXΦ  to 0.05 ensures that the estimator update is 
no sooner than three times the open-loop time constant. Thus, it is easy to see that the 
estimator time increment is much greater than the closed-loop time scale. 
The second assumption is that the solid temperature is constant.  This is again 
justified on the grounds of time scale separation.  Recall that the control horizon is three 
seconds and that the controller is updated each second.  On the other hand, the thermal 
time constant for a typical SCR converter was shown to be on the order of 10 to 100 
seconds (see Figure 4.5).  In addition, recall from Figure 1.1 that a DOC and DPF are 
installed upstream of the SCR converter.  The combined thermal time constant of these 
components are actually somewhat larger than the SCR converter, providing additional 
filtering of the temperature.   
Evidence of this filtering is quite apparent in the gas temperature histories on the 
SET and FTP cycles.  First consider the FTP cycle in Figure 6.1.  The engine operating 
conditions for t = 0 to 300 seconds are identical to those for t = 900 to 1200 seconds, 
since this is a repeat of the New York, non-freeway cycle.  However, note that the gas 
temperature is significantly different, owing to energy storage in aftertreatment and 
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engine components.  Similar effects are apparent on the SET cycle.  Recall that this test 
causes the engine to progress through 13 different operating points.  The dwell times at 
each point are on the order of hundreds of seconds.  Nevertheless, as shown in Figure 6.2, 
the temperature rarely reaches a steady-state condition. 
This is not to say that temperature is of negligible importance.  It was already 
shown in Chapter 4 that temperature has a significant effect on system dynamics, and 
changes in temperature can lead to uncontrollable slip.  However, control horizons are 
most certainly much shorter than the time scale for temperature change.  This knowledge 
greatly simplifies the stability analysis given below. 
 
8.2 NOMINAL STABILITY: OPTIMAL CONTROL 
In this section, stability is analyzed by assuming the plant is linear time-invariant 
(LTI).  Recall from Chapter 6 that simplified models are employed by the MPC controller 
(see equations (6.5) and (6.6)).  These models are in fact linear time-varying (LTV), with 
model parameters updated each sample interval.  However, it was mentioned above that 
temperature variation can be considered slow compared to control action.  Since 
temperature is the leading cause of parameter variation, it can further be assumed that 
model parameters are slowly varying.  Hence, an LTI analysis is a suitable alternative for 
an LTV one. 
The stability theorem applied in this section is closely related to one proposed by 
Rawlings and Muske [82].  Several theorems are given in that publication, and the one of 
particular interest is referred to there as Theorem 3.  The following subsections introduce 
the nomenclature, the theorem, the theorem’s proof, and then the theorem’s application to 
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the MPC controller of this dissertation.  The section concludes by listing the theorem’s 
restrictions. 
 
8.2.1 Nomenclature 
 Following the work of Rawlings and Muske, consider the LTI system: 
1k k kx Ax Bu+ = +% %% % %    0,1, 2,...k =     (8.1) 
in which nkx ∈% R , 
m
ku ∈% R , and 0x%  is assumed to be measured.  Furthermore, define the 
orthonormal basis: 
[ ]0,0, ,0 0,0, ,0 Tk m NIβ ⋅= ⋅⋅⋅ ⋅ ⋅ ⋅       (8.2) 
where the identity matrix is in the kth location.  The N-dimensional projection of the input 
onto the basis is given by: 
[ ] 1
0
0
N
N
N k k
k
u I uβ
−
=
= ∑% %         (8.3) 
in which ku%  is the control move at the sample time k , and: 
0ku k N= ∀ ≥%          (8.4) 
and Nu% is the m N⋅  vector of nonzero inputs in the horizon.  Also, define the objective 
function: 
( )
0
T T
k k k k
k
J x Qx u Ru
∞
=
= +∑% % % % %        (8.5) 
Now define the open-loop optimization problem: 
( )
0
arg minN T T
O k k k kN
k
u J x Qx u Ru
u
∞
=
 
= = + 
 
∑%% % % % %
%
     (8.6) 
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in which Q  and R  are positive definite, symmetric weighting matrices.  The 
optimization is optionally subjected to the input constraints: 
kDu d≤ %%     0,1, 2,...k =     (8.7) 
Moreover, a receding horizon controller is defined as injecting only the first move 0u%  into 
the plant, taking it from the optimal, feasible input schedule NOu% .  Then, at the next 
sample time, the optimization problem is solved again with the new measured value of 
x% as its initial condition. 
 
8.2.2 Rawlings-Muske Stability Theorem 
The Rawlings-Muske stability theorem (Theorem 3) [82] states: 
For stable A% and 1N ≥ , kx% = 0 is an asymptotically stable solution of the closed-
loop receding horizon controller with objective function (8.5) and feasibility 
constraint (8.7) for every 0 nx ∈% R . 
The theorem printed above is a slight modification of the published one, which also 
includes the possibility of state constraints.  However, the current MPC controller has 
only input constraints. 
 
8.2.3 Theorem Proof 
The theorem’s proof as given below closely follows the published version [82].  
First, consider the sequence of optimal states.  That is to say, the sequence of states that 
are created by the control NOu%  beginning with 0x% .  In the absence of disturbances and 
plant-model mismatch, the state would follow this trajectory exactly.   
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Now consider optimization problem (8.6) with constraint (8.7) when the initial 
condition is the optimal state kx% , where k N< .  There is at least one feasible control, 
meaning a control that complies with constraint (8.7), since NOu%  is feasible.  The optimal 
control at that point gives a minimum value of the cost function which will be signified as 
kφ .  Furthermore, consider the optimization problem at the very next time step. Similarly, 
there is at least one feasible solution starting from the optimal state 1kx +% , and the 
minimum value of the cost function is signified as  1kφ + .  For either state, the minimum 
possible value of φ  is zero, and it only occurs if x%  = 0.  Furthermore, the existence of an 
optimal control requires that the minimum objective function φ  is finite. 
Now consider the values of kφ  and 1kφ + .  If the optimal control schedules were 
identical for states kx%  and 1kx +% , then equation (8.5) would give: 
1
T T
k k k k k kx Qx u Ruφ φ += + +% % % %        (8.8) 
However, the optimization at time k requires that the control at time k N+ be zero, while 
the optimization at time 1k + makes no such restriction.  This additional degree of 
freedom means that the minimum value of the cost function 1kφ + can be smaller than the 
value given in equation (8.8).  Therefore, it can be stated that: 
1
T T
k k k k k kx Qx u Ruφ φ +≥ + +% % % %        (8.9) 
Since the weighting matrices Q  and R are positive definite, whenever kx% is non-zero, φ  
must be decreasing over time.  Moreover, as stated above, φ  has a lower bound of zero at 
x% = 0.  Therefore, both x% and u% must converge to zero for large k .  This shows that the 
controller is stabilizing. 
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8.2.4 Application 
To apply this theorem, define ku% as being the difference between the ANR and the 
ANR that gives REFy y= .  That is to say: 
SSu u u= −%          (8.10) 
Now define kx% to be the perturbation in average coverage from the value giving REFy y= .  
That is to say:   
k k SSx θ θ= −%          (8.11) 
The dimensions of u% and x% are both one ( 1n m= = ).  Dual mode control gives  ku%  = 0 for 
3k N≥ = .  Because the plant can be well represented as a stable first order system, the 
matrix A%  in equation (8.1) is stable.  Note that at this stage, parameter differences 
between the starting-point and ending-point models are ignored. 
Furthermore, the unconstrained MPC controller determines the control schedule  
N
Ou%  by solving an optimization problem, then injects 0u%  into the plant, and solves the 
optimization again at the next time step.  For each time step, the output is corrected using 
the measured output.  This can be envisioned as measuring 0x% . 
The stability guarantee of the Rawlings-Muske theorem can be claimed if it can 
be shown that the cost functions are equivalent.  To do so, let the weighting matrix R be: 
R Iω=          (8.12)  
With the restriction that 0ω > . Also, let the weighting matrix Q  be: 
2dyQ I
dθ
 
=  
 
         (8.13) 
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Restricting the target NOX conversion inefficiency to be greater than zero assures that Q  
is positive definite.  The cost function in the Rawlings-Muske theorem can then be 
written as: 
( ) 1
0 0 0
nu
T T T T
k k k k k k k k
k k k
J x Qx u Ru x Qx u Ru
∞ ∞ −
= = =
= + = +∑ ∑ ∑% % % % % % % % %     (8.14) 
( ) ( ) ( ) ( )
2 1 12 2 2 2
0 0 0 0
nu nu
k SS k REF k k
k k k k
dyJ u y y u
d
θ θ ω ω
θ
∞ − ∞ −
= = = =
 
= − + = − + 
 
∑ ∑ ∑ ∑% % %  (8.15) 
1
2 2
2 2
0 0
nu
REF k k
k k
J y y uω
∞ −
= =
= − +∑ ∑% %       (8.16) 
Equation (8.16) is quite similar to the cost function used in the MPC controller (equation 
(6.1)).  The first term is the tracking error and is identical in either case.  However, the 
input effort term is not the same.  That is to say: 
1 1 1
2 2 2
2 2 2
0 0 0
nu nu nu
k k k
k k k
u u u
− − −
= = =
≠ ∆ = ∆∑ ∑ ∑% %       (8.17) 
However, both summations are positive semi-definite, being only equal to zero when 
0u u= ∆ =%  which is the optimal control when 0x =% .  Also, after the end of the control 
horizon, 0u u= ∆ =% .  Thus, this difference does not undermine the cost function’s 
convergence to zero, with that property being the key to proving that the control is 
stabilizing. 
 
8.2.5 Restrictions 
The restrictions of the Rawlings-Muske theorem are: 
- The output horizon must be infinite. 
- The system must be linear and open-loop stable. 
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- There must be at least one move in the control horizon. 
- Dual mode control must be applied. 
- The optimal control subject to constraints must be applied. 
- There must be no plant-model mismatch or disturbances. 
Of these restrictions, the first four do not present any difficulties.  It is only the last two 
conditions (optimal control and model error) that are of concern. 
 
8.3 NOMINAL STABILITY: SUBOPTIMAL CONTROL 
The preceding section proved the controller is stabilizing under fairly restrictive 
conditions.  One of the most concerning ones is the requirement for optimal control.  As 
mentioned in Chapter 6, the optimal unconstrained control is found and then modified 
using the saturation law.  As shown by Bemporad et al [73], such an approach sometimes, 
but not always, results in suboptimal control. 
This leads to the question of whether the saturation law can cause instability.  In 
the general case, this is most certainly true.  As an illustration, Rossiter [16] demonstrates 
that saturation leads to instability for a plant having the open-loop transfer function: 
1 1
1
0.1 (1 2 )
1 1.5
y z z
u z
− −
−
−
=
−
        (8.18) 
Because this plant has a pole lying outside the unit circle at z = 1.5, it is not open-loop 
stable.  Furthermore, the example quoted above used a finite rather than an infinite output 
horizon.  These are significant differences from the open-loop stable SCR system and the 
infinite output horizon MPC controller used here.  Therefore, further investigation is 
warranted. 
244 
In particular, an existing theorem by Scokaert, Mayne, and Rawlings [70] 
provides insight into the stability of suboptimal model predictive control.  There are 
several theorems given in that reference, with the one of interest being labeled as 
Theorem 4.  It is formulated for nonlinear, autonomous systems.  Following the pattern of 
the preceding section, the nomenclature, the theorem, its proof, its application to the 
MPC controller for SCR systems, and its restrictions are presented in the subsections that 
follow. 
 
8.3.1 Nomenclature 
Following the work of Scokaert, Mayne, and Rawlings, consider the nonlinear 
autonomous system: 
( )1 ,k k kx f x u+ =% % %         (8.19) 
where as before nkx ∈% R , 
m
ku ∈% R .  Furthermore, the state equation is assumed to be 
continuous at the origin with (0,0) 0f = .  The control objective is to regulate the system 
to the origin while satisfying the input and state constraints: 
Uku ∈%          (8.20) 
Xkx ∈%          (8.21) 
The controller has a set of decision variables: 
{ }1k k Npi ν ν + −= ⋅ ⋅        (8.22) 
This allows a quite general description of the controller.  For this specific application, the 
decision variables are the input schedule determined by a receding horizon controller of 
length N .  For that input schedule, the corresponding states are: 
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 { }1k k Nx xψ + −= ⋅ ⋅% %        (8.23) 
The end state has the requirement: 
Wk Nx + ∈%          (8.24) 
where W is a convex compact subset of the state space containing the origin.  Inside W a 
locally stabilizing control law is applied: 
( )Lu h x=% %          (8.25) 
Now, define a cost function: 
( ) ( ) ( )( )1, ,k N j j j
j k
x x L x uφ pi
+ −
=
= ϒ ⋅∑% % % %       (8.26) 
The weighting function is defined as: 
( ) 0xϒ =%     If Wx ∈%     (8.27) 
( ) 1xϒ =%     Otherwise    (8.28) 
The incremental cost ( ),L x u% %  must meet three requirements: 
(1) L  must be continuous at the origin with ( )0,0 0L = . 
(2) ( , ( )) 0LL x h x =% %  for all Wx ∈% . 
(3) There exists a K function ( )l r  such that ( ) ( )( ), ,L x u l x u≥% % % %  for all 
Wx ∉% and for all u% . 
Lastly, define a suboptimal dual-mode MPC controller.  For the sake of clarity, 
the definition given below is simplified, but consistent with, the one defined by Scokaert, 
Mayne, and Rawlings [70].  Specifically, at time k : 
If Wkx ∈% : 
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Set ( )k L ku h x=% %  
Otherwise: 
Select a control sequence kpi  and its corresponding state sequence kψ  
satisfying equations (8.19) through (8.21) at each instant of time and also 
satisfying ( ) ( )1 1, ,k k k kx u x uφ φ − −<% % % % .  Then, set ku% to be the first element of 
kpi . 
 
8.3.2 Scokaert-Mayne-Rawlings Stability Theorem 
The Scokaert-Mayne-Rawlings stability theorem (Theorem 4) [70] states: 
Let F represent the set of states for which there exists a control sequence 
satisfying equations (8.19) through (8.21).  The suboptimal dual-mode MPC law 
given above is asymptotically stabilizing within a region of attraction F . 
 
8.3.3 Proof 
The theorem’s proof is almost trivial.  The function ( ),xφ pi%  is considered a 
Lyapunov function.  When  Wkx ∉% , the control is selected using a suboptimal receding 
horizon MPC controller.  The only restrictions on the controller are that constraints must 
be satisfied and there is a continuous decrease in ( ),xφ pi% .  Because ( ),xφ pi%  is only zero 
at the origin x% =0, this convergence continues until either the origin is reached or Wx ∈% , 
whichever occurs first.  If it so happens that Wx ∈% occurs first, then the known locally 
stabilizing law ( )Lu h x=% %  is applied, which drives the system to the origin. 
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The idea of using the cost function as a Lyapunov function is a near universal 
approach for stability analysis of model predictive controllers [17], and in this case it 
permits stability to be established without requiring optimal control.  It is only necessary 
that the control be feasible and reduce the Lyapunov function.  For that reason, reference 
[70] aptly carries the sub-title “Feasibility Implies Stability.” 
 
8.3.4 Application 
For the sake of simplicity, the LTI state equation (8.1) is an acceptable form of 
the more general nonlinear form in equation (8.19).  At present, the controller enforces no 
state constraints, so equation (8.21) does not apply.  The ANR is limited to be between 
zero and some maximum value.  This can be written as: 
[ ], USS MAX SSu u u u∈ − − =%        (8.29) 
The decision variables in equation (8.22) are the inputs over an infinite output horizon 
( N = ∞ ).  However, since there is no requirement for the decision variables to be 
optimal, nothing prevents setting 0,k ju j nu+ = ∀ ≥% , which corresponds to the no terminal 
control method used here. 
The end state requirement can then be expressed as: 
{ }W 0x
∞
∈ =%          (8.30) 
This requirement is met since the LTI system of equation (8.1) exponentially approaches 
the origin when the input is set to 0u =% , as it is beyond the first nu control moves.  The 
corresponding locally stabilizing control inside W can be taken as 0u =% . 
The cost function in equation (8.26) can then be written as: 
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( ) ( )( ), ,j j
j k
x L x uφ pi
∞
=
=∑% % %        (8.31) 
Next, define: 
( ) ( ) ( )2 2 2,j j j jdyL x u x ud ωθ = + ∆  % % % %       (8.32) 
Recall that the incremental cost L  must meet three requirements.  By inspection, all are 
met by introducing only two restrictions.  The first restriction is that the slope of the 
conversion efficiency with coverage must be nonzero, which can be assured by setting 
the NOX conversion inefficiency target to something greater than zero.  The second 
restriction is that 0ω > , which is the usual case.  Note that in formulating the cost 
function, the frame of reference has been changed from ju%  to ju∆ % .  This still meets K 
function requirements for L . 
Combining equations (8.31), (8.32), and (8.11), and then simplifying allows the 
cost function to be written in the more recognizable form: 
( ) 12 22 2
0 0
,
nu
REF k i k i
i i
x y y uφ pi ω
∞ −
+ +
= =
= − + ∆∑ ∑% %      (8.33) 
The theorem also requires that the control schedule kpi must be feasible. The on-
line feasibility check ensures that the control is feasible when the second mode is 
reached.  Furthermore, the saturation law enforces constraints on the first nu elements.  
Hence, the MPC controller always gives a feasible control. 
Having established the connection between the MPC controller of this dissertation 
and the Scokaert-Mayne-Rawlings stability theorem, all that remains is to show that: 
( ) ( )1 1, ,k k k kx xφ pi φ pi− −<% %   if 1 0kx − ≠%     (8.34) 
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If this condition holds, then the control is stabilizing.  To demonstrate this, a more 
detailed discussion of saturation law effects is required, which is given in the following 
subsection. 
 
8.3.5 Saturation Law Effects 
There are three possible effects of the saturation law.  For Case A, the controlled 
input is unaffected.  For Case B, the controlled input is reduced to MAXu .  For Case C, the 
controlled input is set to zero.  The effects of these scenarios are described below under 
the assumption that the system is initially away from equilibrium ( 0kx ≠% ). 
 
8.3.5.1 Saturation Law Effect: Case A  
Recall that the MPC controller finds the input schedule which minimizes the cost 
function ( ),k kxφ pi% .  Since the system is autonomous: 
 ( ) ( )1 1, ,k k k kx xφ pi φ pi+ + <% %        (8.35) 
If the equation above were not true, then the controller would have selected a non-
optimal input schedule.  Comparing equations (8.35) and (8.34) shows that they are 
identical except the values of time are offset by one.  Since the value of k is arbitrary, 
then the requirements of the Scokaert-Mayne-Rawlings theorem are satisfied for Case A. 
 
8.3.5.2 Control Law Interpretation 
Next, note that the results of the unconstrained optimization provide important 
information about the current state.  Furthermore, for a given LTI system and given 
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controller tuning parameters, the minimum value of ( ),k kxφ pi%  depends only on the state 
kx% .  Therefore, from equation (8.35) it can be seen that the optimal control guarantees: 
1k kx x+ <% %          (8.36) 
Now denote the unconstrained optimal input at time k  as Oku% .  Knowing that value, if 
0Oku >% , then the optimal control move is to increase the coverage and therefore we also 
know that 0kx <% .  Conversely, if 0
O
ku <% , that means the optimal control move is to 
decrease the coverage and therefore 0kx >% . 
This characteristic suggests that the feedback law in the unconstrained case is of 
the form: 
xu H x= − %% %          (8.37) 
This conclusion is consistent with the work of Rossiter [16], who shows that the feedback 
law is in the form of a state feedback with a feed-forward term.  The feed-forward term 
does not appear in equation (8.37) since the reference has been defined as 0x =% . 
 
8.3.5.3 Saturation Law Effect: Case B 
The insights from the previous section can now be applied to Case B.  Here, the 
input is limited to MAX SSu u u= ≥ .  This means that after applying the saturation law, the 
input is 0ku ≥% .  Also, since 0
O
ku >% , then 0kx <% .  Physically, this means that the 
coverage is initially below the equilibrium value and the controller is attempting to drive 
it toward equilibrium.  This arrangement is shown in Figure 8.1. 
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( )1kx +%
Response With Ok ku u=% %
0
( )1 0k ux + =)%
( )1 Okk u ux + = )%%
 
Figure 8.1 State Evolution With Input Constraints 
Case B – Input Set to Maximum Value 
Since the system is open-loop stable, if the control is 0ku =%  then the state will 
asymptotically approach 0kx =% .  By the definition of the incremental cost, it is clear that: 
( )( ) ( )1 0 , ,k kux xφ pi φ pi+ = <%% %        (8.38) 
A restatement of equation (8.35) is: 
( )( ) ( )1 , ,Okk ku ux xφ pi φ pi+ = <% %% %        (8.39) 
From system linearity, it is known that: 
( ) ( ) ( )1 1 1 0Ok SATk k ku u u u ux x x+ + += = =≥ ≥% % % % %% % %       (8.40) 
Then, it is clear that: 
( ) ( )( ) ( ) ( ) ( )( )2 2 2 2 21 1 1 1 10 0max , min ,O Ok SAT kk k k k ku u u u u u u ux x x x x+ + + + += = = = =≥ ≥% % % % % % % %% % % % %   (8.41) 
From the form of equations (8.32) and (8.33) it can then be seen that: 
( ) ( )( ) ( )( ) ( )( )1 1 10, , , ,OSAT kk k k ku u u u ux x x xφ pi φ pi φ pi φ pi+ + += = => ≥ ≥% % % % %% % % %   (8.42) 
From equation (8.42) it is clear that: 
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( ) ( )( )1, ,SATk k u ux xφ pi φ pi+ => % %% %        (8.43) 
Comparing to equation (8.34) shows that this satisfies the requirements for the Scokaert-
Mayne-Rawlings theorem. 
 
8.3.5.4 Saturation Law Effect: Case C 
The analysis for Case C is analogous to that for Case B.  Here, the input is limited 
to 0u = .  This means that after applying the saturation law, the input is 0ku ≤% .  Also, 
since 0Oku <% , then 0kx >% .  Physically, this means that the coverage is initially above the 
equilibrium value and the controller is attempting to drive it toward equilibrium.  This 
arrangement is shown in Figure 8.2. 
k k+1 t
kx%
kx− %
Response With 0ku =%
Range of
Under saturation
( )1kx +%
Response With Ok ku u=% %
0
( )1 0k ux + =)%
( )1 Okk u ux + = )%%
  
Figure 8.2 State Evolution With Input Constraints 
Case C – Input Set to Zero 
Just as for Case B, equations (8.38) and (8.39) hold.  From system linearity, it is 
known that: 
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( ) ( ) ( )1 1 1 0Ok SATk k ku u u u ux x x+ + += = =≤ ≤% % % % %% % %       (8.44) 
Then, it is clear that: 
( ) ( )( ) ( ) ( ) ( )( )2 2 2 2 21 1 1 1 10 0max , min ,O Ok SAT kk k k k ku u u u u u u ux x x x x+ + + + += = = = =≥ ≥% % % % % % % %% % % % %   (8.45) 
Since equation (8.45) is the same as equation (8.41), then equation (8.43) must also hold.  
Therefore, the requirements of the Scokaert-Mayne-Rawlings theorem are also met for 
Case C. 
 
8.3.6 Restrictions 
The preceding sections showed that the controller was stabilizing.  Comparing to 
the restrictions in section 8.2.5 shows that the requirement for optimal control has been 
removed.  The remaining restriction of concern is that there must be no plant-model 
mismatch.  Therefore, the following two sections discuss robust stability. 
 
8.4 ROBUST MPC APPROACHES 
Mayne et al [17] and Rossiter [16] describe several approaches to achieve robust 
MPC.  These can be classified into three categories: (a) cut and try; (b) min-max MPC; 
and (c) feedback MPC.  These approaches are outlined below. 
In the cut and try approach, the controller is implemented based on some nominal 
system, neglecting uncertainty.  A follow-up analysis is then performed to assess 
robustness.  If the system is found to be lacking, the first line of defense is some type of 
controller retuning (e.g. changes in the weighting factor ω , output horizon length, control 
horizon length, embedded model).  If retuning is undesirable or unsuccessful, filtering 
can be employed as an alternative.  One such technique is the so-called T-filter [16] 
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which is essentially a low-pass filter on the measured outputs.  The idea is to affect the 
sensitivity function so that robust stability is achieved.  A more sophisticated technique is 
Youla parameterization. 
In the min-max MPC approach, the MPC controller considers several plants in 
parallel, and selects control action based on the cost functions and constraint violations of 
a finite number of plants.  Clearly, this is much more computationally intensive than 
traditional MPC.  Moreover, not all min-max approaches have stability guarantees.  This 
can be understood as follows.  The control action at each time step is determined by the 
“worst case” plant.  However, it is possible for the worst case plant to switch with each 
sample time.  In turn, continuous model switching can create instability.  Such an effect is 
described by Zheng and Morari [83], along with cost function reformulations to address 
it.  Namely, the infinity and 1-norms are used rather than the 2-norm in traditional MPC 
approaches [15]. 
With the feedback MPC approach, the input schedule is represented as a control 
law rather than a series of individual control moves.  If plant dynamics can be expressed 
in a simple analytical form, a robustness analysis can be completed to determine a set of 
control laws which ensure robust stability.  The MPC controller then selects from among 
this set at each instant of time.  Examples of this approach are the ONEDOF and 
NESTED techniques described by Rossiter [16].  This approach also simplifies much of 
the stability analysis presented in previous sections. 
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8.5 ROBUST STABILITY ANALYSIS 
Since excellent performance over the range of expected plants was demonstrated 
in Chapter 7, the cut and try approach to robust stability seems appropriate.  It brings the 
advantage of simplifying controller design, which is especially important given the 
limited computational power of ECMs.  The robust stability analysis that complements 
the empirical results is given below, and is based on the assumption that the plant is an 
LTI system. 
 
8.5.1 Plant and Model Dynamics 
It is assumed that both the plant and model are stable first order systems having a 
steady-state gain and a time constant.  To simplify the analysis, define the perturbation 
output as: 
REFz y y= −%          (8.46) 
Therefore, reusing the perturbation input from equation (8.10): 
,
, ,
1 z P
P P P
z P z P
K
z z u
τ τ
= − +& %% %        (8.47) 
,
, ,
1 z P
M M M
z M z P
K
z z u
τ τ
= − +& %% %        (8.48) 
The subscripts P and M correspond to the plant and model, respectively.  By inspection, 
both the plant and the model have equilibrium points 0z =%  when 0u =% . 
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8.5.2 Plant Uncertainty 
Now consider the potential difference in model and plant parameters.  Certainly, it 
is probable that 
, ,z P z Mτ τ≠  and , ,z P z MK K≠ .  However, the plant and model must both be 
stable and must have non-negative gains. 
Also recall that the MPC controller includes an on-line feasibility check which 
ensures REFy is attainable.  Also recall that, at each time step, the model predictions are 
adjusted so they are in perfect agreement with measurements.  This means that at 
equilibrium 0P Mz z= =% % .  By equations (8.47) and (8.48), this further requires 
0P Mu u= =% % .  In turn, at steady-state: 
, ,P P SS P M SS M Mu u u u u u= − = − =% %       (8.49) 
Note that this equation can be satisfied even if P Mu u≠ by making appropriate choices of 
,SS Pu  and ,SS Mu .  In other words, equations (8.47) and (8.48) admit the possibility of 
doser calibration uncertainty. 
 
8.5.3 Nature of the Control Law 
It was mentioned in Section 8.3.5.2 that the unconstrained MPC controller is well 
known in the literature to be a type of state feedback [16].  Taking into account the linear 
relationship between the perturbation state x%  and the perturbation output z%  allows the 
unconstrained control law of equation (8.37) to be written as: 
z Mu H z= − %% %          (8.50) 
Moreover, the gain zH % is known to be positive. 
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As discussed in Section 8.3, the saturation law can reduce the magnitude of the 
input u% , but it cannot change its sign.  Therefore, the constrained control law can be 
written as: 
,k z M ku H zζ= − %% %         (8.51) 
where the factor [0,1]ζ ∈ .  In addition, recall that equation (8.51) is only applied for the 
current time step and a new value of the input is found at the next time step by solving 
the optimization problem again.  Also, at the current time step, the model predictions are 
biased so that 
, ,M k P kz z=% % .  Combining with equation (8.51) results in: 
,k z P ku H zζ= − %% %         (8.52) 
 
8.5.4 Robustness in Continuous Time 
The transfer function corresponding to the state equation for the plant (equation 
8.47) is: 
,
,
Z ( )
U ( ) 1
z PP
P z P
Ks
s sτ
=
+
%
%
        (8.53) 
Combining with equation (8.52), the loop transfer function for a negative feedback 
system is then: 
,
,
L( )
1
z z P
z P
H K
s
s
ζ
τ
=
+
%
        (8.54) 
The Nyquist diagram for such a system is well known, being a circle passing through the 
origin and lying entirely in the closed right half plane [84].  Since the loop transfer 
function has no poles in the right half plane, and the Nyquist diagram does not encircle -1 
for any positive value of zH % , and the MPC controller is known to give only positive 
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values for the gain zH % , then the system is robustly stable for the complete range of 
plants. 
As a reminder, the Nyquist stability criterion is restricted to LTI plants with 
continuous time controllers. In reality, the MPC controller is a discrete time controller.  
Although instability could result from long sample intervals, there is always some 
sampling interval that is sufficiently short to permit the continuous time conclusions to 
apply to a discrete time controller. 
 
8.5.5 Robustness in Discrete Time 
The results of the previous subsection are significant because they reveal that 
plant-model mismatch cannot be a cause of instability with a sufficiently small sample 
interval.  A remaining question is whether it is possible to make any quantitative or at 
least qualitative statements regarding the required sample interval.  This subsection 
presents such an analysis. 
Again, the plant and the model are considered to be continuous time systems.  
This clearly applies to the plant, it also applies to the simplified model since continuous 
time analytic solutions are employed.  The governing equations for the plant and model 
are equation (8.47) and (8.48), respectively.  The solutions to these equations are known 
to be: 
( )( ), 1 , ,1P k P P z z P P kz H K zζ+ = Φ − − Φ %% %       (8.55) 
 ( )( ), 1 , ,1M k M M z z M M kz H K zζ+ = Φ − − Φ %% %       (8.56) 
where: 
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 
        (8.57) 
 
,
T
expM
z Mτ
 
Φ = −  
 
         (8.58) 
In deriving equations (8.55) and (8.56), the controller is assumed to be in discrete time.  
That is to say, the input is held constant over the sample interval, and the control law is as 
defined in equations (8.51) and (8.52).  This is consistent with implementation of the 
MPC controller. 
Now define the function: 
 ( )z zφ =% %          (8.59) 
This function is positive definite in the open region about the origin and equals zero at the 
origin.  Recall from equation (8.46) that at the origin REFy y= , which is the operating 
condition being targeted.  By the well known Lyapunov stability theorem, the plant is 
stable if: 
 ( ) ( ), 1 , 1 , ,P k P k P k P kz z z zφ φ+ += < =% % % %       (8.60) 
Combining equations (8.60) and (8.55) gives the following stability criterion: 
 ( )
,
1 1P P z z PH KςΦ − − Φ <%        (8.61) 
Recognizing that all terms in the equation (8.61) are positive, this criterion can be 
rewritten as: 
 
,
(1 ) 1
(1 )
P
z
P z P
H
K
ς + Φ< ⋅
− Φ%
        (8.62) 
Equation (8.62) establishes a relationship between sample interval and plant-
model mismatch to ensure the MPC controller remains stable.  In particular, note that the 
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term on the left-hand side is the gain found by the MPC controller after constraints are 
applied.  It is a function of the controller tuning parameters, the sample interval, and the 
simplified model gains and time constants.  The term on the right-hand side is a function 
only of the sample interval, the plant gain, and the plant time constant.  If a closed-form 
solution for the gain zHς %  were available, this expression could be used to determine the 
maximum permissible sample interval for any assumed amount of plant-model mismatch. 
Although the gain zHς %  is known to be positive, an analytical expression for it is 
not currently available.  Such an expression could possibly be derived with the aid of 
symbolic manipulation codes (e.g. MATLAB, Mathematica).  Based on preliminary 
investigations by the author, the resulting expression would be quite complicated.  This 
stems from the functional dependencies mentioned above and the need for matrix 
inversion to find the optimal control action (see equation 6.50).   
Nevertheless, it is still possible to make some qualitative statements regarding 
robustness in discrete time.  First, it is clear that in the absence of plant-model mismatch, 
the system is stable for any sample interval.  Recall that the Scokaert-Mayne-Rawlings 
theorem was applied in Section 8.3 to prove this.  Since in that case P MΦ = Φ  and 
, ,z P z MK K= , it is clear that: 
( )
,
(1 ) 1
(1 )
M
z z MAX
M z M
H H
K
ς ς+ Φ< ⋅ =
− Φ% %
      (8.63) 
More precise statements about discrete time robustness can be obtained by 
carrying this result forward.  In particular, a sufficient but not necessary condition to 
satisfy equation (8.62) is: 
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       (8.64) 
Combining equations (8.64) and (8.63) gives the stability criteria: 
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1 1
z MM P
M P z P
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K
− Φ + Φ
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+ Φ − Φ
       (8.65) 
This conservative criteria permits two additional statements regarding robustness 
in discrete time.  The first of these is as follows: 
Statement #1: If the plant and model have the same time constant, then the system 
is robustly stable as long as 
, ,z P z MK K≤ , regardless of the sample interval. 
 Specifically, if the time constants are the same, then P MΦ = Φ .  Therefore, if 
, ,z M z PK K≥  then equation (8.65) is satisfied and the system is stable.  Statement #1 
speaks to the gain margin of the controller.  The second statement is: 
Statement #2: If the plant and the model have the same gain, then the system is 
robustly stable as long as 
, ,z P z Mτ τ≥ , regardless of the sample interval. 
This result comes from recognizing that if 
, ,z P z Mτ τ≥ , then P MΦ ≥ Φ .  Therefore, 
equation (8.65) is satisfied and the system is robustly stable.  Statement #2 speaks to the 
phase margin of the controller. 
Together, statement #1 and #2 identify certain types of plant-model mismatch 
which cannot lead to instability.  In all other regions, equation (8.62) must be used to 
determine whether the system is stable.  This equation can be re-written as: 
,
,
,
T1 exp
T1 exp
z P
z z P
z P
H K
τ
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τ
 
+ −  
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 
%
       (8.66) 
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Note that as the sample interval T  approaches zero, the right-hand side of equation (8.66) 
approaches infinity.  As T  approaches infinity, the right-hand side approaches one.  
Since the quantity on the left-hand side is finite, this means there is always some sample 
interval which satisfies the form of the stability criterion given in equation (8.66).  By 
stating it as an equality rather than an inequality, the maximum permissible sample 
interval can be determined. 
 
8.5.6 Robustness Comments 
Finally, the stability analysis results are significant in two respects.  First, they 
provide confidence that the system will remain stable despite plant uncertainty.  Second, 
they provide a means for checking and selecting the sample interval in the face of plant-
model mismatch, once the MPC controller selects the gain.  Therefore, there seems to be 
little benefit to a min-max approach for SCR control. 
On the other hand, a remaining obstacle is the lack of a closed-form solution for 
the controller gain.  This barrier is removed by using feedback MPC, and that approach 
may warrant further investigation in the future. 
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CHAPTER 9 
FACTORS LIMITING SCR SYSTEM PERFORMANCE 
The preceding chapters introduced models and an adaptive model predictive 
controller for an SCR system.  System performance was quite good, meeting or 
exceeding requirements even in the face of plant uncertainty.  Despite these promising 
results, it has to be kept in mind that the performance of any system is sensitive to: 
- Controller design and tuning. 
- System (open-loop) capability and characteristics. 
- Sensor and actuator capability, including uncertainty and noise. 
- Disturbances which the system encounters. 
This chapter complements the prior chapters’ focus on the controller by exploring the last 
three effects listed above. 
In particular, system capability is known to be sensitive to mixture non-
uniformity.  Furthermore, the results of Chapter 6 and 7 are based on the assumption of a 
perfectly uniform ANR distribution (UI = 1.0).  A method for including these effects was 
introduced in Section 5.4, and is subsequently applied in Section 9.1 under both steady-
state and transient operating conditions. 
Both sensor and actuator uncertainty have been mentioned in previous chapters.  
Actuator uncertainty was studied in detail in Chapter 7, and to a great extent its effects 
were mitigated by the estimator.  Sensor noise due to mixture non-uniformity was 
described in Section 7.7, with the primary focus being its impact on estimator 
performance.  In Section 9.2, this effect is revisited and studied in more detail, this time 
focusing on its impact on system performance. 
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Certainly, the significance of temperature and temperature disturbances have been 
an ongoing refrain in this dissertation.  The tremendous impact of temperature on system 
dynamics was highlighted initially in Chapter 2.  Temperature excursions were then tied 
to the phenomenon of uncontrollable slip in Chapter 4.  Again, in Chapter 6, the dosing 
temperature threshold was shown to prevent AUS injection during a significant portion of 
the FTP cycle (see Figure 6.6).  This suggests that temperature may be a limiting factor in 
SCR system performance. 
Although the dosing temperature threshold and inlet gas temperature were 
assumed to be fixed, over time these constraints may be removed.  Specifically, current 
day diesel engines have variable-geometry turbochargers, intake throttles, common rail 
fuel systems, HC dosers, and DOCs.  These components offer tremendous opportunity to 
manage exhaust temperature, but at the sacrifice of fuel consumption.  Moreover, work is 
in progress to introduce new dosing systems which inject gaseous NH3 instead of AUS, 
thereby eliminating the dosing temperature threshold.  With a look to the future, Sections 
9.3 and 9.4 explore the impact of the dosing temperature threshold and exhaust 
temperature on achievable NOX conversion efficiency. 
 
9.1 MIXTURE NON-UNIFORMITY EFFECTS 
Using the methodology described in Section 5.4, the effect of mixture non-
uniformity was studied for both steady-state and transient operating conditions.  Results 
are summarized below. 
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9.1.1 Impact on Steady-State Performance 
The impact of mixture non-uniformity was studied for 13 different steady-state 
operating conditions for a 5.9L diesel engine (see Table 3.3).  The SCR converter used a 
copper-zeolite coating on a 400 x 7 substrate, with model parameters corresponding to 
the aged condition (see Table 5.1).  The substrate diameter was 267 mm and its total 
length was 279 mm. 
To quantify the achievable performance with this arrangement, a perfectly 
uniform ANR distribution (UI = 1.0) was assumed.  In completing the study, ANR was 
varied until one of two conditions was achieved: (a) the slip reached 10 ppm; or (b) the 
conversion efficiency reached 0.99.  The latter criterion was introduced since using only 
the slip limit can in some cases lead to excessively high ANR levels with negligible 
improvement in efficiency (see Figure 4.11). 
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Figure 9.1 Achievable Steady-State Conversion Efficiency (UI = 1.0) 
  The achievable conversion efficiency at each of the 13 modes is displayed in 
Figure 9.1 in the form of a bubble plot.  The bubble is centered on the speed-torque pair 
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that defines the operating point.  The bubble diameter is proportional to the conversion 
efficiency, and for reference the value is also displayed.  Note that conversion efficiency 
is below 0.99 at only the C-100 and R-100 operating points.  Also note that NOX 
conversion efficiency is just over 80% at R-100, indicating that with UI = 1.0, converter 
sizing would allow emissions compliance over the complete not-to-exceed (NTE) zone 
defined by EPA.  
The study was then repeated using a ten bin model and assuming UI = 0.85.  The 
decrease in conversion efficiency is displayed in Figure 9.2, again in the form of a bubble 
plot.  This graph provides insight into operating regions where mixture uniformity is of 
greatest importance.  Namely, the decrease in conversion efficiency is quite high in low 
temperature regions (A-25, B-25, and C-25) and in high space velocity regions (C-100 
and R-100).  However, there are many intermediate points where a change in uniformity 
index from 1.00 to 0.85 causes no change in achievable NOX conversion efficiency. 
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Figure 9.2 Decrease in Steady-State NOX Conversion Efficiency 
With UI = 0.85 Compared to UI = 1.0 
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The propensity for NH3 slip at low temperature and high space velocity can be 
explained as follows.  Steady-state NH3 slip is caused by an inability of supplied 
ammonia to find open catalytic sites before the converter outlet is reached.  At low 
temperatures, slow kinetics can only be counteracted by increasing coverage, which in 
turn leads to a decrease in available sites for NH3 adsorption.  Any gaseous NH3 that 
cannot find an open site by the converter exit contributes to slip.  On the other hand, at 
high space velocity the residence time of the gas in the converter is comparatively short.  
Even if the temperature and therefore the adsorption rate is high, residence times may be 
simply too brief to allow the desired amount of NH3 to reach the catalyst surface. 
Furthermore, mixture non-uniformity creates portions of the converter having a 
higher ANR than average, leading to higher than average slip.  This cannot always be 
compensated by regions of lower than average slip, since the relationship of slip to ANR 
is nonlinear.  
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Figure 9.3 Steady-State NOX Conversion Efficiency and NH3 Slip 
Vs Uniformity Index (A-25 Point) 
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Next, mixture non-uniformity effects were explored in more detail by varying UI 
at a low temperature operating point (A-25).  ANR was set using the same procedure 
described above.  The predicted NOX conversion efficiency and NH3 slip are plotted in 
Figure 9.3.  Beyond UI = 0.97, NOX conversion efficiency is insensitive to mixing.  In 
that range, space velocity is low enough (or alternatively, converter volume is large 
enough) that NH3 slip remains below the limit of 10 ppm.  As a result, there is no change 
in NOX conversion efficiency.  However, once the slip limit is reached, effciency drops 
quite rapidly. 
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Figure 9.4 Steady-State NOX Conversion Efficiency  
Vs Uniformity Index (R-100 Point) 
A similar study was conducted for a high temperature operating point (R-100), 
and the results are plotted in Figure 9.4.  In contrast with the results at A-25 in Figure 9.3, 
the NH3 slip remained on the limit of 10 ppm for the complete range of uniformity 
indices.  Comparing the two figures shows a more gradual decline in conversion 
efficiency with lower uniformity index at high temperature.  This is consistent with the 
rather small decrease in efficiency at high space velocities shown in Figure 9.2.   
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Taken together, these three figures (Figures 9.2 through 9.4) portray both how and 
where mixture non-uniformity is important.  Such information is important for focusing 
mixer CFD modeling and testing where they are most needed.  Although the trends 
reported above are well grounded in the physics, the specific sensitivities may be problem 
dependent.   
To explore this effect, the uniformity index study at the R-100 point was repeated 
but for a modified set of catalyst parameters.  In particular, the frequency factor for NH3 
oxidation (reaction (R6)) was set to zero, completely disabling this effect.  Although such 
a change may not correspond to any particular catalyst, a distinguishing characteristics of  
copper-zeolite from iron-zeolite and vanadium-based catalysts is its much higher activity 
for NH3 oxidation.  The importance of this reaction to NOX conversion efficiency and its 
sensitivity to mixture non-uniformity are shown in Figure 9.5. 
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Figure 9.5 Steady-State NOX Conversion Efficiency  
Vs Uniformity Index With and Without NH3 Oxidation (R-100 Point) 
The higher maximum conversion efficiency without NH3 oxidation is due to the 
fact that competition for adsorbed NH3 between oxidation and NOX reduction reactions 
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has been eliminated.  Unfortunately, conversion efficiency is then much more sensitive to 
mixture uniformity.  This difference is easily explained.  Specifically, non-uniformity 
causes some of the channels to have higher than desired ANR.  Any oxidation that 
reduces this excess NH3 also reduces the slip.  A very similar effect could be achieved by 
placing an AMOX downstream of the converter.  However, the price of this reduced 
sensitivity is increased AUS consumption.  For example, Figure 9.5 shows that when the 
uniformity index is 0.925 the conversion efficiency is identical for either catalyst.  
However, the ANR with NH3 oxidation is 1.241, whereas without NH3 oxidation it is 
0.824. 
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Figure 9.6 Steady-State NOX Conversion Efficiency  
Vs Uniformity Index At Differing Inlet NOX Mole Fractions (R-100 Point) 
In addition, the impact of the inlet NOX mole fraction was examined.  This is 
especially relevant since the 5.9L engine used for these studies is certified against 2002 
EPA on-highway standards of 2.5 g/hp-hr NOX, whereas the ISX07-485 HP engine which 
was run on the SET and FTP cycle is certified to 2007 EPA on-highway standards of 1.2 
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g/hp-hr NOX.  To approximate this difference, inlet NOX mole fraction was simply 
multiplied by a factor of 0.50. 
As shown in Figure 9.6, the sensitivity of NOX conversion efficiency to 
uniformity index is very similar for both NOX levels.  However, the attainable NOX 
conversion efficiency increases as inlet NOX mole fraction decreases.  This can at least be 
partially explained by the fact that the slip limit is in terms of ppm rather than a 
percentage of the inlet NH3 mole fraction.  For the same ANR, reducing the inlet NOX 
mole fraction lowers the inlet NH3 mole fraction and, all other factors being the same, 
this in turn lowers the outlet NH3 mole fraction.  That effect increases margin against the 
NH3 slip limit, allowing a modest increase in ANR and, along with it, an increase in NOX 
conversion efficiency. 
 
9.1.2 Impact on Transient Performance 
Although the steady-state results of the previous subsection provide insight into 
mixture non-uniformity effects, the fact remains that EPA judges emissions compliance 
based on transient test cycles.  Therefore, corresponding studies were completed for the 
SET and FTP cycles.  The boundary conditions corresponded to the ISX07-485 HP 
engine and the converter dimensions were unchanged from those reported in Section 
6.10.  However, the catalyst model parameters were updated to represent the aged 
condition and nominal loading.  The doser calibration was also assumed to be nominal. 
The mass average NOX conversion efficiency and maximum NH3 slip for a range 
of uniformity indices is reported in Figure 9.7 for a repeated SET cycle.  Only results for 
the third of three cycles are shown.  For these simulations, the MPC controller was used 
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to determine the ANR at each input update interval.  Furthermore, no controller retuning 
or embedded model updates were made from the perfect mixing base case. 
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Figure 9.7 Mass Average NOX Conversion Efficiency  
and Maximum NH3 Slip on the SET Cycle 
As a Function of Uniformity Index 
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Figure 9.8 Time History of Temperature and NH3 Slip During the SET Cycle 
UI = 0.75 
Figure 9.7 shows a very gradual decrease in NOX conversion efficiency with 
lower uniformity index, somewhat reminiscent of the trends at the R-100 point (see 
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Figure 9.4).  This is not surprising, given that the SET cycle is heavily weighted toward 
moderate speeds and high loads. 
There is also a significant increase in NH3 slip below UI = 0.85, with values 
quickly exceeding the instantaneous limit of 20 ppm.  Figure 9.8 provides more detail on 
this behavior, showing the gas temperature and NH3 slip for the case of UI = 0.75.  The 
maximum NH3 slip occurs during a rapid increase in temperature near t = 200 seconds, 
which is the transition from low idle to A-100 operating points.  This is a classic example 
of uncontrollable slip.  Since the MPC controller does not take sudden temperature 
excursions directly into account, it is unable to prevent it without some degree of 
controller retuning and/or embedded model updating. 
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Figure 9.9 Mass Average NOX Conversion Efficiency 
Vs Uniformity Index for FTP Cycle (with Controller Retuning) 
A similar study was completed on the effects of mixture non-uniformity during 
the FTP cycle.  In this case, seven consecutive FTP cycles were run and only the results 
of the seventh cycle are reported.  Since the performance on this cycle is frequently NH3 
slip limited, the controller was retuned as required to maintain the maximum value below 
20 ppm.  However, there were no changes to the embedded model.  Figure 9.9 shows the 
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decrease in mass average NOX conversion efficiency with lower uniformity index.  If a 
uniformity index of 0.91 or greater can be attained, the loss in efficiency from the ideal 
case if five percentage points or less.  Moreover, this allows the required conversion 
efficiency of 80% to be reached. 
The degradation in NOX conversion efficiency with uniformity index on the FTP 
cycle is much more rapid than on the SET cycle.  This is indicative of the much stronger 
importance of mixture uniformity seen at low temperature (compare Figures 9.3 and 9.4), 
and the fact the temperature is much lower on the FTP cycle than the SET cycle (compare 
Figures 6.1 and 6.2).  
 
9.2 SENSOR NOISE EFFECTS 
It was mentioned in Section 7.7 that mixture non-uniformity can lead to error 
between sensor readings for outlet NOX and NH3 mole fractions and their true mean 
values.  That error can be divided into two components: (a) random variation or noise 
about the true mean; and (b) bias in the mean.  The contribution of each component to the 
achievable NOX conversion efficiency on the SET and FTP cycles is discussed below. 
 
9.2.1 Effect of Unbiased Sensor Noise 
To quantify the effect of unbiased sensor noise, a ten bin plant simulation was 
used to represent mixture non-uniformity.  A uniformity index of 0.90 was assumed, 
which again would be representative of good mixer design.  Embedded model parameters 
were updated to reduce plant-model mismatch (see Table 5.2, option 2).  Noise was 
introduced by randomly shuffling the sensor reading between each of the ten bins.  In 
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agreement with Section 7.7, predictions were only made for an aged and lightly loaded 
catalyst.  However, the doser calibration scale factor was set to 0.9, 1.0, and 1.1 to 
include this additional uncertainty. 
The SET cycle was then repeated six times, and the mass average NOX 
conversion inefficiency and maximum NH3 slip were found for the last cycle.  When the 
sensor reading was set to the mean value (no noise), the average NOX conversion 
inefficiency for the three different doser scale factors was 0.0511 and the average 
maximum NH3 slip was 19.1 ppm.  On the other hand, when the sensor reading was 
randomly shuffled between the ten bins (with unbiased noise), the average NOX 
conversion inefficiency for the three different doser scale factors was 0.0790 and the 
average maximum NH3 slip was 12.9 ppm.  Therefore, the presence of unbiased noise 
causes the efficiency to degrade by approximately 0.028.  The range in conversion 
efficiencies either with or without noise was on the order of 0.003 to 0.005, so this shift is 
many times larger than the range for either arrangement. 
A similar study was completed for the FTP cycle.  As usual, the cycle was 
repeated several times and only the results for the last one are reported.  Since FTP 
performance is known to be sensitive to doser calibration, the doser scale factor was 
assigned to estimator results from the repeated SET runs mentioned above.  The 
controller was also retuned by reducing the maximum allowable ANR ( MAXu ) until NH3 
slip was below 20 ppm. Then, in the absence of noise, for the three doser scale factors the 
average NOX conversion inefficiency was 0.238 and the average maximum NH3 slip was 
14.2 ppm.  In comparison, with unbiased noise, these values changed to 0.241 and 14.0 
ppm.  This difference in average NOX conversion inefficiency of 0.003 is smaller that the 
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range either with or without noise.  Therefore, this shift is not considered to be 
statistically significant. 
In summary, unbiased noise led to a small degradation in NOX conversion 
efficiency on the SET cycle.  However, there was no corresponding change in 
performance on the FTP cycle.  In both cases, noise on the sensor readings led to 
corresponding noise in the ANR command.  Since the time constant of the system is very 
long for most of the FTP cycle, these input variations are for the most part filtered by the 
converter.  To some extent, controller retuning also compensated for this phenomenon.  
Since filtering is much less significant on the SET cycle, and no controller retuning was 
used there, the performance offset is larger. 
 
9.2.2 Effect of Sensor Bias 
Keeping in mind that sensor positions are fixed relative to the SCR converter and 
AUS doser, the assumption of unbiased sensor readings may be suspect.  First of all, it 
requires that positions exist where readings always equal mean values.  Furthermore, it 
assumes sufficient time and effort have been invested to locate these positions.  From this 
point of view, it seems some sensor bias will always be present. 
To estimate the effects of sensor bias, the SET and FTP cycles were re-run, but 
with NOX and NH3 sensor readings fixed to one of the ten bins.  In particular, runs were 
made using the output from the 4th, 5th, 6th, and 7th bins.  This covers a large portion of the 
outlet plane (~ 40%), grouped near the average ANR.  Since CFD analysis and 
experimental testing can be used to develop mixer designs, it is a reasonable assumption 
that sensors will be placed in one of these more favorable locations.  Since mixture 
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uniformity effects are well known, a reasonably good uniformity index of 0.90 is 
assumed.  Because the main intent is to characterize sensor bias effects, only aged and 
lightly loaded conditions were examined. 
The SET cycle was then run for each of the selected sensor positions mentioned 
above.  Controller and estimator tuning parameters were unchanged from those reported 
in Tables 6.3 and 7.3.  Only the results for the last of six consecutive cycles are reported 
below.  Figure 9.10 shows the mass average NOX conversion inefficiency and maximum 
NH3 slip as a function of the bin’s ratio of local to mean ANR.  The inefficiency and slip 
values are the means over the entire outlet plane of the converter. 
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Figure 9.10 Sensitivity of SET Cycle Performance to 
Local ANR At Outlet Sensor Location (UI = 0.90) 
Clearly, sensor bias has significant impact on closed-loop system performance.  
Not surprisingly, as the ratio of local to mean ANR is increased, conversion inefficiency 
increases.  This is true since the controller judges the performance of the entire converter 
based on the sensor reading.  Thus, if the sensor is placed where ANR is higher than the 
mean, then the NOX conversion inefficiency there will also be lower than the mean.  The 
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controller adjusts the mean ANR to pull the NOX conversion inefficiency at the sensor 
location to the reference value.  If the controller is successful in achieving this goal, then 
the mean NOX conversion inefficiency for the entire converter will actually be somewhat 
larger than the reference. 
The NOX conversion inefficiencies shown in Figure 9.10 are much larger than the 
results when the sensor is assumed to read the true mean value.  One portrayal of this 
difference is given in Figure 9.11, where the x-axis is the mass average NOX conversion 
inefficiency and the y-axis the maximum NH3 slip.  It can be seen that when new sensor 
positions are selected without retuning the controller, a trade-off curve between NOX 
conversion inefficiency and NH3 slip is created.  The point corresponding from the ideal 
case, where the sensor reads the true mean value, is also shown.  Interestingly, this point 
appears to be on the same trade-off curve. 
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 Figure 9.11 Trade-Off Between NOX Conversion Inefficiency 
and NH3 Slip on the SET Cycle 
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This result is consistent with intuition.  That is to say, since a closed-loop 
controller is used, any bias in sensor readings creates a corresponding bias is the true 
system output.  Stated another way, degrading the quality of the output measurement 
degrades the quality of the closed-loop performance.  However, the open-loop capability 
of the system has not changed.  Thus, if it were possible to correct for sensor error, 
theoretically it would be possible to attain the same level of performance as the perfect 
sensor arrangement. Although this ideal may in practice never be achieved, it 
nevertheless provides a framework for explaining the behavior exhibited in Figure 9.11. 
Specific actions for mitigating sensor error (or alternatively for rejecting output 
disturbances) include correcting the sensor reading using static or dynamic maps, 
modifying set-points, or altering constraints. 
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Figure 9.12 Estimated Doser Scale Factor 
Versus Local ANR At Outlet Sensor Location (UI = 0.90) 
As mentioned in Chapter 7, the SET cycle is used to estimate the doser scale 
factor.  Varying sensor errors with sensor position calls into question whether the 
estimator will continue to converge and, if so, whether the resulting doser scale factor 
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provides insight into sensor reading quality.  In particular, Figure 9.12 shows the 
estimator scale factor at the end of the sixth SET cycle for each of the four sensor 
locations.  Despite increased plant-model mismatch, the estimator continued to converge.  
Moreover, the trend in the estimated doser scale factor mirrors the ratio of local to mean 
ANR at the measurement location.  Thus, the estimator provides a diagnostic on the 
quality of the sensor reading. 
The corresponding results for the FTP cycle are now given.  Here, the doser scale 
factor in the embedded model was set to the estimator results shown in Figure 9.12.  To 
limit NH3 slip, the maximum ANR was limited to 2.0, which gives acceptable slip when 
the sensor reading equals the mean value.  No other changes were made to the estimator 
or controller.  Figure 9.13 shows the mean values for the mass average NOX conversion 
inefficiency and maximum NH3 slip for each of the four sensor locations.  The trends are 
quite similar to those for the SET cycle shown in Figure 9.10. 
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Figure 9.13 Sensitivity of FTP Cycle Performance to 
Local ANR At Outlet Sensor Location (UI = 0.90) 
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Moreover, the NOX conversion inefficiencies with sensor bias are appreciably 
higher than without sensor bias.  A similar trade-off curve is generated by relocating the 
sensor, as shown in Figure 9.14.  However, in this case it is not so obvious that the trade-
off curve will intersect the point corresponding to the ideal (mean value) sensor. 
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Figure 9.14 Trade-Off Between NOX Conversion Inefficiency 
And NH3 Slip on the FTP Cycle 
As will be shown in Section 9.3.3, there is an implicit storage limit on the FTP 
cycle.  This means that the trade-off curve in Figure 9.14 asymptotically approaches a 
vertical line at some value of NOX conversion inefficiency.  If that vertical line passes 
near the diamond symbol shown in Figure 9.14, it is much easier to envision that all of 
the points are on a single trade-off curve. 
Furthermore, recall that the maximum ANR limit ( MAXu ) was used as a tuning 
parameter for NH3 slip control. Thus, by varying this parameter it may be possible to 
restore at least some of the loss in NOX conversion efficiency shown above.  This 
hypothesis was checked with the sensor position corresponding to the 7th bin.  That 
arrangement corresponds to a ratio of local to mean ANR of 1.10, which gives the largest 
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NOX conversion inefficiency shown in Figure 9.14.  Nevertheless, by increasing MAXu  
from 2.0 to 4.2, it was possible to lower the NOX conversion inefficiency to 0.258, while 
the maximum NH3 slip increased to 16.2 ppm.  This is comparable to the inefficiency of 
0.238 with a slip of 13.4 ppm achieved by the ideal sensor.  Therefore, sensor bias on 
FTP can be largely overcome with controller retuning. 
 
9.3 DOSING TEMPERATURE THRESHOLD EFFECTS 
As shown originally in Figure 6.7, shortly into the New York, non-freeway cycle 
(near t = 100 seconds), AUS dosing is interrupted and does not resume until about t = 450 
seconds.  Figure 6.1 reveals that this is caused by the temperature dropping below the 
dosing threshold of 220 deg C.  During that period, the instantaneous NOX conversion 
efficiency is much lower than desired.  Therefore, there is reason to suspect that average 
conversion efficiency may be improved by lowering or eliminating the temperature 
threshold.  This relationship is explored in the following subsections. 
 
9.3.1 Technologies for Reducing or Eliminating the Threshold 
There are at least three avenues for eliminating or reducing the dosing 
temperature threshold.  They are: 
- Catalytic surfaces for promoting thermolysis and hydrolysis. 
- Alternative NH3 carriers which do not form deposits. 
- NH3 generation prior to injection. 
These approaches can be pursued either individually or in combination.  For example, 
one novel approach proposed by Hitachi [85] uses two AUS injectors in parallel.  The 
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smaller one introduces AUS into a bypass passage containing an electrical heater and a 
hydrolysis catalyst.  This is the only means of reductant injection at low temperatures, 
which are generally also at low NOX flow rates. At higher NOX flow rates, which 
generally also occur at higher temperatures, both injectors are used. 
Another alternative is to use ammonium formate in place of urea as the NH3 
carrier.  The corresponding aqueous solution is a commercial product called DeNoxium 
Plus and is produced by the Finnish chemical company Kemira.  Ammonium formate 
decomposes into NH3 and formic acid, which can then be converted into NH3 in 
analogous manner to the hydrolysis of isocyanic acid which forms from urea.  This 
alternative has been examined by conducting flow reactor experiments on an iron-zeolite 
SCR catalyst with formic acid as the reductant [86].  Unfortunately, the tests showed that 
low temperature NOX conversion efficiency was lower than when NH3 was used as the 
reductant.  Furthermore, undesirable by-products were produced over the catalyst. 
There is also substantial work on alternate dosing systems to inject gaseous NH3 
rather than AUS, without resorting to on-board anhydrous ammonia storage which is 
limited by on-highway safety regulations.  Some of these systems generate NH3 directly 
from AUS through a combination of heating and catalysis.  Others use ammonia salts 
such as ammonium carbamate or metal ammine complexes as solid carriers for NH3 [87].  
Upon heating, these compounds release NH3 upstream of the injection nozzle, offering 
the dual benefits of low temperature injection and reduced storage volume.  Still others 
use a metal skeleton and metal chlorides for NH3 storage, with the ammonia again being 
released upon heating [88].  This system also provides a substantial reduction in storage 
volume. 
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9.3.2 Impact of Temperature Threshold on FTP Performance 
If the technologies mentioned above prove viable, the dosing temperature 
threshold can be eliminated.  This would mainly affect performance on the FTP cycle, 
since the temperature on the SET cycle is nearly always above the threshold.  Therefore, 
FTP predictions were repeated for the ISX07-485 HP engine with dosing temperature 
thresholds of 220, 200, and 180 deg C.  Since the average catalyst temperature is always 
above 180 deg C for a repeated FTP cycle, the lowest of these temperatures also 
represents the case where there is no temperature threshold.  To reduce computational 
effort, calculations were restricted to the case of perfect mixing, with an aged and lightly 
loaded catalyst, and a doser injecting 10% more than the commanded amount of NH3.  
This is the worst case combination from an NH3 slip standpoint.  To ensure that the 
maximum NH3 slip remained below 20 ppm, the controller was retuned by changing the 
maximum permissible ANR and the target NOX conversion inefficiency. 
Interestingly, the mass average NOX conversion efficiencies for the three 
temperature thresholds mentioned above were all equal within +/- 1%, and lower dosing 
temperature thresholds did not necessarily correspond to higher NOX conversion 
efficiency. 
 
9.3.3 Implicit Storage Limit 
In completing the study described above, it was discovered that the same 
performance could be achieved with much different controller parameters.  For example, 
with a dosing temperature threshold of 220 deg C, nearly identical average NOX 
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conversion efficiency and maximum NH3 slip was achieved by setting the maximum 
permissible ANR to 2.5 and the target NOX conversion efficiency to 0.03 or by using a 
maximum permissible ANR of 3.8 and target NOX conversion inefficiency of 0.10. 
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Figure 9.15 Time Histories During the FTP Cycle 
It was also noted that the peak NH3 slip always occurred during the Los Angeles 
freeway segment of the FTP cycle, at the rapid increase in temperature near t = 660 
seconds.  This is illustrated in Figure 9.15, which also shows that the maximum slip 
occurred when ANR was set to zero.  Recalling the slip dynamics discussed in Chapter 4, 
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this is again an example of uncontrollable slip.  The maximum slip is in this case a 
function of the average coverage at the time when dosing is halted near the start of the 
temperature ramp.  The fact that multiple controller settings gave virtually identical 
maximum slip at nearly this same time and also had nearly identical mass average 
conversion efficiency suggests that there is an implicit coverage limit at the mid-point of 
the FTP cycle which limits the achievable performance. 
More insight into this behavior can be gained by examining the change in the state 
transition matrix over time.  Recall that it is set to one at the start of each experiment and 
its value represents the fraction of the initial coverage remaining on the catalyst surface.  
By changing the experiment length to 300 seconds, the resetting of Φ can be 
synchronized with the start of each 5 minute FTP segment. 
0 300 600 900 1200
0
0.2
0.4
0.6
0.8
1
Time [s]
 
 
Completion Fraction
Time Factor, Phi
t*
NYNF NYNFLANF LAFW
 
Figure 9.16 State Transition Matrix During an FTP Cycle 
Figure 9.16 shows how Φ changes from the start to the end of each segment.  For 
convenience, the segments are also labeled (NYNF = New York, non-freeway; LANF = 
Los Angeles, non-freeway; LAFW = Los Angeles, freeway).  The dashed line shows the 
completion fraction for each segment and the solid line is the change in Φ over time.  The 
broken line labeled *t corresponds to the time in Figure 9.15 where ANR goes to zero at 
the start of the temperature ramp.  One of the striking features of this plot is that fact that 
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there is so little change in Φ during the first half of the cycle.  Approximately 90% of the 
initial coverage at time t = 0 remains by the time t =  *t .  This is due to the very long time 
constants at low temperature.  In fact, Φ only changes appreciably during the Los 
Angeles freeway segment of the cycle. 
This plot clearly shows that that long time constants limit the ability to manage 
coverage and therefore NOX conversion efficiency during the first half of the cycle 
without violating the NH3 slip limit on the temperature ramp.  This accounts for the 
insensitivity of the results to the dosing threshold as well as nearly identical results with 
multiple controller parameter sets. 
 
9.4 EXHAUST TEMPERATURE EFFECTS 
This dissertation has shown that low temperature presents three distinct 
challenges to obstacles to high NOX conversion efficiency.  The first challenge is that, if 
temperature drops below the dosing temperature threshold, AUS cannot be dosed.  In this 
condition, NOX reduction is wholly dependent on stored NH3.  The second challenge is 
the exponential relationship between reaction rates and surface temperature.  This 
dependency means that, below some temperature, there is a dramatic reduction in the 
achievable conversion efficiency.  This trend is quite apparent in the flow reactor data 
used to develop the converter model.  For example, Figure 3.6 shows a precipitous drop 
in NOX conversion efficiency below 250 deg C.  The third challenge is the very long time 
constants that occur at low temperature.  As a result, it is very difficult to achieve good 
tracking error using reasonable input, while at the same time maintaining acceptable NH3 
slip. 
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The sensitivity of NOX conversion efficiency to temperature on relatively cold 
cycles such as the FTP are therefore very much of interest.  As mentioned at the 
beginning of this chapter, current diesel engines have the ability to manipulate exhaust 
temperature, a capability that was implemented to allow forced DPF regenerations.  This 
capability may also be quite useful for improving SCR system performance, but with an 
associated fuel penalty. 
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Figure 9.17 Impact of Exhaust Temperature Increase on Mass Average 
NOX Conversion Inefficiency During the FTP Cycle 
Therefore, the effects of exhaust temperature were studied by shifting the SCR 
inlet temperature during the FTP cycle by 20, 30, and 40 deg C.  The target NOX 
conversion inefficiency was maintained at 0.03, and the maximum permissible ANR was 
adjusted as needed to keep NH3 slip below 20 ppm.  This controller retuning permitted a 
slight increase in NOX conversion efficiency, as the slip limit was enforced for only the 
nominal plant rather than the worst case one.  To reduce computational effort, perfect 
mixture uniformity was assumed. 
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Figure 9.17 shows the resulting change in NOX conversion inefficiency.  There is 
initially comparatively little improvement, but eventually the performance asymptotically 
approaches the reference value of 0.03.  Keeping in mind that tailpipe NOX is 
proportional to inefficiency, there is over a factor of two reduction in emissions to 
ambient.  This advantage could be used to substantially increase engine out emissions 
while still maintaining emissions compliance.  Without question, such manipulation of 
exhaust temperatures or thermal management, presents significant promise.  However, 
the trade-offs between fuel and AUS costs would have to be considered. 
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CHAPTER 10 
CONCLUSIONS AND FUTURE WORK 
10.1 SUMMARY OF RESEARCH CONTRIBUTIONS 
This dissertation has made contributions to both the modeling of catalyst systems 
and their control.  They are outlined in the following subsections, along with comments 
regarding their generality. 
 
10.1.1 Modeling Contributions  
With respect to modeling, the contributions are two-fold. 
First, a generalized, switched coverage model was developed using on-line 
eigenvalue and equilibrium point estimation.  The technique permits real-time simulation 
over the entire temperature range for DPF-SCR aftertreatment systems, a problem that is 
emerging as they first come to production.  It was further shown that time scales decrease 
exponentially with temperature, owing to reaction rates that follow the Arrhenius 
equation.  This behavior is representative of virtually any chemical system such as 
batteries, fuel cells, and the like.  For these systems, if the temperature range is large 
enough to cause significant swings in time scales, the switched model may be of value.  
Thus, these problems are more likely to occur in applications having uncontrolled 
operating temperature and / or start-up transients.  Such events are quite common in the 
automotive and defense fields, perhaps less so in the chemical industry where 
temperatures are tightly regulated to maximize product yields. 
It also has to be kept in mind that although the switched model was developed for 
a chemical system, there are many other nonlinear systems that experience significant 
changes in their time scales and therefore may benefit from this approach. Thermal 
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systems are one such example.  Specifically, time scales for energy storage are inversely 
proportional to the heat transfer coefficient, which for turbulent flow has a power law 
relationship to mass flow rate.  Thus, operation well away from the design point or during 
start-stop cycles can lead to dramatic swings in the time scales of interest. 
The second modeling contribution is a methodology for including mixture non-
uniformity in one-dimensional catalyst models.  This technique was shown to be suitable 
for real-time simulation.  Moreover, the effects of non-uniformity on steady-state and 
transient performance were quantified and found to be significant.  These findings will 
not only improve real-time catalyst models, but also help direct experimental studies and 
multi-dimensional modeling on the problem of mixture non-uniformity. 
 
10.1.2 Control Contributions  
With respect to control, the contributions are two-fold. 
Foremost, this dissertation has presented the first model predictive controller for 
SCR systems.  The significance of this accomplishment comes not only from the fact that 
it is original work and is applicable to all SCR systems, but also that it was implemented 
in a way that overcomes the obstacles of computational effort and recursive feasibility 
that have limited MPC applications in the past.  As stated above, there are many different 
choices when designing a model predictive controller (e.g. choice of model, control 
action degrees of freedom, optimizer, control horizon length, output horizon length, cost 
function) and wise choices are needed if the controller is to be practical.  Given the 
growing interest in MPC for automotive applications, many of the methods used here 
292 
(e.g. successive model simplification, varying terminal cost) will likely be used in other 
applications. 
It must also be stressed that tuning of the resulting controller is quite intuitive and 
that the need for set-point maps and gain scheduling is eliminated.  This must not be 
underestimated, as the complexity of today’s controllers is a barrier to effective system 
integration.   
To illustrate, catalyst developers evaluate different coatings on flow reactors, 
using the steady-state NOX conversion efficiency versus temperature curve as their 
primary measure.  However, the dynamic characteristics of the catalyst are also affected, 
and for a fair comparison current controllers must be retuned.  Since catalyst 
manufacturers are not responsible for controlling the system and their product is a coating 
and not a model, their rate of progress is limited by the time needed for their customer to 
fit a model, tune a controller, and simulate an emissions test cycle.  Today, this is quite 
typically a multiple month effort. With the controller presented here, these steps could all 
be done by the catalyst manufacturer and even included in the work flow for evaluating 
future catalysts. 
At the other end of the spectrum, system integration engineers must size catalysts 
and choose key engine componentry early on in the development process (e.g. 
turbochargers, exhaust gas recirculation coolers), with the lead-times for these 
components typically being 16 to 20 weeks.  Since emissions are demonstrated on 
transient cycles, some means of simulating both the SCR system and its controller are 
required.  Although these engineers are not controls experts, they are capable of applying 
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the controller presented here.  The end result is better design decisions on long lead time 
components, leading to lower development costs and better product launches. 
It can then be seen that the MPC controller, the generic SCR catalyst model, and 
the model calibration procedures presented in this dissertation are a cadre of tools for 
SCR development.  Together, they provide a vehicle of collaboration among catalyst, 
controls, and system integration engineers. 
The second contribution in the controls area is an estimator for determining the 
gain of a nonlinear system using Pareto optimization, time scale separation, and statistical 
uncertainty.  This portion of the dissertation is quite general and can be applied to many 
other systems.  Moreover, as the estimator is separate from the controller, it is not 
restricted to use with a model predictive controller.  Rather, it can be used with any 
controller that uses an embedded model. 
 
10.2 FUTURE WORK 
Although this dissertation makes significant contributions to the field of SCR 
modeling and control, the focus is primarily on medium and heavy-duty on-highway 
applications, with a system configuration that will be used in the 2009 – 2010 timeframe.  
However, over time there will be changes in the way the system is applied and 
configured.  Moreover, unanswered SCR modeling and control questions remain.  Some 
promising research opportunities are outlined below. 
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10.2.1 System Integration 
In developing the controller, SCR inlet conditions were assumed to be given and 
unchangeable.  However, overall system performance can only be optimized by 
considering the boundary conditions as degrees of freedom.   
Specifically, recall from Chapter 9 that significant NOX conversion efficiency 
improvements were realized through thermal management, or the manipulation of 
exhaust gas temperature.  There are a number of ways of accomplishing this goal.  They 
include post-injection inside the cylinder, injecting diesel fuel upstream of a DOC or fuel 
reformer, variable valve timing, and air-fuel ratio control.  Each approach has its own 
fuel consumption and engine out NOX penalty.  Optimizing the engine-aftertreatment 
system combination to minimize fuel consumption, while still meeting emissions 
requirements and managing DPF soot load, is both a significant challenge and a 
significant opportunity. 
Moreover, engine out emissions management also presents an area for further 
study.  For example, it may be possible to supplement SCR with low temperature 
combustion strategies such as pre-mixed charge compression ignition (PCCI).  This 
would lower AUS consumption, but with some impact on fuel consumption and DPF soot 
regeneration.  An alternate strategy would be to increase engine out NOX at low to 
moderate temperatures to achieve passive regeneration of the DPF, while still meeting 
tailpipe NOX requirements via increased AUS injection.  In these scenarios, the NOX 
conversion inefficiency target may not be a constant value as with the current controller, 
but instead a commanded value from a supervisory controller. 
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Yet another strategy is to introduce intentional engine out NOx overshoots to 
manage coverage.  For example, as shown in equation (4.25), when ANR = 0, the rate of 
decrease of coverage is sensitive to the inlet NOx concentration.  Therefore, these bursts 
of NOx may reduce or eliminate uncontrollable slip. 
 Taking this to the next level, powertrain energy management provides even more 
unexplored degrees of freedom.  In particular, recall that HD emissions test cycles are 
defined in terms of time histories of engine speed and engine load, which in turn produce 
the large and rapid changes in temperature that make SCR control difficult.  However, 
energy storage in hybrid powertrains would permit engine time histories to follow 
entirely different and perhaps more advantageous trajectories.  This opportunity has 
arrived as hybrid medium duty trucks, urban buses, and light duty vehicles are a rapidly 
growing market segment. 
Today, thermal, emissions, and energy management are avenues for providing 
added economic return to vehicle owners.  However, climate change concerns have led 
EPA to recently enact aggressive CO2 emission standards for LD vehicles which come 
into effect from 2012 – 2016.  Corresponding rulemaking for HD vehicles is still under 
consideration [89], and is pending a National Academy of Sciences study on available 
technologies, costs, and appropriate test standards [90].  However, it is easy to envision 
comprehensive thermal, emissions, and energy management being driven in the next 
decade by these legislative initiatives and their requirements rather than economic 
incentives.  Therefore, control and optimization of the composite engine-aftertreatment-
powertrain system is most certainly a fruitful area of research. 
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In that regard, a distinguishing feature of the MPC controller described in this 
dissertation is that it determines whether the requested NOx conversion inefficiency is 
attainable.  If not, the limiting efficiency is determined on-line.  This value is currently 
only used within the MPC controller, but it could also be broadcast back to the engine 
ECM via a controller area network.  Knowledge of this value could be useful for on-line 
optimization of the entire system. 
 
10.2.2 SCR System Evolution 
As stated above, in this dissertation the system configuration corresponds to one 
which will be used in the 2009-2010 timeframe.  However, the system will evolve over 
time, and recently published work provides a glimpse of specific changes that may soon 
appear.  They will require at least model revisions and, in some cases, controller updates. 
One near term change is the addition of an ammonia oxidation catalyst (AMOX) 
downstream of the SCR converter.  These catalysts are already in production in some 
systems and are usually zone coated on the last few inches of the most downstream brick.  
Since the AMOX is physically integrated with the SCR catalyst, sensors are usually only 
placed downstream of it.  Thus, the measured output represents the series combination of 
SCR + AMOX rather than SCR alone.  To model the AMOX, a chemical reaction would 
need to be added for NO production from adsorbed NH3.  Calibration scripts would also 
need to be developed, and the embedded model would need to be revised.  It remains to 
be seen whether further changes to the controller would be required.  To date, there have 
been no controllers published which explicitly include an AMOX, so this would be a new 
contribution to the field of SCR control. 
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Another possible change is an SCR system utilizing multiple coatings.  For 
example, Girard et al [91] has proposed using different coatings (copper-zeolite vs iron-
zeolite) on upstream and downstream portions of the SCR converter.  In contrast, the 
work in this dissertation has been limited to a single coating.  Again, this would require a 
change to the embedded model, and it remains to be seen whether controller revisions are 
required. 
A third possible change is adding an SCR coating to the DPF.  There is growing 
interest in such arrangements to reduce cost, weight, and package size.  Since DPFs have 
a wall flow arrangement rather than a flow through arrangement, this would most 
certainly require coding changes to the simulation and embedded model.  These systems 
are not yet in production, but may very well be in the next ten years. 
Lastly, several systems ([85], [87], [88]) have been proposed which would replace 
AUS injection with gaseous NH3 injection, eliminating the dosing temperature threshold.  
It was shown in Chapter 9 that the current dosing threshold and limiting value of ANR 
define an implicit NH3 coverage limit at low temperature.  A more direct approach of 
addressing uncontrollable NH3 slip would be to add a coverage limit to the MPC 
controller.  In so doing, the controller would be more applicable to NH3 injection 
systems. 
 
10.2.3 SCR System Control 
  It was shown that the estimator enables the controller to achieve consistent 
performance over the expected range of loading, aging, and doser calibration.  However, 
it was also found that the estimator required a sufficiently accurate embedded model.  
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Since the effects of mixing, aging, and sensor noise were only simulated, experimental 
validation of the estimator and also the controller are recommended.  In previous studies 
[6], doser calibration was varied by changing the urea concentration in AUS, and this 
would provide an easy way of quantifying estimator accuracy.  Specific action would 
then be planned to improve estimator robustness. 
Moreover, urea deposits can cause two significant effects in SCR systems.  First, 
by providing a means of NH3 consumption upstream of the converter, they lead to low 
temperature gain uncertainty.  Second, once these deposits form, they can lead to self-
dosing during excursions to high temperature where the deposits decompose.  This self-
dosing could clearly have adverse effects on both controller and estimator performance. 
Therefore, modeling urea deposits, estimating the corresponding input disturbance, and 
taking appropriate control action would be a challenging, interesting, and potentially 
valuable project.   
Lastly, future SCR control research should investigate changes to the estimator 
design, the number of sensors, sensor locations, and the number of elements.  This could 
result in more accurate state estimates, since one obstacle that had to be overcome was 
poor observability with the chosen model and sensor locations.  Moreover, uncontrollable 
slip continues to be a limiting factor.  This could be easily addressed in the current MPC 
controller by limiting the coverage.  However, an alternate method would be to place an 
NH3 sensor near the mid-point of the converter and alter NH3 slip limits accordingly.  
This change could be accommodated while retaining much of the existing structure of the 
MPC controller.  These would be new and interesting contribution to the field of SCR 
control. 
299 
REFERENCES 
 
1. T.V. Johnson, “Diesel emissions control in review,” J. Fuels and Lubricants, pp. 68-
81, 1, April 2009. 
2. T.L. McKinley and A.G. Alleyne, “A Urea Decomposition Modeling Framework for 
SCR Systems,” Society of Automotive Engineers, Warrendale, PA, SAE SP-2254, 
2009. 
3. G. Cohn, D. Steele, and H. Anderson, “Method of selectively removing oxides of 
nitrogen from oxygen-containing gases,” U.S. Patent 2 975 025, Mar. 14, 1961. 
4. R.M. Heck, R.J. Farrauto, and S.T. Gulati, Catalytic Air Pollution Control: 
Commercial Technology, Second Edition, New York, NY: John Wiley and Sons, 
2002. 
5. C.M. Schär, C.H. Onder, and H.P. Geering, “Control of an SCR catalytic converter 
system for a mobile heavy-duty application,” IEEE Trans. Contr. Syst. Technol., 14, pp. 
641-653, July 2006. 
6. D.Y. Wang et al., “Ammonia sensor for closed-loop SCR control,” J. Passenger Cars: 
Electronic and Electrical Systems, 1, pp. 323-333, April 2009. 
7. J.C. Ball, “A toxicological evaluation of potential thermal degradation products of 
urea,” Society of Automotive Engineers, Warrendale, PA, Paper# 2001-01-3621, 2001. 
8. S. Budvari, M.J. O’Neil, A. Smith, and P.E. Heckelman, The Merck Index: An 
Encyclopedia of Chemicals, Drugs, and Biologicals, Eleventh Edition, Rahway, NJ: 
Merck and Company, p. 511, 1989. 
300 
9. G. Cavataio, J. Girard, J.E. Patterson, C. Montreuil, Y. Cheng, and C.K. Lambert, 
“Laboratory testing of urea-SCR formulations to meet tier 2 bin 5 emissions,” Society 
of Automotive Engineers, Warrendale, PA, SAE SP-2080, 2007. 
10. D. Upadhyay and M. Van Nieuwstadt, “Model based analysis and control design of a 
urea-SCR deNOX aftertreatment system,” ASME J. Dyn. Sys. Meas. Ctrl., 128, pp. 737-
741, 2006. 
11. M. Devarakonda, G. Parker, J.H. Johnson, V. Strots, and S. Santhanam, “Model-
based estimation and control system development in a urea-SCR aftertreatment 
system,” J. Fuels and Lubricants, 1, pp. 646-661, April 2009. 
12. F. Willems et al., “Is closed-loop SCR control required to meet future emission 
targets?”, Society of Automotive Engineers, Warrendale, PA, SAE SP-2080, 2007. 
13. Q. Song and G. Zhu, “Model-based closed-loop control of urea SCR exhaust 
aftertreatment system for diesel engine,” Society of Automotive Engineers, Warrendale, 
PA, SAE SP-1674, 2002. 
14. S.J. Qin and T.A. Badgwell, “Survey of industrial model predictive control 
technology,” Control Eng. Pract., 11, pp. 733-764, 2003. 
15. E.F. Camacho and C. Bordons, Model Predictive Control in the Process Industry, 
New York, NY: Springer-Verlag, 1995. 
16. J.A. Rossiter, Model-Based Predictive Control: A Practical Approach, New York, 
NY: CRC Press, 2003. 
17. D.Q. Mayne, J.B. Rawlings, C.V. Rao, and P.O.M. Scokaert, “Constrained model 
predictive control: stability and optimality,” Automatica, 36, pp. 789-814, 2000. 
301 
18. G. Colin et al., “Linearized Neural Predictive Control: A Turbocharged SI Engine 
Application,” Society of Automotive Engineers, Warrendale, PA, Paper# 2005-01-
0046, 2005. 
19. J. Bengtsson et al., “Multi-output control of a heavy-duty HCCI engine using variable 
valve actuation and model predictive control,” Society of Automotive Engineers, 
Warrendale, PA, Paper# 2006-01-0873, 2006. 
20. S. Di Cairano, A. Bemporad, I. Kolmanovsky, and D. Hrovat, “Model predictive 
control of magnetic automotive actuators,” IEEE Proc of the 2007 ACC, pp. 5082-5087, 
New York, NY, 2007. 
21. S.R. Covey, The Seven Habits of Highly Effective People, New York, NY: Simon and 
Schuster, 1989. 
22. A.F. Mills, Mass Transfer, Upper Saddle River, NJ: Prentice-Hall, 2001. 
23. B. Westerberg, C. Künkel, and I. Odenbrand, “Transient modeling of a HC-SCR 
catalyst for diesel exhaust aftertreatment,” Chem. Eng. J., 92, pp. 27-39, 2003. 
24. F.P. Incropera, D.P. DeWitt, T.L. Bergman, and A.S. Levine, Fundamentals of Heat 
Transfer, Sixth Edition, New York, NY: John Wiley and Sons, 2007. 
25. C. Ericson, B. Westerberg, and I. Odenbrand, “A state-space simplified SCR catalyst 
model for real-time applications,” Society of Automotive Engineers, Warrendale, PA, 
SAE SP-2155, 2008. 
26. M. Kleeman, M. Elsener, M. Koebel, and A. Wokaun, ”Hydrolysis of isocyanic acid 
on SCR catalysts,” Ind. Eng. Chem. Res., 39, pp. 4120-4126, 2000. 
27. L. Olsson, H. Sjövall, and R.J. Blint, “A kinetic model for ammonia selective 
catalytic reduction over Cu-ZSM-5,” Appl. Catal. B: Environ., 81, pp. 203-217, 2008. 
302 
28. L. Olsson, H. Sjövall, and R.J. Blint, “Detailed kinetic modeling of NOX adsorption 
and NO oxidation over Cu-ZSM-5,” Appl. Catal. B: Environ., 87, pp. 200-210, 2009. 
29. H. Sjövall, R.J. Blint, and L. Olsson, ”Detailed kinetic modeling of NH3 and H2O 
adsorption and NH3 oxidation over Cu-ZSM-5,” J. Phys. Chem. C, 113, pp. 1393-1405, 
2009. 
30. US National Institute of Standards, NIST Chemistry WebBook, NIST Standard 
Reference Database Number 69, June 2005 Release, available at: 
http://webbook.nist.gov/chemistry/, accessed May 11, 2008. 
31. M.W. Chase, Jr., NIST-JANAF Themochemical Tables, Fourth Edition, J. Phys. 
Chem. Ref. Data, Monograph 9, pp 1-1951, 1998. 
32. R.C. Reid, J.M. Prausnitz, and B.E. Poling, The Properties of Gases and Liquids, 
Fourth Edition, New York, NY: McGraw-Hill, 1987. 
33. R.B. Bird, W.E. Stewart, and E.N. Lightfoot, Transport Phenomena, Second Edition, 
New York, NY: John Wiley & Sons, 2002. 
34. P.D. Neufeld, A.R. Jansen, and R.A. Aziz, “Empirical equations to calculate 16 of the 
transport collision integrals for the Lennard-Jones (12-6) potential,” J. Chem. Phys., 57, 
pp 1100-1102, 1972. 
35. E.A. Mason and L. Monchick, “Transport properties of polar-gas mixtures,” J. Chem. 
Phys., 36 (10), pp 2746-2757, 1962. 
36. E. Tronconi, and P. Forzatti, “Adequacy of lumped parameter models for SCR 
reactors with monolith structure,” AIChE J., 38(2), pp 201-210, 1992. 
37. J.M. Smith, Chemical Engineering Kinetics, Third Edition, New York, NY: McGraw-
Hill, 1981. 
303 
38. L. Lietti, I. Nova, S. Camurri, E. Tronconi, and P. Forzatti, “Dynamics of the SCR-
deNOx reaction by the transient-response method,” AIChE J., 43(10), 2559-2570, 1997. 
39. C. Ciardelli, I. Nova, E. Tronconi, B. Konrad, D. Chatterjee, K. Ecke, and M. Wiebe, 
“SCR-DeNOx for diesel engine exhaust aftertreatment: unsteady-state kinetic study and 
monolith reactor modelling,” Chem. Eng. Sci., 59, 5301-5309, 2004. 
40. L. Olsson, R.J. Blint, E. Fridell, “Global kinetic model for lean NOx traps,” Ind. Eng. 
Chem. Res., 44 (9), pp 3021-3032, 2005. 
41. D. Chatterjee, T. Burkhardt, T. Rappe, A. Guthenke, and M. Weibel, “Numerical 
simulation of DOC+DPF+SCR systems: DOC influence on SCR performance,” Society 
of Automotive Engineers, Warrendale, PA, Paper# 2008-01-0867, 2008. 
42. K. Wark, Thermodynamics, Fourth Edition, New York, NY: McGraw-Hill, 1983. 
43. T.L. McKinley, “SCR aftertreatment system thermal transient mapping during SET 
test – ISB02 300 LT,” Cummins Inc, Columbus, IN, Report #3158-2005-013, 2005. 
44. T.L. McKinley and A.G. Alleyne, “A switched, controls-oriented SCR catalyst model 
using on-line eigenvalue estimation,” Society of Automotive Engineers, Warrendale, 
PA, Paper# 2009-01-1284, 2009. 
45. T.L. McKinley and A.G. Alleyne, “Real-time modeling of liquid cooling networks in 
vehicle thermal management systems,” Society of Automotive Engineers, Warrendale, 
PA, Paper# 2008-01-0386, 2008. 
46. T.L. McKinley and A.G. Alleyne, “An advanced nonlinear switched heat exchanger 
model for vapor compression cycles using the moving-boundary method”, Intl. J. Ref., 
31(7), 1253-1264, 2008. 
304 
47. H. Sjövall, L. Olsson, E. Fridell, and R.J. Blint, “Selective catalytic reduction of NOX 
with NH3 over Cu-ZSM-5 – the effect of changing the gas composition”, Appl. Catal. 
B: Environ., 64, pp. 180-188, 2006. 
48. T.L. McKinley and A.G. Alleyne, “Identification of building model parameters and 
loads using on-site data logs,” Proceedings of SimBuild 2008, IBPSA-USA, Berkeley, 
CA, July 30-Aug 1, 2008. 
49. M. Geveci and B. Qi, private communication, July 25, 2008. 
50. V.S. Watson, “ISB02 300/600 Fuel Map Data,” Cummins Inc, Columbus, IN, Report 
#0502-2002-344, 2002. 
51. A. Herman, M.C. Wu, D. Cabush, and M. Shost, “Model based control of SCR 
dosing and OBD strategies with feedback from NH3 sensors,” Society of Automotive 
Engineers, Warrendale, PA, Paper# 2009-01-0911, 2009. 
52. S. Skogestad and I. Postlethwaite, Multivariable Feedback Control: Analysis and 
Design, Second Edition, Chichester, UK: John Wiley and Sons, 2005. 
53. S. Skogestad, “Simple analytical rules for model reduction and PID controller 
tuning,” J. Process Control, 13, pp. 291-309, 2003. 
54. J.K. Hedrick and A. Girard, Control of Nonlinear Dynamic Systems: Theory and 
Applications, Berkeley, CA: University of California, 2005.  
55. H. Weltens, H. Bressler, F. Terres, H. Neumaier, and D. Rammoser, “Optimization of 
catalytic converter gas flow distribution by CFD prediction,” Society of Automotive 
Engineers, Warrendale, PA, Paper# 930780, 1993. 
56. M. Karlsson, U. Wallin, S. Fredholm, J. Jansson, G.V. Wahlström, C.M. Schär, C.H. 
Onder, and L. Guzzella, “A combined 3D/Lumped modeling approach to ammonia SCR 
305 
after-treatment systems: application to mixer designs”, Society of Automotive 
Engineers, Warrendale, PA, Paper# 2006-01-0469, 2006. 
57. A. Johansson, U. Wallin, M. Karlsson, A. Isaksson, and P. Bush, “Investigation on 
uniformity indices used for diesel exhaust aftertreatment systems”, Society of 
Automotive Engineers, Warrendale, PA, Paper# 2008-01-0613, 2008. 
58. J.J. Oesterle, S. Calvo, B. Damson, G. Feyl, F. Neumann, and J. Rudelt, “Urea 
systems in focus – new challenges and solutions in the development of car and 
commercial vehicle exhaust systems”, Society of Automotive Engineers, Warrendale, 
PA, Paper# 2008-01-1186, 2008. 
59. S. Ross, A First Course in Probability, Sixth Edition, Dehli, India: Pearson 
Education, 2004. 
60. L. Xu et al., “Laboratory and engine study of urea-related deposits in diesel urea-SCR 
after-treatment systems,” Society of Automotive Engineers, Warrendale, PA, SAE SP-
2080, 2007. 
61. FTP Cycle Audit Test, Test ID#G34991, Engine Serial Number 79261790, ISX07-
485 HP Rating, Cummins, Inc, Columbus, IN, run on August 22, 2007. 
62. SET Cycle Audit Test, Test ID#G34992, Engine Serial Number 79261790, ISX07-
485 HP Rating, Cummins, Inc, Columbus, IN, run on August 22, 2007. 
63. NIOSH Pocket Guide to Chemical Hazards, Washington, DC: National Institute for 
Occupational Safety and Health, NIOSH Publications 2005-149, 2005. 
64. C.M. Atkinson, M. Allain, Y. Kalish, and H. Shang, “Model-based control of diesel 
engines for fuel efficiency optimization,” Society of Automotive Engineers, 
Warrendale, PA, Paper# 2009-01-0727, 2009. 
306 
65. J.N. Chi and H.F.M. DaCosta, “Modeling and control of a urea-SCR aftertreatment 
system,” Society of Automotive Engineers, Warrendale, PA, Paper# 2005-01-0966, 
2005. 
66. M.F. Hsieh, M. Canova, and J. Wang, “Model predictive control approach for AFR 
control during lean NOX trap regenerations,” Society of Automotive Engineers, 
Warrendale, PA, Paper# 2009-01-0586, 2009. 
67. R. Shallock, K. Muske, and J.C. Peyton-Jones, “Model predictive functional control 
for an automotive three-way catalyst,” Society of Automotive Engineers, Warrendale, 
PA, Paper# 2009-01-0728, 2009. 
68. G.F. Franklin and J.D. Powell, Digital Control of Dynamic Systems, Reading, MA: 
Addison-Wesley, 1980. 
69. P.S. Agachi, Z.K. Nagy, M.V. Cristea, and A. Imre-Lucaci, Model Based Control: 
Case Studies in Process Engineering, Weinheim, Germany: Wiley-VCH Verlag, 2006. 
70. P.O.M. Scokaert, D.Q. Mayne, and J.B. Rawlings, “Suboptimal model predictive 
control (feasibility implies stability),” IEEE Trans. Autom. Control, 44, pp. 648-654, 
1999. 
71. B.W. Bequette, “Nonlinear control of chemical processes: a review,” Ind. Eng. Chem. 
Res., 30, pp. 1391-1413, 1991. 
72. D.D. Brengel and W.D. Seider, “Multistep nonlinear predictive controller,” Ind. Eng. 
Chem. Res., 28. pp. 1812-1822, 1989. 
73. A. Bemporad, M. Morari, V. Dua, and E.N. Pistikopoulos, “The explicit linear 
quadratic regulator for constrained systems,” Automatica, 38, pp. 3-20, 2002. 
307 
74. T. Costlow, “Memorable advances: bigger memories, faster cores let engineers boost 
efficiency and reduce emissions in engines,” Automotive Engineering International, pp. 
16-18, Feb 2009. 
75. B.W. Pince (editor), Statistical Process Control (SPC) Reference Manual, AIAG, 
1995. 
76. K.J. Åstrom and B. Wittenmark, Adaptive Control, Second Edition, Mineola, NY: 
Dover Publications, 2008. 
77. C.T. Chen, Linear System Theory and Design, Third Edition, New York: Oxford 
University Press, 1999. 
78. P.D.T. O’Connor, Practical Reliability Engineering, Third Edition, New York, NY: 
John Wiley & Sons, 1991. 
79. D.E. Goldberg, Genetic Algorithms in Search, Optimization, and Machine Learning, 
New York: Addison-Wesley, 1989. 
80. T. Bäck and H.P. Schwefel, “Evolutionary computation: an overview,” Proceedings 
of 1996 IEEE International Conference on Evolutionary Computation (ICEC'96), p 20-
9, 1996. 
81. M. Geveci, private communication, 2009. 
82. J.B. Rawlings and K.R. Muske, “The stability of constrained receding horizon 
control,” IEEE Trans.  Automat. Contr., 38(10), pp. 1512-1516, 1993. 
83. Z.Q. Zheng, and M. Morari, “Robust stability of constrained model predictive 
control,” Proceedings of the ACC, pp. 379-383, San Francisco, CA, 1993. 
84. K. Ogata, Modern Control Engineering, Fourth Edition, Upper Saddle River, NJ: 
Prentice-Hall, 2002. 
308 
85. A. Nishioka, et al., “A urea-dosing device for enhancing low-temperature 
performance by active-ammonia production in an SCR system,” Society of Automotive 
Engineers, Warrendale, PA, Paper# 2008-01-1026, 2008. 
86. O. Krocher, M. Elsener, and E. Jacob, “A model gas study of ammonium formate, 
methanamide, and guanidinium formate as alternative ammonia precursor compounds 
for the selective catalytic reduction of nitrogen oxides in diesel exhaust gas,” Appl. 
Catal. B: Environ., 88, p. 66-82, 2009. 
87. T. Johannessen, et al., “Ammonia storage and delivery systems for automotive NOx 
aftertreatment,” Society of Automotive Engineers, Warrendale, PA, Paper# 2008-01-
1027, 2008. 
88. G. Fulks, et al., “A review of solid materials as alternative ammonia sources for lean 
NOx reduction with SCR,” Society of Automotive Engineers, Warrendale, PA, Paper # 
2009-01-0907, 2009. 
89. United States Environmental Protection Agency, “Control of greenhouse gas 
emissions from heavy-duty vehicles.” Regulation Identification Number 2060-AP61, 
May 2009. 
90. United States Environmental Protection Agency, “Regulating greenhouse gas 
emissions under the clean air act,” United Stated Federal Register, 73 (147), pp. 44353-
44402, July 30, 2008. 
91. J. Girard, G. Cavataio, R. Snow, and C. Lambert, “Combined FeCu SCR systems 
with optimized ammonia to NOX ratio for diesel NOX control,” Society of Automotive 
Engineers, Warrendale, PA, Paper# 2008-01-1185, 2008. 
309 
APPENDIX A 
ADDITIONAL MODEL VALIDATION TEST RESULTS 
 
This appendix includes the results of several more model validation tests.  The 
experimental data are for the flow reactor and catalyst sample described in Section 2.5.2.  
More information on the test rig, instrumentation, catalyst sample, and test procedures is 
given by Olsson et al [27], with model parameters reported in [44].  Again, 20 elements 
are used to represent the sample. 
 
A.1 NO OXIDATION TEST 
A test to evaluate the NO oxidation portion of the model is defined as follows.  
The sample is provided with a gas mixture consisting of 500 ppm NO, 8% O2, and 5% 
H2O, with the balance being Ar.  Since the temperature dependence of reaction (R7) is of 
primary interest, the sample was successively set to 100 deg C through 500 deg C in 
increments of 50 deg C.  The dwell time at each temperature was 1200 seconds, with the 
exception of 100 deg C which was maintained for 3600 seconds.  Mass flow was held 
constant during the experiment, with a space velocity of 18.4 K/hr. 
Figure A.1 shows the measured outlet NO2 mole fraction and sample temperature.  
Since the total NOX mole fraction remains at 500 ppm, the scale of the y-axis was chosen 
to provide a feel for the NO2/NOX ratio.  For most of the temperature range, NO 
oxidation is kinetically limited, and increasing temperature yields an increase the outlet 
NO2 mole fraction.  At high temperatures, NO2 mole fraction approaches the equilibrium 
limit and for that reason it begins to decrease with temperature.  Also, as the temperature 
ramps up, a small overshoot in NO2 mole fraction is measured.  This effect is only 
prominent below 300 deg C, and may indicate there is a small amount of NO2 storage on 
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the catalyst.  Although that effect is not included in the simulation, there has been some 
recent work to model it [28]. 
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Figure A.1 Predicted and Measured Outlet NO2 Mole Fractions 
During NO Oxidation Test 
 
A.2 TEMPERATURE PROGRAMMED DESORPTION TEST 
A temperature programmed desorption (TPD) test is used to assess ammonia 
coverage dynamics.  After clearing the sample of ammonia, at time t = 0 the inlet NH3 
mole fraction is stepped from 0 to 500 ppm, while maintaining a constant surface 
temperature of 150 deg C.  The gas contained 5% H2O with the balance being Ar.  After 
several seconds at this condition, the inlet NH3 mole fraction is stepped back to 0 ppm, 
while still maintaining a surface temperature of 150 deg C.  After a several second delay, 
the surface temperature is ramped by 10 deg C/min.  During the test, the mass flow is 
held constant, corresponding to a space velocity of 18.4 K/hr.   
The TPD test is of great interest because the first two phases allow the dynamics 
of NH3 adsorption and desorption to be characterized at a given temperature.  The results, 
which are plotted in Figure A.2, can be explained as follows.  Although the inlet NH3 
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mole fraction steps to 500 ppm at t=0, the outlet NH3 concentration remains near zero for 
about 650 seconds.  This is due to adsorption of NH3 onto the surface of the monolith. 
Between t = 2000 and 4800 seconds, the ammonia coverage is near equilibrium, so the 
inlet and outlet NH3 mole fractions are both 500 ppm.  At t = 4800 seconds, the inlet NH3 
mole fraction steps to 0 ppm, but the outlet concentration remains above zero due to 
desorption.  At t = 8400 seconds, the temperature ramp begins.  This increases the rate of 
desorption, causing adsorbed (or stored) NH3 to be shed from the catalyst surface. 
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Figure A.2 Predicted and Measured Outlet NH3 Mole Fractions 
During Temperature Programmed Desorption Test 
Figure A.2 shows that the model and test data are in good agreement for the entire 
test with the exception of the period from t = 1000 to t = 2000 seconds.  This difference 
was also mentioned in reference [27], and was attributed to the variety of adsorption sites 
on the catalyst.  It is worth mentioning that the model is structured so that sites with a 
range of activation energies are included.  However, the sites are not subdivided into 
different types, and this may limit model accuracy. 
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A.3 SCR NO KINETICS TEST 
NOX conversion efficiency as a function of temperature is assessed by the 
following test.  First, the sample is cleared of any stored NH3.  Next, it is provided with a 
gas mixture consisting of 500 ppm NO, 500 ppm NH3, 8% O2, and 5% H2O, with the 
balance being Ar.  Sample temperature is successively set to 100 deg C through 500 deg 
C in increments of 50 deg C.  The dwell time at each temperature is 1200 seconds, with 
the exception of 100 deg C which was maintained for 2400 seconds.  Mass flow was held 
constant during the experiment, corresponding to a space velocity of 18.4 K/hr. 
Figure A.3 shows the measured outlet NH3 mole fraction or NH3 slip.  During the 
first 1000 seconds, the outlet NH3 concentration is zero due to adsorption onto the 
catalyst.  For the next 1000 seconds, the outlet NH3 mole fraction is just slightly below 
the inlet value of 500 ppm, indicating that NH3 consumption due to NOX reduction and 
ammonia oxidation is minimal at this low temperature.  During this period, results are 
similar to the TPD test mentioned above. 
As temperature is successively increased, reaction rates for NH3 oxidation and 
NOX reduction increase, causing a drop in the steady-state outlet NH3 concentration.  
While temperature is changing, there is an overshoot in NH3 concentration due to 
desorption.  Since storage capacity decreases and reaction rates increase exponentially 
with temperature, the amount of overshoot reduces as temperature increases.  Above 300 
deg C, virtually all the inlet NH3 is consumed by the sample. 
Figure A.3 also shows that model predictions are in good agreement with the 
measurements, except for the adsorption transient at 100 deg C. 
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Figure A.3 Predicted and Measured Outlet NH3 Mole Fractions 
During SCR NO Kinetics Test 
Figure A.4 shows the measured outlet NO mole fraction during this test.  As 
temperature is increased from 100 deg C to 250 deg C, outlet NO mole fraction 
decreases.  This is due to an increase in the reaction rate between NO and NH3.  Above 
300 deg C, NH3 oxidation becomes increasingly significant, and since this decreases the 
amount of NH3 available for NOX reduction, the outlet NO concentration increases.  
Once again, this figure also shows that predictions and measurements are in good 
agreement.  The only noticeable difference is near t = 10000 seconds, and this is likely 
due to an offset in the time when the temperature was ramped up to 350 deg C. 
Figure A.5 shows the measured outlet NO2 mole fraction.  It is only significant 
when temperature exceeds 300 deg C.  In this regime, NH3 oxidation causes incomplete 
reduction of NOX over the sample.  The NO oxidation capability of the catalyst causes 
some of the NO to be changed over to NO2.  This figure also shows good agreement 
between model and experiment. 
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Figure A.4 Predicted and Measured Outlet NO Mole Fractions 
During SCR NO Kinetics Test 
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Figure A.5 Predicted and Measured Outlet NO2 Mole Fractions 
During SCR NO Kinetics Test 
 
A.4 SCR NO2 KINETICS TEST 
The variation in NOX conversion efficiency with NO2/NOX ratio is studied using 
the following test.  First, the sample was cleared of any stored NH3.  Next, it is provided 
with a gas mixture consisting of 500 ppm NOX, 500 ppm NH3, 8% O2, and 5% H2O, with 
the balance being Ar.  The NO2/NOX ratio was varied during the test, while temperature 
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remained constant.  Two different tests were run – one at a gas inlet temperature of 175 
deg C and the other at 350 deg C.  The results at 175 deg C have already been presented 
in this dissertation (see Section 2.5.2), so only the results at 350 deg C are given below. 
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Figure A.6 Predicted and Measured NOX Conversion Efficiency 
During SCR NO2 Kinetics Test 
Figure A.6 shows the NOX conversion efficiency during the test.  The initial 
NO2/NOX ratio of 0% was held for 1800 seconds, then the ratio was set consecutively to 
20%, 40%, 50%, 60%, 80%, and 100%, with conditions maintained in each case for 900 
seconds.  These results are significantly different from the corresponding ones at 175 deg 
C (see Figure 2.8) in at least three respects.  First, catalyst dynamics are dramatically 
faster, owing to the exponential dependence of reaction rates on temperature.  Second, 
during the entire test the NH3 slip remained at zero. Third, the NOX conversion efficiency 
decreases at high NO2/NOX ratio.  This difference is due to the higher ratios for this test 
compared to the one at 175 deg C.  In particular, when NO2/NOX ratio exceeds 50%, the 
conversion becomes increasingly dependent on the NO2-based SCR reaction (R5) rather 
than the fast SCR reaction (R3).  This shift to a slower pathway is evinced in lower 
conversion efficiency.  As shown in Figure A.6, the model includes this effect and gives 
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accurate results over the entire span of NO2/NOX ratios, with the possible exception of 
NO2/NOX ratios of 60% and 80%. 
Figure A.7 shows the outlet N2O mole fraction during the test.  Since N2O 
emissions are unregulated, they do not reduce the NOX conversion efficiency. Thus, 
prediction accuracy for this compound is of secondary importance and model accuracy is 
considered sufficient. 
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 Figure A.7 Predicted and Measured Outlet N2O Mole Fraction  
During SCR NO2 Kinetics Test 
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APPENDIX B 
MODEL FLOW CHART 
 
This appendix contains flow charts corresponding to the converter model 
described in Chapter 2.  Due to the number of steps involved, the flow chart is subdivided 
into three individual figures, included below as Figures B.1 through B.3. 
Figure B.1 shows the steps related to the calculation of inlet conditions and gas 
properties.  These same properties are used for each element.  After computing 
properties, the heat and mass transfer coefficients are found from the known Sherwood 
and Nusselt numbers. 
Figure B.2 shows the steps related to the space marching methods for gas 
temperatures and mole fractions.  Since inlet conditions, wall temperatures, and 
coverages are all known, it is possible to compute axial distributions of gas temperature 
and mole fraction using quasi-steady relationships (equations (2.2) and (2.3)).  In so 
doing, the heat transfer rate and heat release rate for each element is calculated, along 
with the NH3 adsorption, desorption, and consumption rate.  These source terms appear in 
the state equations for element temperature and coverage.   
As shown in Figure B.3, the space marching methods are followed by calculations 
of the time rate of change of temperature and coverage by applying equation (2.4) and 
equation (2.5) for each element.   An integration rule is then used to advance the states in 
time, and the ANR command is updated by interfacing with the controller.  After 
updating the simulation time, it is compared to the ending time.  If it has not been 
reached, the procedure is repeated by returning to the top of the iteration loop (Point A) 
in Figure B.1. 
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Figure B.1 Calculation of Inlet Conditions and Gas Properties 
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Figure B.2 Space Marching Methods for Gas Temperatures and Mole Fractions   
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Figure B.3 Advancement of States in Time 
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