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Multi-Scale Global Optimization Problems
David Yang Gao
Faculty of Science and Technology, Federation University, Mt Helen, Victoria 3353, Australia
d.gao@federation.edu.au
Abstract. A uniﬁed model is proposed for general optimization problems in multi-scale complex systems. Based on this model and
necessary assumptions in physics, the canonical duality theory is presented in a precise way to include traditional duality theories
and popular methods as special applications. Two conjectures on NP-hardness are proposed, which should play important roles for
correctly understanding and eﬃciently solving challenging real-world problems. Applications are illustrated for both nonconvex
continuous optimization and mixed integer nonlinear programming.
INTRODUCTION AND MOTIVATION
General problems in mathematical optimization are usually formulated in the following form
min f (x), s.t. g(x) ≤ 0, (1)
where the unknown x ∈ Rn is a vector, f (x) : Rn → R is the so-called “objective” function1, g(x) = {g j(x)} : Rn → Rm
is a vector-valued constraint function. It must be emphasized that, diﬀerent from the basic concept of objectivity in
continuum physics and nonlinear analysis, the objective function used extensively in optimization literature is al-
lowed to be any arbitrarily given function, even the linear function. Therefore, this mathematical problem is artiﬁcial.
Although it enables one to “model” a very wide range of problems, it comes at a price: many global optimization prob-
lems are considered to be NP-hard. Without detailed information on these arbitrarily given functions, it is impossible
to have a powerful theory for solving the general nonconvex problem (1).
Canonical duality-triality is a newly developed and continuously improved methodological theory. This theory
was developed from Gao and Strang’s original work on nonconvex variational/boundary value problems in large de-
formation mechanics [3]. It was shown in Gao’s book [2] and in the recent articles [14] that both the (external) penalty
and Lagrange multiplier methods are special applications of the canonical duality theory in convex optimization. It
is now understood that this theory reveals an intrinsic multi-scale duality pattern in complex systems, many popular
theories and methods in nonconvex analysis, global optimization, and computational science can be uniﬁed within the
framework of the canonical duality-triality theory [10]. Indeed, it is easy to show that the popular semi-deﬁnite pro-
gramming (SDP) methods in global optimization and the half-quadratic regularization are naturally included in the
framework of the canonical duality theory [12, 16]. This paper presents the canonical duality theory in a systematical
way from a uniﬁed modeling, basic assumptions to the theory, method, and applications.
MULTI-SCALE MODELING AND PROPERLY POSED PROBLEMS
General optimization problem in a multi-scale system should be in the following form
(P0) : min{Π(χ) = W(Dχ) − F(χ) | χ ∈ Xc}. (2)
1This terminology is used mainly in English literature. The function f (x) is called the target function in Chinese and Japanese literature.
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In this paper, we restrict our discussion in ﬁnite-dimensional space X. Its element χ ∈ Xa ⊂ X could be a vector,
a matrix, or a tensor. D : Xa → W is a linear operator which assigns each χ to an internal variable w = Dχ in a
generalized matrix spaceW equipped with a natural norm ‖w‖. The real-valued function F : Xa → R is the so-called
external energy, dually, W :Wa ⊂ W → R is the internal energy. InXa the geometrical constraints are pre-described
for each particular problem; whileWa contains certain physical (constitutive) constraints of the system. The feasible
set Xc = {χ ∈ Xa| Dχ ∈ Wa}.
Objectivity is a basic concept in mathematical modeling and nonlinear analysis [4]. Let R be a special orthogonal
group, i.e. R ∈ R if and only if RT = R−1 and detR = 1. A mathematical deﬁnition was given in Gao’s book [2].
Deﬁnition 1 (Objectivity) A setWa is said to be objective if Rw ∈ Wa ∀w ∈ Wa, ∀R ∈ R. A real-valued
function W :Wa → R is said to be objective if
W(Rw) = W(w) ∀w ∈ Wa, ∀R ∈ R. (3)
Geometrically speaking, an objective function is rotational symmetry, which should be a SO(n)-invariant in n-
dimensional Euclidean space. Physically, an objective function doesn’t depend on observers. It was emphasized by P.
Ciarlet that the objectivity is not an assumption, but an axiom [4]. Therefore, the objectivity is essential for real-world
mathematical models. In mathematical physics, the internal energy W(w) must be an objective function such that its
variation (Gaˆteau derivative) σ = ∂W(w) is the so-called constitutive duality law, which depends only on the intrinsic
property of the system. Dually, the external energy F(χ) can be called the subjective function, which depends on each
problem such that its variation leads to the action-reaction duality law: f = ∂F(χ) ∈ X∗a. Let X∗a ⊂ X∗ be an input
space such that for any given input f ∈ X∗a the subjective function 〈χ, f〉 ≥ 0 ∀χ ∈ Xa. A system is conservative
if the action is independent of the reaction. Therefore, the subjective function must be linear on its domain Xa, i.e.
F(χ) = 〈χ, f〉, where the bilinear form 〈χ,χ∗〉 : X×X∗ → R putsX andX∗ in duality. Together,Π(χ) = W(Dχ)−F(χ)
is called the total potential and the minimum potential energy principle leads to the general variational problem (2).
From the point view of linguistics, if we consider F(χ) as a subject, W(w) as an object, and the operation “−” as a
predicate, then Π(χ) forms a grammatically correct sentence.2
According to the action-reaction duality in physics, if there is no action (i.e. f = 0), the system has non reaction
(i.e. χ = 0). Dually, for any given non-trivial input a real-world problem should have at least one non-trivial solution.
Deﬁnition 2 (Properly and Well-Posed Problems) A problem is called properly posed if for any given non-
trivial input it has at least one non-trivial solution. It is called well-posed if the solution is unique.
Clearly, this deﬁnition is more general than Hadamard’s well-posed problems in dynamic systems since the conti-
nuity condition is not included. Physically speaking, any real-world problems should be well-posed since all natural
phenomena exist uniquely. But practically, it is diﬃcult to model a real-world problem precisely. Therefore, properly
posed problems are allowed for the canonical duality theory. This deﬁnition is important for understanding the triality
theory and NP-hard problems.
For convex stored energy W : Wa → R, its Legendre conjugate W∗(σ) = {〈w;σ〉 − W(w)| σ = ∂W(w)}
is uniquely deﬁned on W∗a. Thus, by W(Dχ) = 〈Dχ;σ〉 − W∗(σ) the total potential Π(χ) can be written in the
Lagrangian form3 L : Xa ×W∗a → R
L(χ,σ) = 〈Dχ;σ〉 −W∗(σ) − 〈χ, f〉 = 〈χ,D∗σ − f〉 −W∗(σ), (4)
where χ ∈ Xa can be viewed as a Lagrange multiplier for the equilibrium equation D∗σ = f ∈ X∗a. In linear elasticity,
L(χ,σ) is the well-known Hellinger-Reissner complementary energy [2]. Let Sc = {σ ∈ W∗a| D∗σ = f} be the
so-called statically admissible space. Then the Lagrangian dual of the general problem (P0) is given by
(P∗0) : max{Π∗(σ) = −W∗(σ)| σ ∈ Sc}, (5)
and the saddle Lagrangian leads to a well-known min-max duality in convex (static) systems:
min
χ∈Xc
Π(χ) = min
χ∈Xa
max
σ∈W∗a
L(χ,σ) = max
σ∈W∗a
min
χ∈Xa
L(χ,σ) = max
σ∈Sc
Π∗(σ). (6)
2By the facts that (object, subject) is a duality pair in a noun (or pronoun) space, which is dual to a verb space, the multi-level duality pattern
{(ob ject, sub ject); predicate} is called triality, which is essential for complicated languages.
3In Physics literature, the same notation L is used for both action L(χ, χ˙) and the Lagrangian L(χ,p) since both represent the same physical
quantity.
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This one-to-one duality is called the mono-duality in [2], which holds only for convex problems.
In real-world problems the stored energy W(w) is usually nonconvex in order to model complex phenomena. Its
complementary energy can’t be determined uniquely by the Legendre transformation. Although its Fenchel conjugate
W :W∗a → R ∪ {+∞} can be uniquely deﬁned, the Fenchel-Moreau dual problem
(P0) : max{Π(σ) = −W(σ)| σ ∈ Sc} (7)
is not considered as a complementary-dual problem due to Fenchel-Young inequality: θ = minΠ(χ)−maxΠ(σ) ≥ 0
and θ  0 is the well-known duality gap. This duality gap is intrinsic to all Lagrange-Fenchel-Moreau types duality
problems since the linear operator D can’t change the nonconvexity of W(Dχ). It turns out that the existence of a
perfect dual principle was an open problem in both nonlinear analysis and global optimization. The canonical duality
theory [2] solved this open problem.
UNIFIED PROBLEM AND CANONICAL DUALITY-TRIALITY THEORY
Although the objectivity is necessary for real-world modeling, the numerical discretization of W(Dχ) could lead to a
complicated function W(Dχ), which may not be objective in w = Dχ. Also in operations research, many challenging
problems are artiﬁcially proposed. Thus, the objectivity required in Gao and Strang’s work on nonlinear elasticity has
been relaxed by the canonical duality since 2000 [6].
Canonical Transformation and Gap Function
In the canonical duality theory, a real-valued function Φ : Ea ⊂ E → R is said to be canonical if the duality relation
ς = ∂Φ(ξ) : Ea → E∗a ⊂ E∗ is bijective. The canonical duality is a fundamental principle in sciences and oriental
philosophy, which underlies all natural phenomena. Therefore, instead of the objectivity in continuum physics, a
generalized objective function W(w) is used in the canonical duality theory under the following assumption.
Assumption 1 For a given W : Wa → R, there exists a canonical measure ξ : Wa → Ea and a canonical
function Φ : Ea → R such that the following conditions hold:
(A1.1) Positivity: W(w) ≥ 0 ∀w ∈ Wa;
(A1.2) Canonicality: W(w) = Φ(ξ(w)) ∀w ∈ Wa; And either
(A1.3) Coercivity: limW(w) = ∞ as ‖w‖ → ∞, or
(A1.3*) Boundness:Wa is bounded.
Generally speaking, (A1.1) and (A1.2) are necessary for any real-world problems; while (A1.3) and (A1.3*) depend
mainly on the magnitude of the input f ∈ X∗a. Usually, the coercivity is for small ‖f‖ (within the system’s capacity,
such as elasticity) and the boundness is for big ‖f‖ (beyond the system’s capacity, such as plasticity) [5].
LetΛ = ξ◦D : Xa → Ea be the so-called geometrically admissible operator. The canonicality W(Dχ) = Φ(Λ(χ))
is also called the canonical transformation in the canonical duality theory. Let 〈ξ; ς〉 : E × E∗ → R be the bilinear
form which puts E and E∗ in duality. By (A1.2), we have Xc = {χ ∈ Xa| Λ(χ) ∈ Ea} and the problem (P0) can be
equivalently reformulated in the following canonical form
(P) : min {Π(χ) = Φ(Λ(χ)) − 〈χ, f〉| χ ∈ Xc} . (8)
By the facts that the canonical duality is a universal principle in nature, the problem (P) can be used to model general
complex systems. The criticality condition leads to the following canonical equilibrium equation:
A(χ) = Λ∗t (χ)C(Λ(χ)) = f, (9)
where Λt(χ) = ∂Λ(χ) represents a generalized Gaˆteau (or directional) derivative of Λ(χ), its adjoint Λ∗t is called the
balance operator, ς = C(ξ) = ∂Φ(ξ) and C : Ea → E∗a is a canonical dual (or constitutive) operator. The canonical
equilibrium equation (9) shows a symmetry broken in the canonical equilibrium equation, i.e., instead of Λ∗, the
balance operator Λ∗t is adjoined with Λt. It was discovered by Gao and Strang that by introducing a complementary
operatorΛc(χ) = Λ(χ)−Λt(χ)χ, this locally broken symmetry is recovered by a so-called complementary gap function
Gap(χ, ς) = 〈−Λc(χ); ς〉, (10)
which plays a key role in global optimization and the triality theory.
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Complementary-Dual Principle and Analytical Solution
By the Legendre transforation, the conjugate Φ∗(ς) = {〈ξ; ς〉 − Φ(ξ)| ς = ∂Φ(ξ) ∀ξ ∈ Ea} can be uniquely deﬁned
and the following canonical duality relations hold on Ea × E∗a:
ς = ∂Φ(ε) ⇔ ε = ∂Φ∗(ς) ⇔ Φ(ε) + Φ∗(ς) = 〈ε; ς〉. (11)
If the canonical function is convex and lower semi-continuous, the Gaˆteau derivative ∂ should be replaced by the
sub-diﬀerential and Φ∗ is replaced by the Fenchel conjugate Φ(ς) = sup{〈ξ; ς〉 − Φ(ξ)| ξ ∈ Ea}. In this case, (11) is
replaced by the generalized canonical duality
ς ∈ ∂Φ(ε) ⇔ ε ∈ ∂Φ(ς) ⇔ Φ(ε) + Φ(ς) = 〈ε; ς〉 ∀(ξ, ς) ∈ Ea × E∗a. (12)
If the convex set Ea contains inequality constrains, then (12) includes all the internal KKT conditions [14, 5]. In this
sense, a KKT point of the canonical form Π(χ) is a generalized critical point of Π(χ).
By the complementarity Φ(Λ(χ)) = 〈Λ(χ); ς〉 −Φ∗(ς), the canonical form of Π(χ) can be equivalently written in
Gao and Strang’s total complementary function Ξ : Xa × E∗a → R [3]
Ξ(χ, ς) = 〈Λ(χ); ς〉 − Φ∗(ς) − 〈χ, f〉. (13)
Then, the canonical dual function can be obtained by the canonical dual transformation:
Πd(χ) = sta{Ξ(χ, ς)| χ ∈ Xa} = GΛap(ς) − Φ∗(ς) (14)
where sta{ f (χ)| χ ∈ X} stands for ﬁnding the stationary value of f (χ) on X, GΛap(ς) = sta{〈Λ(χ); ς〉 − 〈χ, f〉| χ ∈ Xa},
which is deﬁned on the canonical dual feasible space Sc = {ς ∈ E∗a| Λ∗t (χ)ς = f ∀χ ∈ Xa}. Clearly, Sc  ∅ if (P) is
properly posed.
Theorem 1 (Complementary-Dual Principle [2]) The pair (χ¯, ς¯) is a critical point of Ξ(χ, ς) if and only if χ¯ is
a critical point of Π(χ) and ς¯ is a critical point of Πd(ς). Moreover,
Π(χ¯) = Ξ(χ¯, ς¯) = Πd(ς¯). (15)
Proof. The criticality condition ∂Ξ(χ¯, ς¯) = 0 leads to the following canonical equations
Λ(χ¯) = ∂Φ∗(ς¯), Λ∗t (χ¯)ς¯ = f. (16)
The theorem is proved by the canonical duality (11) and the deﬁnition of Πd. 
Theorem 1 shows a one-to-one correspondence of the critical points between the primal function and its canon-
ical dual. This theorem solved the ﬁfty-year old open problem on complementary variational principle in non-
linear mechanics and is known as the Gao principle in literature [17]. In real-world applications, the geometri-
cal operator Λ is usually quadratic homogeneous i.e. Λ(αχ) = α2Λ(χ) ∀α ∈ R. In this case, we have [3]
Λt(χ)χ = 2Λ(χ), Λc(χ) = −Λ(χ) and
Ξ(χ, ς) = Gap(χ, ς) − Φ∗(ς) − 〈χ, f〉 = 12 〈χ,G(ς)χ〉 − Φ
∗(ς) − 〈χ, f〉, (17)
where G(ς) = ∂2χGap(χ, ς). Then, the canonical dual function Π
d(ς) can written explicitly as
Πd(ς) = {Ξ(χ, ς)| G(ς)χ = f ∀χ ∈ Xa} = −12 〈[G(ς)]
+f, f〉 − Φ∗(ς), (18)
where G+ represents a generalized inverse of G.
Theorem 2 (Analytical Solution Form[2]) If ς¯ ∈ Sc is a critical point of Πd(ς), then
χ¯ = [G(ς¯)]+f (19)
is a critical point of Π(χ) and Π(χ¯) = Ξ(χ¯, ς¯) = Πd(ς¯). Dually, if χ¯ ∈ Xc is a critical point of Π(χ), it must be in the
form of (19) for a critical point ς¯ ∈ Sc of Πd(ς).
This uniﬁed analytical solution form holds not only for general global optimization problems in ﬁnite dimensional
systems, but also for a large-class of nonlinear boundary/initial value problems in nonconvex analysis and dynamic
systems [12].
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Triality Theory and NP-Hard Criterion
Let χ¯ ∈ Xc be a critical point of a real-valued function Π : Xc → R. χ¯ is called degenerate (res. non-degenerate) if
the Hessian matrix of Π(χ) is singular (resp. non-singular) at χ¯. The function Π : Xc → R is called a Morse function
if it has no degenerate critical points.
Theorem 3 (Triality Theory [6]) Suppose that Φ : Ea → R is convex, (χ¯, ς¯) is a non-degenerate critical point of
Ξ(χ, ς) and Xo × So is a neighborhood 4 of (χ¯, ς¯). If ς¯ ∈ S+c = {ς ∈ Sc| G(ς)  0}, then
Π(χ¯) = min
χ∈Xc
Π
(
χ
)
= max
ς∈S+c
Πd (ς) = Πd(ς¯). (20)
If ς¯ ∈ S−c = {ς ∈ Sc| G(ς) ≺ 0}, then either
Π(χ¯) = max
χ∈Xo
Π
(
χ
)
= max
ς∈So
Πd (ς) = Πd(ς¯), (21)
or (if dimχ = dim ς) Π(χ¯) = min
χ∈Xo
Π
(
χ
)
= min
ς∈So
Πd (ς) = Πd(ς¯). (22)
The statement (20) is the so-called canonical min-max duality, which can be proved easily by Gao and Strang’s
work in 1989 [3]. Clearly, ς ∈ S+c if and only if Gap(χ, ς) ≥ 0 ∀χ ∈ X. This duality theory shows that the Gao-Strang
gap function provides a global optimum criterion. The statements (21) and (22) are called the canonical double-max
and double-min dualities, respectively, which can be used to ﬁnd local extremum solutions.
Theorem 3 shows that the nonconvex problem (P) is canonically dual to a concave maximum stationary problem:
(Pd) : max sta{Πd(ς)| ς ∈ S+c }. (23)
Theorem 4 (Existence and uniqueness criteria [9]) For a properly posed (P), if the canonical function Φ :
Ea → R is convex, intS+c  ∅, and
lim
α→0+
Πd(ςo + ας) = −∞ ∀ςo ∈ ∂S+c , ∀ς ∈ S+c , (24)
then (Pd) has at least one solution ς¯ ∈ S+c and χ¯ = [G(ς¯)]+f is a solution to (P). The solution is unique if ∂G(ς¯)  0.
Proof. Under the required conditions −Πd : S+c → R is convex and coercive and intS+c  ∅. Therefore, (Pd) has at
least one solution. If ∂G(ς¯)  0, then Πd : S+c → R is strictly concave and (Pd) has a unique solution. 
This theorem shows that if intS+c  ∅ the nonconvex problem (P) is canonically dual to (Pd) which can be solved
easily. Otherwise, the problem (P) is canonically dual to the following minimal stationary problem, i.e. to ﬁnd a global
minimum stationary value of Πd on Sc:
(Ps) : min sta{Πd(ς)| ς ∈ Sc}, (25)
which could be really NP-hard since Πd(ς) is nonconvex on the nonconvex set Sc. Therefore, a conjecture was pro-
posed in [8].
Conjecture 1 (Criterion of NP-Hardness) A properly posed problem (P) is NP-hard if and only if int S+c = ∅.
The canonical duality-triality theory has been successfully used for solving a wide class problems in both global
optimization and nonconvex analysis [12].
SYMMETRY, NP-HARDNESS AND PERTURBATION METHODS
The concept of symmetry is closely related to the duality and, in certain sense, can be viewed as a geometric duality.
Mathematically, symmetry means invariance under transformation. By the canonicality, the object W(w) possesses
naturally certain symmetry. If the subject F(χ) = 0, then Π(χ) = W(Dχ) = Φ(Λ(χ)) and (P) should have either a
trivial solution or multiple solutions due to the symmetry. In this case Πd(ς) = −Φ∗(ς) is concave and, by the triality
theory, its critical point ς¯ ∈ S−c is a global maximizer, χ¯ = [G(ς¯)]+f = 0 is the biggest local maximizer of Π(χ), while
4The neighborhood Xo of χ¯ means that on which, χ¯ is the only critical point (see page 140 [2]).
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the global minimizers χ¯(ς¯) must be for those ς¯ ∈ ∂S+c such that Πd(ς¯) = min{−Φ∗(ς)| detG(ς) = 0 ∀ς ∈ Sc}.
Clearly, this nonconvex constrained concave minimization problem could be really NP-hard. Therefore, many well-
known NP-hard problems in computer science and global optimization are not well-posed problems. Such as the max-
cut problem, which is a special case of quadratic integer programming problem (Pqi). Due to the symmetry Q = QT
and f = 0, its canonical dual problem has multiple solutions on the boundary of S+c . The problem is considered as NP-
complete even if Qi j = 1 for all edges. Strictly speaking, this is not a real-world problem but only a geometrical model.
Without suﬃcient geometrical constraints in Xa, the graph is not physically ﬁxed and any rigid motion is possible.
However, by adding a linear perturbation f  0, this problem can be solved eﬃciently by the canonical duality theory
[20]. Also it was proved by the author [9, 11] that the general quadratic integer problem (Pqi) has a unique solution
as long as the input f  0 is big enough. These results show that the subjective function plays an essential role for
symmetry breaking to leads a well-posed problem.
Conjecture 2 For any given properly posed problem (P) under the Assumption 1, there exists a fc > 0 such that
(Pd) has a unique solution in S+c as long as ‖f‖ ≥ f0.
This conjecture shows that any properly posed problems are not NP-hard if the input ‖f‖ is big enough. Generally
speaking, most NP-hard problems have multiple solutions located either on the boundary or the outside of S+c . There-
fore, a quadratic perturbation method can be suggested as
Ξδk (χ, ς) = Ξ(χ, ς) +
1
2
δk‖χ − χk‖2 =
1
2
〈χ,Gδk (ς)χ〉 − Φ∗(ς) − 〈χ, fδk〉 +
1
2
δk〈χk,χk〉,
where δk > 0, χk (k = 1, 2, . . . ) are perturbation parameters, Gδk (ς) = G(ς) + δkI, and fδk = f + δkχk. Thus, the
original canonical dual feasible space S+c can be enlarged to S+δk = {ς ∈ Sc| Gδk (ς)  0}. Thus, a perturbed canonical
dual problem can be proposed as
(Pdk ) : max
{
min{Ξδk (χ, ς)| χ ∈ Xa} | ς ∈ S+δk
}
(26)
and a canonical primal-dual algorithm has been developed with successful applications for solving sensor network
optimization problems [19] and chaotic dynamics [15].
RELATION WITH SDP PROGRAMMING
Now let us show the relation between the canonical duality theory and the semi-deﬁnite programming relaxation.
Theorem 5 Suppose that Φ : Es → R is convex and ς¯ ∈ E∗a is a solution of the problem
(Psd) : min{g + Φ∗(ς)} s.t.
(
G(ς) f
fT 2g
)
 0 ∀ς ∈ E∗a, g ∈ R, (27)
then χ = [G(ς)]+f is a global minimum solution to the nonconvex problem (P).
Proof. The problem (Pd) can be equivalently written in the following problem
min
{
g + Φ∗(ς)| g ≥ GΛap(ς), G(ς)  0 ∀ς ∈ E∗a
}
. (28)
Then, by using the Schur complement Lemma, this problem is equivalent to (Psd). The theorem is proved by the
triality theory. 
It was proved [11] that for the same problem (Pqi), if we use diﬀerent geometrical operator
Λ(x) = xxT ∈ Ea = {ξ ∈ Rn×n| ξ = ξT , ξ  0, rank ξ = 1, ξii = 1 ∀i = 1, . . . , n},
and the associated canonical function Φ(ξ) = 12 〈ξ;Q〉 + {0 if ξ ∈ Ea,+∞ otherwise}, where 〈ξ; ς〉 = tr(ξTς), we
should obtain the same canonical dual problem (Pdqi). Particularly, if f = 0, then (Pqi) is a typical linear semi-deﬁnite
programming min 12 〈ξ;Q〉 s.t. ξ ∈ Ea. Since Ea is not bounded and there is no input, this problem is not properly
posed, which could have either no solution or multiple solutions for a given indeﬁnite Q = QT .
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APPLICATIONS IN COMPLEX SYSTEMS
Example 1. Unconstrained Nonconvex Optimization Problem
(P) : min
⎧⎪⎪⎨⎪⎪⎩Π(χ) =
m∑
s=1
Φs(Λs(χ)) − 〈χ, f〉| χ ∈ Xc
⎫⎪⎪⎬⎪⎪⎭ , (29)
where the canonical measures ξs = Λs(χ) could be either a scalar or a tensor,Φk(ξk) are any given canonical functions,
such as polynomial, exponential, logarithm, and their compositions, etc. For example, if χ ∈ Xc ⊂ Rn and
W(Dχ) =
∑
i∈I
1
2
αiχ
TQiχ +
∑
j∈J
1
2
α j
(
1
2
χTQ jχ + β j
)2
+
∑
k∈K
αk exp
(
1
2
χTQkχ
)
+
∑
	∈L
1
2
α	χ
TQ	χ log(
1
2
χTQ	χ), (30)
where {Qs} are positive-deﬁnite matrices to allow the Cholesky decomposition Qs = DTs Ds for all s ∈ {I, J,K,L} and{αs, βs} are physical constants, which could be either positive or negative under Assumption 1. This general function
includes naturally the so-called d.c. functions (i.e. diﬀerence of convex functions). By using the canonical measure
ξ = {ξs} =
{
1
2
αiχ
TQiχ,
1
2
χTQrχ
}
∈ Ea = Rp × Rq+, p = dim I, q = dim J + dimK + dimL
where Rq+ = {x ∈ Rq| xi ≥ 0 ∀i = 1, . . . , q}, W(w) can be written in the canonical form
Φ(ξ) =
∑
i∈I
ξi +
∑
j∈J
1
2
α j(ξ j + β j)2 +
∑
k∈K
αk exp ξk +
∑
	∈L
α	ξ	 log ξ	.
Thus, ∂Φ(ξ) = {1, ςr} in which, ς = {α j(ξ j + β j), αk exp ξk, α	(log ξ	 − 1)} ∈ E∗a and
E∗a = {ς ∈ Rq| ς j ≥ −α jβ j ∀ j ∈ J, ςk ≥ αk ∀k ∈ K, ς	 ∈ R ∀	 ∈ L}.
The conjugate of Φ can be easily obtained as
Φ∗(ς) =
∑
j∈J
(
1
2α j
ς2j + β jς j
)
+
∑
k∈K
ςk(ln(α−1k ςk) − 1) +
∑
	∈L
α	 exp(α−1	 ς	 − 1). (31)
Since Λ(χ) is quadratic homogenous, the gap function and GΛap in this case are
Gap(χ, ς) =
1
2
χTG(ς)χ, GΛap(ς) =
1
2
fT [G(ς)]+f, G(ς) =
∑
i∈I
αiQi +
∑
s∈{J,K,L}
ςsQs.
Since Πd(ς) = −GΛap(ς) − Φ∗(ς) is concave and S+c is a closed convex set, if for the given physical con-
stants and the input f such that S+c  ∅, the canonical dual problem (Pd) has at least one solution ς¯ ∈ S+c ⊂ Rq and
χ¯ = [G(ς¯)]+f ∈ Xc ⊂ Rn is a global minimum solution to (P). If n  q, the problem (Pd) can be much easier than (P).
Example 2. Mixed Integer Nonlinear Programming (MINLP)
The decision variable for (MINLP) is χ = {y, z} ∈ Ya × Za, where Ya is a continuous variable set and Za is a set of
integers. It was shown in [18] that for any given integer set Za, there exists a linear transformation Dz : Za → Z =
{±1}n. Thus, based on the uniﬁed model (P), a general (MINLP) problem can be proposed as
(Pmi) : min{Π(y, z) = W(Dyy,Dzz) − 〈y, s〉 − 〈z, t〉 | (y, z) ∈ Yc ×Zc}, (32)
where f = (s, t) is a given input, Dχ = (Dyy, Dzz) ∈ Wy × Z is a multi-scale operator, and
Yc = {y ∈ Ya | Dyy ∈ Wy}, Zc = {z ∈ Za| Dzz ∈ Z}.
In Ya certain linear constraints are given. Since the set Za is bounded, by Assumption 1 either W : Wy → R is
coercive orWy is bounded. This general problem (Pmi) covers many real-world applications, including the so-called
ﬁxed cost problem [13]. Let
 = Λz(z) = (Dzz) ◦ (Dzz) ∈ Ez = Rn+, (33)
where x ◦ y = {xiyi}n is the Hadamard product in Rn, the integer constraint in Z can be relaxed by the canonical
function Ψ() = {0 if  ≤ e, ∞ otherwise}, where e = {1}n. Therefore, the canonical form of (Pmi) is
min{Π(y, z) = Φ(Λ(y, z)) + Ψ(Λz(z)) − 〈y, s〉 − 〈z, t〉 | y ∈ Yc}. (34)
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Since the canonical function Ψ() is convex, semi-continuous, its Fenchel conjugate is
Ψ(σ) = sup{〈;σ〉 − Ψ()| ∈ Rn} = {〈e;σ〉 if σ ≥ 0, ∞ otherwise}.
The generalized canonical duality relations (12) are σ ≥ 0 ⇔  ≤ e ⇔ 〈 − e;σ〉 = 0. The complementarity
shows that the canonical integer constraint  = e can be relaxed by the σ > 0 in continuous space. Thus, if ξ = Λ(χ)
is a quadratic homogenous operator and the canonical function Φ(ξ) is convex on Ea, the canonical dual to (Pmi) is
(Pdmi) : max
{
Πd(ς,σ) = −1
2
〈[G(ς,σ)]+f, f〉 − Φ(ς) − 〈e;σ〉| (ς,σ) ∈ S+c
}
, (35)
where G(ς,σ) depends on the quadratic operators Λ(χ) and Λz(z), S+c is a convex open set
S+c = {(ς,σ) ∈ E∗a × Rn+| G(ς,σ)  0, σ > 0}. (36)
Applications for general mixed integer programming problems are given in [11, 13].
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