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Vacancy clusters at domain boundaries and band bending at the SrTiO3(110) surface
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Antiphase domain boundaries (APDBs) in the (n × 1) (n = 4, 5) reconstructions of the
SrTiO3(110) surface were studied with scanning tunneling microscopy (STM), x-ray photoemis-
sion spectroscopy (XPS) and density functional theory (DFT) calculations. Two types of APDBs
form on each reconstruction; they consist of TixOy vacancy clusters with a specific stoichiometry.
The presence of these clusters is controlled by the oxygen pressure during annealing. The structural
models of the vacancy clusters are resolved with DFT, which also shows that their relative stability
depends on the chemical potential of oxygen. The surface band bending can be tuned by controlling
the vacancy clusters at the domain boundaries.
PACS numbers: 68.47.Gh, 68.37.Ef, 68.35.Dv, 68.47.Jn
I. INTRODUCTION
Strontium titanate (SrTiO3), the archetypical per-
ovskite oxide, has attracted intense attention for use in
photocatalysis, microelectronics, and the emerging field
of oxide electronics1–5. These applications rely on a thor-
ough understanding and control of the SrTiO3 surface
at the atomic scale. The possibility of nonstoichiome-
try, polarity, and mixed valences of metal cations make
this difficult in such a multi-component system6–9. The
SrTiO3(001), for example, forms a variety of reconstruc-
tions depending on treatment parameters such as tem-
perature, oxygen pressure, and Sr/Ti composition ra-
tio near the surface9–11. In contrast, the SrTiO3(110)
surface has evolved as a unique system, where the sur-
face structure is determined by the stoichiometry in the
near-surface region and the transition between different
surface reconstructions can be changed reversibly by de-
positing Sr or Ti, followed by annealing in O2
12,13. Here
we show that, within particular surface phases, the defect
structure, and thus the surface potential, can be adjusted
through the O2 chemical potential.
Along the [110] direction a SrTiO3 crystal is composed
of alternately stacked (SrTiO)4+ and (O2)
4− planes. As
this results in a macroscopic dipole moment and infinite
surface energy, the (110) surface is polar. This polar-
ity is compensated by forming a homologous series of
(n × 1) (n=3 - 6) reconstructions13. These structures
consist of corner-shared TiO4 tetrahedra, forming net-
works of variable-membered rings. Specifically, six- and
ten-membered rings have been found on the (4 × 1)
reconstruction13, while the (5 × 1) phase consists of
eight- and ten-membered rings (see the structural model
in Figure 4, below)13,14. While SrTiO3(110) is sym-
metric along the [110] direction, these reconstructions
are not. As a consequence, antiphase domain bound-
aries (APDBs) form within the each one-dimensional
(4 × 1)/(5 × 1) stripe. In previous theoretical and ex-
perimental studies, we have reported that single point
defects, i.e., oxygen vacancies, do not form on the recon-
structed surfaces14–16. However, defect pairs of Ti2O3
vacancy clusters (here referred to as ”type-I”) and Sr
adatoms decorate APDBs to relieve the surface stress
and compensate the polarity, respectively17.
In this paper, we report that a so-called type-II va-
cancy cluster, Ti4O5, can alternatively be formed at the
(4 × 1) APDBs. Correspondingly, two types of vacancy
clusters, Ti3O4 (type-I) and Ti4O5 (type-II) are found at
the APDBs of the (5 × 1) surface. The type of APDB on
each surface depends on the chemical potential of oxygen.
In conjunction with density functional theory (DFT) cal-
culations, experimental results demonstrate that control
of the APDBs can be used to alter the surface band bend-
ing.
II. METHODS
A. Experiments
The experiments were performed in a SPECS UHV
system equipped with x-ray photoelectron spectroscopy
(XPS) and STM with a base pressure of 1×10−10
mbar15. Nb-doped (0.5 wt%) SrTiO3 single crystals
(5mm × 5mm × 0.5mm) were purchased from MaTeck,
Germany. A clean surface was prepared by cycles of Ar+
sputtering (1 keV, 5µA, 10minutes) followed by anneal-
ing in O2 at pressures varying from 10
−7 to 10−5 mbar at
1000 ◦C for 1 h18. In addition to STM, low-energy elec-
tron diffraction (LEED) was used to check for the uni-
formity of reconstructed places across the sample. The
samples were heated by electron bombardment (13 mA,
900 V) at the back and the temperature was monitored
with an infrared pyrometer. In XPS measurements, Mg
Kα radiation and a pass energy of 20 eV were used.
B. Theory
DFT calculations were carried out with the “Vienna
ab-initio simulation package” (VASP) code19,20. We have
adopted the projector augmented-wave method and the
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FIG. 1. Control of the two types of domain boundaries
at the SrTiO3(110)-(4 × 1) surface through annealing in O2.
(a) STM image (20 × 20 nm2, Vsample = +2.3 V, Itunnel =
0.3 nA). The type-I, type-II vacancy clusters and Sr adatoms
are marked with cyan, red and white arrows, respectively.
(b) STM image (20 × 20 nm2, Vsample = +2.4 V, Itunnel
= 0.3 nA) of a surface with only type-II vacancy clusters.
(c) Density of the vacancy clusters vs. O2 pressure during
annealing 1000 ◦C.
Perdew-Burke-Ernzerhof functional with a kinetic energy
cutoff of 600 eV for plane waves and a single k point (Γ
)21,22. The surface structure was modeled with a super-
cell that was symmetric along the [110] direction, and
consisted of a 9-layer slab separated by a vacuum layer
of 12 A˚. The atoms in the central three layers were fixed,
and the other atoms were allowed to relax until the force
on each atom was less than 0.02 eV/A˚. Simulated STM
images were generated with the Tersoff-Hamann approx-
imation by integrating the local density of states from
Fermi level (EF ) to 1.5 eV above the conduction band
edge23.
III. RESULTS
A. SrTiO3(110)-(4 × 1) surface
Figure 1(a) shows an STM image of the SrTiO3(110)-
(4 × 1) surface obtained by Ar+ sputtering and anneal-
ing in 4 × 10−6 mbar O2. The (4 × 1) reconstructed
surface shows quasi-one dimensional stripes along the
[110] direction, corresponding to the Ti atoms in the
six-membered rings13,14,17. Bright Sr adatoms (labeled
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FIG. 2. Control of the two types of domain boundaries
at the SrTiO3(110)-(5 × 1) surface through annealing in O2.
(a) STM image (20 × 20 nm2, Vsample = +2.2 V, Itunnel =
0.3 nA). The type-I and type-II vacancy clusters are marked
with cyan and red arrows, respectively. (b) The density of the
vacancy clusters depends on the O2 pressure during annealing.
by white arrows) and dark vacancy clusters (type-I, la-
beled by cyan arrows) are located at the APDBs17 at
the middle of the stripes. In addition to these two fea-
tures, larger vacancy clusters (type-II, labeled by red ar-
rows) are observed at the trenches between two adjacent
stripes. These larger vacancy clusters and Sr adatoms
are quasi-ordered on the surface, with a similar spatial
distribution as observed on the type-I surface17. The rel-
ative ratio of these two types of vacancy clusters can be
changed reproducibly by adjusting the oxygen pressure
during annealing; type-I vacancy clusters can be obtained
when annealing in ultra high vacuum (UHV) to low 10−6
mbar oxygen pressure12,15,17,18,24, while type-II vacancy
clusters are found when annealing in a higher oxygen
pressure [see Fig. 1(c)]. This way, a mono-phased sur-
face with type-II vacancy clusters is obtained [see Fig.
1(b)]. The saturation density of both vacancy clusters is
∼ 0.02 ML [here 1 ML = 4.64 × 1014 atoms/cm2 is de-
fined as 1 atom per (1 × 1) unit cell of bulk SrTiO3(110)
surface.]
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FIG. 3. (a) XPS core-level Ti 2p spectra of the surfaces with
type-I (cyan curve) and type-II (red curve) vacancy clusters
at domain boundaries. The inset shows that the spectra are
shifted by about 0.2 eV. (b) Schematic diagram of the upward
surface band bending.
3FIG. 4. Structural models for the reconstructed SrTiO3(110) surface with antiphase domain boundaries (APDBs). The left
and right side shows APDBs on the (4 × 1) and (5 × 1) surfaces, respectively. The (4 × 8)/(5 × 8) and (4 × 1)/(5 × 1) cells
are marked by full and dashed lines, respectively. Depending on whether the antiphase domains are connecting through wide
(TWIDE) or narrow (TNAR) pairs of tetrahedra, type-I (a,c) and type-II (b, e) vacancy clusters are formed by removing the
atoms enclosed in the dashed ellipsoids. In type-I domain boundaries, Sr2+ adatoms compensate the charges introduced by the
vacancy cluster. (c, f) Corresponding simulated and experimental STM images. The structural models are superimposed on
the simulated images17 .
B. SrTiO3(110)-(5 × 1) surface
The (5 × 1) reconstructed surface was obtained by de-
positing ∼ 0.15 ML [1ML=4.64× 1014 atoms/cm2 rela-
tive to SrTiO3(110) surface] Sr metal on the (4 × 1) sur-
face followed by annealing12. The (5 × 1) surface exhibits
stripes consisting of three bright rows along the [110] di-
rection. Figure 2(a) shows an STM image of the SrTiO3-
(5 × 1) surface obtained after annealing in 4 × 10−6
mbar O2. Again two types of vacancy clusters coex-
ist on the surface. The type-I vacancy clusters appear
at the center of the stripes [labeled by cyan arrows in
Fig. 2(a)], whereas the type-II vacancy clusters appear
at the trenches between the (5 × 1) stripes [labeled by
red arrows in Fig. 2(a)]. On the (5 × 1) surface the rel-
ative ratio of these two types of vacancy clusters is also
regulated by the oxygen pressure during annealing [see
Fig. 2(b)].
C. X-ray Photoelectron Spectroscopy
The vacancy clusters on the APDBs affect the surface
electronic properties. Figure 3(a) shows Ti 2p core-level
spectra of the surfaces with type-I and type-II vacancy
clusters on the (4 × 1) surface. No Ti3+ states are de-
tected on either surface. The spectra of the surface with
type-II vacancy clusters shifts about 0.2 eV to lower bind-
ing energy as compared to the type-I vacancy surface
[see inset in Fig. 3(a)]. The same binding energy shift is
also observed for Sr 3d and O 1s core-level spectra (not
shown). We conclude that surface band bending occurs
when the vacancy cluster type changes. Previous valence-
band spectra showed that the SrTiO3(110)-(4 × 1) sur-
face with type-I vacancy cluster has a negligible band
bending12,15. Therefore, upon formation of type-II va-
cancy clusters the bands bend upward relative to the
Fermi level as shown in the schematic diagram in Fig.
3(b). A similar surface band bending is also observed on
the (5 × 1) surface upon formation of type-II vacancy
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FIG. 5. (a) Thermodynamic stability of type-I and type-
II vacancy clusters on the SrTiO3(110)-(4 × 1) surface in
dependence on the relative Ti and O chemical potential. The
dark, red area corresponds to an environment in where type-II
vacancy cluster is stable while the light, cyan area corresponds
to that in which type-I vacancy cluster is stable. (b) The
surface grand potential of type-I and type-II vacancy cluster
as function of ∆µO. For details see the Supplement.
clusters (not shown).
IV. DISCUSSION
A. Structural model
In order to understand the formation of the two types
of vacancy clusters, the surface structure is analyzed.
On the SrTiO3(110)-(4 × 1) surface the six-membered
ring can be viewed as pairs of narrow (TNAR) and wide
(TWIDE) tetrahedra [see Fig. 4(a)]. Depending on the
local atomic arrangement at the APDBs two types of va-
cancy clusters are formed. When two antiphase domains
are connected through two TWIDE, the type-I vacancy
cluster results [see upper part of Fig. 4(a)]. This requires
removing a pair of TNAR with a Ti2O3 stoichiometry, and
two nominal positive charges17. A type-II vacancy cluster
is formed when two TNAR are linked together. Different
structural models of the type-II APDB have been com-
pared with DFT calculations. The optimized model is
shown in Fig. 4(b). In this case, in addition to a pair
of TWIDE, two TiO4 tetrahedra in the middle of the ten-
membered ring are removed with an overall stoichiometry
and nominal charge of (Ti4O5)
6+ [see Fig. 4(b)]. Simu-
lated STM images based on relaxed structures of all the
vacancy clusters agree well with the experimental ones
[see Fig. 4(c)].
We can readily extend the structural models of APDBs
to the (5 × 1) surface. In correspondence with the
(4 × 1), the (5 × 1) surface consists of eight- and ten-
membered rings14, and similar narrow and wide tetra-
hedra pairs are present in the eight-membered rings (la-
beled as TNAR and TWIDE in Fig. 4(d)). Forming the
type-I vacancy cluster requires the removal of a pair of
TNAR and the middle TiO4 in the eight-membered ring
[labeled in Fig. 4(d)] with an overall stoichiometry and
nominal charge of (Ti3O4)
4+. The type-II vacancy clus-
ter on the (5 × 1) surface is the same as the one on the
(4 × 1) surface [see Fig. 4(e)].
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FIG. 6. DFT-calculated density of states of surface with
type-I (cyan curve) and type-II (red curve) vacancy cluster
on the domain boundaries of the SrTiO3(110)-(4 × 1) surface,
respectively.
B. Thermodynamic stability
To further clarify the structural models and study their
relative thermodynamic stability, we have calculated the
surface grand potential of both types of vacancy clusters
(see the Supplementary Information). Figure 5(a) shows
the relative thermodynamic stability of the surface with
type-I and type-II vacancy clusters as function of ∆µO
and ∆µTi. In an oxygen-poor environment (∆µO < -
4.2 eV) the type-I vacancy cluster is more stable than
the type-II vacancy cluster. In an oxygen-rich and Ti-
poor environment (∆µO = 0 eV, ∆µTi < -8.3 eV) the
type-II vacancy cluster becomes more stable. Thus, a
phase transition can be induced by changing the oxygen
and Ti chemical potentials.
In order to evaluate the stability of the two vacancy
types as a function of ∆µO only, we assume the sur-
face is also in equilibrium with TiO2
25, since the top-
most reconstruction layer has a Ti valence of 4+ [see Fig.
3(a)]12,15,26. Since the type-I surface can be expressed as
stoichiometric SrTiO3 and TiO2, its surface energy will
not depend on the oxygen chemical potential. The sur-
face energy of type-II vacancy clusters, however, changes
as a function of ∆µO as shown in Fig. 5(b). In an oxygen-
poor (∆µO < −2.8 eV) environment, the type-I vacancy
cluster is more stable than the type-II vacancy cluster.
The type-II vacancy cluster becomes more stable when
∆µO increases, consistent with the experimental result
shown in Fig. 1(c).
C. Electronic properties
Several mechanisms can induce an upward surface
band bending, such as healing of oxygen vacancies, Fermi
level pinning, and adsorbing charged species. Sample
self-reduction could occur during annealing27, but we ex-
clude that the upward band bending originates from oxy-
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FIG. 7. DFT-calculated electrostatic potential of models
with type-I and type-II vacancy clusters. The potential curves
are a planar average of the electrostatic potential. The inset
shows that a 0.3 eV potential difference appears at the top-
most layer between different type vacancy cluster surface.
gen vacancies from the absence of Ti3+ on both surfaces
in the XPS spectra [see Fig. 3(a)]. This is consistent
with previous theoretical and experimental results that
showed that the oxygen vacancy density is extremely low
on this surface14,15. In addition, previous studies show
that no in-gap states emerge from the formation of type-I
vacancy clusters15,16. This is confirmed by DFT calcu-
lations that show both types vacancy cluster surfaces do
not have in-gap states (see Fig. 6). Thus, we can exclude
that the upward band bending observed here is due to
Fermi level pinning28. The surface band bending is due
to the differently charged state of the vacancy clusters.
The different types of vacancies explain the observed
band bending. Here we focus on the (4 × 1) surface. The
(4 × 1) reconstruction compensates the surface polarity
of SrTiO3(110)
13. Vacancy clusters alter the surface sto-
ichiometry, thus they also disturb (or disrupt/affect) the
charge (and surface polarity) compensation of the (4 × 1)
surface. As discussed above, each type-I vacancy clus-
ter introduces two negative charges into the structure.
It turns out that these are largely compensated by Sr
adatoms, each with two positive charges17. Defect pairs
with a type-I vacancy cluster and a Sr adatom [see Fig.
4] have been found to be thermodynamically stable in
both experiments and DFT calculations17; thus no sur-
face band bending occurs on the type-I surface12,15,16.
The type-II Ti4O5 vacancy clusters that form under
O-rich conditions will (formally) introduce six negative
charges. These can no longer be compensated by Sr
adatoms - the required high Sr density is not thermo-
dynamically stable, and a phase transition is induced
upon annealing12,14. Thus, upward band bending occurs
when the negatively charged type-II vacancy clusters are
formed28. The band bending is estimated by comparing
the electrostatic potential of both models in DFT cal-
culations (see Fig. 7). In the central SrTiO3 layers the
potential is the same but a ∼0.3 eV difference appears
at the topmost layer. This is in good agreement with
the experimental observations. A similar band bending
is observed on the (5 × 1) surface and confirmed by theo-
retical calculations (not shown). Therefore, we conclude
that the surface band bending can be induced by forma-
tion of the Ti4O5 vacancy clusters at APDBs.
Tuning the band bending on oxide surfaces by struc-
tural modification and/or external electric field is of im-
portance in various applications. For example, band
bending influences photocatalytic processes28, as it af-
fects the adsorption or desorption of reactants on the sur-
face, as well as charge carrier recombination and transfer
between the oxide and an adsorbate. Band bending has
been used to tune the electronic properties of oxide sur-
faces and even interfaces by external electric fields and
surface adsorbates29,30. Engineering the band bending on
the SrTiO3(110) surface can provide a flexible approach
to optimize the performance in photocatalysis and tune
the properties of two-dimensional electron gases on the
SrTiO3(110) surface and interface
16,31.
V. CONCLUSION
In summary, we have demonstrated subtle control
of APDBs in the (n × 1) (n = 4,5) reconstructions
of the SrTiO3(110) surface. Depending on the atomic
configurations at APDBs, two types of vacancy clusters
are formed at each reconstruction. Their relative
stabilities can be tuned by changing the oxygen chemical
potentials; this, in turn, allows tuning the surface band
bending through reversible and controllable switching of
vacancy cluster types.
This work is supported by the Austrian Science Fund
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