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DEGENERATE ZERO-TRUNCATED POISSON RANDOM
VARIABLES
TAEKYUN KIM AND DAE SAN KIM
Abstract. Recently, the degenerate Poisson random variable with pa-
rameter α > 0, whose probability mass function is given by Pλ(i) =
e
−1
λ
(α)α
i
i!
(1)i,λ, (i = 0, 1, 2, · · · ), was studied. In probability theory, the
zero-truncated Poisson distributions are certain discrete probability distri-
butions whose supports are the set of positive integers. These distributions
are also known as the conditional Poisson distributions or the positive
Poisson distributions. In this paper, we introduce the degenerate zero-
truncated Poisson random variables whose probability mass functions are
a natural extension of the zero-truncated Poisson distributions, and inves-
tigate various properties of those random variables.
1. Introduction
A random variable X is a real valued function defined on a sample space. If X
takes any values in a countable set, then X is called a discrete random variable.
For a discrete random variable X , the probability mass function P (a) of X is
defined by
P (a) = P{X = a}, (see [5, 11, 13, 15, 17]). (1.1)
As is well known, a Poisson random variable indicates how many events oc-
curred in a given period of time. A random variable X , taking on one of the
values 0, 1, 2, · · · , is said to be a Poisson random variable with parameter α > 0
if the probability mass function of X is given by
P (i) = P{X = i} = e−α
αi
i!
, (i = 0, 1, 2, · · · ), (see [17]). (1.2)
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2 Degenerate zero-truncated Poisson random variables
The quantity E[Xn] of the Poisson random variable with parameter α > 0,
which is called the n-th moment of X , is defined by
E[Xn] =
( ∞∑
i=0
in
αi
i!
)
e−α = Beln(α), (n ≥ 1), (1.3)
where Beln(α) are the Bell polynomials defined by generating function as
eα(e
t
−1) =
∞∑
n=0
Beln(α)
tn
n!
, (see [2, 3, 4, 6, 7, 10, 16]). (1.4)
If X is a discrete random variable taking values in the nonnegative integers,
the probability generating function of X is defined as
G(t) = E[tX ] =
∞∑
n=0
P (n)tn, (1.5)
where P (n) = P{X = n} is the probability mass function of X .
Let X = (X1, X2, · · · , Xk) be a discrete random variable taking values in
the k-dimensional nonnegative integer lattice. Then the probability generating
function of X is given by
G(t1, t2, · · · , tk) = E[t
X1
1 , t
X2
2 , · · · , t
Xk
k ]
=
∞∑
x1,x2,··· ,xk=0
P (x1, x2, · · · , xk)t
x1
1 t
x2
2 · · · t
xk
k ,
(1.6)
where P (x1, x2, · · · , xk) is the probability mass function of X . The power series
converges absolutely at least for all convex vectors t = (t1, t2, · · · , tk) ∈ C
k with
max{|t1|, |t2|, · · · , |tk|} ≤ 1.
For any real number λ, the λ-falling factorial sequence is defined by (see, for
more details, [1,8,9,18])
(x)n,λ =
{
1, if n = 0,
x(x − λ)(x − 2λ) · · ·
(
x− (n− 1)λ
)
, if n ≥ 1.
(1.7)
The degenerate exponential is defined by
exλ(t) = (1 + λt)
x
λ , eλ(t) = e
1
λ(t), (see [9, 12]). (1.8)
From (1.7) and (1.8), we have
exλ(t) =
∞∑
n=0
(x)n,λ
tn
n!
, (see [8, 12]). (1.9)
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In [12], the degenerate Bell polynomials are given by the generating function
e−1λ (x)eλ(xe
t) =
∞∑
n=0
βn,λ(x)
tn
n!
. (1.10)
From (1.4) and (1.10), we note that
lim
λ→0
βn,λ(x) = Beln(x), (n ≥ 0). (1.11)
For λ ∈ R, Xλ is the degenerate Poisson random variable with parameter
α > 0 if the probability mass function of Xλ is given by
Pλ(i) = P{Xλ = i} = e
−1
λ (α)
αi
i!
(1)i,λ, (see [11]). (1.12)
where i = 0, 1, 2, · · · .
In probability theory, the zero-truncated Poisson distributions are certain dis-
crete probability distributions whose supports are the set of positive integers.
These distributions are also called the conditional Poisson distributions or the
positive Poisson distributions. A random variable X is the zero-truncated Pois-
son random variable with parameter α > 0 if the probability mass function of
X is given by
P (k) = P{X = k} =
e−α
1− e−α
αk
k!
=
1
eα − 1
αk
k!
, (see [11, 14]). (1.13)
where k = 1, 2, 3, · · · . In this paper, we introduce the degenerate zero-truncated
Poisson random variables whose probability mass functions are a natural exten-
sion of the zero-truncated Poisson distributions, and investigate various proper-
ties of those random variables.
2. Degenerate zero-truncated Poisson random variables
Let Xλ be the discrete Poisson random variable with parameter α. Then we
observe that
∞∑
n=1
Pλ(n) =
∞∑
n=1
αn
n!
(1)n,λe
−1
λ (α) = e
−1
λ (α)
( ∞∑
n=0
αn
n!
(1)n,λ − 1
)
= e−1λ (α)
(
eλ(α)− 1
)
= 1− e−1λ (α).
(2.1)
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Thus, we note that
∞∑
n=1
Pλ(n)
1− e−1λ (α)
=
∞∑
n=1
αn(1)n,λ
1− e−1λ (α)
e−1
λ
(α)
n!
=
∞∑
n=1
1
eλ(α) − 1
αn
(1)n,λ
n!
= 1.
(2.2)
From (2.2), we can consider the degenerate zero-truncated Poisson random
variable with parameter α > 0.
A random variable Xλ is the degenerate zero-truncated Poisson random vari-
able with parameter α > 0 if the probability mass function of X is given by
Pλ(n) =
e−1λ (α)
1− e−1λ (α)
αn
n!
(1)n,λ =
1
eλ(α)− 1
αn
n!
(1)n,λ, (2.3)
where n = 1, 2, 3, · · · .
Note that limλ→0 Pλ(n) =
1
eα−1
αn
n! = P (n), (n ∈ N), is the probability mass
function of the zero-truncated Poisson random variable with parameter α > 0.
The expectation of Xλ is given by
E[Xλ] =
∞∑
k=1
kPλ(k) =
∞∑
k=1
k
αk
k!
(1)k,λ
1
eλ(α) − 1
=
α
eλ(α) − 1
∞∑
k=1
αk−1
(k − 1)!
(1)k−1,λ(1− (k − 1)λ)
=
α
eλ(α) − 1
∞∑
k=0
αk
k!
(1)k,λ −
αλ
eλ(α)− 1
∞∑
k=0
αk
k!
k(1)k,λ
=
α
eλ(α) − 1
eλ(α) − αλE[Xλ].
(2.4)
From (2.4), we note that we have
(1 + αλ)E[Xλ] =
α
eλ(α) − 1
eλ(α). (2.5)
Thus, by (2.5), for λ 6= − 1
α
we get
E[Xλ] =
α
1 + αλ
eλ(α)
eλ(α)− 1
. (2.6)
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Theorem 2.1. Let Xλ be the degenerate zero-truncated Poisson random variable
with parameter α > 0. Then, for λ 6= − 1
α
, the expectation of Xλ is given by
E[Xλ] =
α
1 + αλ
eλ(α)
eλ(α) − 1
=
α
1 + αλ
1
1− e−1λ (α)
.
Observing that (1)k+2,λ = (1)k+1,λ − λ(k + 1)(1)k+1,λ, we have
E[X2λ] =
∞∑
k=1
k2Pλ(k) =
1
eλ(α)− 1
∞∑
k=1
k2
αk
k!
(1)k,λ
=
1
eλ(α) − 1
∞∑
k=2
αk
(k − 2)!
(1)k,λ +
1
eλ(α) − 1
∞∑
k=1
k
k!
αk(1)k,λ
=
α2
eλ(α) − 1
∞∑
k=0
αk
k!
(1)k+2,λ + E[Xλ]
=
α2
eλ(α) − 1
{
∞∑
k=0
αk
k!
(1)k+1,λ − λ
∞∑
k=0
(k + 1)αk
k!
(1)k+1,λ
}
+ E[Xλ]
=
α
eλ(α) − 1
∞∑
k=0
(k + 1)αk+1
(k + 1)!
(1)k+1,λ
−
αλ
eλ(α)− 1
∞∑
k=0
(k + 1)2αk+1
(k + 1)!
(1)k+1,λ + E[Xλ].
(2.7)
Thus, by (2.7), we get
E[X2λ] = αE[Xλ]− αλE[X
2
λ] + E[Xλ]. (2.8)
and hence, from (2.8) and Theorem 1, for λ 6= − 1
α
we have
E[X2λ] =
1 + α
1 + αλ
E[Xλ] =
α(1 + α)
(1 + αλ)2
eλ(α)
eλ(α)− 1
. (2.9)
For λ 6= − 1
α
, the variance of Xλ is given by
V ar[Xλ] =E[(Xλ − E[Xλ])
2] = E[X2λ]− (E[Xλ])
2
=
α(1 + α)
(1 + αλ)2
eλ(α)
eλ(α)− 1
−
( α
1 + αλ
)2( eλ(α)
eλ(α)− 1
)2
.
(2.10)
Therefore, by (2.10), we obtain the following theorem.
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Theorem 2.2. Let Xλ be the degenerate zero-truncated Poisson random variable
with parameter α > 0. Then, for λ 6= − 1
α
, we have
V ar[Xλ] =
α(1 + α)
(1 + αλ)2
eλ(α)
eλ(α) − 1
−
( α
1 + αλ
)2( eλ(α)
eλ(α) − 1
)2
.
Note that
lim
λ→0
V ar[Xλ] = α(1 + α)
eα
eα − 1
− α2
( eα
eα − 1
)2
=
αeα
(eα − 1)2
(
eα − α− 1
)
.
is the variance of the zero-truncated Poisson random variable with parameter
α > 0.
Now, we consider the generating function of the moment of the degenerate
zero-truncated Poisson random variable with α > 0. From (2.3), we note that
E[eXλt] =
∞∑
n=1
entPλ(n) =
1
eλ(α) − 1
∞∑
n=1
αn
n!
(1)n,λe
nt
=
1
eλ(α)− 1
{ ∞∑
n=0
αn
n!
(1)n,λe
nt − 1
}
=
1
eλ(α)− 1
(
eλ(αe
t)− 1
)
.
(2.11)
By (1.10) and (2.11), we get
∞∑
n=0
E[Xnλ ]
tn
n!
= E[eXλt] =
1
eλ(α) − 1
(
eλ(αe
t)− 1
)
=
eλ(α)
eλ(α) − 1
(
e−1λ (α)eλ(αe
t)− e−1λ (α)
)
=
1
1− e−1λ (α)
( ∞∑
n=0
βn,λ(α)
tn
n!
− e−1λ (α)
)
=
1
1− e−1λ (α)
∞∑
n=1
βn,λ(α)
tn
n!
+
1
1− e−1λ (α)
(1− e−1λ (α))
= 1 +
1
1− e−1λ (α)
∞∑
n=1
βn,λ(α)
tn
n!
.
(2.12)
Therefore, by comparing the coefficients on both sides of (2.12), we obtain
the following theorem.
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Theorem 2.3. Let Xλ be the degenerate zero-truncated Poisson random variable
with parameter α > 0. Then we have
E[Xnλ ] =
1
1− e−1λ (α)
βn,λ(α), (n ∈ N).
In particular,
E[1] = E[X0λ] = 1.
We note that, for x ≥ 1, the cumulative distribution function is given by
FXλ(x) = P{Xλ ≤ x} =
[x]∑
k=1
Pλ(k)
=
1
eλ(α)− 1
[x]∑
k=1
αk
k!
(1)k,λ
=
1
eλ(α)− 1
( [x]∑
k=0
αk
k!
(1)k,λ − 1
)
,
(2.13)
where [x] is the integral part of x.
Let us define the function eλ,b(a) to be
eλ,b(a) =
b∑
k=0
ak
k!
(1)k,λ, (b ∈ N). (2.14)
Therefore, by (2.13) and (2.14), we obtain the following theorem.
Theorem 2.4. Let Xλ be the degenerate zero-truncated Poisson random variable
with parameter α > 0. Then the cumulative distribution function of Xλ is given
by
FXλ(x) =
1
eλ(α)− 1
(
eλ,[x](α)− 1
)
.
As is known, the Stirling number of second kind is defined by
xn =
n∑
k=0
S2(n, k)(x)k, (n ≥ 0), (see [6, 14, 16, 18]), (2.15)
where (x)0 = 1, (x)k = x(x− 1) · · · (x− k + 1), (k ≥ 1).
From (2.15), we can easily get
1
k!
(et − 1)k =
∞∑
n=k
S2(n, k)
tn
n!
, (k ≥ 0). (2.16)
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In [9], the degenerate Stirling number of the second kind is defined by the
generating function
1
k!
(eλ(t)− 1)
k =
1
k!
(
(1 + λt)
1
λ − 1
)k
=
∞∑
n=k
S2(n, k)
tn
n!
, (k ≥ 0).
(2.17)
From (2.17), we note that
S2,λ(n+ 1, k) = kS2,λ(n, k) + S2,λ(n, k − 1)− nλS2,λ(n, k),
where 1 ≤ k ≤ n.
Suppose that X1,λ, X2,λ, · · · , Xk,λ are independent degenerate zero-truncated
Poisson random variables with parameter α(> 0). Let
Xλ =
k∑
i=1
Xi,λ, (k ∈ N). (2.18)
From (1.5) and (1.12), we note that
E[tXi,λ ] =
∞∑
x=1
Pλ[Xi,λ = x]t
x
=
1
eλ(α) − 1
∞∑
n=1
αn
n!
(1)n,λt
n
=
1
eλ(α) − 1
(
∞∑
n=0
αn
n!
(1)n,λt
n − 1
)
=
eλ(αt) − 1
eλ(α) − 1
.
(2.19)
By (2.18), we get
E[tXλ ] =E[tX1,λ+X2,λ+···+Xk,λ ]
=
k∏
i=1
E[tXi,λ ]
=
(
eλ(αt) − 1
eλ(α) − 1
)k
.
(2.20)
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From (2.17) and (2.20), we can derive the following equation:
E[tXλ ] =
(
1
eλ(t)− 1
)k
k!
1
k!
(eλ(αt)− 1)
k
=
k!
(eλ(α)− 1)k
∞∑
n=k
S2,λ(n, k)α
n t
n
n!
=
∞∑
n=k
{
k!
(eλ(α)− 1)k
αn
n!
S2,λ(n, k)
}
tn.
(2.21)
On the other hand, by (1.5), we get
E[tXλ ] =E
[
tX1,λ+X2,λ+···+Xk,λ
]
=
∞∑
n=k
Pλ
[ k∑
i=1
Xi,λ = n
]
tn.
(2.22)
Therefore, by (2.21) and (2.22), we obtain the following assertion.
Theorem 2.5. LetX1,λ, X2,λ, · · · , Xk,λ be independent degenerate zero-truncated
Poisson random variables with parameter α(> 0), and let Xλ =
k∑
i=1
Xi,λ. Then
the probability for Xλ is given by
Pλ[Xλ = n] =
{
k!
(eλ(α)−1)k
α
n
n! S2,λ(n, k), if n ≥ k,
0, otherwise.
By (1.8), we easily get
1
k!
(eλ(t)− 1)
k =
1
k!
k∑
l=0
(
k
l
)
(−1)k−lelλ(t)
=
1
k!
k∑
l=0
(
k
l
)
(−1)k−l
∞∑
n=0
(l)n,λ
tn
n!
=
∞∑
n=0
(
1
k!
k∑
l=0
(
k
l
)
(−1)k−l(l)n,λ
)
tn
n!
.
(2.23)
From (2.17) and (2.23), we have
1
k!
k∑
l=0
(
k
l
)
(−1)k−l(l)n,λ =
{
S2,λ(n, k), if n ≥ k,
0, otherwise.
(2.24)
Therefore, by (2.24) and Theorem 2.5, we obtain the following corollary.
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Corollary 2.6. Let X1,λ, X2,λ, · · · , Xk,λ be independent degenerate zero-truncated
Poisson random variables with parameter α(> 0) and let Xλ =
k∑
i=1
Xi,λ. Then
the probability for Xλ is given by
Pλ[Xλ = n] =
αn
n!(eλ(α)− 1)k
k∑
l=0
(
k
l
)
(−1)k−l(l)n,λ
=
αn
n!(eλ(α)− 1)k
k∑
l=0
(
k
l
)
(−1)l(k − l)n,λ,
where n, k ∈ N with n ≥ k.
Assume that X1,λ, X2,λ, · · · , Xk,λ are independent degenerate zero-truncated
Poisson random variables with respective parameters α1, α2, · · · , αk. We let
Xλ =
k∑
i=1
Xi,λ. Then, by (1.5), we get
∞∑
n=k
Pλ[Xλ = n]t
n =E[tXλ ]
=E
[
tX1,λ+···+Xk,λ
]
=
k∏
i=1
E[tXi,λ ].
(2.25)
From (1.12), we have
E[tXi,λ ] =
∞∑
x=1
P [Xi,λ = x]t
x
=
1
eλ(αi)− 1
∞∑
n=1
αni
n!
(1)n,λt
n.
(2.26)
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By (2.25) and (2.26), we obtain
E[tXλ ] =
k∏
i=1
E[tXi,λ ]
=
(
∞∑
n1=1
αn11
n1!
(1)n1,λt
n1
)
· · ·
(
∞∑
nk=1
α
nk
k
nk!
(1)nk,λt
nk
)
k∏
i=1
1
eλ(αk)− 1
=
∞∑
n=k
k∏
i=1
(eλ(αi)− 1)
−1
∑
n1+···+nk=n
(
n
n1, · · · , nk
)
(αn11 (1)n1,λ) · · ·
× (αnkk (1)nk,λ)
tn
n!
.
(2.27)
Therefore, by (2.25) and (2.27), we get
Pλ[Xλ = n] =
1
n!
(
k∏
i=1
1
eλ(αi)− 1
) ∑
n1+···+nk=n
(
n
n1, · · · , nk
)
(αn11 (1)n1,λ) · · ·
× (αnkk (1)nk,λ) ,
where n, k ∈ N with n ≥ k.
3. Conclusions
It has been shown that various probabilistic methods can be applied to the
study of some special numbers and polynomials arising from combinatorics and
number theory. For example, see [11,13].
Let Xλ be the degenerate zero-truncated Poisson random variable with pa-
rameter α. Then, for the random variable Xλ, we derived its expectation, its
variance, its n-th moment, and its cumulative distribution function. In addition,
we obtained two different expressions for the probability function of a finite sum
of independent degenerate zero-truncated Poisson random variables with equal
parameters. Furthermore, we were able to get an expression for the probability
function of a finite sum of independent degenerate zero-truncated Poisson ran-
dom variables with unequal parameters.
As one of our future projects, we would like to continue this line of research,
namely to explore applications of various methods of probability theory to the
study of some special polynomials and numbers.
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