We assess the performance, in terms of coverage probability and expected length, of confidence intervals centered on the bootstrap smoothed (bagged) estimator, for two nested linear regression models, with unknown error variance, and model selection using a preliminary t test.
Introduction
Bootstrap smoothed (or bagged; Breiman, 1996) Efron (2014) is a formula for a delta method approximation, sd delta , to the standard deviation of the bootstrap smoothed estimator. This formula is valid for any exponential family of models and has the attractive feature that it simply re-uses the parametric bootstrap replications that were employed to find this estimator. It also has the attractive feature that it is applicable in the context of complicated data-based model selection. We consider a confidence interval (CI) centered on the bootstrap smoothed estimator, with nominal coverage 1−α, and half-width equal to the 1−α/2 quantile of the standard normal distribution multiplied by the estimate of sd delta .
We call this interval the sd delta interval.
This CI has similarities with the frequentist model averaged CIs proposed by Buckland et al. (1997) , Fletcher and Turek (2011) and Turek and Fletcher (2012) .
All of these CIs need to have their performances, in terms of coverage probability and expected length, carefully assessed before they can be recommended for general use by applied statisticians. We believe that such assessments are best carried out through a sequence of increasingly complicated 'test scenarios'.
The simplest test scenario consists of two nested linear regression models, where the simpler model is given by a specified linear combination of the regression parameters being set to zero. In this test scenario, the scalar parameter of interest is a distinct linear combination of the regression parameters and we assume independent and identically distributed normal errors, with error variance assumed known. Kabaila and Wijethunga (2019) provide a detailed assessment of the performance of the sd delta interval, in this test scenario if the simpler model is selected when a preliminary hypothesis test accepts the null hypothesis that this simpler model is correct. They found that, while this CI performed much better than the postmodel-selection confidence interval in terms of minimum coverage probability, its performance in terms of expected length was not substantially better than the usual CI based on the full model, with the same minimum coverage.
The next simplest test scenario is the same, but with unknown error variance. Kabaila et al. (2016) and Kabaila et al. (2017) used this test scenario to provide a detailed assessment of the performance of the CIs proposed by Fletcher and Turek (2011) and Turek and Fletcher (2012) . Our aim is to extend the assessment made by Kabaila and Wijethunga (2019) of the performance of the sd delta interval to this test scenario.
The two nested regression models and the post-model-selection estimator
We consider two nested linear regression models: the full model M 2 and the simpler model M 1 . Suppose that the full model M 2 is given by
where y is a random n-vector of responses, X is a known n × p matrix with linearly independent columns (p < n), β is an unknown p-vector of parameters and ε ∼ N (0, σ 2 I), with σ 2 an unknown positive parameter.
where θ is the scalar parameter of interest, τ is a scalar parameter used in specifying the model M 1 and λ is a (p − 2)-dimensional parameter vector. The model M 1 is M 2 with τ = 0. As shown in Appendix A of Kabaila and Wijethunga (2019) , this scenario can be obtained by a change of parametrization from a more general scenario. Let m = n − p.
Let β denote the least squares estimator of β, so that β = (X X) −1 X y, and σ 2 = (y − X β) (y − X β)/m. Also let θ and τ denote the first and second components of β, respectively. Now let v θ = var( θ)/σ 2 , v τ = var( τ )/σ 2 and ρ = corr( θ, τ ) = v θτ /(v θ v τ ) 1/2 , where v θτ = cov( θ, τ )/σ 2 . Note that v θ , v τ , v θτ and ρ are known. Let γ = τ / σv 1/2 τ , which is an unknown parameter, and γ = τ /( σv τ 1/2 ).
Suppose that we carry out a preliminary test of the null hypothesis τ = 0 against the alternative hypothesis τ = 0 and that we choose the model M 1 if this null hypothesis is accepted; otherwise we choose the model M 2 . Let t m (a) be defined by P (T ≤ t m (a)) = 1 − a/2 for T ∼ t m . Suppose that we accept the null hypothesis when | γ| ≤ t m ( α); otherwise we reject the null hypothesis. The size of this preliminary test is α. Therefore the post-model-selection estimator of θ is equal to
Henceforth, suppose that 1 − α and α are given.
Computationally convenient exact formulas for the ideal bootstrap
smoothed estimate and the delta method approximation to its standard deviation The parametric bootstrap smoothed estimate of θ is obtained as follows. Note that β ∼ N β, σ 2 (X X) −1 and, independently,
then Q 1/2 is said to have a χ m distribution). To make the dependence of θ PMS on ( β, σ) explicit, write θ PMS = g( β, σ). For the estimate ( β, σ) treated as the true parameter value, suppose that β * ∼ N β, σ 2 (X X) −1 and, independently,
The limit as the number of boostrap resamples B → ∞ of this quantity is called by Efron (2014) the ideal bootstrap smoothed estimate of θ. We denote this ideal boostrap smoothed estimate by θ and observe that it may be obtained as follows.
Let E β,σ ( θ PMS ) denote the expected value of θ PMS , for true parameter value (β, σ).
The ideal bootstrap smoothed estimate θ is obtained by first evaluating E β,σ ( θ PMS ) and then replacing (β, σ) by β, σ .
where φ and Φ denote the N (0, 1) pdf and cdf, respectively, d m = t m ( α) and f W denotes the probability density function of W . As proved in Appendix B of Kabaila and Wijethunga (2019),
An outline of the proof of the following new theorem is given in the Supplementary Material.
Theorem 1. An application of Theorem 2 of Efron (2014) leads to the ideal (i.e. in the limit as the number of boostrap resamples B → ∞) delta method approximation to the standard deviation of θ, denoted by sd delta (γ, σ), which is σv
and
where, as before, d m = t m ( α).
We expect, intuitively, that the results obtained for the case that σ 2 is unknown (so that it must be estimated from the data) and m → ∞ should be the same as for the case that σ 2 is known. Suppose that p is fixed and n → ∞, so that m = n−p also diverges to ∞. As expected, the ideal delta method approximation to the standard deviation of θ given by Theorem 1 converges to the corresponding quantity given by Theorem 2 of Kabaila and Wijethunga (2019) , which deals with the case that σ 2 is known.
4. Computationally convenient exact formula for the coverage probability of the confidence interval centered on the bootstrap smoothed estimator
Consider the CI for θ centered on the bootstrap smoothed estimator θ, with
which we call the sd delta interval. Note that when ρ = 0, this CI is identical to the usual CI, with actual coverage 1 − α, based on the full model M 2 . It may be shown that the coverage probability P (θ ∈ J delta ) is a function of (γ, ρ). We therefore denote this coverage probability by CP delta (γ, ρ). The following theorem is proved in Appendix A.1.
Then CP delta (γ, ρ) is given by
The expression (2) suggests that, for all sufficiently large n, CP delta (γ, ρ) is determined by m, for any given (γ, ρ). Computational results for n = 25 (described later in this section) and n = 100 (described in the Supplementary Material) suggest that, for all n ≥ 25, CP delta (γ, ρ) is, for practical purposes, determined by m, for any given (γ, ρ). It may be shown that CP delta (γ, ρ) is (a) an even function of γ for each ρ and (b) an even function of ρ for each γ. It follows that, for given n and m, we are able to encapsulate the coverage probability of the sd delta interval, for all possible choices of design matrix, parameter of interest θ and parameter τ that specifies the simpler model, using only the parameters |ρ| and |γ|. 
It may be shown that the scaled expected length of J delta is a function of (γ, ρ). We therefore denote this scaled expected length by SEL delta (γ, ρ). The following theorem is proved in Appendix
Theorem 3. Let c min denote the minimum coverage probability of the confidence interval J delta , with nominal coverage 1 − α. Then SEL delta (γ, ρ) is given by
The expression (2) suggests that, for all sufficiently large n, SEL delta (γ, ρ) is determined by m, for any given (γ, ρ). Computational results for n = 25 (described later in this section) and n = 100 (described in the Supplementary Material) suggest that, for all n ≥ 25, SEL delta (γ, ρ) is, for practical purposes, determined by m, for any given (γ, ρ). It may be shown that SEL delta (γ, ρ) is (a) an even function of γ for each ρ and (b) an even function of ρ for each γ. It follows that, for given n and m, we are able to encapsulate the scaled expected length of the sd delta interval, for all possible choices of design matrix, parameter of interest θ and parameter τ that specifies the simpler model, using only the parameters |ρ| and |γ|.
The bootstrap smoothed estimator is obtained by smoothing the post-modelselection estimator that results from a preliminary test of the null hypothesis that the simpler model is correct i.e. that γ = 0. This post-model-selection estimator is usually motivated by a desire for good performance when the simpler model is correct. Therefore, ideally, the sd delta interval should have a scaled expected length that is substantially less than 1 when γ = 0. In addition, ideally, this confidence interval should have a scaled expected length that (a) has maximum value that is not too much larger than 1 and (b) approaches 1 as |γ| approaches infinity. Figure 2 is the graph of scaled expected length of the confidence interval centered on the bootstrap smoothed estimator, which is based on the post-model-selection estimator obtained after a preliminary hypothesis test, with size α = 0.1, of the null hypothesis that the simpler model is correct. We consider the case that the nominal coverage is 0.95, n = 25, m = 1 and |ρ| = 0.2, 0.5, 0.7 and 0.9. For |ρ| = 0.5, 0.7 and 0.9, the scaled expected length is substantially less than 1 when γ = 0. In addition, the scaled expected length (a) has maximum value that is not too much larger than 1 and (b) approaches 1 as |γ| approaches infinity. This shows that for m = 1 and |ρ| ≥ 0.5 the scaled expected length of sd delta interval has the desired properties.
This finding is similar to that reported in Kabaila and Giri (2013) concerning the performance of the CIs constructed by Kabaila and Giri (2009) to have the desired coverage probability and these desired scaled expected length properties. Namely, the performance of this CI improves as |ρ| increases and m decreases.
By contrast, for the case that σ 2 is assumed known, examined by Kabaila and Wijethunga (2019) , the scaled expected length of the CI centered on the bootstrap smoothed estimator (a) is either greater than 1 or only slightly less than 1 at γ = 0 and (b) has maximum value that is an increasing function of |ρ| that can be much larger than 1 for large |ρ|. As noted earlier, we expect that as m increases (which implies that n also increases), the results obtained in the present paper will approach the corresponding results obtained by Kabaila and Wijethunga (2019) . Therefore we expect that as m increases the sd delta interval will get further and further away from possessing the desired scaled expected length properties. This is confirmed by the graphs of the scaled expected length of J delta for nominal coverage 0.95, size α = 0.1 of the preliminary hypothesis test, n = 25 and |ρ| ∈ {0.2, 0.5, 0.7, 0.9} that are provided in the Supplementary Material for m = 2, 3 and 10.
Discussion
For the test scenario of two nested linear regression models and error variance assumed known, Kabaila and Wijethunga (2019) found that the sd delta interval does not perform any better in terms of expected length that the usual confidence interval, with the same minimum coverage probability and based on the full model.
Intuitively, the case that the error variance is assumed to be known corresponds to the case that the error variance is unknown (so that it must be estimated) and the number of degrees of freedom m for the estimation of the error variance is large.
In the present paper, we deal with the case that the error variance is unknown.
We find that, for m small and large magnitude of correlation between the least squares estimators of the parameter of interest and the parameter that is set to zero to specify the simpler model, the expected length of the sd delta interval possesses some attractive features.
Let G = ( θ − θ)/(σ v 1/2 θ ). The coverage probability of the sd delta interval is
By the substitution theorem for conditional expectations and since G and W are independent random variables, this is equal to
Obviously
where the functions and u are defined by (5) The result follows by changing the variable of integration of the inner integral to y = h − γ.
A2. Proof of Theorem 3
The scaled expected length SEL delta (γ, ρ) = E length of J delta E length of I(c min ) .
The length of J delta is 2 t m (α) sd delta ( γ, σ). Thus
The expected length of I(c min ) is
Hence the scaled expected length is
.
Since W has the same distribution as (Q/m) 1/2 , where Q ∼ χ 2 m , E(W ) = m 2 −1/2 Γ((m + 1)/2) Γ(m/2) .
Hence SEL delta (γ, ρ)
The result follows by changing the variable of integration of the inner integral to y = h − γ.
