Abstract-There are two efficient static data compression algorithms called an antidictionary coding and a lossless data compression via substring enumeration coding. We prove that both of the encoders are isomorphic.
I. INTRODUCTION
An antidictionary coding is a lossless data compression using an antidictionary, which is a set of minimal forbidden words of an input string. A minimal forbidden word is a string of minimal length that never appears on a given input string. Various antidictionary codes have been proposed [1] - [3] .
Lossless data compression via substring enumeration [6] is also a lossless data compression algorithm using a compacted substring automaton that accepts all substrings of circular string of an input binary string. The compression algorithm constructs a compacted automaton representation of a binary input string as its codeword. The asymptotic optimality for a Markov source has been proved [5] .
Experimental results show that both antidictionary coding [3] and data compression via substring enumeration [6] perform as well as an efficient off-line data compression algorithm using the Burrows-Wheeler transformation [4] .
As described in this paper, we prove that both of encoders of antidictionary coding and lossless data compression via substring enumeration are isomorphic.
II. BASIC NOTATIONS AND DEFINITIONS
Let X be a binary source alphabet {0, 1}. Let X * be the set of all finite strings over X , including the empty symbol of length zero, denoted by λ, and let X + be X * \{λ}. For convenience, we defineā = 1 − a for a ∈ X .
The length of a string x is denoted as |x|. We also use | · | to represent the cardinality of a set. For a given string x, by letting n = |x|, a substring x j i is defined as
Hereinafter, with no notice, we assume that the length of x is always given as n and n ≥ 2. Therefore, the substring x n 1 of x equals x.
Let P(x) and S(x) respectively denote the set of all prefixes and suffixes of x.
For a given
A. Necklace
For a given string x ∈ X + and k ≥ 1, let x k be a string that is x concatenated x for k − 1 times. As an example, for k = 2,
A necklace of x is defined as x ∞ . In other words, the necklace of x is a circular string that is concatenated to the last symbol x n with the first symbol x 1 for x.
We give Condition 1 for x. Hereinafter, with no notice, we assume that x satisfies Condition 1 in the following discussions.
In other words, for 1 ≤ i = j ≤ n, a substring of length n starting from x i in x 2 is not equal to a string of length n starting from x j in x 2 . For example, 1001(= x) satisfies Condition 1 although 0101(= x) does not satisfy Condition 1.
Let B n be the set of all strings that satisfy Condition 1 in
The size of W n (x) is equal to n since x satisfies Condition 1. A set of all elements, of which length is equal to n, of x ∞ is equal to W n (x).
B. Dictionary and Antidictionary
A dictionary D(x) is defined as the set of all substrings of x, that is,
A string v k 1 (k ≥ 1) ∈ X * with the following three properties Moreover, for x 2 = 0100000101000001,
C. Core
and u = c(t), the set of all u with the following properties
is represented by C(x). For example, x = 01000001,
D. Antidictionary Tree and Automaton
For a given A n (x 2 ), an antidictionary tree (AD-tree)
is a tree structure that stores all elements of A n (x 2 ). squares respectively represent internal nodes and external nodes called leaves. The solid and dotted lines respectively represent edges between internal nodes and between internal nodes and leaves.
In a tree structure, a string associated with a path from the root ρ to a node p in a tree is denoted as w(p). Then we define that w(ρ) is λ. The string w(p) is called path-string of p. On the other hand, for a string u, let l(u) be a node p such as w(p) = u, and l(u) be called locus of u. For example, in Fig. 1, w( from l(w(p)) terminates at l(w(p)a) .
, then the edge labeled a from l(w(p)) terminates at l(w(q)), where w(q) is the longest suffix of w(p)a such that q is a node of T A (x 2 ). 
Fig. 2. AD-automaton
tively represent sinks and edges to sinks.
E. Compacted Substring Tree and Automaton
For a given D(x 2 ), a compacted substring tree (CS-tree) T C (x) is a tree structure that stores all strings 0u and 1u such that both 0u ∈ D(x 2 ) and 1u ∈ D(x 2 ). Fig. 3 shows T C (x) for x = 01000001. For a node p of T C (x),
In Fig. 1 , a number written in a node p represents N (w(p)).
As for T C (x), Theorem A and Theorem B hold [5] .
Theorem A (Theorem 1 [5]). For T C (x), there exists a node l(0u) if and only if 0u, 1u ∈ D(x 2 ). Similarly, there exists a node l(1u) if and only if 0u, 1u ∈ D(x 2 ).

Theorem B (Theorem 2 [5]). For T C (x), a subtree having l(0) as the root and a subtree having l(1) as the root are isomorphic, both of which have n − 1 nodes.
A compacted substring automaton (CS-automaton) C(x) is a deterministic automaton that is constructed from T C (x). A CS-automaton C(x) accepts all strings in D(x ∞
. A CSautomaton was called CST in an earlier report [6] .
A state of C(x), corresponding to a node of T C (x), has one or two edges. Edges are defined in the following manner: for each node p and a ∈ X ,
, then the edge labeled a from l(w(p)) terminates at l(w(q)), where w(q) is the longest suffix of w(p)a such that q is a node of T C (x). In [6] , an edge of (i) is called forward edge and an edge of (ii) is called backward edge. Fig. 4 shows C(x) for x = 01000001. 
III. RELATIONSHIP BETWEEN AD-AUTOMATON AND
CS-AUTOMATON In this section, we will prove the following theorem.
Theorem 1. For a given x, A(x
2 ), without all sinks and edges to sinks, and C(x) are isomorphic.
From construction of an AD-automaton and a CSautomaton, Theorem 1 is a corollary of Proposition 1.
Proposition 1. For a given x, T A (x
2 ), without all leaves and edges to leaves, and T C (x) are isomorphic.
To prove Proposition 1, we first give four lemmas.
Proof: For w ∈ C(x), 0w ∈ D(x 2 ) and 1w ∈ D(x 2 ) hold. From Theorem A, both 0w and 1w are path-strings in T C (x). From Theorem B, |0w| ≤ n−1 (resp. 1w) since there are just n−2 edges in a subtree whose root is l(0) (resp. l (1)). Therefore, |w| ≤ n − 2.
Proof: Since n ≥ 2 and Condition 1 hold, 2 ≤ |u| ≤ n holds. Therefore, for a, b ∈ X and w ∈ X * , u is written as awb. From (7) and (8),
Since
Similarly, since |aw| ≤ n − 1, there exists symbol d such that awd ∈ D(x 2 ). However, since awb / ∈ D(x 2 ), awd = awb holds. Therefore,
From (14), (15), and (16), w = c(u) ∈ C(x).
Lemma 3. For w ∈ C(x), there exists a ∈ X and u, v ∈ X
hold. From (18) and Theorem B, |π(āwv)| = |wv| ≤ n − 1.
Since (17), (18), (19), and |wv| ≤ n − 1,āwv ∈ A n (x 2 ). Similarly, there exists s ∈ X + such thatāws ∈ D(x 2 ) and |āws| = n. From Theorem B, aws / ∈ D(x 2 ) since |ws| = n − 1. Therefore, there exists l ≥ 0 such that
hold. From (21) and Theorem B, |π(āwu)| = |wu| ≤ n − 1.
Since (20), (21), (22), and |wu| ≤ n − 1, awu ∈ A n (x 2 ).
Lemma 4. Both 0u ∈ D(x 2 ) and 1u ∈ D(x 2 ) hold if and only if u ∈ P(v) where v ∈ C(x).
Proof:
, from Theorem B, there exists z ∈ X * and a ∈ X such that 0uza, 1uzā ∈ D(x 2 ) and |uz| ≤ n − 2. Let v be uz, and v = uz ∈ C(x) since 0uz, 1uz, uz0, uz1 ∈ D(x 2 ).
(Proof of Proposition 1):
From Theorem A and Lemma 4, a set of all path-strings of T C (x) is given as
A set of all path-strings of T A (x) without all leaves and edges to leaves is given as
For any node p of T C (x), from Lemma 3 and Lemma 4,
From (23) and (25),
For any node q of T A (x 2 ) without leaves and edges to leaves, from Lemma 2 and Lemma 4,
From (24) and (27),
From (28) and (26),
From (29), the set of all path-strings of T C (x) is the same as the set of all path-strings of T A (x 2 ) without all leaves and edges to leaves.
From Proposition 1, for a node p of T C (x) and a node q of T A (x 2 ) without all leaves and edges to leaves, a bijective function f such as f : p → q is definable. For nodes s, t and a ∈ X in A(x 2 ) and C(x), such that an edge from s to t is labeled by symbol a, let (s, t) be a labeled symbol a.
(Proof of Theorem 1): For a symbol a = (p, q) of A(x 2 ) such that p is a not sink and q is a sink, w(p)a / ∈ D(x 2 ) since w(p)a has an MFW in A n (x 2 ) as its suffix. Therefore, N (w(p)a) = 0.
From both construction algorithms of A(x 2 ) and C(x) and Proposition 1, for p and q of C(x) such that (p, q) exists, there exists a bijective function f such that (p, q) = (f (p), f(q)) where f (p) and f (q) are nodes of A(x 2 ) without all sinks and edges to sinks.
IV. CONCLUSION
For a given binary string satisfying Condition 1, the results presented herein prove that an antidictionary automaton, without all sinks and edges to sinks, and a compacted substring automaton are isomorphic. In other words, an antidictionary automaton can be used as an encoder of lossless data compression via substring enumeration in place of a compacted substring automaton, and vice versa.
