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1. Introduction
Numerical differentiation plays an important role in numerically solving ordinary differential equations (ODEs) and
partial differential equations (PDEs). Many techniques have been developed to construct and design useful difference
formulas for numerical differentiation. For a brief and interesting survey, the interested reader may consult [3].
Using the Taylor series expansion and solving a linear system for derivatives, Li [3] obtained explicit expressions for
numerical derivatives of a function at specific points within its domain and corresponding error estimates. Later on,
Dubovsky and Yakhot [2] gave similar results using a slightly different method. As noted in [2,3], in general the error order
exhibits O(hn−k+1) if n + 1 function values are used to approximate the kth derivative at a reference point, where h is the
maximum step size. However, sometimes the error may be O(hn−k+2), a super-convergence phenomenon, leading to an
extra gain in order. This occurs especially, and most importantly, when in central numerical differentiation an even number
of function values are used to approximate the 2kth derivative as observed in [3].
The aim of this article is to provide:
• more elegant analytical formulas and more compact error representations for numerical differentiations,
• a general sufficient and necessary condition for super-convergence phenomenon,
thereby filling gaps in the derivation. This is done by the cycle index polynomials of the symmetric groups. For details,
see below.
Denote by f [x0, xi] the first-order divided difference of f at points x0 and xi. Based on the Lagrange interpolation to the
function f [x0, ·] for arbitrarily chosen x0, properties of the divided differences and the cycle index, we were able to do so.
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Throughout this paper, assume that the available data used to numerically approximate derivatives of a given function
are exact. Suppose we are given function values f (xi), i = 0, 1, . . . , n of a function f at a set of mutually distinct (this will
be kept throughout this paper) points xi, i = 0, 1, . . . , n. Usually, these function values f (xi) are used to approximate the
derivatives f (k) (1 ≤ k ≤ n) at a reference point, say, x0. If we want to compute the derivative of f at any other point
among x1, x2, . . . , xn, say, f (k)(xi), we only need to interchange x0 and xi. A relabeling and rearrangement may suffice for
this purpose. So, the point x0 is representative and is thus arbitrary.
We now review and outline the methods and results in [2,3]. Roughly speaking, using the Taylor expansion of f [x0, xi]
about the chosen point x0 and discarding the remainder, one obtains
f [x0, xi] ≈
n∑
j=1
(xi − x0)j−1
j! f
(j)(x0), i = 1, 2, . . . , n. (1.1)
Solving the above linear system of equations in unknowns f ′(x0), f ′′(x0), . . . , f (n)(x0), [2,3] obtained explicit expressions
for f (k)(x0), 1 ≤ k ≤ n.
More specifically, Li’s method can be described in a slightly different way as follows. To solve (1.1) is equivalent to finding
an explicit expression for the inverse of the n × n coefficient matrix C = (cij), where, of course, cij = (xi − x0)j−1/j!. Now
suppose C−1 is found. Then we have
fd = C−1fdd, (1.2)
where the two vectors
fd = (f ′(x0), f ′′(x0), . . . , f (n)(x0))T , fdd = (f [x0, x1], f [x0, x2], . . . , f [x0, xn])T .
Interestingly enough, Dubovsky and Yakhot in [2] give a similar derivation to that of [3]. Instead of expanding the divided
difference f [x0, xi] about the differentiated point x0, they expand f (xi) − f (x0) in the Taylor series about the same point.
Obviously, (1.1) now becomes
f (xi)− f (x0) ≈
n∑
j=1
(xi − x0)j
j! f
(j)(x0), i = 1, 2, . . . , n. (1.3)
The succedent analysis is very similar. Both papers [2,3] give error estimates for the approximations. [2] asserts without
proof that the error order is O(hn−k+1) if the solution to (1.2) for f (k)(x0) is used. Here h = maxi=1,2,...,n xi − x0. This is in
general true. However, super-convergence phenomenon may occur as mentioned above. If both k and n are even then the
order of central numerical differentiation is O(hn−k+2), see [3,8]. We shall provide a detailed analysis for this based on the
cycle index.
In this paper, our method provides a more straightforward and transparent derivation of the problem under
consideration. It should be mentioned that the methods in [2,3] are equivalent to our derivation below and that as a by-
product of our method it is possible to obtain analytical numerical differentiations directly from the Lagrange interpolation
by using the cycle index. For related materials, see [8].
The rest of the paper is organized as follows. The definition and some basic properties of the cycle index are collected in
Section 2. Section 3 contains main results.
2. The cycle index
The cycle index polynomial of a symmetric group is a basic tool in combinatorics and plays an important role in the Pólya
enumeration theory. Using cycle index polynomial, [7] finds a closed form solution for a nonlinear system of equations, a
problem arising in constructing nonlinear best quadrature formulas for Sobolev classes [6].
Throughout, let [n] := {1, 2, . . . , n} and G be a permutation group of degree n. For any permutation σ ∈ G and i ∈ [n],
let ci(σ ) be the number of cycles of length of i in σ . The key result of the Pólya theory is an expression for the number of
orbits in terms of the cycle index polynomial of G. This polynomial, in n variables, is defined as follows [1,4].
Definition 2.1.
Z(G; x1, x2, . . . , xn) := 1|G|
∑
σ∈G
xc1(σ )1 x
c2(σ )
2 · · · xcn(σ )n , (2.1)
where |G| is the order of G, i.e., the number of its elements. If G = symmetric group Sn of degree n, then its cycle index
polynomial is written as
Zn(x1, x2, . . . , xn) := Z(Sn; x1, x2, . . . , xn). (2.2)
The following two lemmas can be easily verified (cf. [5,7]).
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Lemma 2.2 (Recurrence Relation).
Z0 = 1,
nZn(x1, x2, . . . , xn) =
n∑
k=1
xkZn−k(x1, x2, . . . , xn−k), n ≥ 1. (2.3)
Here are the first few examples of cycle index:
Z1(x1) = x1,
Z2(x1, x2) = 12 (x
2
1 + x2),
Z3(x1, x2, x3) = 16 (x
3
1 + 3x1x2 + 2x3),
Z4(x1, x2, x3, x4) = 124 (x
4
1 + 6x21x2 + 3x22 + 8x1x3 + 6x4).
For convenience, we write
Zn(x·) := Zn(xk | k ∈ [n]) := Zn(x1, x2, . . . , xn).
Lemma 2.3. For any nonnegative integer k, we have
σk(xi | i ∈ [n]) = Zk
(
(−1)j−1sj(xi | i ∈ [n])
)
where σk and sk are respectively the kth elementary symmetric polynomial and the kth power sum polynomial defined by
σk(x·) := σk(xi | i ∈ [n]) :=

1, k = 0;∑
1≤i1<i2<···<ik≤n
xi1xi2 · · · xik , 1 ≤ k ≤ n;
0, k > n.
sk(x·) := sk(xi | i ∈ [n]) :=
n∑
i=1
xki .
Remark 2.4. For a negative integer k, sk(xi) still makes sense if xi 6= 0, i ∈ [n]. Hence in the following, for example, s−2(xi)
will be understood to be
∑n
i=1 x
−2
i .
Related to cycle index is Bell’s polynomial which arises naturally in explicit expressions for high-order derivatives of a
composite function. The following is (exponential) complete Bell’s polynomial
Yn(x·) := Yn(xk | k ∈ [n]) := n!Zn
(
xk
(k− 1)! | k ∈ [n]
)
, (2.4)
which can also be expressed as the sum of exponential partial Bell’s polynomials Bn,m
Yn(x·) =
n∑
m=1
Bn,m(x·).
Here
Bn,m(x·) := Bn,m(xk|k ∈ [n]) :=
∑
a1+2a2+···+nan=n
a1+a2+···+an=m
n!
a1!(1!)a1a2!(2!)a2 · · · an!(n!)an x
a1
1 x
a2
2 · · · xann .
Bell’s polynomials appear in Faá di Bruno’s formula which explicitly gives the high-order derivatives of the composite
function g ◦ f of functions g and f [1].
Lemma 2.5 (Faá di Bruno’s Formula).
dn
dtn
g(f (t)) =
n∑
m=1
g(m)(f (t))Bn,m(f (k)(t) | k ∈ [n]), (2.5)
in particular,
dn
dtn
exp(f (t)) = exp(f (t))Yn(f (k)(t) | k ∈ [n]). (2.6)
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The next lemma follows from (2.4) and (2.6).
Lemma 2.6. Suppose n is a natural number and f is sufficiently smooth. Then we have
dn
dtn
exp(f (t)) = n! exp(f (t))Zn
(
f (k)(t)
(k− 1)! | k ∈ [n]
)
. (2.7)
Lemma 2.7. The following equality
Zn(x1, x2, . . . , xn) = 0 (2.8)
holds in either of the following cases.
(1) n is odd and x1 = x3 = · · · = xn = 0,
(2) n ≥ 2 even and xi = (−1)i−1xi1, i ≥ 1.
Proof. We prove this lemma by induction on n in both cases.
Case 1. The n = 1 case is trivially true since in this case Z1(x1) = x1 = 0. Suppose (2.8) holds for n ≤ 2k − 1 and
x1 = x3 = · · · = x2k+1 = 0. It follows from the recurrence relation (2.3) that
(2k+ 1)Z2k+1(x1, x2, . . . , x2k+1) =
k∑
j=0
x2j+1Z2k−2j(xl)+
k∑
j=1
x2jZ2k+1−2j(xl) = 0.
Case 2. Z2(x1, x2) = 12 (x21 + x2) = 0 by the hypothesis. Assume (2.8) is true for n ≤ k − 1. It follows from Lemma 2.5,
Z1(x1) = x1, Z0 = 1 and the hypothesis
kZk(x1, x2, . . . , xk) =
k−2∑
j=1
xjZk−j(xl)+ xk−1Z1(x1)+ xkZ0
= (−1)kxk1 + (−1)k−1xk1 = 0.
This finishes the proof. 
Now, set
ω(x) :=
n∏
i=1
(x− xi), `i(x) =
n∏
j=1,6=i
x− xj
xi − xj .
In what follows,
∏n
j=1,6=i will be given in shorthand notation as
∏
j6=i. Let
s−j(x− xl | l ∈ [n] \ {i}) := s−j(x− xl | l ∈ [n])− 1
(x− xi)j .
With these symbols above, we can state the following lemma which is important in the following.
Lemma 2.8. Suppose k is a natural number and x is different from x1, x2, . . . , xn. Then we have
1
k!ω
(k)(x) = ω(x)Zk
(
(−1)j−1s−j(x− x·) | j ∈ [k]
)
=
∑
1≤i1<···<ik≤n
∏
i6=i1,...,ik
(x− xi). (2.9)
In particular,
1
k!ω
(k)(x0) = ω(x0)Zk
(
(−1)j−1s−j(x0 − x·)|j ∈ [k]
)
.
Proof. Let
g(x) := log |ω(x)| =
n∑
i=1
log |x− xi|.
Then we have
g(j)(x) = (−1)j−1(j− 1)!
n∑
i=1
1
(x− xi)j = (−1)
j−1(j− 1)!s−j(x− x·) (j = 1, 2, . . .).
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It follows from ω(x) = exp(g(x)) · sgn(ω(x)) and Lemma 2.6 that
ω(k)(x) = d
k
dxk
exp(g(x)) · sgn(ω(x))
= k! exp(g(x))Zk
(
g(j)(x)
(j− 1)! |j ∈ [k]
)
· sgn(ω(x))
= k!ω(x)Zk((−1)j−1s−j(x− x·)|j ∈ [k]).
The second equality in (2.9) follows easily from Lemma 2.3 since
Zk
(
(−1)j−1s−j(x− x·) | j ∈ [k]
) = σk((x− x·)−1) = ∑
1≤i1<···<ik≤n
1
(x− xi1)(x− xi2) · · · (x− xik)
.
This completes the proof of the lemma. 
The proof of the next lemma follows along the same lines and thus is omitted.
Lemma 2.9. Suppose k is a natural number and x is different from x1, x2, . . . , xn. Then we have
1
k!`
(k)
i (x) = `i(x)Zk
(
(−1)j−1s−j(x− xl | l ∈ [n] \ {i}) | j ∈ [k]
)
, i = 1, 2, . . . , n.
In particular,
1
k!`
(k)
i (x0) = `i(x0)Zk
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k]
)
.
Lemma 2.10 ([9,10]). For any positive integer m ≤ k and sufficiently smooth function g, the following holds true.
k∑
ν=1
g[x, . . . , x︸ ︷︷ ︸
ν+1
, x1, . . . , xn]ω
(k−ν)(x)
(k− ν)! =
k∑
ν=1
x− xn+1−ν
(k− ν)!
[
n−ν∏
i=1
(x− xi)
](k−ν)
g[x, . . . , x︸ ︷︷ ︸
ν+1
, x1, . . . , xn+1−ν]. (2.10)
In particular,
ω(k−1)(x)
(k− 1)! =
k∑
ν=1
x− tn+1−ν
(k− ν)!
[
n−ν∏
i=1
(x− xi)
](k−ν)
. (2.11)
Remark 2.11. This lemma is of independent interest. A more general result of (2.10) is still valid, see [9,10]. The proof of
the general result is mainly based on properties of the divided differences. But the present simple form is sufficient for our
purpose here.
We shall show (2.11) can be deduced from (2.10). If g is a monic polynomial of degree n+1, then it is well known that its
divided difference of order n+ 1 is 1 and any one of order greater than n+ 1 vanishes. Therefore, if g is a monic polynomial
of degree n+ 1, then
g[x, . . . , x︸ ︷︷ ︸
ν+1
, x1, . . . , xn] =
{
1, if ν = 1;
0, if ν > 1,
and for any ν the following (n+ 1)th-order divided difference
g[x, . . . , x︸ ︷︷ ︸
ν+1
, x1, . . . , xn+1−ν] = 1.
This indicates (2.11) is a consequence of (2.10). Another approach to (2.11) can be seen as follows. By the Leibniz rule for
higher derivatives of a product of two factors, we have
ω(k−1)(x) =
[
n∏
i=1
(x− xi)
](k−1)
=
[
(x− xn)
n−1∏
i=1
(x− xi)
](k−1)
= (x− xn)
[
n−1∏
i=1
(x− xi)
](k−1)
+ (k− 1)
[
n−1∏
i=1
(x− xi)
](k−2)
,
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which implies
ω(k−1)(x)
(k− 1)! =
(x− xn)
(k− 1)!
[
n−1∏
i=1
(x− xi)
](k−1)
+
[
n−1∏
i=1
(x− xi)
](k−2)
(k− 2)! .
Repeated applications of this recurrence relation yield (2.11).
3. Explicit numerical differentiation
From now on, let x0 be an arbitrary point, different from x1, . . . , xn, within the domain of f . We stress that x0 can be
arbitrarily chosen except the restriction that it is different from x1, . . . , xn. We also let
h = max
i=1,2,...,n
xi − x0.
Therefore, h > 0. The next easy but useful proposition follows immediately from the second equality of (2.9).
Proposition 3.1. Suppose k is a natural number and x is different from x1, x2, . . . , xn. Then we have
1
k!ω
(k)(x) = O(hn−k).
We start with the approximation for f ′(x0). If we now interpolate f [x0, ·] at points x1, x2, . . . , xn, we then have from the
Lagrange interpolation
f [x0, x] =
n∑
i=1
`i(x)f [x0, xi] + R(x), (3.1)
where the remainder can be expressed by
R(x) = f [x, x0, x1, . . . , xn]ω(x). (3.2)
From (3.1), follows
f ′(x0) =
n∑
i=1
`i(x0)f [x0, xi] + R(x0), (3.3)
since f ′(x0) = f [x0, x0]. This is a remarkably simple formula for numerical derivative of order one. It can be seen from (3.3)
that `i(x0) are the coefficients of approximation of f ′(x0) by a linear combination of the divided difference f [x0, xi]. Due to
properties of the divided differences, the remainder
R(x0) = f [x0, x0, x1, . . . , xn]ω(x0)
admits another expression
R(x0) = ω(x0) ∂
∂x0
f [x0, x1, . . . , xn].
However, this expression is still not very transparent. Again, by properties of the divideddifferences if f ∈ Cn+1[x0−h, x0+h],
then there exist ξ ∈ [x0 − h, x0 + h] such that
f [x0, x0, x1, . . . , xn] = f
(n+1)(ξ)
(n+ 1)! = O(1). (3.4)
Moreover,
ω(x0) =
n∏
i=1
(x0 − xi) = O(hn),
which together with (3.4) yields
R(x0) = O(hn).
Asmentioned in the Introduction, if wewant to compute the derivative of f at any point among x1, . . . , xn, say, f ′(xi), we only
need to interchange x0 and xi. A relabeling and rearrangement may suffice for this purpose. This means the above formula
(3.3) also applies to f ′(xi) (i ∈ [n])with obvious changes in symbols. This remark is also valid for subsequent developments
below. In view of this, (3.3) gives Theorem 2.1 of [3].
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From (3.3), we further derive the following
f ′(x0) =
n∑
i=1
`i(x0)
xi − x0 f (xi)−
n∑
i=1
`i(x0)
xi − x0 f (x0)+ R(x0). (3.5)
Set
Li(x) =

ω(x)
ω(x0)
, if i = 0;
x− x0
xi − x0
∏
j6=i
x− xj
xi − xj , if i = 1, . . . , n.
(3.6)
It is easily seen that Li(x) (i = 0, 1, . . . , n) are the (Lagrange) fundamental interpolation function at points x0, x1, . . . , xn
and hence
n∑
i=0
Li(x) = 1. (3.7)
Note that for i = 1, 2, . . . , n the Li have the following alternative expressions
Li(x) = x− x0xi − x0 `i(x), (3.8)
which readily yields
L′i(x0) =
`i(x0)
xi − x0 .
From (3.7) follows
n∑
i=0
L′i(x) = 0,
and especially
n∑
i=0
L′i(x0) = 0,
which gives
L′0(x0) = −
n∑
i=1
L′i(x0) = −
n∑
i=1
`i(x0)
xi − x0 .
Putting these facts together, we have the following equivalent formula for (3.5)
f ′(x0) =
n∑
i=0
L′i(x0)f (xi)+ R(x0), (3.9)
which can also be found in [2,3,8].
The above derivation can be extended to a general case.
Theorem 3.2. For f ∈ Cn+2[x0 − h, x0 + h], we have
f (k)(x0) = k!
n∑
i=1
`i(x0)Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k]
)
f [x0, xi] + kR(k−1)(x0), (3.10)
where kR(k−1) is the remainder and can be given by
kR(k−1)(x0) = kω(k−1)(x0)f [x0, x0, x1, . . . , xn] + k(k− 1)ω(k−2)(x0) f
(n+2)(x0)
(n+ 2)! + o(h
n+2−k).
Remark 3.3. If ω(k−1)(x0) 6= 0, then it can be shown kR(k−1)(x0) = kω(k−1)(x0) f (n+1)(x0)(n+1)! + o(hn+1−k) when f ∈ Cn+1[x0 −
h, x0 + h]. The result in the above theorem applies especially when ω(k−1)(x0) = 0. A criterion to judge whether ω(k−1)(x0)
= 0 will be given below.
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Proof. Differentiating both sides of (3.1) k− 1 times with respect to x leads to
(k− 1)!f [x0, x, . . . , x︸ ︷︷ ︸
k times
] =
n∑
i=1
`
(k−1)
i (x)f [x0, xi] + R(k−1)(x), (3.11)
due to the following well known relation between derivative and divided difference
g[x0, x0, . . . , x0︸ ︷︷ ︸
(m+1) times
] = g
(m)(x0)
m! (3.12)
for any sufficiently smooth function g and nonnegative integer m. Substituting x = x0 into both sides of (3.11) leads to the
following
(k− 1)!f [x0, x0, . . . , x0︸ ︷︷ ︸
(k+1) times
] =
n∑
i=1
`
(k−1)
i (x0)f [x0, xi] + R(k−1)(x0). (3.13)
Therefore, on using (3.12) again,
f (k)(x0) = k
n∑
i=1
`
(k−1)
i (x0)f [x0, xi] + kR(k−1)(x0).
Using Lemma 2.9, we have
f (k)(x0) = k!
n∑
i=1
`i(x0)Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k]
)
f [x0, xi] + kR(k−1)(x0), (3.14)
where R(x) is, of course, given by (3.2). By the Leibniz formula for product differentiation and (3.12), we have
R(k−1)(x) = (k− 1)!
k−1∑
ν=0
f [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, x1, . . . , xn] ω
(k−1−ν)(x)
(k− 1− ν)! . (3.15)
However, the orders of the divided difference terms in the right-hand side of (3.16) vary with ν. This may cause difficulty
in estimating the remainder. By Lemma 2.10 with g replaced by f [x0, ·] and the property that any divided difference is
independent of the order of its arguments, we have
R(k−1)(x)
(k− 1)! =
k−1∑
ν=0
f [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, x1, . . . , xn] ω
(k−1−ν)(x)
(k− 1− ν)!
= f [x, x0, x1, . . . , xn]ω
(k−1)(x)
(k− 1)! +
k−1∑
ν=1
f [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, x1, . . . , xn] ω
(k−1−ν)(x)
(k− 1− ν)!
= f [x, x0, x1, . . . , xn]ω
(k−1)(x)
(k− 1)!
+
k−1∑
ν=1
x− xn+1−ν
(k− 1− ν)!
[
n−ν∏
i=1
(x− xi)
](k−1−ν)
f [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, x1, . . . , xn+1−ν]. (3.16)
If x ∈ [x0 − h, x0 + h] and f ∈ Cn+2[x0 − h, x0 + h], then
f [x, . . . , x︸ ︷︷ ︸
ν+1
, x0, x1, . . . , xn+1−ν] = f
(n+2)(x0)
(n+ 2)! + o(1), h→ 0.
Substituting this into (3.16) yields
R(k−1)(x)
(k− 1)! = f [x, x0, x1, . . . , xn]
ω(k−1)(x)
(k− 1)! +
k−1∑
ν=1
x− xn+1−ν
(k− 1− ν)!
[
n−ν∏
i=1
(x− xi)
](k−1−ν) (
f (n+2)(x0)
(n+ 2)! + o(1)
)
, (3.17)
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which together with (2.11) (with k replaced by k− 1) gives
R(k−1)(x)
(k− 1)! = f [x, x0, x1, . . . , xn]
ω(k−1)(x)
(k− 1)! +
ω(k−2)(x)
(k− 2)!
(
f (n+2)(x0)
(n+ 2)! + o(1)
)
.
In particular, noting ω(k−2)(x0)o(1) = o(hn+2−k) by Proposition 3.1 we have
R(k−1)(x0) = f [x0, x0, x1, . . . , xn]ω(k−1)(x0)+ (k− 1)ω(k−2)(x0) f
(n+2)(x0)
(n+ 2)! + o(h
n+2−k),
which combined with (3.15) gives (3.10). The proof is complete. 
Theorem 3.4. Suppose f [x0, x0, x1, . . . , xn] 6= 0. Then the following statements are equivalent:
(1) the numerical difference formula (3.10) exhibits super-convergence,
(2) ω(k−1)(x0) = 0,
(3) Zk−1
(
(−1)j−1s−j(x0 − x·) | j ∈ [k− 1]
) = 0.
Remark 3.5. By Lemma 2.3 and the definition of the power sum sj, we see
Zk−1
(
(−1)j−1s−j(x0 − x·) | j ∈ [k− 1]
) = ∑
1≤i1<···<ik−1≤n
1
(x0 − xi1)(x0 − xi2) · · · (x0 − xik−1)
.
The right-hand side may be intuitively helpful when we seek conditions under which super-convergence may occur.
Proof. The equivalence of items (1) and (2) is trivial. The equivalence of items (2) and (3) follows from Lemma 2.8. 
Corollary 3.6. Suppose both n and k are even and x1, x2 . . . , xn are symmetric about x0. Then we have ω(k−1)(x0) = 0. That is
we have super-convergence.
Proof. Now k − 1 is odd if k is even. If x1, x2 . . . , xn are symmetric about x0, then s−j(x0 − x·) = 0 for odd j. By Lemma 2.7
we have
Zk−1
(
(−1)j−1s−j(x0 − x·) | j ∈ [k− 1]
) = 0,
which guarantees super-convergence by Theorem 3.4. 
Corollary 3.7. There holds
f (k)(x0) = k!
n∑
i=1
`i(x0)Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k− 1]
)
f [x0, xi]
+
{
O(hn−k+1), if ω(k−1)(x0) 6= 0 and f ∈ Cn+1[x0 − h, x0 + h];
O(hn−k+2), if ω(k−1)(x0) = 0 and f ∈ Cn+2[x0 − h, x0 + h]. (3.18)
Proof. If ω(k−1)(x0) 6= 0, then by Proposition 3.1
kR(k−1)(x0) = kω(k−1)(x0)f [x0, x0, x1, . . . , xn] + k(k− 1)ω(k−2)(x0) f
(n+2)(x0)
(n+ 2)! + o(h
n+2−k)
= O(hn−k+1)+ O(hn−k+2)+ o(hn+2−k) = O(hn−k+1).
If ω(k−1)(x0) = 0, then again by Proposition 3.1
kR(k−1)(x0) = k(k− 1)ω(k−2)(x0) f
(n+2)(x0)
(n+ 2)! + o(h
n+2−k)
= O(hn−k+2)+ o(hn+2−k) = O(hn−k+2).
By the hypothesis that the points x0, x1, . . . , xn are mutually different, it follows that ω(x) has only simple real zero and
so does its any derivative unless it vanishes. So, ω(k−1)(x0) and ω(k−2)(x0) cannot vanish simultaneously since otherwise x0
would be a multiple zero of ω(k−2)(x0). 
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Corollary 3.8. For f ∈ Cn+1[x0 − h, x0 + h], we have
f (k)(x0) =
n∑
i=0
λ
(k)
i (x0)f (xi)+ kR(k−1)(x0). (3.19)
The coefficients are given by
λ
(k)
i (x0) = L(k)i (x0) =

k!Zk
(
(−1)j−1s−j(x0 − x·) | j ∈ [k]
)
, if i = 0;
k! `i(x0)
xi − x0 Zk−1
(
(−1)j−1s−j(x0 − xl|l ∈ [n] \ {i}) | j ∈ [k− 1]
)
, otherwise.
(3.20)
This corollary was also obtained in [2,8].
Proof. It follows from (3.10) that
f (k)(x0) ≈ k!
n∑
i=1
`i(x0)
xi − x0 Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k− 1]
)
(f (xi)− f (x0)) . (3.21)
Therefore, for i 6= 0 we have
λ
(k)
i (x0) = k!
`i(x0)
xi − x0 Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k− 1]
)
.
From (3.8), Lemma 2.9 and the Leibniz rule for high derivative of a product, we successively have
L(k)i (x0) =
(
x− x0
xi − x0 `i(x)
)(k)
x=x0
= k
xi − x0 `
(k−1)
i (x0)
= k! `i(x0)
xi − x0 Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k− 1]
) = λ(k)i (x0), i 6= 0. (3.22)
From (3.19), (3.21), (3.22) and (3.7), we have
λ
(k)
0 (x0) = −k!
n∑
i=1
`i(x0)
xi − x0 Zk−1
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k− 1]
)
= −
n∑
i=1
L(k)i (x0) =
(
−
n∑
i=1
Li(x)
)(k)
x=x0
= L(k)0 (x0). (3.23)
This together with (3.7) and Lemma 2.8 yields
λ
(k)
0 (x0) = L(k)0 (x0) = k!Zk
(
(−1)j−1s−j(x0 − xl | l ∈ [n] \ {i}) | j ∈ [k]
)
.
This completes the proof. 
4. Some examples
We end this paper by listing a few examples. For convenience, we set fj := f (xj) = f (x0 + jh), j being a real number.
f ′(x0) = 12h (−f−1 + f1)+ O(h
2),
f ′(x0) = 112h (−25f0 + 48f1 − 36f2 + 16f3 − 3f4)+ O(h
4),
f ′(x0) = 112h (−3f−1 − 10f0 + 18f1 − 6f2 + f3)+ O(h
4),
f ′(x0) = 112h (3f−4 − 16f−3 + 36f−2 − 48f−1 + 25f0)+ O(h
4),
f ′′(x0) = 112h2 (35f0 − 104f1 + 114f2 − 56f3 + 11f4)+ O(h
3),
f ′′(x0) = 112h2 (−f−2 + 16f−1 − 30f0 + 16f1 − f2)+ O(h
4),
F.J. Hickernell, S. Yang / Journal of Computational and Applied Mathematics 224 (2009) 433–443 443
f ′′(x0) = 112h2 (11f−4 − 56f−3 + 114f−2 − 104f−1 + 35f0)+ O(h
3),
f ′′(x0) = 145h2 (−16f− 32 + 81f−1 − 130f0 + 81f1 − 16f 32 )+ O(h
4).
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