The methods of parameterizing model errors have a substantial effect on the accuracy of ensemble data assimilation. After a review of the current error-handling methods, a new blending error parameterization method was designed to combine the advantages of multiplicative inflation and additive inflation. Motivated by evolutionary algorithm concepts that have been developed in the control engineering field for years, the authors propose a new data assimilation method coupled with crossover principles of genetic algorithms based on ensemble transform Kalman filters (ETKFs). The numerical experiments were developed based on the classic nonlinear model (i.e., the Lorenz model). Convex crossover, affine crossover, direction-based crossover, and blending crossover data assimilation systems were consequently designed. When focusing on convex crossover and affine crossover data assimilation problems, the error adjustment factors were investigated with respect to four aspects, which were the initial conditions of the Lorenz model, the number of ensembles, observation covariance, and the observation interval. A new data assimilation system, coupled with genetic algorithms, is proposed to solve the difficult problem of the error adjustment factor search, which is usually performed using trial-and-error methods. The results show that all of the methods can adaptively obtain the best error factors within the constraints of the fitness function.
Introduction
As an important methodology for optimally merging earth observation information and geophysical model output information, data assimilation (DA) has played an important role in earth science. At present, great progress has been made in the theoretical and methodological exploration and foundation of the operational land data assimilation systems (e.g., Reichle 2008; Li et al. 2007; Evensen 2007; Anderson 2007) . Given the complexity of the research objectives, even though significant developments have been achieved some topics still require further attention. Error parameterization for DA systems is one of these topics. Reichle (2008) summarized modern DA methods as well as their applications and pertinent research questions in the earth sciences (Reichle 2008) . The paper emphasized that current critical DA research topics include the construction of the covariance matrix model, the quality control of remote sense data, and the bias estimation of DA systems. McLaughlin (2002) pointed out that the essence of the DA problem is the emphasis placed on the uncertainty from multiple sources in the framework of probabilities. In the future, the main points of concern regarding hydrology DA research will be the high-dimension problem and the accurate estimation of the observation error.
With respect to the error parameterization problems and research for preventing filter divergence (Jazwinski 1970) , in which the distribution produced by the filter drifts away from the prior truth, much work has been carried out in atmospheric and oceanic data assimilation, including investigation of the inflation methods of the background covariance matrix (Anderson and Anderson 1999) , double ensemble Kalman filter (KF) methods (Houtekamer and Mitchell 1998) , the disturbance of atmospheric forces, the initial conditions of the model, and the parameters of the model. Meanwhile, methods for ameliorating the bias error in the ensemble second moment have been developed, such as covariance or multiplicative inflation (Anderson and Anderson 1999) , additive inflation (Hamill and Whitaker 2005) , and the ''relaxation-to-prior'' method proposed by Zhang et al. (2004) . As far as the model bias is concerned, Baek et al. (2006) proposed a scheme for ensemble Kalman filters (EnKFs) to obtain the optimal estimation of the state and model bias simultaneously based on the state space augmentation methods (Jazwinski 1970; Dee and da Silva 1998) . Li et al. (2009) tested all of the common methods in the atmospheric model named Simplified Parameterization Primitive Equations Dynamics (SPEEDY), in which the assimilation results were compared in different ways.
A significant amount of research that has been completed to date has confirmed that all of the methods are feasible; recent activity has focused on using these methods in research for operational data assimilation (e.g., Houtekamer and Mitchell 2005; Whitaker et al. 2008; Meng and Zhang 2008) . As mentioned above, filter divergence could be fixed by a variety of methods that attempt to avoid the unwarranted tightening of the prior distribution. However, all of these methods consist mostly of experimental formulas without clear physical or mathematical backgrounds. Meanwhile, there is no accepted standard for evaluating the performance of the system. For different application areas, there is no standardized methodology to guide the research. For example, during the implementation of these methods, an appropriate inflation factor will improve the accuracy of the assimilation systems. In general, the only viable methods for choosing the inflation factor are trial-and-error methods. In real data assimilation situations, the selection of the inflation factor was very difficult because of limited observation information, the lack of real model states and the missing system model error (Anderson and Anderson 1999; Hamill et al. 2001; Whitaker and Hamill 2002; Anderson 2007) . All assimilation techniques have to deal with this same problem. Therefore, to improve the error parameterization efficiency and the output accuracy of DA systems, the motivations of this paper are trying to unify the common error parameterization methods from the methodological point of view and to choose the error factors more reasonably.
Inspired by modern biological evolution, an evolutionary algorithm is an evolutionary computation technique for searching and optimization; it can simulate natural evolutionary thinking. Historically, genetic algorithms (GAs) and evolution strategies have been two of the most basic forms of evolutionary algorithms (Holland 1992) . Their major characteristics are colonysearching tactics and the exchange of information between individuals in a colony. The crossover principle of GAs involves the formation of a new individual by combining parts of old individuals. The new individual is called the offspring, and it is evaluated by the corresponding standard (the fitness functions). Then the offspring will evolve according to the characteristics of the parents. After several generations of evolution, the stocks will converge to one best individual that might represent the optimal or suboptimal solution to the problem. Genetic algorithms are characterized by their complete search for the best solution and their strategic ability to search for the solution space. These are the reasons why we are trying to use this method for DA error parameterization.
The paper is organized as follows. The error parameterization methods for data assimilation will be classified in section 2. Then the traditional error parameterization methods will be reviewed with an emphasis on hard searching problems for the error adjustment factor. New DA systems with feedback mechanisms will be proposed by applying control engineering principles in section 3. The data assimilation methods coupled with the crossover principles are designed, and the crossover methods that will be used in the paper are also introduced. In section 4, to find the error factors quickly and efficiently, a DA system coupled with a genetic algorithm is presented. The experimental model and the fitness functions are defined. In section 5, particular attention is paid to the various kinds of crossover methods applied to the error parameterization of data assimilation. The sensitivity analysis of the convex crossover and affine crossover are studied through five different cases. The results are summarized in the final section and their applications for the further development of operational ensemble DA systems are discussed.
Traditional error parameterization methods
Modern data assimilation methods have been extensively and deeply investigated for rapid applications, which can be divided into two major categories: continuous data assimilation and sequential data assimilation (Daley 1991; Kalnay 2002) . Sequential data assimilation provides a general framework to explicitly incorporate input, model, and observation errors. The Kalman filters (Kalman 1960) are among the most commonly used data assimilation techniques, including the original KF for linear systems and extended KF (EKF; Gelb 1974) and ensemble KF (Evensen 1994) for nonlinear systems.
a. Error terms of EnKF
In the classic Kalman filter (Kalman 1960) , the forecast and analysis error covariance matrix are evolved with time by
where P f i denotes the model forecast error covariance matrix at time i, M i is the tangent linear model of the nonlinear dynamics, H i is the tangent linear model of the forward observation model H, and Q i is the model error covariance. In the EnKF (Burgers et al. 1998) , the error evolution of (1) is computed by using ensemble integration. We assume that N forecast x f e(n) , n 5 1, 2, . . . , N have been created and therefore we define the ensemble covariance matrices around the ensemble mean x f e :
where the matrix X f e is the ensemble perturbation matrix. Because of the poor initial perturbations and/or model deficiencies, the forecasts are not able to track the verifying truth and remain relatively close to each other. In this case the ensemble is not helpful to forecasters at all, since the lack of spread would give them unjustified confidence in the erroneous forecast.
In the EnKF, the methods for dealing with model errors can be classified into two categories based on their parameterization objectives. The methods in the first category are used to ameliorate the bias error in the ensemble second moment and include multiplicative inflation, additive inflation, and relaxation-to-prior methods. The second category includes methods to estimate the model bias, which have been studied by Dee and da Silva (1998) , Drecourt et al. (2005) , Baek et al. (2006) , and Keppenne et al. (2005) . In state augmentation methods proposed by Baek et al. (2006) , both the states and the model biases have ensemble members. For each member, the state vector is augmented with the uncertain model bias vector. The bias is updated by state observation through the cross correlation between the forecast state and the bias. In this paper, we will develop new algorithms based on the first type of error treatment methods. The corresponding experiments are designed to test and compare our results with the former research works (Evensen 2007; Kalnay et al. 2007 ).
b. Multiplicative inflation methods
Multiplicative inflation was proposed by Anderson and Anderson (1999) . It could ameliorate the sample error caused by a small number of the ensemble with the inflation of the forecast covariance without changing the ensemble mean. Before the first observation is assimilated, the ensemble member's covariance will be enlarged by a constant r that is slightly larger than zero as follows:
The symbol ) means the replacement of the former value. From the above formula, we can see that Q multi denotes the model error in the multiplicative inflation methods. Because Q multi and P f e have the same error subspace, the DA system will be more stable and the performance of the filter will be improved (Ott et al. 2004 ).
c. Additive inflation methods
Compared with multiplicative inflation, the additive inflation method is a more accurate model error parameterization (Hamill and Whitaker 2005) . Application of this approach to EnKF involves the addition of random perturbations to each ensemble member, which can be sampled from a distribution with known covariance statistics. Before the update cycle starts, the noise r* with the same dimension as the model states is added to each ensemble member background forecast:
Moreover, the model forecast error covariance matrix will turn intõ
where N is the ensemble number and Q add is the model error simulated by this method.
d. The relaxation-to-prior method
The relaxation-to-prior method was proposed by Zhang et al. (2004) as an alternative to the multiplicative inflation methods. The name refers to the fact that it relaxes the analysis perturbations back toward the prior perturbations independently at each analysis point via
where x a9 new is the new analysis perturbation, x a9 represents the original perturbations, and x f 9 is the background perturbations; a is the error adjustment factor and has a value between zero and one.
In this paper, as suggested by Whitaker et al. (2008) , more tunable parameters can be added to the parameterization to force the structures to match, or new parameterizations can be developed that more accurately reflect the structure of the underlying system error covariance. Therefore, the theories developed in the control engineering field will be implemented in the DA system. With the further study of the relaxation-toprior method, we will apply the crossover principles of GA to DA systems to create new error parameterization methods. Via a comparison with the traditional methods, the relaxation-to-prior method mentioned above will serve as the bridge between the new methods and the former ones.
DA systems with a feedback mechanism
From the control theory point of view, there is only forward information transformation in the original sequential data assimilation systems (Kailath 1980 ). The quality of the output cannot be fed back to the original DA system to make the system adjust itself adaptively. To import the concepts of automatic control theory that have been developed for many years, a new DA system with control theory principles is presented in Fig. 1 . Following the general procedure of the offline method, this paper presents a coupled forward-inverse approach so as to extend the advantage of uncertainty treatment with data assimilation (forward) to the inverse problem for optimal error factor searching. Through the coupled forward-inverse approach, the system state can be recursively updated by observations while simultaneously searching for the optimal error factor. Given the natural driving force input such as rainfall, temperature, and solar radiation of DA systems, the forward procedure simulates the physical processes and assimilates the measurement into the model to adjust the model prediction. It is shown in the figure that the DA output will be fed back by feedback networks, which can be realized in the form of a genetic algorithm or an evolutionary strategy. The factors of those methods will become feedback factors that can adaptively adjust the output errors and allow the automatically self-adapting DA system to be available. This approach is similar to those presented in previous studies (Katul et al. 1993; Wang and Cai 2007) , regarding the coupling of an optimization algorithm with a data assimilation method. More details about the mechanism of the coupled systems will be introduced in section 4 with the experiments of the Lorenz model (Lorenz 1963) .
DA methods based on the crossover principle
Based on the crossover principles of a genetic algorithm, a new method is developed here to deal with the model error within the framework of sequential data assimilation. The parent populations will be chosen as each column of the forecast ensemble perturbation matrix and each column of the analysis ensemble perturbations matrix after the one-step assimilation. The number of parents is the same as the number of ensembles. Figure 2 indicates the principle behind this new method. The traditional sequential data assimilation only propagates forward based on the analysis ensemble after each assimilation step, while the new method will use the crossover principle to find the best crossover position where the background parent's population and the analysis parent's population will have the evolution action to generate new offspring. The offspring will take the place of the original analysis ensemble to enter the next cycle of assimilation as the background information. In a sense, this method could be considered as an alternative method for the ''relaxation-to-prior'' method with a more clearly physical background. Moreover, different crossover principles that have been developed in the field of intelligent computing will be used in the DA system.
In the real application, the method is applied to the posterior ensemble after the computation of the analysis increment and before running the forecasts to be used as the first guess for the next state update. This is done to more easily accommodate the time interpolation in the forward operator. Because time interpolation requires the use of the first-guess ensemble at several forecast times, if the system error parameterization were applied to the prior ensemble instead of the posterior ensemble, the parameterization would have to be applied at each forecast time used in the time interpolation. Application of these parameterizations to the posterior ensemble is justified by the interpretation of the model error as a system error reflecting an accumulation of errors arising from several components of the DA system and not just the forecast model (Houtekamer and Mitchell 2005; Anderson 2007) .
From the EnKF point of view, the DA system with the crossover principle will relax the analysis perturbations back toward the prior perturbations independently at each analysis point. Figure 3 shows the schematic of this method with the concepts of the ensemble. At the time of t1, under the premise that the ensemble mean will remain the same after each assimilation step, the crossover operation will be taken between the original background perturbations and the analysis perturbations. New offspring after the crossover will be added with the original ensemble mean to use as the new ensemble to enter the next assimilation cycle. The method not only imports the ''survival of the fittest'' principle of the evolutionary algorithm but also includes the feedback mechanism of control theory through the crossover factor. During the offline search process, the best combination of the error factors could be found, and the optimal assimilation results could be consequently obtained.
1) DATA ASSIMILATION METHODS
A suboptimal Kalman filter called the ensemble transform Kalman filter (ETKF) was proposed by Bishop et al. (2001) . Like other Kalman filters, it provides a framework for assimilating observations and also for estimating the effect of observations on forecast error covariance. It differs from other ensemble Kalman filters in that it uses ensemble transformation and a normalization to rapidly obtain the prediction error covariance matrix associated with a particular deployment of observational resources. This enables it to quickly assess the ability of a large number of future feasible sequences of observational networks to reduce forecast error variance.
According to evolutionary crossover theory, based on the local ensemble transform Kalman filtering method (Hunt et al. 2007 ), a new DA method coupled with crossover error parameterization is proposed.
In the EnKF, we assume that there are m-dimensional model state ensemble vectors fx a(i) n21 , i 5 1, 2, . . . , Ng at a time t n21 , where N is the number of ensemble members. First, the background ensemble fx
n : i 5 1, 2, . . . , Ng at time t n can be obtained with nonlinear model M to integrate the evolution:
where h(t n21 ) ; N(0, Q), with 0 being an m 3 1 zero vector and Q is the error covariance matrix corresponding to the model. In this paper, we mainly discuss error parameterization methods at the analysis moment t n . Therefore, the subscript t n can be omitted. The background state estimation and its covariance can be given with the sample mean and the background ensemble as follows:
where X b is an m 3 N dimensional matrix and, the elements in each column of X b represent the ensemble disturbance of interpolation between ensemble forecasting and the ensemble mean. The ith column element is ''Analysis Ens. mean'' is the mean value after the assimilation operation, which will not change during the evolution. ''Crossover'' indicates the ensemble perturbations after the evolution algorithm.
where vectors x a and x b are the mean of the analysis field and the mean of the background field, respectively; y o is the observation vector, and h(Á) is the nonlinear observation operator that can convert the background mean into the observation space.
The Kalman gain of ensemble disturbance space is
where H and R represent the observation operator and the observation covariance matrix at the moment of analysis, respectively. The elements in each column of HX b are the ensemble disturbances of the observation space.
The disturbance of the analysis ensemble is the linear combination of the background ensemble disturbance expressed in the following formula:
is the analysis error covariance matrix of the ensemble disturbance space. The model forecast error covariance matrix and analysis error covariance matrix could be estimated, according to the following formula:
where X a is the m 3 N-dimensional matrix. The elements in each column of X a represent the ensemble disturbance between the ensemble analysis and the ensemble mean state. The ith column element is X a (i) 5 fx a(i) 2 x a g. In genetic algorithms, crossover is a genetic operator used to combine the different information from one generation to the next. With regard to the background ensemble perturbation X b (i) at each step and the analysis ensemble perturbation X a (i), the crossover principles of GA are introduced in this paper. To take each couple from the above perturbation as two parent individuals, different crossover techniques are applied. The offspring X a(i) new after the crossover action will be taken as the final analysis ensemble perturbation to enter the next assimilation. Finally, the model state vector at time t n will be the summation of the assimilation mean and the crossover offspring as follows:
2) ERROR PARAMETERIZATION METHODS BASED ON THE CROSSOVER PRINCIPLE
The data assimilation systems coupled with the evolutionary algorithm can be viewed as the following optimization problems:
where V 2 R n is the set of feasible solutions (the feasible spaces). Otherwise, they are called infeasible solutions. Also, f (x) is the objective function defined by the sets of V. If there is x* 2 V with ["x 2 V, f (x*) # f (x)], x* is called the best global solution of the optimization problem (16), and f * 5 f (x*) is the best global value.
(i) Arithmetical crossover (convex crossover and affine crossover)
As discussed above, the crossover principle of data assimilation is applied with the background ensemble perturbation and the analysis ensemble perturbation. For simplicity, the subscript i, which represents each ensemble (the population), will be omitted. Then the above perturbations will be denoted as X b and X a , respectively. The basic concepts of the arithmetical crossover are developed from the theory of the convex set. Normally, the weighted mean of two 1 3 N matrices X b and X a can be calculated as the following:
If the restriction of the multiplicative value is
then the weighted forms showed in the above (18) can be called the convex combination. If the multiplier does not meet the restrictions of nonnegativity, the combination is termed an affine combination. From a geometric standpoint, all sets of convex combinations of the parents X b and X a are composed of the convex cone (Walters and Smith 1995) . Similarly, we can define all of the combinations of affine crossovers to be composed of the affine cone.
After the arithmetical crossover action, the offspring X a new can be calculated according to the following formula:
According to the restriction of the multiplier, if the multiplier meets the nonnegative condition, the arithmetical crossover is called a convex crossover. Otherwise, the arithmetical crossover is called an affine crossover (Walters and Smith 1995) . Figure 4 shows the schematic diagram of the searching scope of two kinds of arithmetical crossovers. From the figure, we can see that the convex crossover operator will only search the point that is located on the line between the two parents in the feasible solution space, while the affine crossover operator will search all of the points on the line of the two parents. Therefore, its capacity for wide searching will be better than that of the convex crossover operator. On the contrary, the convex crossover operator is better than the affine one for deep searches.
To apply the algorithm to the DA systems, we have made some improvements in the convex crossover operator as follows:
In the convex crossover action, the error adjustment factor e1 is the uniformly distributed random number in the interval of (0, 1). The value of the error factor will determine the accuracy of the assimilation systems. The offline searching process for the best error factors can be taken as the feedback mechanism of the assimilation systems.
In the application of the affine crossover, (l 1 , l 2 ) could be any real number with a uniform distribution in theory. However, if there are no restrictions, the offspring after the affine crossover action may not be located within the scope of the feasible space. To improve the efficiency of the affine crossover, the algorithms proposed in this paper make the following restrictions to (l 1 , l 2 ) in the affine crossover, considering the feasible space characteristic of the data assimilation:
(ii) Blending crossover
In essence, the blending crossover is the process by which the parents randomly create offspring within the scope of the super triangle in the feasible space (Walters and Smith 1995) . Considering a one-dimensional situation and assuming that the value of the first parents X b is less than the value of the second parents X a in the axis, then X a . X b , and if we let I 5 jX a 2 X b j and (0 , a, b , 1) , the offspring will be randomly generated in the scope of [X b 2 aI, X a 1 bI]. Figure 5 shows the schematic view of the blending crossover. Therefore, the blending crossover is also called the BXL 2 a 2 b crossover, in which BXL is the English abbreviation and a and b are the parameters.
(iii) Direction-based crossover
The direction-based crossover involves bringing the information of the parents' objective function to the generation process of the offspring (Walters and Smith 1995) . Given two parents X b and X a , the offspring X a new can be generated according to the following formula:
Here, r is a random number with a uniform distribution in the interval of (0, 1).
Experiments designed with crossover error parameterization methods
The error parameterization methods with the crossover principle will take each ensemble of the EnKF as the individual in the evolutionary algorithms, while the integrations of the ensemble will be thought of as the evolution of the individual. During the parameterization, each background ensemble perturbation and analysis perturbation will be considered as the parent generations and the mean of the analysis will be kept as the same. With the different crossover principles, the offspring after the crossover will become the final analysis ensemble perturbation prior to entering the next assimilation step. Because there are different crossover factors to control the position and the performance of the crossover in each crossover method, the import of the crossover principle does not only optimize the ensemble population but also introduces the feedback mechanism to the ensemble data assimilation. In the process of choosing the crossover error factor, a new DA system coupled with a fast genetic algorithm is designed. To set up the unified fitness function, the best error adjustment will be obtained and the optimal accuracy of the DA output can be reached. a. Error factor search methods coupled with the genetic algorithm A genetic algorithm is an evolutionary computation technique used for searching and optimization that is inspired by biological evolution. It can be used to find near-optimal solutions to highly nonlinear optimization problems and has received considerable attentions (Lee et al. 2006; Ma et al. 2009 ). Compared with traditional optimization methods, the GA is more appropriate when the function includes some complexities and/or discontinuities (Barth 1992) . GA consists of three basic operations: selection, crossover, and mutation. In using GA, each estimated parameter is encoded as a string of binary or real numbers called a chromosome. Each possible combination of estimated parameters is thus represented by a chromosome. These chromosomes areevaluated on their performance (or ''fitness'') with respect to the objective function that minimizes the discrepancies between the modeled values and the observed data. Using the fitness value, the chromosomes compete in a selection tournament, where chromosomes having high fitness values enter the mating population and chromosomes with low fitness values are killed off. The surviving chromosomes are randomly assigned a mating partner from within the mating population, and a random crossover location on the chromosomes is selected (Walters and Smith 1995; Whitley 2001; Ma et al. 2009 ).
Similar to the DA systems proposed by Wang and Cai (2007) , Fig. 6 shows the schematic diagram of the DA systems coupled with the genetic algorithm. Described by the language of control theory, the system is a complex system with feed-forward systems and feedback systems. The feed-forward system involves data assimilation systems, while genetic algorithms will be taken as the out-loop offline searching methods. The initial state of the system operation is the same as that of the normal DA systems. In accordance with the setup procedure for the genetic algorithm, error adjustment factors will be set up randomly within the searching range as the initial population. In each time step of sequential data assimilation, individuals of the population will be evaluated by fitness functions. With the help of the evaluation, the new population will be generated by crossover and mutation operations. The purpose of the crossover and mutation in this part is to find the diversity of the individuals in the colony, to avoid local solutions, and to obtain the optimal error adjustment factors, which will update the parameters in the error parameterization methods. When the new observation is available, the forecast model state and the error covariance will be updated synchronously. After several iterations, the best individual will be kept as the best value for the DA systems.
b. Experiment model
The Lorenz model consists of a system of three coupled and nonlinear ordinary differential equations (Lorenz 1963) 
Here, x(t), y(t), and z(t) are the dependent variables, and we have chosen the following commonly used values for the parameters in the equation: s 5 10, r 5 28, and b 5 3 /8. The terms q x , q y , and q z are assumed to represent the unknown model errors. In section 5b, as in Evensen (2007) , the terms are set as 2, 12.13, and 12.31 of Gaussian-amplitude white noise to simulate the model errors; however, these three terms are set to zero in section 5a to compare the results with those of Kalnay et al. (2007) .
c. The fitness function
A fitness function is a way to determine the performance of each individual in a population in the genetic algorithm. It is the only way to realize the selection step in the algorithm. As for the Lorenz model in this paper, the fitness function is the mean square error. The target of the search is the minimum of the fitness function. The background mean square error fitness function (RMSE b ) and the analysis (RMSE a ) function are defined as the following, respectively:
Here, N is the number of the ensemble; t is the step subscriber at each time, x for,t is the forecast at each time, x sim,t is the real value, and x ana,t is the analysis value.
It is important to note that that the fitness function imported here uses the truth. Therefore, this new DA method is limited for now to synthetic studies. Future works will extend this methodology to be applicable for real observations. For example, when the problems change to the complicated atmospheric, oceanic, land, or hydrological DA systems, we can suggest transferring the error adjustment factors to the specific DA systems to choose the appropriate fitness function and to evaluate the performance of the whole DA systems. The ideas behind this method and the linkage between the DA model and the GA are shown in Fig. 7 . DA systems in the figure will be the same as the proposed systems FIG. 7 . Flowchart of the genetic algorithm (GA) and the fitness functions chosen for DA systems. The fitness function will be selected according to the specific DA systems. The GA part will handle the searching for the optimal error adjustment factors.
with the crossover principles. However, the fitness function will be selected based on the real DA systems. The GA part of the Fig. 7 will handle the selection of the optimal error adjustment factors. Regarding the coupling of an optimization algorithm with a data assimilation method, this approach is similar to those presented in previous studies (Wang and Cai 2007; Katul et al. 1993) . The choosing for the fitness function can refer to those literatures when it comes to different data assimilation systems.
Numerical experiments
At present, the error estimation research of DA systems is mainly concerned with theoretical research, while the classic nonlinear Lorenz model is often taken as the test bed. We will choose the ETKF as the basic DA algorithm to realize the above methods. With regard to the problems for the best error factor search methods, the fast genetic algorithm is selected as the search algorithm with the mean square errors as the fitness function. As for the different error parameterization methods discussed above, the resulting best combinations of the error adjustment factors will be found with the genetic algorithm. Meanwhile, the DA algorithm will propagate forward with the observational updating. With the adaptive updating of the error adjustment factors, the procedure will stop when the genetic algorithms stoppage conditions are met.
a. Traditional method experiments
In the first part of the experiment, three error parameterization methods introduced in section 1 will be tested with the Lorenz model as the traditional method. Comparisons between the methods with error parameterization and without error parameterization are investigated. Then the error adjustment factors are studied and genetic algorithms are used to search for the best value based on the methods discussed above. Finally, a new blending method is proposed to combine the advantages of the different methods.
1) MULTIPLICATIVE INFLATION METHOD EXPERIMENTS
In light of the Lorenz model data assimilation system, the initial condition is set as x0 5 [8.0 0.0 30.0]; the time increment is dt 5 0.01; the observation window is bst 5 8 and the observation error is R0 5 [2 2 2]. To show the performance of the error parameterization methods clearly, the number of ensembles is set as K 5 3 for all of the experiments, except some special cases. Figure 8 indicates the results of the comparisons. It can be clearly seen that the errors of each step during the assimilation are larger without the error parameterization than with the error parameterization. The largest amplitude is about 30, and it shows heterogeneity along the time steps. Meanwhile, the model output and the assimilation results seriously depart from one another. By using multiplicative inflation methods to address the model error, the error amplitude after the assimilation is greatly improved. The largest amplitude is smaller than 3 and the mean square error is reduced to 0.381.
The experiments show that the multiplicative inflation factor can significantly affect the accuracy of the data assimilation systems. Table 1 lists the different assimilation results with different multiplicative inflation factors. Figure 9 shows the variation of the RMSE within different ranges. The results indicate that the multiplicative inflation factor is a bit larger than one if we take RMSE as the optimization index.
The following characteristics are found: 1) when the multiplicative inflation factor is smaller than one, the RMSE of the DA systems significantly increases, which means that the performance of the EnKF will rapidly deteriorate when the ensemble discrete covariance FIG. 8 . The results of the comparisons between the methods using error parameterization and not using error parameterization are indicated. values are reduced, and 2) when the multiplicative inflation factor is larger than one, RMSE significantly decreases. A better filter performance can be obtained within the best range of 1.01-1.2. Beyond this range, the optimization is no longer obvious. These results are similar to those of Kalnay et al. (2007) . In addition, 3) within the best numerical range, the target destination functions change rapidly with obvious multihill and multivalley phenomena, which can be taken as evidence that the target functions are convex functions. 4) At each assimilation step, the analyzed RMSE value is always smaller than the background RMSE. This means that the data assimilation process progresses with step-bystep improvement. All of the results obtained here could be compared with those of Kalnay et al. (2007) to confirm their accuracies. Because of the multihill characteristic shown by the error adjustment factor, a rapid genetic algorithm is employed here as the adaptive searching method (Ma et al. 2009 ). In the experiments, the RMSE functions are selected as the fitness function, and the initial population of the genetic algorithm is composed of multiplicative inflation factors within the feasible space. DA systems take this initial value combined with models and assimilation algorithms for filtering. After the one-step sequential assimilation, the fitness functions will feed back the information to help the genetic algorithm to generate the next generations until the end conditions are met. The parameters of the genetic algorithm are set as the following: the population is pop 5 100; the largest iteration is ite 5 50; the variable dimension is d 5 1; the generation gap is GA 5 0.9; the crossover probability is pc 5 0.8 and the mutation probability is pb 5 0.3. Figure 10 shows the results of the genetic algorithm search. After 10 iterations, the best inflation factor for this case was found with e1 5 1.018, which coincides with the results of Table 1 .
The other two traditional error parameterization methods, such as addictive inflation method and the relaxation-to-prior method, were tested according to the same procedure as the above methods, and the optimal error factors could be found by genetic algorithms with the constraint of the fitness function.
2) THE BLENDING METHOD EXPERIMENT
From the above experiments, we can see that multiplicative inflation methods can significantly reduce RMSE error through an error adjustment factor that is slightly larger than one in the global scope, while the additive inflation methods use an adjustment factor that can be positive or negative to add Gaussian noise in the local scope. We propose a new blending method based on the DA system coupled with the genetic algorithm mentioned above. The method combines the advantages of the above methods to find the best couples of error adjustment factors during the progression of the data assimilation. Figure 11 indicates the RMSE changes with different combinations of the error factors. It is clearly seen that different couples can meet the minimum value of RMSE; however, the best one must be found by the genetic algorithm. Meanwhile, the RMSE error significantly increases when the multiplicative inflation factor is larger than 1.03. On the other hand, when the additive inflation factor is around zero at this condition, the smallest RMSE error can be achieved. With the help of the rapid genetic algorithm, the best combinations of the error factor (i.e., e1 5 1.019, e2 5 20.1) will be found after 34 iterations.
b. The experiments with the crossover principle
To use DA algorithms coupled with crossover principles as the basic algorithm, the convex crossover, the affine crossover, the blending crossover, and the directionbased crossover deal with the errors in second moment of the ensembles. From the EnKF point of view, the application progress of the crossover is investigated first. In light of the normal DA system, the feedback mechanism for the control theory is introduced with a genetic algorithm as the feedback operator.
As discussed above, if we choose the background ensemble perturbations and the analysis ensemble perturbations after one-step assimilation as the crossover population, the different crossover algorithm will determine the position of the final solutions within the scope of the feasible space. With the constraint of the fitness function, the best error factors for different methods can be obtained offline. To choose the ensemble number N 5 10, Fig. 12 shows the schematic drawings of the ensemble perturbations for the convex crossover and affine crossover, respectively. Figure 12a shows that the perturbation after the crossover is located between the background and the original analysis, which means that the convex crossover action takes a smooth action with respect to the FIG. 11 . RMSE changes with different combinations of the error factors are given. Shown are (a) the multihill characteristics of the solution and (b) the significant increase of the RMSE error when the multiplicative inflation factor is larger than 1.03; when the additive inflation factor is around zero under this condition, the smallest RMSE is found. original analysis so that the perturbation after the crossover is near the original one but with better solutions. Figure 12b shows that the analysis perturbation after the affine crossover is located beyond the line of the background and the original analysis, which means that the affine crossover operation takes the widely searched solution as the better solution in the feasible space.
1) THE SENSITIVITY EXPERIMENTS OF THE CONVEX CROSSOVER METHODS
To understand the crossover DA systems better, we need to analyze the influence of the initial conditions, observation errors, observation intervals, and ensemble numbers on the analysis variables of the model. In the experiments, we will fix all of the parameters except for one. By using this method, the influence of the crossover will be studied to see how the particular parameter works. The correctness of the crossover methods can be further proven according to the normal Lorenz model DA experiment, which has been studied by many researchers (Evensen 2007; Kalnay et al. 2007 ). Five sets of parameters (Case1-Case5) are listed in Table 2. 1) The influences of the ensemble numbers. In this experiment, we only change the number of the ensembles and keep the other parameters the same. Figure 13a gives the RMSE of the assimilation result changes when the error adjustment factor of the convex crossover changes. Our conclusions are that 1) with the increase in the ensemble number, the RMSE of the assimilation systems significantly decreases. This was also found by Kalnay et al. (2007) . When the number in the ensemble is more than 10, the variation is not obvious. Furthermore, 2) the trend of the error adjustment factors is the same as the trend of the numbers of the ensemble. When the error adjustment factor is less than 0.5, the assimilation results are better, which means that the convex crossover focuses on increasing the weight of the analysis ensemble perturbation. 3) When the ensemble number is three, the same assimilation results as those obtained for a larger ensemble number can be achieved by searching for the best error factors (see the red circle in Fig. 13a ). This means that the DA methods coupled with the evolutionary algorithm can reach the same results obtained with convex crossover error adjustments when the ensemble number is small, which will notably save running time when the ensemble number is large. 2) The influence of the observation interval. In this experiment, we changed the interval of the observation. Figure 13b shows that when the observation interval changes, the RMSE of the assimilation results changes along with the convex crossover error adjustment factors. From the figure, we can see the following: 1) When the observation interval increases, the RMSE of the assimilation systems also significantly increases, which is identical to the conclusion reached using the normal assimilation method (Kalnay et al. 2007; Evensen 2007) .
2) The trend of the convex crossover error follows the changes of the observation interval. When the error adjustment factor is 0.5, a better assimilation can be achieved, which means that the convex crossover is focusing on the balance between the analysis perturbation and the background perturbations.
3) The increase of the observation interval will make the variety amplitudes of the error factors larger than they were before.
3) The influence of the observation covariance. In this experiment, we changed the covariance of the observation without changing any other parameters. Figure  13c shows that when the observation covariance changes, the RMSE of the assimilation results changes along with the convex crossover error adjustment factors. The conclusions here are the same as those obtained using the normal DA systems (Kalnay et al. 2007; Evensen 2007) . The best error factor is around 0.5. 4) The influence of the initial value. In this experiment, we only change the initial value of the model. When the initial values change, Fig. 13d shows that the RMSE of the assimilation results changes along with the convex crossover error adjustment factors. The results show that the influences of the initial value are the same among the different cases. The error factors place more weight on the analysis perturbation. The best error factor can be found between 0.2 and 0.5.
In summary, Fig. 14 shows the best error factor variation and the RMSE for the different cases. The results show that 1) the best error factor is located around 0.5, which means that the convex crossover gives the background ensemble perturbation and the analysis perturbation after the assimilation of about 50% of the weight. This means that the best analysis relaxes the background value and the original analysis value. Furthermore, 2) when the ensemble numbers increase to a certain value, the best error factor will totally rely on the analysis value, and 3) the conclusions for the RMSE with respect to the cases are the same as the normal results for the DA systems (Kalnay et al. 2007; Evensen 2007) . The increase of ensemble number will obviously decrease the assimilation error. Increases in the observation covariance and observation interval will increase the assimilation RMSE error. No clear difference can be seen when the initial values vary.
2) THE EXPERIMENTS OF THE AFFINE CROSSOVER
The affine crossover methods are used to search deeply for the best solution in the feasible solution space. Because of the action of the two error adjustment factors, the offspring of the affine crossover will be located in the affine corn, which is beyond the connection line between the background ensemble perturbations and the analysis ensemble perturbations. In the experimental results shown in Fig. 15 , we set the scope of the two error factors to be [21, 1] . To show the smaller RMSE variation laws, we first choose the factors with an error that is larger than one and then set all of those couples of RMSE to one. The smaller RMSEs with their error factors show good symmetrical characteristics around the zero point. Figure 15 presents the RMSE results with different initial values, different observation variances, different observation intervals, and different ensemble numbers, respectively. A change in the initial value will bring little difference to the error factor and the RMSE results, while the change in the observation variance will bring the same results as the convex crossover method. The increase in the ensemble numbers will make the RMSE FIG. 13 . When the error adjustments factor of the convex crossover changes, the RMSE of the assimilation also changes and the results are shown for different cases and different aspects.
results smaller, while a change in the observational interval will bring the same results as the convex crossover method.
c. Comparisons of different error parameterization methods
With the aim of showing the effectiveness of all of the methods with respect to data assimilation, we compared all of the methods under the same conditions. By applying the fast searching ability of the genetic algorithm, the optimal error adjustment factors could be obtained for different crossover principles. The standard experimental parameters are set as the following: initial value x0 5 [8.0 0.0 30.0], time increment dt 5 0.01, observational windows bst 5 8, observational error R0 5 [2 2 2], and the ensemble number K 5 3. Table 3 indicates the search results for different error parameterization methods.
From Table 3 we can draw several conclusions. 1) The best RMSE could be obtained with the affine crossover method; however, the running time is longer than that of the others. 2) The optimal error factor of the directionbased crossover is located in e1 5 0, which means that the crossover principle based on the directional methods is not suitable for the error process in the DA system. 3) The error parameterization with crossover principles model is able to obtain a better assimilation result than the traditional multiplicative inflation methods. Meanwhile, the internal physical mechanism can be partially explained. 4) From the location of the optimal error adjustment factor in each type of crossover experiment, the best crossover solution (crossover offspring) is located on the line between each parent's background perturbations and analysis perturbation after the assimilation. Combined with the genetic algorithms' searching ability, the optimal error adjustment factor can be obtained offline. Therefore, the feedback DA systems are available in that way as well.
Summary and discussion
With regard to fast-developed ensemble data assimilation research, the classifications of the existing error parameterization methods were first proposed. The error parameterization methods for eliminating the error in the second moment of the ensemble were classified into one group. In recent years, some research on the topic of error parameterization methods and error theory has been developed in the field of atmospheric science. For instance, Li et al. (2009) systematically analyzed several types of methods in atmospheric data assimilation. That research indicated that multiplicative inflation and additive inflation could be used to eliminate the sampling error caused by smaller numbers of ensembles. In the National Centers for Environmental Prediction (NCEP) global forecasting systems for assimilating real observation data, Whitaker et al. (2008) conducted experiments with the three types of DA methods described above. He concluded that additive inflation is better than the other methods, and the choice of the error factors is a difficult problem to overcome.
Although multiplicative and additive inflation schemes are widely used in the EnKF systems in both perfect and imperfect model experiments, these adjunct algorithms require considerable tuning for good performance. Manual tuning of the inflation parameter is common in the EnKF experiments, but it is also expensive because the forecast-analysis cycle requires many ensemble members (Li et al. 2009 ). For different application backgrounds, there are no unified methods available for guidance. Meanwhile, there are no unified standard performance criteria to evaluate. For example, with the application of the relaxation-to-prior methods, Zhang et al. (2004) used a value of 0.5 for their perfect model convective scale ensemble data assimilation experiment, but Meng and Zhang (2007) found that increasing that value to 0.7 FIG. 14. The best error factor variations and RMSE for the cases given.
or higher was beneficial when significant model errors were present. Whitaker et al. (2008) found the best value to be 0.88, which means that the weight given to the prior ensemble perturbations is 88%, and only 12% of the weight is given to the analysis perturbations.
To investigate the error parameterization problem in the data assimilation deeply, natural evolution concepts were employed. To apply different crossover principles, the offspring should be generated and the analysis should be updated and propagated forward without changing the assimilation mean. Meanwhile, the error adjustment factors in the crossover principle will feed back the performance information during the assimilation process. Coupled with the genetic algorithm, the optimal error adjustment factor will be obtained to generate the optimal assimilation results. Compared with the other existing methods, the DA system based on the crossover principle not only obtains better assimilation results, but it also explains the error parameterization and evolution of data assimilation. Concentrating on the above problems, the following conclusions are drawn. 1) Through the classic DA evaluation model (i.e., the Lorenz model), three existing model error parameterization methods for preventing filter divergence are implemented. The results show that the RMSE of the DA systems without error parameterization was as high as 1.9; however, when three error parameterizations were applied, the RMSE was obviously lower. Additionally, 2) the influence of each method and the function of the error adjustment factors are investigated in the paper. We conclude that the error adjustment factors of multiplicative inflation are in the interval of 1.01-1.2; the error factor of addictive inflation is around zero and has the characteristic of symmetry; and the error factor of relaxation-to-prior methods is between zero and one, which means that it gives different weights to the analysis perturbation and background perturbation to achieve better assimilation results. 3) For the hard searching problem of the error factor, the fast genetic algorithm was developed to be the search algorithm. To take RMSE as the fitness function, the optimal solution can be obtained offline. 4) Combined with the advantage of multiplicative inflation and additive inflation, the blending error parameterization methods were proposed, and they showed better performance than other methods. 5) Based on the crossover principle, four kinds of new error parameterization methods were developed. The choosing of fitness function in this work is of utmost importance. As for the Lorenz model, the fitness function can be chosen as the root-mean-square error. With regard to different data assimilation systems, the choosing for the fitness function can refer to Wang and Cai (2007) because they used a similar approach regarding the coupling of an optimization algorithm with a data assimilation method. 6) The error factors of the convex crossover and affine crossover were fully investigated. The conclusions were that the results of sensitivity experiments of the convex crossover DA system were the same as those of the ordinary DA system (Evensen 2007) ; when the ensemble number increased, the accuracy of the DA system increased and the running time became longer; when the observation interval and observation window were large, the accuracy of the DA systems decreased. Additionally, the influence of the initial value was the same as in the normal DA system. 7) As for the crossover error factor, the experiments showed that the factor gave the background and analysis perturbation different weights so that the offspring incrementally provided better performance. Two-dimensional error adjustment factors were provided by the affine crossover methods. The best couple of the factors showed some symmetry. 8) All of the crossover-based experiments revealed that the affine crossover could provide better RMSE values. The position of the crossover solution (offspring) was located on the line between each parent's background perturbation and analysis perturbation. The better position showed better assimilation results, which can be determined by the genetic algorithms combined in the system. However, both the crossover methods and the inflation methods give up the important property of the EnKF that it converges to the Kalman filter as the ensemble size becomes large and thus only of practical importance.
In summary, the error parameterization methods proposed in the paper are easy to use and show better results than the normal methods. The crossover principles are employed to obtain the new analysis perturbation. These actions can ameliorate the sampling error problem caused by the limited ensemble number. Fast genetic algorithms can search for the optimal error factor for different applications. Future studies should consider how these methods might be used on real land data assimilation systems to try to solve the assimilation problem with real observations. 
