In this work, we present a direct approach to these results, both in discrete and continuous settings. The proof relies on semigroup decompositions together with a suitable cut-off argument allowing for the efficient use of the classical hypercontractivity tool behind these results. It extends to further models of interest such as log-concave measures.
Introduction
The notion of influences of variables on Boolean functions has been deeply studied over the last twenty years, with applications in various areas such as Combinatorics, Computer Sciences, Statistical Physics. Similarly the noise sensitivity of a Boolean function is a measure of how its values are likely to change under a slightly perturbed input. Noise sensitivity became an important concept which is useful in many fields such as for instance Percolation Theory. The concept of noise sensitivity is closely related to the notion of influence. This notion, firslty studied in economics, is now involved in various areas of theorical computer science such as cryptography, computational lower bounds (see e.g the survey [K-S]) . In this work, we will be concerned with recent connections between influences and asymptotic noise sensitivity.
To start with, let recall these two important concepts on the discrete cube {−1, 1} n . Rather than noise sensitivity, we describe the dual notion of noise stability. Denote by ν the uniform measure on {−1, 1} n .
Definition 1.1. Let A ⊂ {−1, 1} n . For x = (x 1 , . . . , x n ) ∈ {−1, 1} n and i = 1, . . . , n, let τ i x ∈ {−1, 1} n be the vector obtained from x by changing x i in −x i and leaving the other coordinates unchanged. The influence of the i-th coordinate on the set A is by definition I i (A) = ν{x ∈ {−1, 1}
n ; x ∈ A, τ i x / ∈ A}.
Similarly, the influence of the i-th coordinate on a function f : {−1, 1} n → R is given by
Definition 1.2. Let η ∈ (0, 1) and let X = (X 1 , . . . , X n ) be distributed according to ν on {−1, 1} n . Let X η = (X η 1 , . . . , X η n ) be a (1 − η)-correlated copy of X, that is X η j = X j with probability 1 − η and X η j = X ′ j with probability η where X ′ is an independent copy of X. For a function f : {−1, 1} n → R, define then its noise stability as
Noise sensitivity and influences has been linked in the paper [B-K-S] by the BKS theorem which asserts that functions with very low influences must be sensitive to noise, i.e have a very low noise stability. For a set B ⊂ {−1, 1} n , denote VAR(B, η) = VAR(1 B , η). A sequence of sets B ℓ ⊂ {−1, 1} n ℓ is said asymptotically noise sensitive if lim ℓ→∞ VAR(B ℓ , η) = 0 for each η ∈ (0, 1). The following theorem is proven in [B-K-S].
Theorem 1.3. Let B ℓ ⊂ {−1, 1} n ℓ be a sequence of sets. If
then (B ℓ ) is asymptotically noise sensitive.
Recently, Keller and Kindler established in [K-K] a quantitative version of this result.
Theorem 1.4. For any n, any boolean function f : {−1, 1} n → {0, 1}, and any η ∈ (0, 1),
for positive numerical constants c 1 , c 2 .
The proof of this result goes by Fourier-Walsh expansion together with hypercontractive bounds to control the tails of chaos in the expansion. Theorem 1.4 has been extended to the Gaussian case in the paper [K-M-S2]. To describe the result, we need to introduce the corresponding definitions. Let µ be the canonical Gaussian measure on R n . For W, W ′ independent with distribution µ, and η > 0, set
In the paper [K-M-S2], N. Keller, E. Mossel and A. Sen thus established the following inequality.
Here the L p (µ)-norms 1 ≤ p ≤ ∞, with respect to µ are denoted by · p .
Theorem 1.5. For any n ≥ 1, for any smooth enough function f : R n → [−1, 1] and any η ∈ (0, 1),
where C 1 , C 2 are positive numerical constants.
A main interest in [K-M-S] is to describe the result when f is the characteristic function of a measurable subset A of R n , in which case ∂ i f 1 is interpreted as the geometric influence of the i-th coordinate, defined by I
. In the latter expression, A x i ⊂ R is the restriction of A along the fiber of x, that is A x i = {y ∈ R, (x 1 , . . . , x i−1 , y, x i+1 , . . . x n ) ∈ A} and µ + denotes the lower Minkowski content, that is for any Borel measurable set A ∈ R
We refer to [K-M-S1] [K-M-S2] for further developements on geometric influences and its applications. Stated on sets, Theorem 1.5 gives the following Theorem: Theorem 1.6. For any n ≥ 1, for any set A ⊂ R n , and any η ∈ (0, 1),
Theroem 1.5 is the functional form of Theorem 1.6. As ensured by lemmas 4.2 and 4.6 of [K-M-S2] the functional form implies the statement for sets. For convenience, we will work throughout this paper with the functional form, so that our result on sets can be viewed as corollary of the functionnal form.
The proof of Theorem 1.5 in [K-M-S2] relies on Theorem 1.4 on the discrete cube together with a Central Limit Theorem argument. It is assumed that the functions are bounded. A close inspection of the arguments from [K-K] actually reveals that the Fourier-Walsh decomposition approach may be adapted to a Fourier-Hermite decomposition in the Gaussian case to yield the same conclusion. In this process, the boundedness condition of f may be weakened into a control in L 2 (µ). That is, by homogeneity, we get that for every function f in L 2 (µ),
This type of approach is however somewhat limited to the examples of the discrete cube and the Gauss space due to the suitable commutation between the semigroup and the orthogonal basis of the Fourier decomposition (see [Ma] ).
In this paper, we develop a new, simpler, proof of Theorems 1.4 and 1.5 which moreover applies to more general examples. One main ingredient will be hypercontractivity as in [K-K] . It will be thus more convenient to describe noise stability and Gaussian noise stability with semigroups notations. The Bonami-Beckner semigroup (see [Bo] , [Be] 
n by
The noise stability can be written only with semigroup notations:
with e −t = 1 − η. In this semigroup notation, Theorem 1.4 then expresses that for any t ≥ 0 and any boolean function f : R n → {0, 1}
The same can be done in the Gaussian space. The Ornstein-Uhlenbeck semigroup (P t ) t≥0 is defined on suitable functions f : R n → R by
The Gaussian noise stability can be written in the same manner as
with now e −t = 1 − η 2 . Theorem 1.5 then expresses that for any t ≥ 0 and any smooth enough function f :
We will establish these results with explicit constants C 1 and C 2 with weaker assumptions on f -in particular there is no need for the function of the discrete cube to be Boolean as in [K-K] . The proposed simpler and more efficient proof relies on a cut-off argument. It applies in a rather general context where hypercontractivity holds together with specific commutation properties. Such a framework was already presented in [CE-L] and covers product of (strictly) log-concave probability measures and also discrete examples, including the biaised discrete cube. In the preceding examples of the discrete cube and Gauss space, our results may be stated as follows.
Here D i f 1 is the discrete derivative or influence of the i−th coordinate for f (see section 2). It therefore yields a quantitative relationship between noise sensitivity and influences.
Corollary 1.8. For any n ≥ 1, for any f : {−1, 1} n → R and any η ∈ (0, 1),
Theorem 1.9. For every f : R n → R smooth enough with f ∈ L 2 (µ) where µ is the standard Gaussian measure on R n , for all t ≥ 0
It yields a statement on sets as proven in section 4 of [K-M-S2]. After a minor change (see section 3) it takes the form: Corollary 1.10. For any n ≥ 1, for any A ⊂ R n and any η ∈ (0, 1),
This note is organised as follows. In the first section, we describe a convenient framework in order to describe the tools required to the proof of our results. The general setting contains two main illustrations, probability measures on finite state spaces that are invariant for some Markov kernel and continuous product probability measures on R n where each measure is of the form µ(dx) = e −V (x) dx for V a smooth potential. In Section 3, we establish the announced result on (R n , µ(dx) = m i=1 e −Vi(x) dx) when the potentials V i are convex, which contains Theorem 1.7. Section 4 is devoted to the discrete case in the setting of product spaces, including the biaised discret cube extending therefore Theorem 1.6. We then focus on two non-product examples in Section 5, the symmetric group and the sphere, before concluding with further comments and questions in the last section.
A general framework
Let (Ω, A, µ) be a probability space. For a function f : Ω → R in L 2 (µ) denote its variance with respect to µ by
In the same way, if f ≥ 0, provided it is well defined, we denote its entropy with respect to µ by
Let (P t ) t≥0 be a Markov semigroup with infinitesimal generator L such that µ is invariant and reversible for P t and L. The Dirichlet form associated to (L, µ) is the operator
on suitable real-valued functions f, g in the Dirichlet domain. We refer for a more complete treatment to general references ( [Aal] , [Ba] , [L] ).
Two main cases are of interest. Firstly, in a continuous setting, let µ(dx) = e −V (x) dx be a probability measure on the Borel sets of R n , invariant and symmetric with respect to L = ∆ − ∇V · ∇ and with associated semigroup P t = e tL , t ≥ 0. Integration by parts indicates here that for smooth functions f, g on R n ,
In particular, we have the decomposition
It will be crucial to consider product of such measures, namely µ =
nm where for all i ∈ {1, . . . , n} µ i (dx) = e −Vi(x) dx for some regular and convex potential
Setting ∇ i for the gradient in the direction R ni , the Dirichlet form is decomposed into
Secondly, in a discrete setting, when Ω is a finite discrete space on which there is a Markov kernel K such that
We then define L by L = K − Id and the Dirichlet form is given by
We will consider the Markov operator given by Lf = Ω f dµ − f acting on integrable functions. A simple computation gives
A particulary interesting instance is given by such product spaces with product measures
when we take product of the above Markov operators. Then, for i ∈ {1, . . . , n},
In this case the Dirichlet form E may be decomposed as
In the example of the discrete cube {−1, 1} n endowed with ν p = (pδ −1 + qδ 1 )
where x = (x 1 , . . . , x n ) and τ i x have been defined in the introduction. Again the Dirichlet form E may be decomposed as
In the preceding setting, say that the couple (L, µ) satisfies a spectral gap, or Poincaré, inequality whenever
for every function f on the Dirichlet domain. The spectral gap constant is the largest λ such that (5) holds. It is classical that the spectral gap inequality with constant λ is equivalent to the fact that for every mean-zero function f ,
Similary, say that (L, µ) satisfies a logarithmic Sobolev inequality whenever
for every function f on the Dirichlet domain. The logarithmic Sobolev constant is the largest ρ > 0 such that (7) holds. Since the work of Gross ([G] ) it is known that a logarithmic Sobolev inequality is equivalent to hypercontractivity of the semigroup (P t ) t≥0 in the sense that for all f ∈ L p (µ) and all 1 < p < q < ∞ with p ≥ 1 + (q − 1)e −2ρt ,
A further important property in continuous setting, is the fact that the semigroup (P t ) t≥0 commutes with the partial derivates (see e.g [Ba] , [L] ). Namely, whenever Hess(V ) ≥ c (uniformly, as symmetric matrices) where c ∈ R, for every smooth f and every t ≥ 0,
In this two above classes of examples, a key property is the decomposition of the Dirichlet form along "directions" commuting with the semi group. Such commutation and decomposition property in more general setting can be expressed as follow: we have a nice decomposition of the operator E
and there exist a real constant κ such that for every i ∈ {1, . . . , n}
Such decompositions have been emphasized in [CE-L] in connections with influences. They are similarly useful here, and actually only the two above properties are used in the proof of the main results in addition to hypercontractivity.
We finally introduce a convenient notation, for a function f on the respective continuous or discrete state spaces, and r ∈ [1, 2],
The log concave setting
We first state the main result in the case of the standard Gaussian measure µ on R n . With the preceding notation, the statement is the following.
Theorem 3.1. Let f : R n → R be smooth enough with f ∈ L 2 (µ). Then, for every t ≥ 0,
To compare this statement with the one in [K-M-S2], note that 2(1 − e −t ) ≥ 1 − e −2t and observe that we may always assume that S 1 (f ) ≤ f 2 2 otherwise there is nothing to prove. It thus yields the inequality of [K-M-S2] with C 1 = 4 and C 2 = 1 4 . We moreover have an exponentional decay in t, something already given by the spectral gap inequality (see section [6] for further comments in this regard).
We turn to probability measures on R n = R n1 ×· · ·×R nm on the form µ(dx) = n i=1 e −Vi(x) dx with Hess(V i ) ≥ c > 0 for every i ∈ {1, . . . , n}. It is then known (see [CE-L] ) that λ ≥ ρ ≥ c. The following both generalizes the preceding theorem in the Gaussian case with addition of arbitrary L r -norms, r ∈ [1, 2], on the local gradients.
Theorem 3.2. Let f : R n → R be smooth enough with f ∈ L 2 (µ). Then, for every r ∈ [1, 2] and every t ≥ 0,
where
.
Proof. We make the assumption that we choose f such that, for r ∈ [1, 2] given:
otherwhise there is nothing to prove. We begin with the classical decomposition of the variance along the semigroup (P t ) t≥0 with the product generator L of the L i = ∆ − ∇V i · ∇ given by
The main step of the proof consists in the following cut-off argument. Namely, for i = 1, . . . , n and M > 0,
The first part is bounded as follow:
where we use the commutation property (9) which ensures that |∇ i P s f | ≤ e −cs |P s ∇ i f | and the contraction property of the semi group: ∀p ≥ 1, ∀s ≥ 0, P s f p ≤ f p . After intergrating in time and summing over i, we have a first bound:
We now want to bound, for every i ∈ {1, . . . , n}:
For that, Hölder's inequality applied to |∇ i P s f | 2 and 1 1 {|∇iPsf |>M ∇if r } gives:
for every couple (p, q) such that 1 p + 1 q = 1. Yet:
Furthermore, the hypercontractive property ensures that for p = p(s) with 2p(s) − 1 = e ρs ,
Putting together, we infer that:
By Markov's inequality, we further obtain, still using the commutation and the contraction property:
We then notice that
is an increasing function. Therefore, for every M ≥ 1,
Summing over i,
We use there the identity
The above bounds gives
Here, we recall that we M ≥ 1, and given the assumption f 2 2 ≥ S r (f ), we can choose M such that
We therefore get
so that, finally
Plugging q(t) by its explicit form, we therefore get the announced result. The Theorem is established.
Remark. For r = 2, α(t) is constantly equal to 1 (in this particular case we recover the spectral gap inequality with weaker constants).
Discrete setting
Let be the discrete cube {−1, 1} n endowed with ν p = (pδ −1 + qδ 1 ) ⊗ n where p + q = 1. We recall the decomposition of the operator E:
It is known (see [CE-L] ) that the Spectral Gap inequality is obtained with constant 1 and that the logarithmic Sobolev constant is:
As in [K-K], we set
The following holds:
Theorem 4.1. If f : {−1, 1} n → R, is smooth enough and such that f 2 = 1, then
Putting ε for 1 − e −2t , we then have
In the uniform case (i.e p = q), ρ = 1 and therefore, using the inequality
we get the following
The above Theorem is the same than Theorem 4 of [K-K] with better constants and weaker assumptions on f .
Once again, the two above theorems can be expressed in a more general way for more general spaces. Let (Ω, µ) be a discrete probability space. We recall that L = K − Id, where K is a markovian kernel with reversible and invariant measure µ, P t = e tL and we assume that µ is hypercontractive with constant ρ. We recall that the operator E has the decomposition
and that the equality Var µ f = E(f, f ) implies that the Spectral Gap constant is equal to 1. Then, the following result holds:
In particular, Theorem 4.3 contains Theorem 4.1 and Theorem 4.2. Indeed, with
it is easily seen that
Thereby, we get
We point out that the right-hand side in the case r = 1 is 7 (2pq)
Proof of Theorem 4.3. Again we assume that f is given such that
otherwise there is nothing to prove. Instead of using directly the decomposition of the variance along the semi group, we use the following identity proved in the same manner
so that, using (6), we get
Again, we cut the integral in two parts with M ≥ 1. The same commutation and contraction argument gives:
For the second part, the same argument now yields
and giving the bound
we have:
The result follows in the same manner, using the fact that 
Further examples
Two non-product spaces examples in which we have the decomposition (9) with commutation (11) as well as hypercontractivity and spectral gap are given by the spheres S n−1 ⊂ R n (n ≥ 2), equipped with the normalized measure µ, and the symmetric group S n equipped with the uniform measure. For the case of the sphere, consider for i, j ∈ {1, . . . , n} 2 , D i,j = x j ∂ i − x i ∂ j . The Dirichlet form associated with the spherical Laplacian
takes the form:
Since we clearly have ∆D i,j = D i,j ∆, (11) holds with κ = 0. It is also known (see e.g [Ba] ) that the spectral gap constant and the logarithmic Sobolev constant are both equal to n − 1. We therefore have the following:
Corollary 5.1. Let f : S n−1 → R, where n ≥ 2 be smooth enough and mean zero in L 2 (µ). The following holds
Proof. We can adapt the proof from Theorem 3.2 line by line, starting from (6) and replacing the Sobolev logarithmic constant by its value n − 1. Then we just notice that for every λ ≥ 1
In the case of the symmetric group, we define T n the set of transpositions which generates the symmetric group. For each τ ∈ T n we define D τ as
and the Laplacian as
so that the Dirichlet form can be expressed as:
Besides (11) holds with κ = 0 (see [CE-L] ), the spectral gap in equal to 2 n−1 , and the logarithmic Sobolev constant is greater than a n log n for some a > 0 (see [D-SC] ). Therefore: Corollary 5.2. Let f : S n → R, be smooth enough and mean zero in L 2 (µ). The following holds
for some positive constant C with α(t) = r(1 − e −at/(n log n) ) 2(1 + (1 − r)e −at/(n log n) ) .
Recall the definition of influence for the symmetric group: the influence of τ ∈ T n for A ⊂ S n is I τ (A) = µ({σ ∈ S n ; σ ∈ A, στ / ∈ A}).
We have the good property that the influence of A is the L 1 − norm of the derivate in the direction τ of the characteristic function of A. Taking r = 1 in the above theorem, the right-hand side for a characteristic function of a set A is therefore:
1+e −at/n log n .
Unfortunalety we do not have a good expression of the left-hand side Var(P t 1 1 A ). One may wonder how it is linked to the notion of Geometric Influences developped in [K-M-S1].
Comments and further developpements
This section collects a few comments on the preceding results as well as some further developments.
The first issue we have concerns condition
, as a precise description of the class of functions satisfying this inequality is not obvious. The analog in the statement for sets is given by
We give here an example in R n where the left hand side tend to zero with n whereas the measures of sets is fixed and equal to 1/2. Consider the product spaces (R n , µ ⊗n p ) with p ≥ 2 where µ p denotes the probability measure on the real line given by
where Z p is the normalizing constant. It is shown in [K-M-S1] (Proposition 4.3) that for any i ∈ {1, . . . , n}, if we set A n = (−∞, a n ] n where a n is chosen such that µ p ((−∞, a n ]) n = 1/2, then
For these particulars sets, the quantitative BKS relationship is therefore of interest.
Another point would be to compare Theorem 3.2 with the classical spectral gap inequality. It is known that for every mean zero function f , (2) is equivalent to
Therefore, if f is mean zero,
In the case of product of log-concave measures, when forall i = 1, . . . , n, Hess V i ≥ c, it yields:
Let us focus on the gaussian case. For a mean zero function, we have the two following bounds, given by the spectral gap and the inequality given by Theorem 1.9
Hence Theorem 1.9 is only worthwhile for f and t such that
or equivalently for f and t such that
It is clear that for t large enough but depending on f , the left hand side is always greater. Putting
the above equation reduces to
Therefore we can always assume A ≥ α, and Theorem 1.9 is in this case stronger than the spectral gap for t ∈ (0, − log u f ) where
The issue is that we do not know how to handle the dependance in f , as we do not know on which range can be u f , but still it indicates that this the inequality given by Theorem 1.9 is sensible for small t, and does not bring any information for t large enough.
The preceding discussion does not apply for the statement on sets, for which Spectral Gap inequality is useless.
Differences beetween the functional forms and sets also is emphasis with our precedent example of semi infinite cubes with families of Boltzmann measures. We can see that such a quantitative relationship for smooth functions given by Theorem 1.9 is not useful for every product of log-concave measures, as it is a lower bound than the spectral gap inequality when the convexity of the potential V i are too large. This is due to the fact that the constant in front of the expression of Theorem 1.9 is equal to max(4, 4 c ), whereas it is 1 c for the Spectral Gap inequality.
We can actually recover a dependance in O( 1 c ) for the constant by sharperening our bounds. We used indeed for the proof of Theorem 3.2 taking account of the monotony of 1 q(s) = tanh(ρs/2) where ρ ≥ c is the Sobolev Logarithmic constant for the product measure, and the fact that M ≥ 1, the following bound: 
It is easy to see that the left hand side tends to zero when c tends to infinity, so if we take account of the e −rcs q(s) term in view of large c, we see that it yields a weaker bound that the one given by the Spectral Gap inequality.
Indeed, denoting ϕ : s → e −rstanh(s/2) , ϕ ∈ L 1 (R + ) and therefore the functions ϕ c := cϕ(c ·) tends in distributional sense to the weight Dirac mass R + ϕ × δ 0 when c tends to infinity. Therefore Hence, using the fact that R + ϕ ≥ 1 we cannot improve our bounds uniformly over t and the convexity c more than when we recall that M ≥ 1 is arbitrary. Taking M such that it equalizes both terms yields:
It may be shown that the right hand side is always larger than the bound given by the spectral gap. Stated on sets however the quantitative BKS relationship still brings non trivial informations uniformly over the convexity. Indeed taking the above example on R n of (A n = (−∞, a n ] n , µ 
2−2/p n , for some universal positive constant C, so that we have a uniform bound over the convexity taking
and in particular for each p ≥ 2, η ∈ (0, 1) and c < 2 ). Therefore, at least in this particular case, the quantitative Theorem is useful for every n-product of Boltzmann measures on the real line, even with large convexity which underlines differences with the functionnal form.
To finish, let us focus on the proof in the discrete setting. At one point we use the rather crude bound:
to recover the L 2 −norm. We want to point out that here t and T can be arbitraly small or large, so that it is probably a too strong inequality. In order to avoid that, we can carry on from T ≥ S r (f ) .
We do not know it can be derived a more explicit inequality, as the second term is rather cumbersome.
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