Abstract. In this paper, we investigate the usefulness of the reject option in text categorisation systems. The reject option is introduced by allowing a text classifier to withhold the decision of assigning or not a document to any subset of categories, for which the decision is considered not sufficiently reliable. To automatically handle rejections, a two-stage classifier architecture is used, in which documents rejected at the first stage are automatically classified at the second stage, so that no rejections eventually remain. The performance improvement achievable by using the reject option is assessed on a real text categorisation task, using the well known Reuters data set.
Introduction
Text categorisation (TC) systems are key components of many applications of document managing, like document retrieval, routing, and filtering. With the increased availability of documents in digital form over the last decade, and the consequent need of automatic document management systems, TC has become an active research topic in the machine learning field. TC can be viewed as a classification task, in which a document in natural language must be labeled as belonging or not to thematic categories from a predefined set, on the basis of its content [10] . Accordingly, in recent years, several researches investigated the use of statistical pattern recognition techniques applied to TC (a comprehensive review is given in [10] ). In particular, different kinds of classification techniques have been evaluated and compared, like neural networks, k-nearest neighbors, support vector machines, naïve Bayes, and multiple classifier systems [5, 12, 6, 9] , as well as feature extraction and selection techniques [11] .
In this work, we focus on the reject option, which is a technique used to improve classification reliability in pattern recognition systems. The reject option has been formalised in the context of statistical pattern recognition, under the minimum risk theory, in [1, 2] . It consists in withholding the automatic classification of a pattern, if the decision is considered not sufficiently reliable. Rejected patterns must then be handled by a different classifier, or by a human operator. This requires to find a trade-off between the achievable reduction of the cost due to classification errors, and the cost of handling rejections (costs are obviously application-dependent). Although the reject option turns out to be very useful in many pattern recognition systems, its use in TC systems has not been considered in the literature so far.
In a previous work, summarised in Sect. 3, we investigated how the reject option can be implemented in a TC system, and whether it can improve its reliability [3] . We implemented the reject option by allowing a text classifier to reject any subset of category assignments, for a given document. Using three different kind of classifiers (neural networks, k-nearest neighbors and support vector machines), we experimentally observed remarkable performance improvements, at the expense of small rates of rejected assignments. However, the rejected category assignments turned out to be spread across a large fraction of documents, making it impractical to handle them manually.
In this paper, we investigate whether the documents with rejected category assignments can be automatically handled. To this aim, we implement a twostage classifier, based on the multi-stage architecture defined in [8] for pattern recognition systems. In our classifier, described in Sect. 4, documents can be either classified or rejected at the first stage. All the documents rejected at the first stage are then classified at the second stage, so that no rejections eventually remain. The effectiveness of this approach is evaluated by preliminary experiments carried out on the well known Reuters data set. The experimental results are presented in Sect. 5.
Text Categorisation
In TC systems, a document is typically represented as a vector of weights d = (w 1 , . . . , w T ), where each w k is associated to one of the T words that occur in training documents (bag of words approach). Weights can be computed in several ways, and are usually related to the frequency of the corresponding words, both in the document and in the whole training set [10] . While traditional classification problems are single-label, TC is a multi-label problem, i.e. each document can belong to any subset of C predefined categories c 1 , . . . , c C . Given an input document d, a text classifier usually provides a score s i for each category c i , denoting the likelihood that d belongs to c i . Several strategies can then be used to decide which categories d should be assigned to, given the scores. One of the most used strategies consists in determining a threshold τ i for each c i , after the training phase of the classifier, using a separate validation set. In the classification phase, each score is compared with the corresponding threshold: if s i ≥ τ i (s i < τ i ), then d is labeled as (not) belonging to c i [13, 10] . For instance, if neural networks are used as base classifiers, C output units can be used, each one related to one category, and their output values are taken as the scores s i . Instead, the k-nearest neighbors (k-NN) classifier is implemented by first retrieving the k training documents most similar to an input document d. The similarity between two documents d and d is computed using the cosine measure
. Then, the score s i for each category c i is computed as the sum of the similarity measures between d and the training documents belonging to c i , among the k nearest neighbors of d [10] .
The performance measures used in TC are based on precision and recall, derived from the field of information retrieval. Precision π i , for the i-th category, is defined as the fraction of documents that belong to c i , among the ones that are assigned to c i by the classifier. Recall ρ i is defined as the fraction of documents that are correctly assigned by the classifier to c i , among the ones that belong to c i . Denoting with T P i (True Positive) and F P i (False Positive) the number of documents, out of a given set, correctly and erroneously labeled as belonging to c i by the classifier, and with F N i (False Negative) the number of documents erroneously labeled as not belonging to c i , we have:
A global performance measure over all categories can be obtained either by micro-or macro-averaging the above category-related values, depending on application requirements. Micro-and macro-averaged values are defined respectively as follows:
The values of precision and recall lie in the range [0, 1], and are not independent on each other: by using different classifier parameters (for instance, different thresholds τ i ) higher values of precision can be achieved at the expense of a lower recall, and vice-versa. Often, the combined measure F 1 is used, defined as the harmonic mean of precision and recall: 
Text Categorisation with Reject Option
For single-label classification problems, the meaning of rejecting a pattern is usually to withhold automatically deciding the class to which it should be assigned [1, 2, 8] . The human operator (or the classifier) that handles rejections has thus to decide among the whole set of classes. A slightly different approach was used in [4] : a pattern can be automatically labeled as not belonging to any subset of classes, while it is rejected only by the remaining classes. Accordingly, the final decision should be taken among the latter classes only. Anyway, a rejected pattern must be assigned to only one class. To the best of our knowledge, the concept of rejecton has not been extended so far to multi-label problems.
Taking into account that multi-label TC problems involving C categories are usually viewed as C independent two-class problems (each one consisting in deciding whether a document should be assigned or not to the corresponding category), in [3] we proposed to implement the reject option as follows: given a document d, a text classifier can automatically label d as belonging or not to any subset of the C categories, while it rejects d from the remaining categories, i.e. no decision is taken about these latter categories. Using the decision strategy without reject option, based on category-related thresholds τ i (see Sect. 2), we experimentally found that the distribution of the scores s i corresponding to incorrect category assignments, was peaked around the threshold τ i . In other words, for any given category c i , lower values of |s i −τ i | correspond to less reliable decisions. Accordingly, to implement the reject option as described above, we used two threshold values for each category c i , τ Li and τ Hi (with τ Li ≤ τ Hi ), and the following decision strategy:
then d is labeled as belonging to c i .
As the thresholds τ i for the case without reject option, also the thresholds τ Li , τ Hi , i = 1, . . . , C, should be computed after the training phase of the classifier, on a separate validation set, by maximising the chosen performance measure. However, defining a performance measure for a TC problem with reject option is not straightforward. The measure typically used in statistical pattern recognition is the expected value (named expected risk), of the classification cost of a pattern, for a given decision rule. Different costs are defined for correctly classified patterns and for misclassified ones. When the reject option is used, it is straightforward to take into account the costs of rejections in the definition of the expected risk. In this case, it turns out that minimising the expected risk is equivalent to finding the best trade-off between the misclassification and rejection rates, depending on the corresponding costs [1, 2] . Instead, for TC problems, the precision and recall measures are not based on classification costs. It is thus not straightforward to generalise them to take into account the costs of rejections. Moreover, even defining the cost of rejections is not easy, since they are strongly application-dependent: in general, the cost for manually handling a document with some rejected category assignments could depend both on the time required by a person to read that document, and on the number of rejected assignments.
Nevertheless, when the reject option in a TC system is implemented as described above, it still makes sense to evaluate the performance through the same measures used without reject option, based on precision and recall, provided that the rejected category assignments are not taken into account when computing T P i , F P i and F N i in (1) and (2) . Such measure should be considered together with a measure related to the cost of documents with rejected assignments. Given the above difficulties in defining the cost of rejections, in [3] we chose to consider simply the rate of rejected decisions, i.e. the percentage of re-jected category assignments over all test documents, 1 which will be denoted in the following as the "reject rate".
In [3] , we experimentally evaluated the effectiveness of such implementation of the reject option, on the well known Reuters data set. We used neural networks, k-nearest neighbors and support vector machines as base classifiers. We considered all the main performance measures, i.e. the precision-recall curve and the F 1 measure, both micro-and macro-averaged. The C pairs of threshold values τ Li , τ Hi , i = 1, . . . , C, were computed by maximising the considered performance measure, while keeping the reject rate below a predefined value. Values of the reject rate in the range [0, 0.15] were considered. For all the classifiers and all the performance measures considered, we found remarkable performance improvements, at the expense of small values of the reject rate. For instance, using the neural network classifier, the values of F M 1 increased from 0.39 to 0.47, as the reject rate increased from 0 to 0.03 (i.e. up to 3% of the total category assignments were rejected for test documents), while F µ 1 increased from 0.83 to 0.94, as the reject rate increased from 0 to 0.04. However, the analysis of these results showed that such performance improvements were always achieved by rejecting a small number of category assignments from a large fraction of documents. In particular, for most documents (50% to 75% of all test documents, depending on the reject rate) only one category assignment was rejected. Moreover, the number of documents with n rejected assignments decreased for increasing n. This could be a serious problem from the practical viewpoint, if documents with rejected assignments are manually handled, and if the cost of handling them depends mainly on the time required by a person to read a document, rather than on the number of rejected assignments. In this case, handling a single document rejected from ten categories could be much faster than handling ten documents, each rejected from one category, even if the number of rejected assignments is the same. It is worth noting that TC tasks involve usually several dozen categories (in the version of the Reuters data set we used, C = 90).
In conclusion, although we found that the reject option can lead to remarkable performance improvements at the expense of a small percentage of rejected category assignments, it turned out that such rejections are spread across a large fraction of documents: handling them manually is thus likely to be impractical for real applications. A possible solution to this problem is to automatically handle the documents with rejected category assignments, through the use of a second-stage classifier. This approach is investigated in the rest of this paper.
stage, a decision is taken in any case, so that no rejections eventually remain. The rationale is that each stage should use more informative, and thus more costly measurements than the previous stage. An interesting implementation of such approach has been recently proposed in [7] : a "global" and fast neural network classifier is used at the first stage, followed by a "local" and slower nearest neighbor classifier at the second stage. To speed up the response time of the second stage, it is trained on a subset of the training patterns of the first stage. More precisely, only patterns rejected at the first stage (possibly using a narrower rejection criterion) are used. Moreover, when a test pattern is rejected at the first stage, the second stage decides only among the top-h ranking classes returned by the first stage, using only the training patterns belonging to such classes. In this work, we chose to investigate the two-stage approach proposed in [7] , after modifying it to fit the characteristics of a multi-label problem. This approach was implemented as follows.
Let C denotes the set of all categories {c 1 , . . . , c C }, and T the training set of the first stage classifier. The decision thresholds, that in the following will be denoted as τ Li , τ Hi , i = 1, . . . , C, are computed using a separate validation set V , by maximising the chosen performance measure, while keeping the reject rate below a predefined value r , and also enforcing that the fraction of documents rejected from each category does not exceed r . The algorithms we used are described in [3] . In the classification phase, each document is classified according to decision rule (4), using the scores s i provided by the first stage classifier, and the thresholds τ Li , τ Hi . For rejected categories, the final decision is taken by the second stage, that we implemented as a modified k-NN classifier.
The training set of the second stage classifier is T = C i=1 T i , where T i is the subset of documents of T , for which the decision for category c i was rejected at the first stage, using a narrower rejection criterion, i.e. using a new set of thresholds τ Li , τ Hi , such that τ Li ≤ τ Li , and τ Hi ≥ τ Hi , i = 1, . . . , C. Such thresholds are computed starting from the values of τ Li , τ Hi , and imposing that exactly a fraction r ≥ r of documents of T are rejected from each category, at the first stage. In other words, we require that |T i | = r · |T |. Note that, in general, T i ∩ T j = ∅, since a document can be rejected from more than one category. The validation set V of the second stage is obtained from V analogously. Now, let C R (d) ⊆ C denotes the set of categories for which the decision has been rejected at the first stage, for a given test document d. For each category c i ∈ C R (d), the final decision is taken at the second stage by first computing a score s i , and then comparing it with a single threshold τ i : if s i ≥ τ i (s i < τ i ), then d is labeled as (not) belonging to c i . The score s i is computed as follows. Let T i (d) denotes the documents that belong to category c i , among the k documents of T i nearest to d, according to the cosine similarity measure described in Sect. 2. The score s i for d is computed as the sum of the similarity measures between d and all the documents in T i (d). The thresholds τ i , i = 1, . . . , C, are computed on the validation set V , by maximising the same performance measure used at the first stage. We point out that this is a modified version of the k-NN classifier described in Sect. 2: indeed, the score for each category is computed using a different subset of the training set, instead of using the whole training set.
It is worth noting that this approach does not require to modify the performance measures based on precision and recall, to take into account the cost of rejections, since rejections are automatically handled. Instead, it could be necessary to find a trade-off between the achievable performance improvement, and the increased computational complexity of the two-stage architecture. This issue is discussed in the next section.
Experimental Results
In this section, we present the results of a first set of experiments aimed at evaluating whether the performance of a TC system can be improved using the two-stage classifier with reject option described in Sect. 4. The experiments have been carried out on the Reuters-21578 data set ("Mod-Apté" version), a standard benchmark for TC systems [10] . This data set consists of newswire stories classified under categories related to economics. After discarding unlabeled documents, and retaining only categories with at least one document both in the training set and in the test set, we obtained 7,769 training documents and 3,019 test documents belonging to C = 90 categories, with a vocabulary (extracted from the training set) of T = 16,635 words, after stemming and stopword removal. We represented each document using the bag of words approach. The weights were computed using the well known TF-IDF strategy [10] . The 75% of documents of the original training set, randomly extracted, were used as the training set for the first stage classifier, T , while the remaining documents were used as validation set V . Feature selection was performed on the training set, using the Information Gain criterion [10] . For these experiments, we used two different classifiers at the first stage: a multi-layer perceptron neural network (MLP), and a Naïve Bayes classifier (NB). For the MLP classifier, we used a number of input units equal to the number of document weights, and one output unit for each category. The MLP was trained with the standard backpropagation algorithm. The number of hidden neurons and of features (weights) was determined using the validation set, and was set respectively to 50 and 1,000. For the NB classifier, the number of features was set to 250. For the k-NN classifier at the second stage, we used 2,500 features, and a value of k equal to 10.
In Table 1 we report the first results obtained using the micro-and macroaveraged F 1 performance measures. The reported values of F 1 refer to the test set, and are average values over ten runs of the experiments, carried out using ten randomly generated training sets T . We considered two values of the reject rate r , 0.05 and 0.10, and three different values of r (see Table 1 ), to evaluate the effect of different sizes of the training and validation sets at the second stage. The first row of Table 1 , shows the F 1 values obtained by the first stage classifier without the reject option (r = r = 0). The results obtained using the MLP and NB classifier at the first stage are reported respectively in columns "MLP+k- Table 1 . Average test set micro-and macro-averaged F1 values, obtained by two-stage classifiers with reject option (columns "MLP+k-NN", "MLP+k-NN*" and "NB+k-NN"), and by a standard k-NN classifier without reject option (column "k-NN"). The reject rate on the test set (r ) is reported in the first column reject rates NN", and "NB+k-NN". For comparison, we also show the results achieved using a standard k-NN classifier at the second stage, trained using the same training set of the MLP at first stage ("MLP+k-NN*"), and a single standard k-NN classifier without the reject option ("k-NN"). For the two-stage classifier implemented as described in Sect. 4, the use of the reject option lead to an increase of the micro-averaged F 1 from 0.846 to 0.854 (using an MLP at the first stage), and from 0.700 to 0.825 (NB at the first stage). The macro-averaged F 1 increased from from 0.447 to 0.481 (MLP), and from 0.214 to 0.456 (NB). In particular, although the performance of the NB classifier without the reject option was quite poor when using the micro-averaged F 1 , the reject option lead to a percentage improvement greater than 200%. As one can expect, for the same value of the reject rate r , higher improvements are achieved using a larger training set at the second stage (i.e., higher values of r ). In particular, for small values of r , the values of F 1 can decrease with respect to the case without reject option. This can be due to the small size of the training and validation sets of the second stage.
It is interesting to note that, in some cases, the two-stage classifier with the reject option outperformed the standard k-NN classifier without the reject option. This happened for the micro-averaged F 1 , when a MLP was used at the first stage, and also for the NB classifier, but only for the highest values of r and r . Moreover, using a standard k-NN classifier at the second stage, with the same training set of the first stage ("MLP+k-NN*"), always lead to a worse performance than that achieved implementing the second stage as in Sect. 4 ("MLP+k-NN").
Finally, we point out that the performance obtained using the two-stage classifier, on the whole test set, was worse than that achieved by the first stage on only the accepted category assignments. For instance, for the MLP classifier at the first stage, such improvement was about 0.08 for both the micro-and macroaveraged F 1 , for a reject rate r = 0.10. This is not surprising, since, obviously, not all rejected category assignments are turned into correct assignments by the second stage classifier, as they could, in principle, if rejections were manually handled.
The above preliminary results show that the use of the reject option can improve the reliability of a TC system, even when rejections are automatically handled by a second stage classifier. These results indicate that higher improvements can be achieved by using higher reject rates r at the first stage, and larger sizes of the training set of the second-stage classifier. In particular, it should be noted that the increase in computational complexity, due to the use of a larger training set for the k-NN classifier at the second stage, can be limited by the fact that most documents are rejected by only one category, as we experimentally observed.
