Abstract. For solving reactive transport problems in porous media, we analyze three primal discontinuous Galerkin (DG) methods with penalty, namely, symmetric interior penalty Galerkin (SIPG), nonsymmetric interior penalty Galerkin (NIPG), and incomplete interior penalty Galerkin (IIPG). A cut-off operator is introduced in DG to treat general kinetic chemistry. Error estimates in L 2 (H 1 ) are established, which are optimal in h and nearly optimal in p. We develop a parabolic lift technique for SIPG, which leads to h-optimal and nearly p-optimal error estimates in the L 2 (L 2 ) and negative norms. Numerical results validate these estimates. We also discuss implementation issues including penalty parameters and the choice of physical versus reference polynomial spaces.
industry, and biomedical engineering. Realistic simulations for simultaneous advection, diffusion, and chemical reactions present significant computational challenges [2, 40, 10, 14, 24, 37, 41, 28, 7, 16, 8] . Recently, it has been shown that adaptive DG can effectively capture moving concentration fronts in reactive transport [31, 33, 36, 32, 29] . A posteriori error estimates of DG for reactive transport problems have been derived in the L 2 (L 2 ) [32] and L 2 (H 1 ) norms [35] . In addition, DG has been applied to coupled flow and transport problems in porous media [34, 39, 30] . However, to the best of our knowledge, optimal a priori hp-estimates in the L 2 (L 2 ) and negative norms have not been established.
The primal DG methods include four members: Oden-Babuška-Baumann DG (OBB-DG) formulation [19] , symmetric interior penalty Galerkin (SIPG) [38] , nonsymmetric interior penalty Galerkin (NIPG) [23, 21] , and incomplete interior penalty Galerkin (IIPG) [12, 29] . In this paper, we analyze the three primal DG methods with penalty, i.e., SIPG, NIPG, and IIPG, for solving reactive transport problems in porous media. The primal DG method without penalty, i.e., the OBB-DG scheme, has been analyzed for reactive transport problems elsewhere [22] . In the following section, we describe the modeling equations. The DG schemes are introduced in section 3. Section 4 contains the L 2 (H 1 ) error analysis for SIPG, NIPG, and IIPG. In section 5, a parabolic lift technique is developed, and an L 2 (L 2 ) error analysis for SIPG is conducted. Optimal negative norm estimates are derived in section 6 . In section 7, we present numerical studies of h-and p-convergences for the four primal DG schemes. In section 8, we discuss choices of penalty parameters as well as DG implementations using reference versus physical polynomial spaces. Conclusions are given in the last section.
Governing equations.
For convenience of presentation, we consider reactive transport problems of only one species in a single flowing phase in porous media. Results for systems of multiple species with kinetic reactions can be derived by similar arguments. We assume that a Darcy velocity field u is given and time-independent, and satisfies ∇ · u = q, where q is the imposed external total flow rate. In addition, we assume that Ω is a polygonal and bounded domain in R d (d = 1, 2, or 3) with boundary ∂Ω = Γ in ∪ Γ out . Here we denote by Γ in the inflow boundary and by Γ out the outflow/no-flow boundary, i.e., Γ in := {x ∈ ∂Ω : u · n < 0}, Γ out := {x ∈ ∂Ω : u · n ≥ 0}, where n denotes the unit outward normal vector to ∂Ω. Let T be the final simulation time. The classical advection-diffusion-reaction equation in porous media is given by ∂φc ∂t + ∇ · (uc − D(u)∇c) = qc * + r(c), (x, t) ∈ Ω × (0, T ], (2.1) where the unknown variable c is the concentration of a species (amount per volume). Here φ is the effective porosity and is assumed to be time-independent, uniformly bounded above and below by positive numbers; D(u) is the dispersion-diffusion tensor and is assumed to be uniformly symmetric positive definite and bounded from above; r(c) is the reaction term; qc * is the source term, where the imposed external total flow rate q is a sum of sources (injection) and sinks (extraction); c * is the injected concentration c w if q ≥ 0 and is the resident concentration c if q < 0.
We consider the following boundary conditions for this problem: 
Notation.
Let E h be a family of nondegenerate, quasi-uniform and possibly nonconforming partitions of Ω composed of triangles or quadrilaterals if d = 2, or tetrahedra, prisms, or hexahedra if d = 3. The nondegeneracy requirement (also called regularity) is that the element is convex, and that there exists ρ > 0 such that if h j is the diameter of E j ∈ E h , then each of the subtriangles (for d = 2) or subtetrahedra (for d = 3) of element E j contains a ball of radius ρh j in its interior. The quasi-uniformity requirement is that there is τ > 0 such that (h/h j ) ≤ τ for all E j ∈ E h , where h is the maximum diameter of all elements. We assume that no element crosses the boundaries of Γ in or Γ out . The set of all interior edges (for d = 2) or faces (for d = 3) for E h is denoted by Γ h . On each edge or face γ ∈ Γ h , a unit normal vector n γ is chosen. The sets of all edges or faces on Γ out and on Γ in for E h are denoted by Γ h,out and Γ h,in , respectively, for which the normal vector n γ coincides with the outward unit normal vector.
We now define the average and jump for
The upwind value of a concentration c * | γ is defined as
We denote by · m,R the usual Sobolev norm over a domain R [1] . The Sobolev norm · m,Ω over the entire domain Ω is also denoted simply by · m . For s ≥ 0, we define the broken Sobolev space
One can show that H s (E h ) is a normed linear space with its norm defined by
Following the tradition, we also use the notation ||| · ||| s to denote the broken norm · H s (E h ) . For a given normed space X and a number p ≥ 1, we define
The space L p (0, T ; X) is also a normed linear space with its norm given by
The inner product (·, ·) Ω over the entire domain Ω is also denoted simply by (·, ·). We also need the space W r,s ∞ and its norm: W r,s
The discontinuous finite element space is taken to be
where P r (E) denotes the space of polynomials of (total) degree less than or equal to r on E. Note that we present hp-results in this paper for the local space P r , but the results also apply to the local space Q r because P r (E) ⊂ Q r (E).
We define a cut-off operator as
where M is a large positive constant. By a straightforward algebraic argument, we can show that the cut-off operator M is uniformly Lipschitz continuous.
Lemma 1 (property of operator M). The cut-off operator M defined in (3.2) is uniformly Lipschitz continuous with a Lipschitz constant of one; that is,
We use the following hp-approximation results, which can be proved using the techniques in [6, 5] . Let E ∈ E h and φ ∈ H s (E). Then there exists a constant K, independent of φ, r, and h E , and a sequence of z h r ∈ P r (E), r = 1, 2, . . . , such that
where μ = min(r + 1, s) and h E denotes the diameter of E. We shall also use the following inverse inequalities, which can be derived using the method in [27] . Let E ∈ E h and v ∈ P r (E). Then there exists a constant K, independent of v, r, and h E , such that
3.2. Continuous-in-time DG schemes. We introduce a bilinear form: 
where σ is a discrete positive function that takes the constant value σ γ on the edge or face γ. There is no penalty term, i.e., σ = 0, for OBB-DG. In the analysis of SIPG, NIPG, and IIPG in this paper, we assume 0 < σ 0 ≤ σ γ ≤ σ m . In addition we define a linear functional:
The reactive transport problem can be stated in the following equivalent weak formulation.
Lemma 2 (weak formulation). If c is a solution of (2.1)-(2.3) and c is essentially bounded, then c satisfies
provided that the constant M for the cut-off operator is sufficiently large. Proof. Let w ∈ H s (E h ), s > 3/2 and E ∈ E h . Multiplying (2.1) by w, integrating over E, and then integrating by parts, we observe
Summing it over all elements in E h , noting the fact that the traces of the concentration and its normal flux are continuous across element faces, and applying the boundary conditions, we obtain the desired result.
As a valuable property, DG schemes possess element-wise mass conservation. OBB-DG satisfies local conservation strictly, whereas SIPG, NIPG, and IIPG are locally conservative if the concentration jump term is considered as part of the computed diffusive flux:
Lemma 3 (local mass balance). The approximation of the concentration satisfies on each element E the following local mass balance equation:
Proof. The relationship (3.11) follows immediately from the DG schemes by fixing an element E and letting w ∈ D r (E h ) with w| E = 1, w| Ω\E = 0.
It is also important to know that a DG scheme has a solution. Lemma 4 (existence of a solution). Assume that the reaction rate is a locally Lipschitz continuous function of the concentration. Then the discontinuous Galerkin scheme (3.9) and (3.10) has a unique solution for t > 0.
Proof. We let
be a basis of D r (E h ) and write
. Then (3.9) and (3.10) reduce to the following initial value problem:
where the mass matrix A is block-diagonal, symmetric, and positive definite. From the properties of the cut-off operator M and the reaction function, we observe that R(ζ) is (globally) Lipschitz continuous. It follows from the theory of ordinary differential equations that ζ(t) exists and is unique for t > 0.
L
error estimates. Throughout the paper, we denote by K a generic positive constant independent of h and r, and by a fixed positive constant that may be chosen arbitrarily small.
We further assume that c, u and q are essentially bounded, that the reaction rate is a locally Lipschitz continuous function of c, and that the cut-off constant M and the penalty parameter σ 0 are sufficiently large. Then there exists a constant K, independent of h and r, such that
where μ = min(r + 1, s), r ≥ 1, s ≥ 2, δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general. Proof. We let c ∈ D r (E h ) be an interpolant of concentration c such that the hp-results (3.4) hold, and define
Subtracting the weak formulation (3.8) from the DG scheme (3.9), choosing w = ξ A , we obtain
The first term of the error equation (4.4) may be written in a time derivative of an L 2 norm:
We expand the second term of (4.4) as
Integrating the advection term by parts, we observe
In addition, noting that [
where T 0 is defined by
If the penalty parameter σ 0 is chosen to be sufficiently large, we may bound T 0 by applying the Cauchy-Schwarz and inverse inequalities:
The first two terms on the right-hand side of (4.4) may be estimated, by using Lemma 1, as
We have a similar result for the third term:
The fourth term on the right-hand side of (4.4) consists of eight pieces:
The Cauchy-Schwarz inequality and approximation results yield
We bound the terms T 4 and T 5 by hiding a large constant in the penalty term and by using the inverse inequality, respectively,
Similar applications of the Cauchy-Schwarz inequality and approximation results give
For conforming meshes with triangles or tetrahedra, we can choose a continuous approximation c to make the two terms T 5 and T 8 vanish. Substituting all the estimates into (4.4), we see that
where δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general. Integrating (4.6) with respect to the time t, noting that
, and applying Gronwall's inequality, we conclude that
. The theorem follows by applying the triangle inequality, the approximation results and the fact that
We remark that, in [22] ,
error estimates for the OBB-DG diffusion scheme applied to the transport problem established optimality in h and suboptimality in p by 3/2. Here for SIPG, NIPG, and IIPG, we obtain optimality in h and p for conforming meshes with triangles and tetrahedra and a loss of 1/2 in p for general grids. Obviously, penalty terms improve the provable p-optimality of DGs.
Optimal L
2 (L 2 ) error estimates for the symmetric scheme. In this and following sections, we restrict our attention to SIPG. The derivation in this section is motivated by the h-optimal L 2 result for SIPG applied to an elliptic problem by Wheeler [38] and the h-optimal L 2 (L 2 ) result for continuous Galerkin methods applied to a parabolic problem by Palmer [20] . See also the h-optimal L 2 (L 2 ) result for continuous finite element modified methods of characteristics applied to a coupled system of partial differential equations (PDEs) by Dawson, Russell, and Wheeler [13] and the h-optimal L ∞ (L 2 ) result for SIPG applied to a parabolic equation with diffusion term by Arnold [4, 3] . We first recall a theorem proved in [20, 17] .
Theorem 2. Consider the parabolic equation:
)). Then there exists a unique solution Φ satisfying the above equation and the regularity bounds given by
where K is a constant independent of the input data f .
For simplicity of presentation, we consider problems with no-flow boundary conditions, though the result can be generalized. We make additional assumptions:
Parabolic lift for SIPG.
In addition we let the assumptions in Theorem 1 hold. Then there exists a constant K, independent of h, r, and e, such that
, where δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general.
Proof. Consider the backward or adjoint parabolic equation:
Observing that D(u)∇Φ · n ∂Ω = 0 on ∂Ω, ∇·u = q, and [D(u)∇Φ · n γ ] = [Φ] = 0, we multiply both sides of the adjoint equation (5.3) by e, integrate it over the domain Ω, and then apply integration by parts to conclude that
Applying the orthogonality condition (5.1), we obtain
whereΦ ∈ D r (E h ) is an interpolant satisfying (3.4) element-wise. The second and third terms on the right-hand side of (5.7) are bounded, by using the Cauchy-Schwarz inequality and approximation results, as
The last term in (5.7) is composed of eight parts:
Once again, the approximation results and Cauchy-Schwarz inequality yield the estimates for the terms T 1 , T 2 , and T 3 :
The term T 7 vanishes because of the assumed no-flow boundary condition. The remaining terms in the bilinear form can be bounded by applying the Cauchy-Schwarz inequality on element faces:
We note that, for conforming meshes with triangles or tetrahedra, terms T 4 , T 6 , and T 8 vanish if we choose a continuous interpolantΦ. Substituting all the estimates back into (5.7), we find that 
error estimate for the time derivative of the concentration. To obtain an optimal L 2 (L 2 ) error estimate for the concentration, we need an estimate for its time derivative. 
error estimate for c t ). Let the assumptions in Theorem 1 hold. Then there exists a constant K, independent of h and r, such that
A simple manipulation breaks the bilinear form on the left-hide side of (5.8) into nine components:
Consequently, the left-hand side of (5.8) may be written as
It is easy to see that the terms
, T 6 (t), and T 7 (t) are nonnegative. By applying the Cauchy-Schwarz inequality and Theorem 1, the term T 2 (t) can be bounded as
where
Recalling the definition of the penalty term and applying the Cauchy-Schwarz and inverse inequalities, we may bound the terms T 4 and T 5 :
Applications of the approximation results and the continuity of the L 2 projection give
The Cauchy-Schwarz inequality and Theorem 1 imply
s .
An application of the Cauchy-Schwarz and inverse inequalities yields
Collecting the above estimates, we conclude that the left-hide side of (5.8) has the following lower bound:
The first integrand on the right-hand side of (5.8) may be bounded, by using the Cauchy-Schwarz inequality and the Lipschitz continuity of the cut-off operator, as
An easy application of the Cauchy-Schwarz inequality and approximation results yields the following estimate for the second integrand:
The third integrand may be decomposed into eight parts:
The terms S 3 and S 8 are bounded by applying the Cauchy-Schwarz inequality and approximation results:
Applications of the Cauchy-Schwarz and inverse inequalities yield the following estimates for the remaining terms:
For conforming meshes with triangles or tetrahedra, we can choose a continuous c to force S 5 = S 8 = 0. Combining the bounds for the terms S i , we obtain
By back-substituting the estimates into (5.8), we conclude that
The theorem follows from the triangle inequality, approximation results, and (4.7).
Face error estimates.
We also need an error estimate on element faces in order to apply the parabolic lift lemma.
Theorem 4 (face error estimates). Let the assumptions in Theorem 1 hold. Then there exists a constant K, independent of h and r, such that
where μ = min(r + 1, s), r ≥ 1, s ≥ 2, δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general. Proof. As the first term can be bounded similarly with even sharper estimates, we only present the estimation of the second term, which can be obtained by applying the triangle and inverse inequalities, recalling Theorem 1 and using the approximation results:
error estimate for c). Let the assumptions in Theorem 1 hold. Then there exists a constant K, independent of h and r, such that
where μ = min(r + 1, s), r ≥ 1, s ≥ 2, δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general. Proof. We recall the concentration error ξ in (4.1), and the error equation:
We define
and recalling Theorems 1, 3, and 4, we obtain (5.9) by applying the parabolic lift argument of Lemma 5.
6. Optimal estimates in negative norms for the symmetric scheme.
Error estimates in terms of linear functionals.
We again assume noflow boundary conditions. Given a function f ∈ L 2 (0, T ; L 2 (Ω)), we consider a linear functional F (·) of the following form:
2) and let the assumptions in Theorem 1 hold. We further assume 
Then there exists a constant K, independent of h, r, e, and f, such that
We now consider the L 2 (Ω) inner product (e, f ) at t ∈ (0, T ]:
Integrating by parts, applying the orthogonality condition (5.1) and observing that
where we choose an interpolantΦ ∈ D r (E h ) with element-wise optimal approximation properties (3.4). Applying the Cauchy-Schwarz inequality and approximation results, we obtain estimates for the second and third terms on the right-hand side of (6.2):
. Similar but tedious arguments, together with the inverse inequality and the existence of continuous interpolants for conforming meshes with triangles or tetrahedra, yield a bound for the fourth term: 
Observing the fact that
and integrating (6.2) over the time interval [0, T ], we have
The theorem follows from the regularity estimate (6.1) and the fact that
Theorem 6 (linear functional estimates). Let the assumptions in Theorem 1 hold. In addition, we assume
φ ∈ W s1+2,1 ∞ ((0, T ) × Ω), D ij ∈ W s1+1,0 ∞ ((0, T ) × Ω), u i ∈ W s1 ∞ (Ω), q + ∈ W s1,0 ∞ ((0, T )
×Ω), and that the chemical reaction term has a linear form r(c)
Then there exists a constant K, independent of h, r, and f, such that
where μ = min(r + 1, s), μ 1 = min(r − 1, s 1 ), r ≥ 1, s ≥ 2, s 1 ≥ 0, and δ = 0 for conforming meshes with triangles or tetrahedra, and δ = 1/2 in general.
Proof. Recalling the concentration error ξ in (4.1) and defining a(x, t) = −k 1 (x, t), we obtain the error equation in the following form, provided that the cut-off constant M is chosen to be sufficiently large:
We obtain the desired estimate by applying the parabolic lift of Lemma 6 together with estimates in Theorems 1, 3, and 4.
Error estimates in negative norms.
Assuming m is a positive integer, we define the negative Sobolev norm · H −m (Ω) in the usual way:
Theorem 7 (estimates in negative norms). Let the assumptions in Theorem 1 hold. In addition, we assume
×Ω), and that the chemical reaction term has a linear form r(c)
Then there exists a constant K, independent of h and r, such that
+K h 
Convergence of h-refinement.
We solve the test case using OBB-DG, NIPG, IIPG, and SIPG. We use polynomials of degree r = 2 and vary h by uniform refinements starting from the coarsest mesh. The convergence behaviors of h-refinement in the norms of
, and L 2 (H 1 ) for NIPG are shown in Figure 7 .1. It is observed that the errors in all norms are O(1/n), where n is the number of degrees of freedom. As n ∝ 1/h 2 for two-dimensional spaces, the experimental convergences confirm our theoretical estimates in L 2 (H 1 ). In addition, the numerical results indicate that the errors in NIPG do not converge optimally in
. The convergence behaviors of OBB-DG and IIPG (not shown) are nearly identical to those of NIPG. However, unlike NIPG, OBB-DG, and IIPG, the symmetric scheme (SIPG) possesses optimal convergence in all norms of
, as shown evidently in Figure 7 .2, which also validates the predictions from our parabolic lift arguments.
Convergence of p-refinement.
The test case is solved using the four primal DGs on the coarsest mesh with polynomials of degrees r=1, 2, 3, . . . , 10. 
, where the expected exponential convergence rates are achieved. The exponential convergence patterns of OBB-DG, NIPG, and IIPG (not shown) are very similar to those of SIPG. An interesting experimental observation, which is not covered in previous theoretical sections, is that the DG methods with polynomials of odd orders have better performance than those of even orders; this is especially pronounced for OBB-DG. For most cases, we recommend σ = 1. It is found that σ chosen from (0.1, 10) works well for many test cases. For cases where aspect ratios are very high and/or dispersion-diffusion is highly anisotropic, it is found that the following choice generally gives better results:
where h m,γ = min E:γ∈E (meas(E)/meas(γ)).
Reference versus physical polynomial spaces.
In the definition (3.1) of the DG space D r (E h ), the local space P r (E) is the set of polynomials defined over a physical element E, rather than a reference element E. This distinction is unnecessary when E is a triangle or tetrahedron because the transformation from E to E is affine. But for a general quadrilateral or hexahedron, these two spaces are different. We apply DG methods to the test case in section 7 using the uniform p-refinement in the coarsest mesh. Figure 8 .1 provides the error ratio η = e r L 2 (0,T ;L 2 (Ω)) / e f L 2 (0,T ;L 2 (Ω)) during the p-refinement, where e r and e f denote the DG errors based on the reference and physical spaces, respectively. Clearly, DG solutions based on physical spaces are more accurate than those of reference spaces for high order approximations; this is more significant for OBB-DG than for other primal DGs. This observation suggests that physical polynomial spaces are preferred in p-and hp-implementations of DGs. It is also noted (not shown) that the improvement of physical over reference spaces is less pronounced on more refined meshes, because the transformation from E to E becomes closer to an affine mapping. Consequently, a choice of physical versus reference spaces does not significantly impact h-versions of DGs.
Conclusions.
Three primal DG methods with penalty have been analyzed for solving reactive transport problems in porous media. The cut-off operator was introduced in the DG formulations to ensure convergence for general nonlinear kinetic reactions. Error estimates in L 2 (H 1 ) for the concentration were derived for SIPG, NIPG, and IIPG, which are optimal in h and nearly optimal in p. In addition, we established L 2 (H 1 ) concentration error estimates on the element faces as well as L 2 (L 2 ) estimates for time derivatives. A parabolic lift technique for SIPG has been developed, which yields an h-optimal and nearly p-optimal error estimate in L 2 (L 2 ). The same lift technique applied to general linear functionals gives optimal estimates in negative norms. We have also numerically investigated the h-and p-convergence behaviors of OBB-DG, NIPG, IIPG, and SIPG. It was demonstrated that OBB-DG, IIPG, and NIPG possess h-optimal convergence rates in L 2 (H 1 ), but lack the optimality in L 2 (L 2 ) and L ∞ (L 2 ), whereas SIPG performs h-optimally in the three norms. For smooth problems, exponential convergence rates in p are achieved by the four primal DG methods. In addition, it was observed that DGs with polynomials of odd orders perform better than those of even orders. Implementations of penalty terms are crucial to SIPG and a proper choice of the penalty parameter was proposed. Another important issue in implementations is the selection of physical versus reference spaces, for which we recommended the physical polynomial spaces for p-and hp-versions of DGs. As a future extension, we propose to study error estimates of primal DG methods for transport coupled with kinetic and local-equilibrium reactions and for multiphase flow in porous media.
