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We consider the dynamics and stability of bright soliton stripes in the two-dimensional nonlinear
Schro¨dinger equation with hyperbolic dispersion, under the action of transverse perturbations. We
start by discussing a recently proposed adiabatic-invariant approximation for transverse instabilities
and its limitations in the bright soliton case. We then focus on a variational approximation used to
reduce the dynamics of the bright-soliton stripe to effective equations of motion for its transverse
shift. The reduction allows us to address the stripe’s snaking instability, which is inherently present
in the system, and follow the ensuing spatiotemporal undulation dynamics. Further, introducing
a channel-shaped potential, we show that the instabilities (not only flexural, but also those of the
necking type) can be attenuated, up to the point of complete stabilization of the soliton stripe.
PACS numbers:
I. INTRODUCTION
Nonlinear Schro¨dinger (NLS) equations are a class
of universal models governing the nonlinear propaga-
tion of waves in dispersive and diffractive media [1, 2].
In particular, in one dimension (1D) the interplay of
the self-focusing cubic nonlinearity and paraxial diffrac-
tion, or, alternatively, anomalous group-velocity disper-
sion (GVD) gives rise to the commonly known bright
solitons [3], which are replaced by dark solitons in the
case of the normal GVD [4, 5]. The NLS equations play
an equally important role in 2D and 3D settings, where
the diffraction and GVD act together, in the combination
with the cubic self-focusing or defocusing [1, 5–8]. In the
case of the anomalous sign of the GVD and self-focusing
sign of the nonlinearity, 2D and 3D solitons (in particu-
lar, “light bullets” in optics [9]) exist too as formal so-
lutions to the multidimensional NLS equations, but they
are strongly unstable.
An alternative possibility is to consider the interplay
of the paraxial diffraction in one transverse direction (as-
suming that the setting is two-dimensional) with the nor-
mal GVD and self-focusing, which is usually called, as a
whole, the NLS equation with the hyperbolic 2D disper-
sion. The latter is a model of wide interest [1, 10–14],
appearing in a number of different applications. These
include but are not limited to deep water waves [15, 16],
cyclotron waves in plasmas [17, 18] and nonlinear op-
tics [19, 20], to name a few. The hyperbolicity is re-
alized as the opposite signs of the diffraction and GVD
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terms in the equation, see Eq. (1) below. In this case, 2D
bright solitons do not exist, but one can consider quasi-
1D solitons, which are self-trapped in the transverse di-
rection, and uniformly extended along the longitudinal
coordinate. Because such bright-soliton stripes may have
obviously important physical realizations, a significant
problem concerns the stability of the stripes [21]. It is
well known that they are actually subject to the snaking
(flexural) instability.
An initial purpose of the present work is to extend
the known analytical approach to the description of the
long-wave snaking instability, so as to explore its manifes-
tations for perturbations with finite wavelengths, as well
as the development of the instability beyond the usual
limit of the linear approximation. The main objective of
the work is to elaborate a possibility to attenuate and,
eventually, completely suppress the instability by trap-
ping the stripe in an underlying channel potential. This
is somewhat in the spirit of our earlier effort to stabilize
dark solitons via a potential barrier in the self-defocusing
NLS case [22], although the stabilization is trickier here,
as we will explain in detail below, due to the accessibility
of the solitary waves to different types of instabilities.
The rest of the paper is organized as follows. The
model, its basic features and theoretical setup are given
in Sec. II. Effective longitudinal equations of motion
for the soliton stripes are derived in Sec. III, using the
method based on the use of the adiabatic invariant, re-
cently quite successfully used in the case of dark soli-
tons. Subsequently, a more elaborate (and more accu-
rate in the present setting) variational approximation is
developed. In Sec. IV we numerically investigate the dy-
namics and stability, as produced by different effective
stripe-evolution equations, and compare the results with
2those directly produced by the underlying NLS equation.
In Sec. V we introduce an appropriately crafted external
potential that is able to control (and eventually elimi-
nate) all potential instabilities. Finally, in Sec. VI we
give a brief recap of the results and outline directions for
further work.
II. MODEL AND THEORETICAL SETUP
As per the above discussion, our model of choice will
be the 2D NLS equation with the hyperbolic dispersion
in the presence of the external potential, V (x, y):
iut = −1
2
uxx +
1
2
uyy − |u|2u+ V (x, y)u. (1)
Here u(x, y, t) is a complex-valued field, and, as indicated
above, the dispersions along the x- and y-directions have
opposite signs. This setting corresponds, for the fixed
sign of the cubic nonlinearity, to self-focusing and defo-
cusing in the former and latter directions, respectively.
In terms of the realization in a planar optical waveguide
in the particular context of nonlinear optics, the evolu-
tion variable t is actually the propagation distance, while
x is the transverse coordinate, and y is the reduced tem-
poral coordinate [4]. In this case, terms uxx and uyy,
with the signs adopted in Eq. (1), represent, respectively,
the paraxial diffraction and normal GVD, while the cu-
bic term stands for the usual Kerr nonlinearity. In what
follows below, we consider the settings without the ex-
ternal potential, V (x, y) = 0, and with a 1D potential,
V (x), that will help to “guide”, and potentially stabilize
the soliton stripes.
In the absence of the potential, Eq. (1) admits a solu-
tion in the form of quasi-1D bright-soliton stripes,
u (x, y, t) = A sech [A (x− x0 − vt)] ei(vx+µt+θ0), (2)
with
µ =
A2 − v2
2
. (3)
This is a straightforward 2D homogeneous extension of
the commonly known 1D bright soliton of the focusing
NLS equation. It contains four free parameters which
determine its height (and inverse width) A, velocity v,
initial position x0, and initial phase θ0.
The study of the stability of bright soliton stripes has
a time-honored history, including some prevalent miscon-
ceptions about the type and origin of some of its ensuing
instabilities (see for instance Ref. [7] for a comprehensive
review of the subject). As bright soliton solutions are sta-
ble in 1D, it is natural to study the stability once they are
uniformly extended in 2D along the y direction. In the
elliptic dispersion case [with a minus sign in front of uyy
in Eq. (1), which corresponds to the anomalous GVD in
optics [4]], the NLS is prone to collapse if the (squared)
L2 norm (alias total energy, in terms of optics) of a lo-
calized mode exceeds the critical value, which coincides
with the corresponding norm of the Townes solitons [1, 8].
The norm of soliton stripes, as they extend to y = ±∞ is
infinite, hence the stripes are always prone to the modu-
lational instability, which is related to the collapse-onset
trend and is called necking instability [21]. It eventually
leads the soliton stripe to breakup into individual lumps
that are subsequently led to collapse (individually, or af-
ter their merger with other such lumps) [6].
On the other hand, in the framework of Eq. (1), which
includes the hyperbolic dispersion, the y-direction is ef-
fectively (in tandem with the nonlinearity) a defocus-
ing one, and, thus, it should provide a stabilizing ef-
fect against necking. To some degree, the necking is in-
deed reduced due to the defocusing nature of the sign
combination of the y-dispersion (normal GVD in op-
tics) and nonlinearity. However, as it was detailed in
Ref. [23] and is explained below, the bright soliton stripe
in the hyperbolic case still suffers from (relatively weak;
see below) necking instabilities. On the other hand
switching from elliptic to hyperbolic dispersion intro-
duces strong snaking transverse instability on the bright-
soliton stripe [21, 24, 25]. This instability was originally
studied by Zakharov and Rubenchik [26] —and later ad-
dressed in other works, see for instance Refs. [23, 27]—
using a perturbative approach for small wavenumbers
k of the snaking modulation, up to the second order.
The results from these studies, naturally limited to small
wavenumbers, incorrectly predicted that the snaking in-
stability was only present in a window starting at k = 0
(mainly because of the introduction of a wavenumber cut-
off), when it is indeed present at all wavenumbers. These
conclusions initially led to some misconceptions like the
fact that transverse instabilities were only limited (as it
occurs in the elliptic case) to a finite range of wavenum-
bers and, thus, that short-wavelength transverse per-
turbations might be stable. Later, numerical and an-
alytical studies [23, 28–31] confirmed that the snaking
and necking instabilities are indeed present beyond the
window predicted in Ref. [26] (see Ref. [32] for a rigor-
ous proof of these facts). In fact, Ref. [23], using an
Evans-function technique [33], has clarified the origin of
a secondary instability that precludes the stabilization of
short-wavelength perturbations.
The, previously known, instability properties for the
bright-soliton stripe in the hyperbolic-dispersion case are
summarized in Fig. 1 where the instability branches are
denoted by ‘S’ and ‘N’ for snaking and necking insta-
bilities, respectively. The instability spectrum can be
numerically obtained by perturbing the exact station-
ary solution, u0(x), given by Eqs. (2) and (3) with
x0 = v = θ0 = 0. In what follows below, we select
the stationary solution by fixing µ = 1/2 in Eq. (3). To
perform the stability analysis, u0 is perturbed as per the
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FIG. 1: (Color online) Real and imaginary (top and bottom
panels, respectively) of the eigenvalues associated with insta-
bilities of the stationary bright-soliton stripe with amplitude
A = 1 [i.e., µ = 0.5 in Eq. (3)] in the case of the hyperbolic
dispersion. A positive real part indicates instability, while
the presence of an imaginary part indicates that the insta-
bility corresponds to a quartet of eigenvalues accounting for
the oscillatory-type instability. Labels ‘S’ and ‘N’ denote the
snaking and necking instabilities, respectively. The inset de-
picts the stationary solution u0(x) [see Eq. (2)] in the window
−10 < x < +10 and −0.1 < u < +1.2. The corresponding
perturbation eigenmodes for k = 0.5 are depicted in Fig. 2.
standard expression [7],
u(x, y, t) =
{
u0(x) + [a(x) + b(x)] e
λt+iky
+ [a⋆(x)− b⋆(x)] eλ⋆t−iky
}
eiµt, (4)
where (·)⋆ stands for complex conjugation, and λ yields
the instability growth rate (if it has a positive real part)
of the transverse modes with real wavenumber k. Thus,
for each value of k, one can compute the spectrum of
eigenvalues λ, substituting expression (4) in Eq. (1), lin-
earizing it with respect to the perturbations and solving
the ensuing eigenvalue problem for λ and the correspond-
ing eigenvector pair (a(x), b(x)).
Further, the stability spectrum and eigenmodes corre-
sponding to the snaking and necking instabilities for the
perturbation wavenumber k = 0.5 are depicted in Fig. 2.
As seen in the figure, the snaking perturbation mode,
which is responsible for creating transverse undulations
of the position of the bright-soliton stripe, naturally fea-
tures an odd shape in the x-direction. On the other
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FIG. 2: (Color online) Stability eigenvalues and eigenfunc-
tions [the latter correspond to the perturbation in Eq. (4)]
for k = 0.5. (a) The stability spectra depicting: a pair of
real eigenvalues corresponding to the snaking (S) instability,
a quartet of complex eigenvalues corresponding to necking (N)
instabilities, and the continuous spectrum consisting of purely
imaginary eigenvalues. Panels (b) and (c) depict, respectively,
the x-dependent part of the eigenfunctions for the snacking
and necking modes (real and imaginary parts are shown by
solid blue and dashed red lines, respectively), together with
the stationary steady state u0(x) (the thin black line). Panels
(d)–(g) depict the full eigenfunctions in the (x, y) plane: (d)
and (e) [(f) and (g)] are the real and imaginary parts of the
snaking [necking] mode. Panels (h) and (i) show the abso-
lute value of the stationary state perturbed by 0.5 times the
snaking and necking instability modes (normalized so that
their maximum absolute value is 1), respectively.
hand, the necking instability is, also quite naturally, rep-
resented by an even mode, which represents longitudinal
modulations of the local density. As mentioned above,
one may intuitively expect that the necking instability
should not be present if the model is effectively defocus-
ing in the y-direction. Nonetheless, the instability of the
necking type is present, due to the fact that the eigenval-
ues that give rise to this instability originate from a colli-
sion between the eigenvalue at the edge of the continuous
4spectrum for small values of k and an eigenvalue bifur-
cating from the origin (at k = 0), see Refs. [23, 34] for
details. The respective necking eigenmode inherits prop-
erties of its “parent” eigenmodes leading to the bifurca-
tion. Namely, the mode at the edge of the continuum
spectrum with small k (the first “parent”) is extended
(periodic) along the x-direction, while the mode bifurcat-
ing from the origin (the second “‘parent”) is an even one,
which is essentially localized in the region occupied the
underlying steady state. Therefore, the emerging neck-
ing mode is an even one, weakly localized (wider than
the stationary solution), with oscillatory tails in the x-
direction. These observations will be crucial when we de-
scribe the dynamics of the bright soliton-stripe using the
variational approximation in Sec. III B, where this neck-
ing mode cannot be captured. Furthermore, the mixed
nature of the necking mode, together with the fact that
the real part of its eigenvalue is about twice as small
as the one corresponding to the snaking instability, and
that necking is not present for small values of k, make
this mode somehow elusive when performing direct nu-
merical simulations (and, by the same token, elusive in
possible experiments), which might be the reason why it
was usually missed.
III. REDUCED EFFECTIVE EQUATIONS FOR
THE SOLITON STRIPE
In this section we report two methods to derive ef-
fective reduced dynamics of the bright-soliton stripes.
The techniques, based on the adiabatic-invariant (AI)
approach [35, 36] and the variational approximation [37],
rely on a suitable “projection” of the soliton stripe onto
a subset of collective coordinates which account for ba-
sic features of the stripe, such as, in particular, its cen-
ter position along the x-axis and its dependence on the
transverse variable y.
A. The use of the adiabatic invariant (AI)
We adapt here the AI reduction approach, which was
developed for dark-soliton stripes in Ref. [35, 36], to
the case of bright solitons. The method relies on using
the conservation of the Hamiltonian to derive an equa-
tion of motion for the center of the soliton (along the
x-direction). In the absence of the external potential
(V = 0), the 2D Hamiltonian corresponding to Eq. (1) is
H2D =
1
2
∫∫
∞
−∞
[|ux|2 − |uy|2 − |u|4] dx dy. (5)
To approximate the dynamics of the soliton stripe, we
consider the 1D soliton ansatz (2), where the position of
the stripe, X(y, t), is assumed to be a function of the
transverse coordinate and time:
u(x, y, t) = A sech [A (x−X(y, t))]×
exp
{
i
[
v(x −X(y, t)) + 1
2
(
A2 + v2)
)
t
]}
. (6)
Within the AI approximation, we assume that deforma-
tions of the stripe weakly affect the velocity, and do not
affect the amplitude and width of the transverse soliton’s
profile. We have in mind here a nearly stationary soliton
scenario, and in assuming an invariant amplitude/width,
we attempt to tackle the phenomenon of snaking, rather
than that of necking, involving width and amplitude vari-
ation. As we are adopting a traveling wave ansatz of the
general form u = f(x − X) exp(ig(x − X)), it immedi-
ately follows that |uy| = |Xy| · |ux|, and, therefore, the
Hamiltonian (5) can be rewritten as
H2D =
1
2
∫∫ [
(1−X2y (y, t))|ux|2 − |u|4
]
dx dy. (7)
The evaluation of this expression for the stripe ansatz
given by Eq. (6) after identifying that v = Xt and sub-
sequent integration in the x-direction yields
H2D =
1
2
∫ +∞
−∞
[
(1 −X2y)
(
1
3
A3 +AX2t
)
− 2
3
A3
]
dy.
It is important to reiterate here that the steps above rely
on the AI assumption that the velocity v is only weakly-
dependent, on y (and t) through v = Xt(y, t).
We now use the fact that the Hamiltonian is conserved,
i.e., dH/dt = 0, to obtain∫ +∞
−∞
[
(1 −X2y)
(
1
3
A3 +AX2t
)
− 2
3
A3
]
t
dy = 0. (8)
We apply the integration by parts in Eq. (8), assuming
that the variation of the stripe vanishes at y → ±∞,∫ +∞
−∞
[
Xyy
(
A3
3
+AX2t
)
+ 2XyXytXt − (1−X2y )Xtt
]
Xt dy = 0,
from where it follows that the reduced AI equation for
the soliton’s transverse position is
(1−X2y)Xtt = Xyy
(
A3
3
+AX2t
)
+ 2XyXytXt. (9)
If we consider small perturbations from the initial
straight soliton stripe, the linearization of Eq. (9) yields
Xtt =
A3
3
Xyy,
which recovers the well-known snaking instability of the
bright soliton stripe [21], which is described by the follow-
ing dispersion relation, assuming X ∼ exp(i(ky − ωt)),
ω2 +
A2
3
k2 = 0. (10)
5We stress that the main result of the AI approach is not
to predict the linear instability of the stripe. The AI
goes further, as Eq. (9) should in principle allow one to
follow the nonlinear evolution of the snaking past its ini-
tial instability. In Sec. IV below we will compare the AI
prediction, based on Eq. (9), with the full numerically
simulated evolution of the original NLS equation (1).
B. The variational approximation (VA)
1. The full VA
As presented above, the AI reduction approach, has
an intrinsic shortcoming: as we only use a single con-
served quantity (the Hamiltonian), this approach can
only produce a single equation of motion. In the case of
the dark-soliton stripe, as put forward in Refs. [35, 36],
the single equation, governing the transverse shift of the
dark-soliton’s center, is sufficient to describe its dynamics
—as the width of the dark soliton is determined by the
height of the constant background into which the dark
soliton is embedded and the soliton speed. However, in
the present case, the bright soliton, in principle, has more
degrees of freedom (through the potential variation of its
amplitude) and, thus, it will be relevant to develop an
approach that can predict the evolution of these degrees
of freedom along the stripe. In principle, a more general
AI description could be obtained by using the Hamilto-
nian formulation together with its corresponding canon-
ical variables. However, at this point, it remains elusive
in our setting precisely what is the right choice of canon-
ical variables that could describe the soliton filament’s
dynamics, so as to use Hamilton’s equations around such
a canonical formulation. Therefore, instead of using a
Hamiltonian formulation, we turn to a more straightfor-
ward Lagrangian one, enabling the derivation of Euler-
Lagrange equations for both the center position and the
width (or equivalently amplitude) of the solitary wave. In
that vein, we adapt a quasi-2D VA methodology, as pro-
posed in Ref. [38], to develop the full description of the
dynamics of the bright-soliton stripe. The VA is based
on the Lagrangian of Eq. (1) (this time, it includes the
external potential V ):
L =
∫∫
∞
−∞
[
i
2
(u∗ut − uu∗t )−
1
2
|ux|2 + 1
2
|uy|2
+
1
2
|u|4 − V (x, y)|u|2
]
dx dy. (11)
Based on the exact bright-soliton solution of Eq. (2),
we introduce the following 2D ansatz for the respective
stripe:
u (x, y, t) = A (y, t) sech [A (y, t) (x− ξ (y, t))]×
exp {i [v(y, t)(x− ξ(y, t)) + θ(y, t)]} , (12)
where, in contrast with the AI ansatz (6), we now have
four t- and y-dependent parameters. These four variables
represent the amplitude (or inverse width) A(y, t) of the
soliton, its location ξ(y, t) [which plays the same role as
X(y, t) in the AI ansatz (6)], the x-velocity v(y, t), and
the phase θ(y, t) [the solution with A (y, t) =constant,
v(y, t) =constant, ξ(y, t) = vt and θ(y, t) = 12v
2t+ 12A
2t+
θ0 amounts to the exact bright-soliton stripe in the ab-
sence of any external potential].
Substituting the VA ansatz (12) in the Lagrangian
(11), we perform its x-direction integration for the trial
function (2), which yields
L =
∫ +∞
−∞
L dy, (13)
with the Lagrangian density
L = −2A (θt − vξt) + A
3
3
(ξ2y + 1)−Av2 +
12 + π2
36
A2y
A
+
π2
12
v2y
A
+ A (vξy − θy)2 − V eff(A, ξ), (14)
where we do not explicitly write the dependence on (y, t)
of the dynamical variables, and an effective (averaged
over the ansatz) potential is introduced:
V eff(A, ξ) =
∫ +∞
−∞
V (x, y)h(A, x − ξ) dx, (15)
where h(A, r) ≡ A2 sech2 (Ar). Note that the effective
potential depends on time and the longitudinal coordi-
nate y through its dependence on A(y, t) and ξ(y, t).
Now, following the standard VA method, we perform
variations of parameters θ, v, ξ, and A to produce the
following Euler-Lagrange equations. First, it is
δθ : At − [A (θy − vξy)]y = 0, (16)
which is tantamount to the continuity equation, which
secures the conservation of the squared L2 norm (alias
total energy, in terms of the optical realization, which is
different from the above-mentioned Hamiltonian),
E =
∫∫
|u(x, y)|2dx dy, (17)
which diverges (linearly, as a function of the do-
main size) for the stripes. From Eq. (2) it follows∫ +∞
−∞
|u(x, y, t)|2dx = 2A, hence the integration of
Eq. (16) with respect to y produces:
∂t
∫∫
|u(x, y, t)|2dx dy = 2A (θy − vξy) |y=+∞y=−∞,
which corresponds to the energy flux along the y-axis.
Next, the variation of the Lagrangian produced by
Eqs. (13) and (14) with respect to v and ξ yields
δv : ξt = v − ξy (vξy − θy) + π
2
12A
(vy
A
)
y
, (18)
6δξ : vt =
−1
3A
(
A3ξy
)
y
− vy (vξy − θy)− 1
2A
V effξ (A, ξ),
(19)
where Eq. (16) was used to simplify Eq. (19), and the
subscript in V effξ ≡ ∂ξV eff denotes the derivative with
respect to ξ once the explicit dependence on A(y, t) and
ξ(y, t) in V eff has been introduced. Finally, the varia-
tion of the Lagrangian with respect to A produces the
following equation,
−12 + π
2
36
(
Ayy
A
− A
2
y
2A2
)
= θt − vξt − A
2
2
(
ξ2y + 1
)
+
v2
2
+
π2
24
v2y
A2
− 1
2
(vξy − θy)2 + 1
2
V effA (A, ξ), (20)
where V effA ≡ ∂AV eff . In combination with Eq. (18),
Eq. (20) yields
θt =
1
2
v2 − 1
2
(
v2ξ2y − θ2y
)
+
π2v
12A
(vy
A
)
y
− π
2
24
v2y
A2
−12 + π
2
36
(
Ayy
A
− A
2
y
2A2
)
+
A2
2
(
ξ2y + 1
)− 1
2
V effA (A, ξ).
(21)
Thus Eqs. (16), (18), (19), and (21) provide a full
approximation for the spatio-temporal evolution of the
bright-soliton stripe’s parameters A, ξ, v and θ, respec-
tively. In Sec. IV we compare this approximation to the
respective numerical solution of Eq. (1).
2. Slowly varying solutions
To cast the VA in a more explicit form, we here
adopt additional assumptions, neglecting certain terms in
Eqs. (16), (18), (19) and (21). Namely, we focus on the
slow evolution of the soliton-stripe’s parameters, treat-
ing the first derivatives vy, Ay, etc. as first-order small
quantities, and neglecting higher-order terms, such as v2y,
vy wy, etc., with the notable exception of those corre-
sponding to position ξ(y, t) which are associated with
the snaking dynamics. In the framework of this slowly-
varying assumption, the set of equations (16), (18), (19)
and (21) reduce to the following nonlinear system of sim-
plified coupled equations for the stripe’s parameters:
At = A (θyy − vξyy) , (22)
ξt = v +
π2
12A2
vyy, (23)
vt = −A
2
3
ξyy − 1
2A
V effξ , (24)
θt =
v2
2
+
π2v
12A2
vyy− 12 + π
2
36
Ayy
A
+
A2
2
− 1
2
V effA . (25)
In particular, Eq. (23) provides the first order correction,
∼ vyy, to the lowest-order relation between the position
and velocity, ξt = v. Actually, this correction is the
improvement provided by the VA in comparison to the
(simplest variant developed above of the) AI-based ap-
proach.
Note also that, according to the slowly-varying as-
sumption, Eqs. (23) and (24) for the position and ve-
locity decouple from the spatial derivatives of the other
two variables, the stripe’s amplitude and phase. This
observation implies that, for the slow transverse stripe’s
dynamics, the snaking (associated with ξ and v) is only
weakly coupled to necking (associated with A and θ). In
Sec. IV, we corroborate this conclusion by means of the
comparison to numerically generated results.
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FIG. 3: (Color online) The real part of eigenvalues λ for small
perturbations, added to the bright-soliton stripe, as a func-
tion of wavenumber k. Thick blue curves represent the full
numerical results (the same as displayed in Fig. 1). The thin
red (VA), dashed green (AI), and thin black (ZR) curves de-
pict dispersion relations (26), (10), and (27) predicted by the
VA, AI, and perturbation approaches respectively.
3. The linear-stability analysis
In the presence of a localized external potential in the
x direction [V (x, y) = V (x)] in Eq. (1), with a mini-
mum at x = 0, we can readily expand the potential as
V eff = V eff (A, 0) + 12V
eff
ξξ (A, 0) ξ
2 for small values of
ξ, as the first derivative of the effective potential van-
ishes, V effξ (A, 0) = −
∫ +∞
−∞
V (x)hx (A, x) dx = 0, due
to the parities of the profiles (x) and h(A, x). There-
fore, for a fixed value of A, the substitution of planar
waves in Eqs. (23) and (24), ξ(y, t) = Bei(ky−ωt) and
v(y, t) = Cei(ky−ωt) yields the dispersion relation,
ω2 +
(
k2A2
3
− V
eff
ξξ (A, 0)
2A
)(
1− k
2π2
12A2
)
= 0 (26)
[the linearization of full VA equations (18) and (19)
leads to the same result]. For instance, in the case of a
delta-functional external potential, with V (x) = −ǫδ(x),
7V effξξ (A, 0) = 2ǫA
4, the VA predicts stabilization of the
snaking perturbations at k2 > 3ǫA. It is important
to note that the dispersion relation in Eq. (26) gives a
global approximation for the instability growth rates as
we did not assume any condition on the smallness of the
wavenumber k. This is in contrast with previous results
found by Zakharov and Rubenchik (ZR) using a fourth
order perturbation analysis in the wavenumber, which, in
the absence of external potential and for unit amplitude,
i.e. A = 1, yields [23, 24, 26]
ω2 +
k2
3
[
1− 1
3
(
π2
3
− 1
)
k2
]
= 0. (27)
FIG. 4: (Color online) Dynamics induced by snaking insta-
bility for (a) long and (b) short wavelengths. The pertur-
bation was initialized by a snaking with amplitude 0.01 and
wavenumber (a) k = k1 = pi/5 ≃ 0.6283 (t = 18) and (b)
k = k2 = 2pi/3 ≃ 2.0944 (t = 123). Panels (c) and (d) depict
a snapshot of |u(x, y, t)| for k = k1 and k = k2, respectively.
Notice the deviation of the latter from a sech-like profile.
Figure 3 shows the comparison of the linear-instability
spectra, as predicted by the AI and VA approaches,
namely Eqs. (10) and (26), together with the perturba-
tive result of Eq. (27), against the full numerical solution
of Eq. (1) in the absence of the external potential. As ex-
pected, all these spectra approximations asymptotically
coincide in the k → 0 limit. It is relevant to mention
that Ref. [24] also considered this k → 0 limit where ef-
fective equations for the dynamics of the bright stripe
were obtained (see Eq. (5.36) in Ref. [24]). However, the
VA and ZR linear spectra remain approximately valid at
larger k as well, contrary to what is the case for the sim-
plified AI model, which is only valid for small k. Also,
conceived as a global method (i.e., independent of k),
the VA seemingly gives a better approximation than the
ZR perturbative approach of Eq. (27) for wavenumbers
close to the critical threshold k = kcr ≃ 1.08. However,
the VA fails to capture the secondary instability of the
snaking branch which the numerical solutions reveal past
k = 1. This deficiency of the VA is explained by the fact
that the secondary bifurcation of the snaking branch at
k > 1 involves (as it is also true for the bifurcation of the
necking branch) a mode belonging to the continuum spec-
trum, with slower decaying oscillatory tails, that the VA
is not designed to capture in the context of the ansatz
of Eq. (12). In Fig. 4 we present two examples corre-
sponding to the destabilization dynamics for the bright
soliton stripe due to snaking for long and short wave-
lengths. As it can be noticed from panels (a) and (c),
the destabilization for long wavelengths, corresponding
to small values of k before the bifurcation at approxi-
mately k = kcr ≃ 1.08, keeps the transverse profile of
the stripe close to a unimodal (sech-like) hump. On the
other hand, see panels (b) and (d), for short wavelengths,
k > kcr; here, the transverse profile develops strong tails
that cannot be captured by the sech-shaped ansatz pro-
file.
In Sec. V we report results obtained in the presence
of the external potential. Of particular interest is the
eventual suppression of different types of the instability
of the soliton stripe by appropriately designed potentials,
at different wavenumbers k.
IV. NUMERICAL RESULTS: SOLITON-STRIPE
DYNAMICS
We now aim to verify the validity of the results pre-
dicted by the AI and (especially so) the VA method,
by going beyond the prediction for the stability of the
bright-soliton stripe. Indeed, as both the AI and the VA
generate approximate (reduced) equations of motion for
the dynamics of the stripe, the reduced equations may be
valid not just for small perturbations around the steady
state, but also for large (nonlinear) perturbations. How-
ever, for the reasons explained previously, these approxi-
mate methods fail to reveal the necking dynamics in the
case of the hyperbolic dispersion, therefore below we fo-
cus on the snaking dynamics. It is relevant to stress
8that, as the snaking perturbations have a relatively large
instability growth rate, in comparison to necking, it is
expected that the snaking dynamics ought to dominate
over necking. Below we numerically integrate the un-
derlying equation (1) by means of a combination of the
standard second-order finite-difference algorithm in space
and fourth-order Runge-Kutta scheme in time. The same
results have also been produced using spectral discretiza-
tion in space. As concerns equations produced by the AI
and VA methods, they were solved numerically by dint of
standard spectral methods in space together with Runge-
Kutta integration in time.
To compare the different levels of the approximation
—corresponding to the AI, full VA, and slowly varying
VA—, we start with the stationary soliton-stripe solution
u0 given in Eq. (2) at t = 0 with zero initial velocity
(v = 0) and centered at x0 = 0 with A = 1 [i.e., with
µ = 1/2, as given by Eq. (3)] which we then perturb to
create the initial condition in the form of
u(x, y, t = 0) = (A+εAA0(y)) u0(x−εXX0(y), y), (28)
where A0(y) and X0(y) are, respectively, the amplitude
and position perturbations with amplitudes εA and εX .
The perturbation may be (i) snaking applied to the ini-
tial position of the soliton stripe along the y-direction
(i.e., only εX 6= 0), (ii) a necking deformation involving
a perturbation of the soliton-stripe’s amplitude in the
y-direction. (i.e., only εA 6= 0), or (iii) both. As cor-
roboration of the VA results presented in Sec. III B, we
show in panels (a)–(d) of Fig. 5 a typical example of the
numerically simulated evolution involving a combination
of snaking and necking perturbations. Panels (a) and
(c) correspond to a bright-soliton stripe perturbed solely
by a snaking perturbation, while panels (b) and (d) cor-
respond to a mixture of snaking and necking. All the
perturbations were chosen with the same size and shape
(see caption to Fig. 5 for details). The motivation for this
set of simulations is to corroborate the conclusion drawn
from the VA, according to which the necking only weakly
affects snaking. Figure 5 indeed suggests that this is true.
In this example, the snaking dynamics (see the top pan-
els) is almost identical for cases initiated with and with-
out necking perturbations. We have also checked that
other cases, corresponding to variation of the relative am-
plitudes of the snaking and necking perturbations, lead to
similar results supporting this conclusion. On the other
hand, we have observed that if the initial perturbation is
purely seeded in terms of necking (with no perturbation
in snaking), snaking is not initiated, at least for the time
scales considered herein. A typical example showing this
is depicted in panels (e) and (f) of Fig. 5. This feature
is quite useful as neither the AI or VA reduced model
is able to appropriately capture the necking dynamics.
Therefore, one may use the AI and VA methods to ex-
clusively follow snaking dynamics without the need to
take care of the necking perturbations. Accordingly, in
what follows below we focus exclusively on the snaking
dynamics. Nonetheless, it is important to mention that
FIG. 5: (Color online) Influence of necking on the snaking
dynamics. Panels (a) and (c) represent, respectively, top
and side views of the evolution of the density of a bright-
soliton stripe, to which solely a snaking perturbation is
added initially, as X0 = p(y) with the perturbation cho-
sen as p(y) =
∑
5
j=1
εj sin(2pijy/Ly + ϕj), where ε = 0.01,
ϕj = (j − 1)Lypi/10. The spatial domain is [−Lx,+Lx] ×
[−Ly ,+Ly] = [−20,+20] × [−4pi,+4pi] (the panels actually
depict a zoom in the region [−4,+4] × [−Ly ,+Ly]). Pan-
els (b) and (d) depict the same, but for a bright-soliton stripe
perturbed by both snaking and necking perturbations. In par-
ticular, we introduce a snaking perturbation by perturbing
the position as above, X0 = p(y), and we introduce a neck-
ing perturbation by perturbing the soliton height according
to A0 = 1+ p(y) where p(y) is the same perturbation defined
above. Panels (e) and (f) depict the effects of starting with
only a necking perturbation A0 = 1+p(y). Note that necking
is unstable but that snaking is not initiated.
necking perturbations are always present (even if not in-
troduced initially), as snaking always induces the necking
behavior, cf. the example depicted in the left panels of
Fig. 5.
We now compare the snaking dynamics obtained from
simulations of Eq. (1) and the AI and VA reductions.
An example of this comparison is depicted in Fig. 6.
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FIG. 6: (Color online) Comparison of the stripe’s dynamics,
as produced by the simulated equation (1), and by AI and VA
reductions. Panel (a) depicts the dynamics of a bright-soliton
stripe initialized as in case (a) of Fig. 5, together with the
reductions: the AI, introduced as per Eq. (9) (green curves),
the full VA, as per Eqs. (16)–(21) (red curves), and the slowly
varying VA, defined by Eqs. (22)–(25) (black curves). Note
that the AI and slowly varying VA models blow up shortly
after t = 6 and t = 16, respectively. Panels (b) and (c) depict,
at, respectively, t = 14 and t = 16, a few cross sections along
y = constant, produced by the full NLS simulations (blue solid
curves), together with the corresponding reconstructions of
the stripe by means of the VA (dashed red curves) and slowly
varying VA (black dash-dotted curves). The cross sections
correspond, from top to bottom, to y = 0, y = 4pi/3, y =
8pi/3, and y = 4pi = Ly .
Panel (a) depicts the full simulations for the snaking,
along with results produced by the reductions, as in-
dicated in the caption. All models have the same lin-
earization for long wavelengths, therefore the dynamics
for short times (t < 1) is very similar for both reduc-
tions, closely matching results of the direct simulations.
However, the AI reduction (shown by green curves) over-
estimates the growth rate of all perturbations (cf. Fig. 3)
and thus its predictions quickly cease to match results
of the simulations. In fact, the AI dynamics blows up
shortly after t = 6. On the other hand, the VA predic-
tions closely follow the simulated snaking at longer times.
The slowly varying VA (see black curves) is able to pre-
dict the snaking up to t = 14. However, shortly after
t = 16, this approximation blows up, as was the case for
the AI reduction. In contrast, the full VA method (see
red curves) is able to accurately follow the numerically
simulated snaking at all times up to the point were the
stripe starts to break up into individual bright patches
(t > 14). It is remarkable that even when the stripe is in
the process of breaking up (at t ≃ 14), up to the emer-
gence of clearly separated bright patches (t > 16) the
VA reduction still very closely follows the location of the
numerically simulated quite intricate pattern of snaking.
To further confirm the validity of the VA, we depict
in panels (b) and (c) of Fig. 6 several cross sections at
y = constant, as produced by the full simulations of
the NLS equation (1), and by the VA reductions. At
t = 14 [panel (a)], the simulated NLS dynamics (solid
blue curves) starts to develop asymmetric tails that are
more pronounced for values of y where the snaking is
further away from x = 0. Despite the fact that the
VA method produces, by construction, a symmetric (i.e.,
even in x) profile, the VA profiles closely follow the nu-
merically simulated counterparts. Notice the importance
of the higher order terms in controlling both the center
position (which is still reasonably accurate for the VA),
but also importantly the amplitude of the solution; the
absence of these terms in the reduced VA can be clearly
seen to lead to its less accurate representation already at
t = 14. However, at t = 16 [panel (b)], the slowly varying
VA starts to drift away from the numerically produced
NLS dynamics, in terms of snaking and necking alike, the
latter pertaining to the amplitude of the bright-soliton
stripe. At this stage, the amplitudes predicted by the
slowly varying VA are several times larger than the origi-
nal one. Nonetheless, even at this stage, when the numer-
ically simulated x-profiles are far away from the VA-based
soliton (symmetric) ansatz (see, for instance, the numer-
ically simulated NLS profile at t = 16 and y = 4π/3),
the full VA is able to approximate well the location and
amplitude of the stripe. In addition to the typical ex-
ample displayed in Fig. 6, we have checked that other
perturbations lead to similar results (not shown here in
detail). Thus, the direct simulations corroborate the va-
lidity of the VA method especially in its full form, and
the limitations of the simplified AI reduction.
V. USING THE EXTERNAL POTENTIAL TO
CONTROL AND ELIMINATE INSTABILITIES
In this section, we aim to demonstrate how the external
potential in Eq. (1) can be used to attenuate and, possi-
bly, eliminate instabilities of the bright-soliton stripe. To
suppress the snaking instability, it is natural to propose a
channel-shaped potential uniform in the y-direction, with
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a transverse Gaussian profile:
V (x, y) =
V0√
2πσ
e−
x
2
2σ2 , (29)
where σ and V0 < 0 are the width and strength of
the Gaussian. V0 > 0 (or, similarly, the edge of the
2D medium [39]) may be used to stabilize dark-soliton
stripes [22, 40–44], while it tends to enhance the insta-
bility of the bright one (not shown here in detail).
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FIG. 7: (Color online) The use of the potential channel (29)
to suppress the instabilities of the bright-soliton stripes. De-
picted is the real part of the instability spectra, following a
variation of the potential’s strength V0 for a constant width of
potential σ = 1/2. The insets depict a cross section, at fixed
y, of the stationary solution (the light blue upward-looking
hump) and the corresponding potential (the red downward
hump), in the window of [−7,+7] × [−1.2,+1.1]. As before,
the stationary soliton stripe is numerically computed by fix-
ing µ = 1/2 in Eq. (3). Note the growth of the stabilizing
effects as the potential gets deeper. The snaking and necking
instability branches are completely suppressed at V0 ≤ −1.2
and V0 ≤ −1.4, respectively. Dashed red curves depict the
corresponding prediction for the linear stability, as provided
by VA, in the form of Eq. (26).
Figure 7 depicts the instability spectra, computed and
depicted as in Fig. 2, corresponding to the stability of a
stationary bright-soliton stripe with µ = 1/2 [see Eq. (3)],
in the presence of potential (29) with σ = 0.5 and vari-
ous values of V0 (the insets show the respective transverse
profiles of the soliton and potential). As it seen in the fig-
ure, even a very weak potential (see case of V0 = −0.05)
shifts the snaking-instability branch from the origin to
the right and thus indicates that long-wavelength per-
turbation cease being unstable. As the strength of the
potential channel increases, the snaking branch shifts
further to the right and, at the same time, it becomes
shorter, showing not only that a smaller interval of the
snaking wavenumbers remains unstable, but also that the
magnitude of the instability becomes smaller. It is wor-
thy to note that the necking-instability branch is also
attenuated by the channel potential, in a similar manner
to the snaking branch. When the strength of the poten-
tial attains the value V0 = −1.2 in Eq. (29), the snaking
instability is completely eliminated. The stabilization be-
comes perfect at V0 = −1.4, when the necking instability
is completely suppressed too. We have checked that the
randomly perturbed bright-soliton stripe indeed develops
no instability at V0 ≤ −1.4 (not shown here in detail).
Thus, the appropriately designed channel potential is ca-
pable to provide a full stabilization of the soliton stripes.
Some remarks are in order at this stage. Firstly, the
surprising stabilization of the necking —while we were
trying to suppress snaking— might be understood by
recalling that the necking-instability eigenmode in the
free space is not fully localized around the soliton’s core,
due to the tails attached to it (in the x direction). The
channel potential is able to curtail these tails, by trap-
ping the soliton in the channel, thus helping to tame
this eigenmode into an “innocuous” one. On the other
hand, we have tried other values of the channel’s width
σ in Eq. (29)], concluding that only values of σ close
to the soliton’s width provide complete suppression of
the instabilities. In particular, narrow potentials tend to
produce a secondary instability, whereby modes close to
k = 0 become unstable (not shown here in detail). A
detailed analysis of the secondary instability falls outside
the scope of the current work.
Finally, the prediction of the stabilization of the bright-
soliton stripe against the snaking perturbations in the
channel potential, as produced by the VA, has been
tested too. Namely, the application of the linear-stability
condition, provided by Eq. (26), to the Gaussian poten-
tial given by Eq. (29), gives rise to the stability predic-
tions depicted by dashed red curves in Fig. 7. In the
figure we only present the VA results for −0.8 ≤ V0 ≤ 0
since for values of V0 below −0.5 the VA prediction starts
to deteriorate and fails to give as accurate of a prediction
for the snaking instability window. This drawback is a
direct consequence of the choice of reduced ansatz that
we used in Eq. (2). In particular, ansatz (2) assumes that
the height and inverse width of the soliton are equal (to
A). We have checked that this assumption approximately
holds for all the statics and dynamics presented herein in
the absence of external potential (V0 = 0). However, in
the presence of the external potential (V0 < 0), while the
height of the bright soliton does decrease as V0 decreases,
its width does not increase and is kept approximately
constant by the confining nature of the potential (see in-
sets in Fig. 7). This shortcoming of the VA could be
mended by considering an ansatz including the width of
the soliton as a new, independent, variational parameter.
However, this approach would also require the addition
of a chirp (phase) variational parameter (as a conjugate
variable to the soliton width) that would considerably
complicate the VA methodology. Such an extension falls
11
outside of the scope of the present manuscript. Nonethe-
less, it is important to stress that the results presented
above suggest that the VA is able to approximate the
tendency of the channel potential towards stabilization
(i.e., towards reduction of the snaking instability growth
rate) very well for moderate potential strengths, with
|V0| < 0.5.
VI. CONCLUSIONS & FUTURE CHALLENGES
We have studied the stability and dynamics of trans-
verse instabilities, mainly of the snaking type, for bright-
soliton stripes in the 2D NLS equations with the disper-
sion of the hyperbolic type. Such settings can be read-
ily implemented in terms of the spatiotemporal propaga-
tion in self-focusing optical waveguides with the normal
GVD (among other physical settings). The analysis re-
ported here fully accounts for the mechanisms underlying
the transverse snaking instability of the stripe, with the
help of approximate reductions of the underlying NLS
equation, based on the AI (adiabatic-invariant) and VA
(variational approximation) methods, which are applied
to suitable ansa¨tze. While the applicability of the re-
sults provided by the simplified AI approximation con-
sidered here is limited, the VA method, applied to the
soliton stripe with parameters (position, velocity, ampli-
tude, and phase) that depend not only on time, but also
on the longitudinal spatial coordinate, yields an accu-
rate description of the snaking stability for the stripe.
Furthermore, we have shown that the reduced dynamical
equations of motion, which are also produced by the VA,
are quite efficient in describing the full nonlinear dynam-
ics of the unstable bright-soliton stripe, all the way to
the stage at which the stripe breaks up into individual
bright spots. Further, introducing an appropriately de-
signed channel potential, we were able to fully suppress
the instabilities, of both the snaking and necking types.
As concerns the stabilization of the stripe against the
snaking perturbations, the VA provides good estimates
of the (in)stability eigenvalues in the case of small up to
moderate strengths of the channel potential.
The present paper not only complements previous
studies on the subject but also puts forward efficient
mechanisms for the control of the instabilities. It is worth
mentioning that the leading instability estimates, corre-
sponding to small wavenumbers of the snaking perturba-
tions, originally due to Zakharov and Rubenchik [26],
are captured and improved by our VA method. We
envisage potential applications of this methodology to
other higher-dimensional problems, such as dark-soliton
stripes, cf. Refs. [22, 40–44]. In the framework of the
present model, it may be relevant to construct stripes
whose transverse structure is similar not to the ground
state of the Gaussian trapping potential (29), but to one
of its excited bound states, provided that the finite-depth
potential supports such states (in terms of optics, the
latter condition corresponds to the condition that the
channel waveguide is a multimode one [45]). In fact,
the self-trapping nonlinearity may help to create bound
states even if they do not exist in the linear limit [46].
A challenging possibility is to develop the analysis for
bright-soliton filaments in 3D media with the hyperbolic
dispersion, where the stabilization may be provided by
a fiber-like trapping channel burnt in the bulk material
(an experimental technique which can creates such chan-
nels is well known [47]). Another significant challenge
consists of improving the adiabatic invariant methodol-
ogy, by utilizing an amplitude dependent ansatz in it and
considering the resulting canonical formalism and the as-
sociated equations of motion. This would be a significant
addition to the arsenal of methods of relevance to both
bright and dark filamentary structures. Such studies are
currently in progress and will be reported in future pub-
lications.
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