INTRODUCTION
In this article we study the control of a queueing system in which part of the data is subject to aging. The system contains a controller that must provide responses to incoming queries, either using aged data or with a newly generated value from the queueing system. Using the queueing system ensures a fresh response to the query, whereas generating the response takes some time, particularly if the load on the system is high. Alternatively, the controller may use a previously generated value, which is, however, not as fresh as a response from the queueing system. Consequently, the controller faces a tradeoff between data freshness and query response times.
An illustration of the interaction between queries, reports, and the age of the latest value in the db is shown in Figure 2 . At time 1, a job is completed at the server of Q 2 (resulting in a report) and sets the age to 0. This age then increases linearly until the next report is generated at time 4. Meanwhile, at time 1.5 a query arrives at the controller, at which moment the age of the latest value in the database is 0.5. Then at time 3 the second query arrives, which sees the most recent value in the database at age 2. Query 3 arrives after the second report is generated, at which point the value in the database has age 1. Report 3 at time 6 refreshes the database again and sets the age to 0. Note that the graph does not show which decisions the controller makes on arrival of a query.
The choice between using instantly available aged values and generating fresh ones regularly occurs in practice. For instance, obtaining fresh measurements from a wireless sensor network is relatively time-consuming due to the wireless transmissions across the network. Therefore, a gateway to the sensor network can retain previously generated values for answering queries, and thus faces a tradeoff similar to the one we consider in this article. A second example is a Web server responsible for retrieving a Web page. It either instantly obtains the requested page from a local cache, or it takes some time to regenerate a fresh version of the page. Again, the choice of the Web server is based on a tradeoff similar to the description above.
Addressing the tradeoff is traditionally done using a threshold policy; see, for instance, Ref. [1] and Ref. [16] in the context of the Web server example. Namely, when the age of the database value exceeds a threshold, retrieval of fresh data is initiated, and otherwise the cached value is used. Although such systems are commonly used, there is room for improvement by setting a dynamic threshold based on the expected response time in the system of the query. In cases where the information retrieval is time-consuming, using a database value that is slightly above the threshold value might be acceptable. Hence, there is a tradeoff between using a database value that has an age that is (slightly) above the threshold value and the expected response time of query when it is handled by the system.
In this article, we formulate the scenario above as a three-dimensional Markov decision process (mdp). The refresh of the database causes subtle interactions between the state variables, making the problem hard to solve analytically. Therefore, we construct an approximate model that captures these dynamics in a simpler way, allowing for an analytical solution. The analysis of the simpler model relies on differencing techniques to deal with several inhomogeneous terms. After finding the analytical solution, we apply one-step policy improvement to obtain an improved policy. Finally, we numerically compare this policy to the optimal policy, as well as to a myopic policy and to a traditional age-threshold policy. The improved policy achieves near-optimal performance, and it performs better than the myopic and the age-threshold policy.
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Control of a Queueing System 591 The scenario described above is characterized by three distinctive components: (1) a queueing system, (2) a database that is periodically refreshed from the queueing system, and (3) the controller assigning queries to either of the two other components. Despite a thorough literature review, we did not find any research with the same combination of components (apart from Ref. [12] , where we investigate the same scenario using a different model). The caching application mentioned before is related, but it seems to be not used together with a queueing system. From a queueing theoretic approach, the papers by Ref. [7] and Ref. [13] are somewhat similar to our situation. They deal with several servers for which aged information about the loads is available, and, as in our approach, this aged information is periodically updated by the queues via reports. Their system, however, does not contain a database, but it has multiple queues that can serve the incoming jobs. Therefore, the controller decides which of the queues to use based on the aged load information, and thus addresses a problem different from ours.
Our approach relies on the one-step policy improvement technique, introduced by Ref. [14] . As a starting point we use the so-called Bernoulli policy, because it decouples the queueing system in Figure 1 from the db and allows for an explicit analysis. This decoupling aspect has been used in, for instance, Ref. [15] , where the authors derive state-dependent routing schemes for highdimensional circuit-switched telephone networks, relying on the Bernoulli policy to allow an analysis of individual communication lines. Other applications include the control of traffic lights [8] , inventory control [21] , routing of telephone calls in call centers [5] , and controlled queueing models [3, 17] . Our contributions in this article are the following: first, we introduce a control problem of a queueing system in which part of the state space is subject to aging. Then, from a methodological point of view, we provide a clever strategy for reducing the dimensionality of a MDP. Furthermore, during our derivation of a control policy, we present an intuitive and computationally efficient method to determine one of the parameters. Finally, we show that combining the latter two methodological approaches yields a near-optimal control policy for our queueing system.
The remainder of the article is structured as follows. Section 2 introduces the mdp used to model the scenario above, and Section 3 illustrates the three steps of our approach to finding a near-optimal control policy. Then, Section 4 presents the first of these steps, detailing how the approximate model is constructed. The second step, finding a solution to the approximate model, is in Section 5. Section 6 contains the third and final step, describing the derivation of our near-optimal control policy. Numerical experiments with this policy are presented in Section 7, as well as a closer look at the optimal policy. We finish with conclusions and future research directions in Section 8. 
MODEL FORMULATION
The tradeoff we discuss in this article is between data freshness and query response times. Here, we assume that the query response time is proportional to the current workload of the system, i.e., the number of queries plus the number of report requests in the system. The decision (using the db or the queueing system) thus depends on the number of queries in the system, on the number of report requests, and on the age of the most recent value in the db. In order to analyze decision policies, we formulate the scenario as a Markov decision process (mdp). As state space we use X = N 0 × N 0 × N 0 , where (i, j, N ) ∈ X denotes a system containing i queries and j report requests, and where the latest report refreshed the db N time units ago. The controller can choose actions a from A = {Q 1 , db}, where Q 1 indicates forwarding of the query to Q 1 (see Figure 1 ). The cost function c (i, j, N ; a) incorporates the costs of each action available to the controller:
Here, γ 1 (i + 1) + γ 2 j + γ 3 is a weighted sum (with weights γ 1 , γ 2 , γ 3 ∈ R) of the number of queries and report requests in the system, reflecting the workload of the system after assigning a new query to it. The term (N − T ) + in the cost function is a penalty for returning a stale value from the db instead of a fresh value. The parameter T indicates a threshold below which the latest value in the db is recent enough to answer the query. Note that we took γ 1 (i + 1) rather than γ 1 i in the cost function, because we include the query that is about to be assigned to Q 1 when that action is chosen. Additionally, the resulting expression for the improved policy closely resembles a simple myopic policy that we investigate numerically, thereby further emphasizing the potential of the improved policy. The state space, the action set, the transition rates, and the cost function define the Markov decision process. More explicitly, the optimality equation of the mdp can be formulated as follows: with V (i, j, N ) the relative value function and g the time-average costs. The uniformization term (see Refs. [11, 18] ) is formed by
, assuming that parameters λ 1 , λ 2 , μ 1 , μ 2 are normalized such that λ 1 + λ 2 + μ 1 + μ 2 = 1. Hence, we can regard these parameters as transition probabilities and equation (2) as a discrete-time model. Also note that N measures the number of uniformized time steps since the generation of the last report, and not "real" time. Finally, we assume the stability conditions ρ 1 := λ 1 /μ 1 < 1 and ρ 2 := λ 2 /μ 2 < 1 hold.
OBTAINING THE NEAR-OPTIMAL POLICY
Ideally, we would like to solve the optimality equation (2) analytically and to obtain an expression for the relative value function (and, consequently, for the optimal policy). However, the optimality equation has two complicating aspects that prevent us from doing so. First, it contains the decision capturing the tradeoff faced by the controller, which involves evaluation of a minimization term. Moreover, the inhomogeneous terms γ 1 (i + 1) + γ 2 j + γ 3 and (N − T ) + in this minimum add to the complexity of the model. Second, the state space variables interact with each other, mainly through points depending on their neighbors (i.e., in equation (2) 
). An exception to this is the term μ 2 V (i, j − 1, 0), which causes a complex relation between j and N .
In this article we derive an approximate model to the original problem, ultimately resulting in a near-optimal control policy. In the coming sections we take the following steps (illustrated in Figure 3 ): I. We start in Section 4 with a modification of the optimality equation (2), obtained by removing the N -dimension, resulting in an mdp for an approximation to V (i, j, N ) (denoted byṼ (i, j )). II. In Section 5 we choose a policy for this new mdp and solve it analytically, yielding a solutionṼ α (i, j ). Here, α is the parameter of a Bernoulli routing policy. III. Finally, in Section 6, we apply one-step policy improvement by inspecting the minimum in equation (2), substitutingṼ
This results in an improved policy, denoted by π .
MODEL APPROXIMATION (STEP I)
Looking at equation (2), we see that N is in the state space to accommodate the penalty term (N − T )
+ . Therefore, if we replace the (N − T ) + with a suitable constant C, the N can be removed from the state space.
Introducing the constant C in equation (2) yields
As it turns out, the constant C does not affect our near-optimal policy, so assigning a value to it is not strictly necessary (in Section 6.1 the term (N − T ) + is reintroduced). However, the idea of reducing the state space in this manner might be applicable to other mdps, so for completeness we shortly illustrate how C can be determined for equation (2) . To this end, we inspect this mdp for the policy that always uses the db to answer queries. Replacing the minimum in equation (2) with this policy yields the equation
where variable i is removed from the notation because it no longer influences the value function. Note that at each increment of N in equation (4) 
(this can also be obtained via standard queueing theory results), and thus
NEAR-OPTIMAL CONTROL POLICIES (STEP II)
We prepare for one-step policy improvement by fixing a policy for the mdp in equation (3) . For this policy we choose the Bernoulli policy, which randomly assigns incoming queries to either Q 1 (with probability α ∈ [0, 1]) or to the db (with probability 1 − α). Replacing the minimum in equation (3) Control of a Queueing System 595 by the Bernoulli policy yields the difference equatioñ
Note how the application of the Bernoulli policy decouples the queueing system from the db. In the remainder of this section we derive an expression for the relative value functionṼ α (i, j ) by solving equation (5). This result is summarized in the following theorem:
Theorem 5.1. The solution to equation (5) is given bỹ
Substitution of these expressions forṼ α (i, j ) andg α into equation (5) shows that these, indeed, form a solution. In the following subsections we derive the expressions in Theorem 5.1 by solving equation (5) . First, we tackle the inhomogeneous terms γ 1 (i + 1) + γ 2 j + γ 3 and C by considering an equation for 1Ṽ
. This removes the inhomogeneous term C and transforms the other term to γ 1 . Then we look at 2 1Ṽ
, which eliminates the remaining inhomogeneous term γ 1 . We solve this equation, and then retrace our steps from 2 1Ṽ 
Solving the Difference Equation for
The behavior of the difference equation on the interior of the state space differs from the behavior on the boundaries {i = 0} and { j = 0}. Therefore, we first study the difference equation for the interior {i, j > 0}. We define
Now, define 2 1Ṽ
We suggestively write this as
The notation suggests that the solution to this equation might be split up in a part that only depends on i and a part that only depends on j. That is, a solution might be given by 2 1Ṽ Control of a Queueing System 597 These equations are simple homogeneous difference equations of which the solutions are given by
Note that with these expressions
α (i, j ) is a solution to equation (7) . It is, however, not immediately obvious that this is also the solution. We return to this issue in Appendix A.
The values forṼ
(1) still need to be determined in order to make the solution consistent at the boundaries. For this purpose, consider the boundary { j = 0}. In this case, 1Ṽ
Similarly, for 2 1Ṽ
Again, we can suggestively write this as
leading to the following system of equations
From these expressions, we obtain that on the boundary { j = 0}, the mdp behaves exactly the same as the mdp on the interior. Furthermore, it shows thatṼ 
Analyzing
For the derivation of an expression forṼ α (i, j ) (which we do in the next sections), we require the following intermediate result:
In words, Lemma 5.2.1 states that first differencingṼ α (i, j ) in i, followed by differencing the result in j, equals 0.
Proof. We start again for the interior {i, j > 0}, where we have the following relation for i > 0 and j > 0:
We find for 2 1Ṽ
By similar line of reasoning as before, we derive that 2 1Ṽ 
α (0, j ). We start with the former by inspecting the term 1Ṽ α (i, 1). From equation (6), we have that
For the term 1Ṽ α (i, 0) we derive from equation (10) that
A solution can be obtained by splitting the equation into a solution of the type 2 1Ṽ
The upper equation translates to 
SoV 1 (i) is constant for i > 0, which we denote byV 1 (i) =c 1 . By repeating the arguments above for the boundary {i = 0}, we find thatV 2 ( j ) :=c 2 is constant. As a consequence, equation (15) reduces to
i.e.,c 1 = −c 2 and thus 2 1Ṽ α (i, j ) = 0, which concludes the proof.
Solving the Difference Equation for
So far, we have found that 2 1Ṽ
and we have proved that 2 1Ṽ α (i, j ) = 0 in Lemma 5.2.1. Note that this implies that 1Ṽ α (i, j ) is independent of j for all i. We continue the proof of Theorem. 5.1 by reverting the differencing in i used to obtain equation (16).
Recall that 2 1Ṽ
By summing over i, and then using the right-hand side of equation (16), we can get an expression for 1Ṽ α (i, j ):
Here, 1Ṽ α (0, j ) is a constant (by Lemma 5.2.1) which we determine below. Substituting the expression for 1Ṽ α (i, j ) from equation (17) into equation (6), we find that necessarily
Solving this forṼ α 1 (1) and substituting the result into equation (16) yields 2 1Ṽ
(18) Now we turn our attention to determining the (constant) 1Ṽ α (0, j ) by inspecting the corresponding difference equation:
We can rewrite this equation as follows:
Using Lemma 5.2.1 we find We derive an expression forṼ
, summing over i, and then using equation (19) :
In the derivation so far we have postulated a form of a solution several times (Eqs. (8) and (11) (12) (13) (14) ), resulting in the expression forṼ α (i, j ) in equation (20) . Here, we finally deal with the uniqueness issue. As mentioned earlier, ensuring uniqueness of a solutionṼ α (i, j ) to equation (5) is not trivial. Conventional uniqueness proofs rely on bounded cost functions, and the cost function in equation (1) is unbounded. Addressing this point requires several technical arguments that we, for readability, place in Appendix A. In short, uniqueness is ensured ifṼ α (i, j ) does not grow exponentially fast.
Therefore, we choose the remaining constantṼ α 1 (0) in equation (20) such that the exponential term (
Substitution into equation (20) yields
Repeating the steps in Sections 5.1-5.4 for differencing in j instead of i gives
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Finally, substituting this expression forṼ α (i, j ) into equation (5) and solving forg α yields
This concludes the derivation of the expressions in Theorem 5.1.
Remark. The structure ofṼ α (i, j ) in equation (21) andg α in equation (22) can be explained intuitively using known results about the M/M/1 queue. The Bernoulli policy chooses Q 1 with probability α and the db with probability 1 − α, thereby decoupling the system in three separate elements: the db, Q 1 , and Q 2 . Choosing the db incurs a penalty C, which results in time-average costs λ 1 (1 − α)C. This corresponds to the first term in equation (22). The alternative choice (assignment to the queueing system) incurs costs γ 1 (i + 1) + γ 2 j + γ 3 . Note that the two queues (the first with arrival rate λ 1 α, the second with arrival rate λ 2 ) are independent and that the i and j terms are summed in the cost function. Consequently, the time-average costs of assignment to the queueing system are just the summed time-average costs of the two M/M/1 queues with holding costs γ 1 and γ 2 , respectively (and of fixed costs γ 1 + γ 3 ). For a M/M/1 queue we know (see, Ref. [6] ) that g = ρ 1−ρ h, with ρ = λ/μ the system load, λ the arrival rate, μ the service rate, and holding costs h. This explains the (22). Also, the value functionṼ α (i, j ) in equation (21) is just the sum of the value functions of the two M/M/1 queues (multiplied by λ 1 α).
ONE-STEP POLICY IMPROVEMENT (STEP III)

Obtaining the Improved Policy
In the previous section we approximated V (i, j, N ) byṼ α (i, j ). Now we apply one-step policy improvement by inspecting the minimization term in equation (2), with V (i, j, N ) replaced byṼ α (i, j ):
Hence, the improved policy assigns a query to the db if
Note that this improved policy is independent of the constant C, as mentioned at the beginning of Section 5. Also, in the derivation of equation (24) we see that by choosing γ 1 (i + 1) rather than γ 1 i in the cost function, we obtain an expression where the α only occurs in front of the (i + 1) term. This allows us to intuitively explain the role of α: it acts as a tuning parameter of the improved policy, determining the influence of the number of queries i in the system on the decisions. For α = 0 the improved policy is independent of λ 1 , but as α gets closer to 1, the number of queries in the system is weighed more heavily in the decision, and the policy becomes more biased toward the db.
Determining α
The improved policy in equation (24) specifies a class of policies-only after choosing α (originally the parameter of the Bernoulli policy) do we have a concrete policy for which we can, e.g., determine average costs. However, we have no analytical relationship between V (i, j, N ) andṼ α (i, j ), and thus determining α analytically is not possible. The best analytical option we have is to minimizeg α (of the Bernoulli policy applied to the simplified mdp) w.r.t. α, and use the resulting minimum for the improved policy. Unfortunately, subsequent experiments with value iteration show unsatisfactory performance of the resulting improved policy. We observed this behavior for various values for λ 1 , λ 2 , μ 1 , μ 2 , and T , so the unsatisfactory performance was general. TheṼ α (i, j ) andg α do not approximate V (i, j, N ) and g from equation (2) sufficiently well.
Fortunately, a simple numerical approach allows us to compute an α that yields an improved policy with the desired near-optimal performance. To illustrate this procedure, we start by looking at Figure 4 , which shows approximations of the average costs g of the improved policy (obtained with value iteration) as a function of α. The shape resembles a second-degree polynomial, and by carefully fitting such a polynomial to the approximate values, we can approximate g (α). Then, we use the minimumα of the fitted polynomial as input for the improved policy. Note that, due to this procedure, the improved policy is not an analytical policy: every time an improved policy is required,α must be computed using the fitting procedure.
This approach for determiningα requires several approximate values α i that together capture the shape of g (α). They should be positioned such that the minimum of the polynomial and that of g (α) are at approximately the same α-value. Strictly speaking, we need only three α-values to fit a seconddegree polynomial. However, g (α) is not truly a second-degree polynomial, and using four values results in a more appropriate fit in cases where g (α) resembles the polynomial shape less. So how should we position these four points? In the next section we argue that the most interesting scenario is one where ρ 1 is large. In this scenario, the number of queries i in the system is typically large. Recall thatα influences the improved policy in equation (24) via i: asα gets closer to 1, the number of queries in the system is weighed more heavily in the decision, and the policy becomes more biased toward the db. Hence, we should concentrate the fit of the polynomial on the right side of the interval, near α = 1. Following this reasoning, we take α 1 = 0.25, α 2 = 0.6, α 3 = 0.85, and α 4 = 0.95.
The value of each g (α i ) is obtained by running value iteration. The time needed to execute these four runs of value iteration should be shorter than the time needed to compute the optimal policy; otherwise, there is no reason to use the improved policy. To this end, we do value iteration for the g (α i ) on a much smaller state space than the one used for finding the optimal policy. Suppose that we run value iteration for the optimal policy on the truncated state spaceX = [0, Section 7 we determine K 1 , K 2 , and K 3 experimentally in such a way that we avoid boundary effects). For the g (α i ), we use the further truncated state spaceX := [0,
]. This effectively reduces the time needed to calculateα (and thus also the improved policy) to a mere fraction of the time needed to obtain an optimal policy. The number by which the K i are divided (4) is determined experimentally to yield both low time-average costs and a short run time for the improved policy. Note that the further reduction of the state space is appropriate, because we do not require numerically accurate approximations of g (α 1 ), . . . , g (α 4 ). We only need to capture the general shape illustrated in Figure 4 .
The complete procedure is as follows:
1. Calculate the bounds of the further truncated state spaceX . 2. For each of the values α i , evaluate the improved policy usingX as state space, and record g (α i ). 3. Fit a second degree polynomial through g (α 1 ), . . . , g (α 4 ) using least squares. 4. Calculate the minimum of this polynomial, and use the α-value for which this minimum is attained asα.
In the example in Figure 4 , this procedure yieldsα = 0.48, which agrees well with what the figure suggests. Figure 4 is generated with parameters corresponding to a high load on Q 1 and low load on Q 2 (μ 1 = μ 2 = 0.3, T = 2, γ 1 = γ 2 = γ 3 = 3, ρ 1 = 0.8, ρ 2 = 0.1). We expect a significant fraction of the queries to be assigned to Q 1 , since a low load on Q 2 results in large N , and thus using the db is expensive. This observation is supported by the valueα = 0.48 that our procedure yields for the improved policy. Also, the figure indicates that the sensitivity of the average costs g (α) to α is minor around the minimumα.
NUMERICAL RESULTS
In this section we experimentally inspect the performance of the improved policy by numerically comparing it to the optimal policy. Additionally, we compare a traditional age-threshold policy and a myopic policy to the optimal policy, allowing us to assess how the improved policy performs in relation to these other two policies. The three policies that we compare to the optimal policy are given by
Looking at the three policies, we see that the age-threshold policy ignores the load on the queueing system, and it bases its actions solely on the age N . The myopic policy takes the load of the system into account, by assigning queries to the db or Q 1 based on the cost function in equation (1) only, ignoring the value function V (i, j, N ). In contrast, the improved policy is based on an approximation of the value function, and thus does include expectations about future query arrivals and report requests in its decisions. These expectations are captured by the parameterα, which determines how much emphasis the improved policy puts on the number of queries i in the system. Note that forα = 0, the improved and myopic policy are identical. Looking at our scenario, we expect that as ρ 2 → 1, performance should be quite good, since the db is refreshed often and thus most queries can be answered from the db. Additionally, in situations with small ρ 1 , the controller has to deal with only a small number of queries, costs are typically low, and the policies should show good performance. Hence, the most interesting part of the parameter space is where ρ 1 is high and ρ 2 is low (we call this the critical region). We structure our numerical analysis accordingly, by first inspecting the performance of the policies for 0 < ρ 1 ≤ 0.8, 0 < ρ 2 < 1, followed by an inspection of the critical region 0.7 < ρ 1 ≤ 1, 0 < ρ 2 < 0.2.
All numerical experiments below are done using the value iteration algorithm [20] , and thus require a truncation of the state space
Choosing the K i must be done carefully to avoid the influence of boundary effects on the average costs. Tests on the three policies above, and on the optimal policy, show that a truncation toX = . Also, for value iteration we set the convergence criterion such that the procedure stops when the difference of the spans of two consecutive approximations is smaller than 0.001.
Finally, we choose the parameters of the cost function in equation (1) . We set T = 2, γ 1 = γ 2 = γ 3 = 3 and keep these fixed during all experiments.
In the following sections we numerically investigate the performance of our improved policy. First, we compare the three policies listed above to the optimal policy in Sections 7.1 (for the non-critical region) and 7.2 (for the critical region). Then we look at the computational complexity in Section 7.3 by inspecting the time needed to calculateα (and thus the improved policy), again compared to the time needed to find the optimal policy. Section 7.4 introduces a special random policy, where the controller flips a (fair) coin to decide which of the two actions to take. A large number of such policies are then compared to the three policies described above. Finally, in Section 7.5 we take a closer look at the optimal policy and its structure.
Analysis of Region
In Figures 5 A-5 C we inspect the performance of the three policies compared to the optimal policy. We fix μ 1 = μ 2 = 0.3 and vary ρ 1 and ρ 2 . The figures contain the difference in average costs with the optimal policy (in %), where the load ρ 2 on Q 2 is varied on the horizontal axis, and the load ρ 1 of Q 1 is reflected by the various lines. Figures 5 A and 5 B show that the improved and myopic policies are able to stay within 1.3% and 5.5% of optimality, respectively. In contrast, the simple age-threshold policy differs from optimality by as much as 2,000%. Clearly, the improved and myopic policies perform significantly better than the age-threshold policy, so including the load of the queue system in the decision by the controller certainly is beneficial. Further inspection of Figures 5 A and 5 B reveals that the performance of the three policies degrades when ρ 1 and ρ 2 reach the critical region. We take a detailed look at this region in the next section. A to 6 B clearly shows that the improved policy has better overall performance than the myopic policy, with differences from optimality of at most 7% and 17%, respectively. The benefits of including the approximation to the value function in the improved policy are evident here.
Analysis of the Critical Region
Finally, Figures 6 A and 6 B show that the relative differences are not monotone. The left-most points (at ρ 2 = 0.01) seem to be closer to optimality than the points at ρ 2 = 0.05. Further experiments suggest that this is not caused by boundary effects. Also, the differences cannot be explained by the stopping criterion of value iteration, because the differences are too large. Since the observed feature is present in both figures, it seems likely that the optimal policy causes it, and thus that this behavior is a feature of the system. We return to this topic later in Section 7.5 when we talk about the optimal policy.
Computational Complexity
As described in Section 6.2, the improved policy requires four short runs of the value iteration algorithm to determine the parameterα. The total duration of these runs should be less than the time required to find the optimal policy. Table 1 shows the time needed to findα for the improved policy, divided by the time required to determine the optimal policy. As parameter values, we use the same scenario as in Section 7.2, i.e., μ 1 = μ 2 = 0.3. The two tables clearly show that determining the improved policy is much faster than finding the optimal policy.
FIGURE 6
Again, the relative difference in average costs of the improved policy (6 A), myopic policy (6 B), and age-threshold policy (6 C) compared to the optimal policy, but now inside the critical region.
Model Complexity
To get a feel for the complexity of the model in equation (2), we plot a socalled ordered performance curve (OPC) [10] . Each point in this plot shows the average costs of a policy that we generate randomly: at each state (i, j, N ) we choose action a = {Q 1 } with probability 0.5, or a = {DB} otherwise. By repeating this procedure, we create 2,500 such policies, evaluate them, and plot their average costs in Figure 7 A. Additionally, this figure shows the average costs of the optimal policy and (in our case) of the improved, the age-threshold, and myopic policies. The parameters are μ 1 = μ 2 = 0.3, ρ 1 = 0.8, ρ 2 = 0.1, based on the critical region in the parameter space. Since the markers of the optimal, improved, and myopic policies are indistinguishable in Figure 7 A, the 15 best policies are plotted again in Figure 7 B. The steep slope on the left of both figures illustrates that none of the randomly selected policies is able to closely match the performance of the optimal policy. Hence, the plot suggests that the near-optimal performance of the improved policy shown in Figures 5 A-6 C is not an incidental success. Moreover, one can also see that the traditional age-threshold policy performs badly, showing a lot of room for improvement by using dynamic policies.
The Optimal Policy
Next, we inspect the optimal policy in Figures 8 A and 8 B. The first shows a cross-section of the optimal policy at N = 55, the second at N = 120. Here, for every grid point (i, j ) the color gray indicates that action a = db is taken and black that a = Q 1 . The figures suggest that (away from the boundaries) the optimal policy is a hyperplane in three-dimensional space, i.e., a switching policy. This observation is supported by intuitions about the problem scenario: once Q 1 reaches a certain load, the controller switches to using the db and continues to do so as the load increases. Hence, an optimal policy with a switching structure is in line with our expectations. Hence, for N > T we expect by intuition a switching structure in the optimal policy, which is confirmed by what we see in Figures 8 A and 8 B. We were unable to verify this last observation mathematically, but we expect that a proof is feasible. The conjecture below formalizes the claim:
Conjecture 1 (Asymptotic switching policy). The optimal policy for the mdp in equation (2) is a switching curve for N sufficiently large. Figures 8 A and 8 B, we see that the optimal policy is cropped near the boundary { j = 0}. This effect is caused by the interaction between the number of report requests j and the costs (N − T ) + for db assignments. They are connected via N using the term μ 2 V (i, j − 1, 0)1 { j >0} in equation (2), which drops out at the boundary { j = 0}. Consequently, on the boundary the connection between j and N is severed, and changes the structure of the mdp and the optimal policy significantly. This also explains the observation in Section 7.2 that the performance of the improved and myopic policies changes for ρ 2 ≈ 0.
Looking at
Still, in situations where the boundary { j = 0} is not reached frequently, we expect switching policies to perform well since the boundary effect is relatively small. This is supported by the results on our improved policy and the myopic policy (both are switching policies) in the previous sections.
CONCLUSIONS AND FURTHER RESEARCH
In this article we investigated the tradeoff between data freshness and query response times. We formulated this tradeoff as a Markov decision process with a three-dimensional state space. The resulting model contained two complicating aspects: (1) a decision capturing the tradeoff, with several inhomogeneous terms and (2) intricate interactions between state space variables. Due to these complications, obtaining an analytical expression for the optimal policy was infeasible. Instead, we introduced a three-step approach to finding an approximate policy with near-optimal performance. The first step showed how the original three-dimensional model can be approximated by a simpler two-dimensional model that still captures the important dynamics. Then, in the second step, we described how this simpler model can be solved analytically, using differencing techniques to deal with the inhomogeneous terms. In step three we applied one-step policy improvement to construct our approximate policy. Finally, we numerically showed that this improved policy has near-optimal performance and significantly outperforms both the traditional age-threshold policy and the myopic policy. The experiments also indicated that the policies that take the network load into account (the myopic and improved policy) can outperform traditional threshold policies.
The research in this article reveals several interesting opportunities for further research. We would like to modify our improved policy such that it no longer requires short runs of value iteration for determining the parameter α. Also, we suspect that we can prove some structural properties of the optimal policy using coupling arguments: (1) queries are more likely to go to db if i increases, holding j and N constant, (2) queries are more likely to go to Q 1 if N increases, holding i and j constant, and (3) for j large enough, queries will go to db, holding i and N constant. If these structural properties are shown to hold, they would imply our conjecture that the optimal policy is asymptotically a switching curve. Finally, we want to take a closer look at the critical region of the state space and attempt to mathematically analyze what happens when the load on the report queue approaches 0.
Besides these ideas, a modification of the model where the cost of function is formulated differently (e.g., not truncated at the threshold T or nonlinear) might be interesting. Additionally, the model could be extended by considering multi-class queries, where the cost function is dependent on the class of the arriving query.
the Banach space of bounded real-valued functions u on X with the supremum norm, i.e., the norm ||·|| defined by ||u|| = sup (i, j )∈X |u(i, j )| .
Conventional uniqueness proofs for Markov cost chains rely on bounded cost functions contained in B(X ). However, our cost function c (i, j ) is unbounded and thus not contained in B(X ). A remedy to this situation is to consider suitable larger Banach spaces instead of B(X ). In order to construct such a space, consider a weight function w : X → [1, ∞). The w-norm is then defined by
.
A function u is said to be w-bounded if ||u|| w < ∞, and the space of all w-bounded functions is denoted by B w (X ). We also define the matrix norm related to ||·|| w as ||A|| w = sup {||Au|| w : ||u|| w ≤ 1}. This norm can be rewritten in the following equivalent form (see equation (7.2.8) in Ref. [9] ):
||A|| w = sup x∈X y ∈X
A xy w (y ) w (x) .
Finally, we introduce the taboo transition matrix M P aswith x, y ∈ X and in our case M = (0, 0). We now state a property and adapted theorem from Ref. [4] on uniqueness of solutions of equation (5). In our case, the Bernoulli policy does indeed induce a Markov chain that is unichain, stable, and aperiodic. The key to ensuring uniqueness is choosing a suitable weight function w such that Property 1 is satisfied.
