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Abstract
This thesis presents a methodology for the numerical solution of one-dimensional (1D) and
two-dimensional (2D) compressible flows via a discontinuous Galerkin (DG) formulation.
The 1D Euler equations are used to assess the performance and stability of the dis-
cretisation. The explicit time restriction is derived and it is established that the optimal
polynomial degree, p, in terms of efficiency and accuracy of the simulation is p = 5. Since
the method is characterised by minimal diffusion, it is particularly well suited for the
simulation of the pressure wave generated by train entering a tunnel. A novel treatment
of the area-averaged Euler equations is proposed to eliminate oscillations generated by the
projection of a moving area on a fixed mesh and the computational results are validated
against experimental data.
Attention is then focussed on the development of a 2D DG method implemented
using the high-order library Nektar++. An Euler and a laminar Navier–Stokes solvers
are presented and benchmark tests are used to assess their accuracy and performance. An
artificial diffusion term is implemented to stabilise the solution of the Euler equations in
transonic flow with discontinuities. To speed up the convergence of the explicit method,
a new automatic polynomial adaptive procedure (p-adaption) and a new zonal solver are
proposed. The p-adaptive procedure uses a discontinuity sensor, originally developed as
an artificial diffusion sensor, to assign appropriate polynomial degrees to each element
of the domain. The zonal solver uses a modification of a method for matching viscous
subdomains to set the interface conditions between viscous and inviscid subdomains that
ensures stability of the flow computation. Both the p-adaption and the zonal solver
maintain the high-order accuracy of the DG method while reducing the computational
cost of the simulation.
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1Introduction
The use of computational fluid dynamics (CFD) has grown rapidly since the advent of
computers more than sixty years ago. The efforts of the scientific community to develop
tools that are able to accurately reproduce complex flows have led to CFD analysis playing
an essential role in many applications.
The use of CFD has become widespread for three reasons. Firstly, current genera-
tion solvers are able to achieve a level of accuracy that is suitable for many engineering
purposes. Secondly, the same solvers can be applied to a wide range of flow problems
giving CFD an extreme flexibility. Thirdly, current generation solvers are efficient and,
consequently, they become attractive to the industry.
High-order methods have become increasingly more attractive in the field of aero-
dynamics due to their ability to increase the accuracy locally, their minimal numerical
diffusion and dispersion properties, and the possibility to employ high-order meshes to
better describe the geometry. A tangible example of the importance that high-order me-
thods are acquiring in aerospace applications is the recently completed ADIGMA project,
which brought together more than 30 European organisations among universities, research
centers and industries in order to join forces for the industrial exploitation of such me-
thods [75]. The project has confirmed the excellent potential of high-order methods but
it has also pointed out limitations and difficulties that need to be solved [76].
Even though industry may have just started to realise the potential of high-order
methods, a vast wealth of books and articles literature already exist on the topic. For
the purpose of this work, the interested reader may grasp essential features of high-order
methods consulting [38, 60, 67] and references therein. In particular, this thesis focuses
on a specific high-order method: the discontinuous Galerkin (DG) method.
The DG method is a high-order method which combines features of both the finite
element and the finite volume numerical methods, and has reached in recent years a ma-
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turity that makes it a valid alternative to classic methods. This kind of Galerkin method
is referred to as discontinuous since it allows the solution to be discontinuous at the inter-
face between elements. The advantages of the DG method range from accuracy (accurate
even on coarse meshes, naturally polynomial adaptive, minimal diffusive and dispersive),
to flexibility (high-order meshes, mesh and polynomial adaption) and to efficiency (easy
to parallelise, block-diagonal mass matrix structure).
Although the advantages of the DG method are numerous and desirable in a numer-
ical scheme, its main disadvantages are computationally costly and hard to solve. The
main limitation of high-order methods, and therefore also of the DG method, is the com-
putational cost of the simulations. If the number of element is fixed, as the polynomial
degree, p, increases, the number of operations necessary to solve the equations increases,
making computational resources and computational time a critical limitation. Moreover,
the method becomes stiffer with increasing the polynomial degree which leads to severe
restrictions on the timestep of the simulation if an explicit time integration is used. A
second limitation for the DG method is related to the treatment of flow discontinuities
which, if approximated by a polynomial of high degree, leads to oscillations in the solution.
The development of the DG method is presented from a historical point of view in
§ 1.1 and the goals are presented in § 1.2. Finally, the DG discretisation used in this thesis
and the outline of this document is described in § 1.3.
1.1 A discontinuous history
The history of the DG method for compressible flow applications may be marked by three
milestone articles over the last 40 years. The research on DG has received such a leap
forward after their publication that it can be said that even the development of the DG
method has been discontinuous. The original idea of the DG method was proposed in
the field of neutron transport in the now famous article by Reed and Hill in 1973 [110].
Since then, the method have been extended and improved by various authors in different
fields. However, for compressible flows applications, the essential contribution to the
development of the DG method are the articles by Shu in 1988 [126] and by Bassi and
Rebay in 1997 [12].
The work of Shu was the first to introduce the successful idea of combining the DG
method with a Runge–Kutta time integration (RKDG), setting the pace for a series of
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articles which dealt with non-smooth one-dimensional convection-dominated problems
[32, 36, 37]. The method was subsequently extended to multi-dimensional domains in
[33, 35] and applied to the hyperbolic Euler equations by various authors [13, 16, 19].
The DG discretisation of the convection term generates a boundary term that contains
an upwind flux, that is typically obtained with an exact or approximate Riemann solver
(see [140] for a review). Even though the convective part of the DG formulation was
approximated with an efficient discontinuous scheme, the diffusive terms were introduced
mainly with a mixed formulation [30, 86]. Such discretisation allowed the introduction
of the diffusion term in the equations but enforced the continuity of the gradient of the
variables across elements, leading to a scheme that was not completely discontinuous.
The third article [12] applied the RKDG method to the variables and their derivatives
in the diffusion term, finally generating a complete DG convection-diffusion discretisa-
tion. Bassi and Rebay split the second-order term into two first-order equations with an
auxiliary variable, recovering a discontinuous discretisation also for the diffusion term.
The benefits of the new method (high accuracy and easy to parallelise) were quickly
recognised and it was rapidly implemented by other authors [85]. However, a diffusive nu-
merical flux needs to be defined for the convection term and, in the DG community, there
is not yet a commonly adopted treatment. The best known diffusive numerical fluxes are
the Bassi–Rebay flux proposed in [12] and then improved in [14], the local discontinuous
Galerkin (LDG) flux derived in [34], the Baumann–Oden flux described in [15] and the
Brezzi flux proposed in [24]. A comprehensive analysis of the methods may be found
in [7]. Analysis of performance, stability and consistency of the various methods may
be found in [29, 69, 125]. Examples of the discretisation of the laminar Navier–Stokes
equations via DG method may be found in [12, 85], while discretisation methods for the
Reynolds–averaged Navier–Stokes (RANS) equations are described in [14, 95, 100, 103].
Recent years have seen a growth of research on DGmethods aiming especially at locally
increasing the accuracy of the solution (adaption) and to speed up their convergence rates.
Adaption is a well-known strategy for minimising the computational cost and in-
creasing the accuracy of the solution [40]. Adaptivity has often been associated only
with mesh refinement, known as h-adaptivity, where h stands for the mesh characteristic
length. High-order methods permit the use of combined polynomial and mesh refinement
(hp-adaptivity) which is becoming an essential feature for such methods. Recent studies
in the field of DG methods have investigated efficient and reliable adaptation sensors and
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error estimators. Among these, the most promising are those that employ adjoint error
estimators, in which the adjoint equations of the system are solved in order to estimate
certain quantities in the solution [16, 55, 111, 153, 154]. A less costly p-adaptive strategy
is proposed in [26] where a sensor is used that identifies gradients in the domain based on
the current solution, and the degree of the polynomial is adapted accordingly.
The reduction of the high computational cost of the simulations is another important
trend of the DG related research. Various solutions have been proposed: time-implicit
formulations [96, 155], parallel computing [22, 81], local timestepping [43, 60] and p-
multigrid methods [87, 93].
The presence of discontinuities in the solution presents additional numerical problems.
Three approaches have been mainly proposed in literature to deal with discontinuities in
the DG setting: limiters, spectral vanishing viscosity (SVV) and artificial diffusion. Limi-
ting attracted significant interest especially at the early stage of the DG implementation
[32, 37] and various forms of limiters have been proposed [73, 74, 143]. These limiters come
directly from the experience with finite volume methods. However, since limiters strongly
modify the solution reducing the order of accuracy, they are not an appropriate choice for
a high-order discretisation scheme as DG. The SSV method and the artificial diffusion are
based on the idea of smoothing down the discontinuity by adding a Laplacian-like term
into the equations. The SSV method limits the action of the diffusive term only to the
high frequencies in the solution [70, 105], while the artificial diffusion is applied to all the
frequencies [95]. The role of the diffusion operator is to smooth the discontinuities, so that
they can be represented adequately in the space of the approximating functions. This way
the discontinuity becomes a thin zone of flow where the solution varies rapidly. To be
effective and avoid diffusing the solution everywhere, the method requires an appropriate
shock capturing strategy [11, 72, 102].
1.2 Objectives
This work aims to develop a methodology for the numerical solution of 1D and 2D com-
pressible flows via a DG formulation and to apply it to the solution of aerodynamic related
phenomena.
To understand the numerical performance of the DG method, a 1D method for the
simulation of inviscid flow will be implemented. The convergence and stability of the DG
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method will be investigated and an analysis of the optimal polynomial degree, p, in terms
of efficiency and accuracy of the simulation will be obtained. The minimal diffusion and
dispersion properties of the DG method are the main reasons for its application to the
study of the problem of a train moving in a tunnel. A particular feature of this flow, of
interest here, is the presence of pressure waves propagating for long distances and for long
periods of time. The DG method may be the best option to reduce numerical diffusion
in the problem and represent those pressure waves accurately. The simulations will be
used to study the influence of train shapes to the pressure gradients in the tunnel. The
accurate solution of the pressure field is extremely important because it affects the design
and operations of the trains since they generate noise, vibrations and aural discomfort to
the passengers.
The DG method will be applied then to the solution of the 2D Euler equations and a
new solver will be implemented within the high-order library Nektar++ [94]. The ability
of the DG method to reproduce smooth transonic solutions without the need of any limiter
or artificial diffusion will be tested. This property should allow the DG method to reach
high accuracy on very coarse meshes whilst introducing a minimal amount of diffusion and
dispersion. In aerodynamic flows it is also essential to reproduce flow discontinuities with
high resolution. The DG method is not stable in the presence of flow discontinuities and
therefore a stabilizing artificial diffusion term, coupled with a sensor, will be introduced.
The role of the sensor is to add artificial diffusion only to the elements where discontinuities
are present. Therefore, the sensor should detect their location also on complex flows
with unsteady interacting discontinuities. The DG method can be easily extended to
the solution of the Navier–Stokes equations governing viscous flows through the same
treatment of the diffusive terms, used for the artificial diffusion. It will be shown that the
proposed DG method is able to accurately solve inviscid and viscous flows.
Then the work will be focused on reducing the cost of solving the equations with a
time explicit discretisation. Two strategies to achieve this objective will be proposed: a
p-adaptive procedure and a zonal solver. The p-adaptive procedure will use a modified
version of the discontinuity sensor employed in the artificial diffusion term. This procedure
should identify appropriate polynomial degrees in each element of the domain so that a
high-order discretisation is used in regions where the solution presents high gradients and
a low-order discretisation where the solution is smooth. The idea behind a zonal solver
is to reduce the computational cost of simulating a compressible flow by using a lower
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fidelity model, the Euler equations, in regions where the flow is not dominated by viscous
effects. The main problem is to define appropriate conditions on the interface between two
different subdomains that guarantee the stability and maintains a reasonable accuracy of
the solution. The proposed zonal solver will match the solution at the interface between
subdomains using a modified version of a penalty method. Both the p-adaption and zonal
solver decompose the computational domain into different regions where an appropriate
method is applied to locally provide the required accuracy and alleviate the computational
cost of the simulations.
1.3 Outline
This thesis presents a DG method for the solution of the compressible transonic Euler
and Navier–Stokes equations in one- (1D) and two-dimensional (2D) domains using un-
structured grids. The convective term is discretised using the RKDG approach and the
discretisation of the diffusion term follows the method described in [12]. The numerical
advective flux is approximated by either an exact Riemann solver [50] or the HLLC ap-
proximate solver [141]. The LDG flux [34] is used in the diffusive numerical flux because
it presents minimal stencil and higher accuracy than other methods. The discretisation in
space is performed using either an orthogonal Legendre polynomial basis [1] or a modified
basis as developed in [67, 121, 124]. Flow discontinuities are treated by the addition of the
artificial diffusion term described in [95, 102]. This procedure uses the sensor introduced
in [102] and improved in [10] to identify discontinuities. The same sensor is used in order
to build a p-adaptive strategy. Furthermore, a zonal solver is introduced to improve the
efficiency of the DG method solving the appropriate equations in different part of the do-
main. The proposed zonal solver modifies the method described in [56] for the treatment
of interfaces between viscous domains.
The time discretisation is performed with an explicit fourth order RK method. This
method has been proven to be stable and accurate but it presents a stability restriction
that becomes more restrictive as the polynomial degree increases. To alleviate this time
restriction, a particular class of RK methods known as strong-stability-preserving RK is
implemented [77].
The thesis is structured as follows. Chapter 2 introduces the Euler and Navier–Stokes
governing equations. The inviscid characteristic analysis and boundary condition are also
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presented. Chapter 3 describes the DG method for the Euler equations in 1D. The expo-
nential convergence is demonstrated and the stability restriction is derived. The method
is then used in Chapter 4 for the simulation of the pressure wave generated by a train
moving inside a tunnel, with particular attention to the treatment of the approximation
of the moving area. Chapter 5 describes the DG method for the solution of the transonic
Euler and Navier–Stokes equations in 2D. The artificial diffusion operator and discon-
tinuity sensor are introduced to deal with the presence of shocks. Chapter 6 presents
simulations of the 2D compressible Euler and Navier–Stokes equations for subsonic and
supersonic flows. In Chapter 7 the discontinuity sensor is suitably modified to devise a
sensor-based p-adaptive. The spatial and temporal distribution of the sensor is analysed
and the p-adaptive procedure is described. Finally, a Euler/Navier–Stokes zonal solver is
presented in Chapter 8, and conclusions and future work are drawn in Chapter 9.
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This chapter presents the two dimensional (2D) compressible Euler and Navier–Stokes
equations. The full set of equations are not derived, however hypothesis and approxi-
mations introduced in the formulation are described. A more complete description can
be found in references [4, 61, 84]. The compressible, unsteady Euler equations for 2D
flows are introduced in § 2.1. The main concepts of the inviscid characteristic analysis
are summarised in § 2.2 since they will be extensively used throughout the document. In
§ 2.3 the laminar viscous Navier–Stokes equations are described and finally the boundary
conditions are presented for both the inviscid and the viscous flow in § 2.4.
2.1 Euler equations
The governing equations for a 2D, compressible, inviscid fluid, on a physical domain Ω
in a cartesian frame of reference (x, y) with boundary ∂Ω are presented in the following.
The Euler equations are a subset of the Navier–Stokes equations where the viscous and
heat-conducting properties of the fluid are neglected. The approximation is valid for
high Reynolds number flows in regions where the viscous effects are not predominant.
The resulting set of equations is a time dependent, first-order hyperbolic system of four
equations known as Euler equations
Mass
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
= 0
x−Momentum ∂ρu
∂t
+
∂ρu2
∂x
+
∂ρuv
∂y
+
∂p
∂x
= 0
y −Momentum ∂ρv
∂t
+
∂ρuv
∂x
+
∂ρv2
∂y
+
∂p
∂y
= 0
Energy
∂ρE
∂t
+
∂ρuH
∂x
+
∂ρuH
∂y
= 0
(2.1)
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where ρ is the fluid density, p is the pressure and v = [u, v]T is the velocity vector in the
two directions x and y. The total energy E and enthalpy H per unit mass are defined
as E = e+
1
2
||v||2 and H = E + p
ρ
, respectively, where e is the internal energy per unit
mass.
The Euler equations may also be written in a compact form as
∂U
∂t
+∇ · F(U) = 0 (2.2)
where the vector of conserved variables is defined asU = [ρ, ρu, ρv, ρE]T and the inviscid
flux vectors as
F(U) = [f (U) g(U)] =


ρu
ρu2 + p
ρuv
ρuH
ρv
ρuv
ρv2 + p
ρvH

 (2.3)
The system (2.2) expresses the Euler equations in conservation form. The system is
composed by four equations but contains five unknowns: ρ, u, v, p and E, therefore one
more equation is necessary to complete the system. Assuming a perfect gas, the pressure
is related to temperature and density through the equation of state
p = ρRT (2.4)
where T is the temperature and R the gas constant. In addition, the internal energy e
can be expressed as function of temperature as
e = CvT (2.5)
Cp and Cv denote the specific heat at constant pressure and volume, respectively and
R = Cp−Cv. Combining the previous expressions with the definition of the total energy,
the pressure can be written as p = (γ − 1)ρ(E − 1
2
||v||2) where γ = Cp
Cv
is the ratio of
specific heats of the fluid. Consequently, the speed of sound is defined as c =
√
γRT . In
order to complete the system of equations appropriate boundary conditions need to be
specified, that are discussed in § 2.4.
2.2 Characteristic analysis
The fact that the Euler system is hyperbolic allows to study the propagation of the flow
quantities along preferred directions called characteristic lines (1D) and surfaces (2D).
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A summary of the 2D basic concepts is included here. A complete derivation of the 3D
characteristic analysis is reported in Appendix A. An extensive discussion is given in
[156].
Here only a 2D flow is considered and a normal direction to the edge between two
elements is taken as reference. In this frame of reference, the normal component of the
velocity is un = v ·n and the tangent is defined as ut = v−un n. These assumptions lead
to a simpler definition of the characteristic variables.
Writing (2.2) in non-conservative form with the variable vector defined by
V = [ρ, u, v, p]T (2.6)
the vector of the eigenvalues and left eigenvector matrix of the non-linear system are
λ =


un + c
un
un
un − c

 , L
−1 =


0 1 0 1/(ρc)
0 0 −1 0
1 0 0 −1/c2
0 −1 0 1/(ρc)

 (2.7)
The eigenvalues of the system represent the velocities of propagation of information along
the characteristic lines defined by
dx
dt
= λi, with i = 1, ..., 4. The characteristic variables
which are propagated along the characteristic lines are defined as R = L−1V , so that
they can be expressed as
R =


un +
p
c ρ
−ut
ρ− p
c2
−un + p
c ρ


(2.8)
The characteristic variables are advected during the propagation along the corresponding
characteristic, so that they satisfy the system of four differential equations
∂R
∂t
+Λ · ∇R = 0 (2.9)
where Λ is the diagonal matrix of eigenvalues, as defined in Appendix A. The first and
last equations, associated with the largest and smallest eigenvalues, may be integrated
and, using the isentropic assumption p/ργ = const, written as
R± = un ± 2
γ − 1c (2.10)
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where R± are the Riemann invariants associated with the characteristic lines
dx
dt
= un±c.
The third equation represents the constancy of entropy along the path line and the second
equation correspond to the propagation of vorticity waves. The characteristic analysis
presented here is essential to define the boundary and interface conditions of the inviscid
flow.
2.3 Navier–Stokes equations
The Navier–Stokes equations describe a viscous and heat-conducting flow. In order to
write the new system of equations, the viscous fluxes and heat transfer terms are added
to the Euler equations and further physical assumptions are introduced. The system of
partial differential equations describing the flow is increased from first to second order
and parabolic type equations are solved rather then hyperbolic. As a consequence, also
the boundary conditions are affected by the introduction of the viscous terms. The 2D
Navier–Stokes system of equation is
Mass
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
= 0
x−Momentum ∂ρu
∂t
+
∂ρu2
∂x
+
∂ρuv
∂y
+
∂p
∂x
=
∂τxx
∂x
+
∂τxy
∂y
y −Momentum ∂ρv
∂t
+
∂ρuv
∂x
+
∂ρv2
∂y
+
∂p
∂y
=
∂τyx
∂x
+
∂τyy
∂y
Energy
∂ρE
∂t
+
∂ρuH
∂x
+
∂ρuH
∂y
=
∂
∂x
(uτxx + vτxy −Qx)+
∂
∂y
(uτyx + vτyy −Qy)
(2.11)
where τ are the shear stresses and Q is the heat conduction flux, that can be expressed
by the Fourier’s law as
Q = [Qx, Qy]
T =
[
−k∂T
∂x
, −k∂T
∂y
]T
(2.12)
where k is the thermal conductivity.
The differential equations (2.11) may be written in compact conservation form as
∂U
∂t
+∇ · F(U) = ∇ · Fv(U) (2.13)
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where the viscous flux vectors are
Fv(U) = [fv(U) gv(U)] =


0
τxx
τxy
uτxx + vτxy −Qx
0
τyx
τyy
uτyx + vτyy −Qy

 (2.14)
The system of equations (2.13) has still four equations but now it contains 10 unknowns:
ρ, u, v, p, τ (4 components), E and T . The perfect gas assumption permits to introduce
the two more thermodynamic relations (2.4) and (2.5), requiring four other equations for
the four components of shear stress tensor τ .
One relation is given by the conservation of momentum that requires the shear stress
tensor to be symmetric, i.e. τxy = τyx. In order to close the system, two more assumptions
are made. The fluid is assumed to be Newtonian so that each component of the shear
stress tensor is linearly proportional to the strain stress tensor and the bulk viscosity is
considered to be zero (Stokes’ hypothesis). Under these hypothesis, the three components
of the shear stress tensor may be written as
τxx =
4
3
µ
∂u
∂x
− 2
3
µ
∂v
∂y
τyy =
4
3
µ
∂v
∂y
− 2
3
µ
∂u
∂x
τxy = µ
(
∂u
∂y
+
∂v
∂x
) (2.15)
where µ is the dynamic viscosity, given by the Sutherland’s law
µ
µref
=
(
T
Tref
) 3
2 Tref + S
T + S
(2.16)
with S the Sutherland’s constant, Tref a reference temperature and µref the associated vis-
cosity. Finally, the system of equations needs to be completed with appropriate boundary
conditions.
2.4 Boundary conditions
Appropriate conditions need to be applied on the boundary of the domain for the pro-
blem to be well-posed, i.e. to have a stable and unique solution. For advection-dominated
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problems where the boundary conditions are not known “a priori”, approximate bound-
ary conditions need to be set. Usually these artificial boundary conditions are defined
considering both the solution within the domain and physical constrains on the boundary.
The proper definition of these conditions strongly affects the stability and convergence
of the method. The inviscid and viscous boundary conditions for wall, symmetric and
farfield boundaries are presented in the following.
2.4.1 Wall
A viscous flow requires that the relative velocity between the solid wall and the fluid
must be zero. The condition is known as the “no-slip” boundary condition. Therefore,
the condition on the wall is simply written as
u = v = 0 (2.17)
since only stationary walls are used. A condition for the temperature also needs to be
applied on the wall. If adiabatic walls are considered, equation (2.12) states that
Qw = −k∂T
∂n
= 0 (2.18)
where n is the direction normal to the wall, i.e.
∂T
∂n
= ∇T · n. For isothermal walls, the
condition is
T = Tw (2.19)
where Tw is the prescribed temperature of the solid wall.
If an inviscid flow is considered instead, only the normal velocity to the wall needs to
be set to zero, i.e.
v · n = 0 (2.20)
where n is the normal vector to the wall.
2.4.2 Symmetry
In numerical simulations where the solution is symmetric respect to a plane, it is often
convenient to work only with half of the domain to save computational time and resources.
The boundary condition on the symmetry plane is that the velocity and the gradients of
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the thermodynamic variables must be zero in the direction normal to the plane. These
conditions may be written as
v · n = 0 and ∂ρ
∂n
=
∂p
∂n
=
∂T
∂n
= 0 (2.21)
where n is the direction normal to the symmetry boundary.
2.4.3 Farfield
Since a “finite” computational domain is used in external flow simulations, the domain is
truncated at a certain distance from the region of interest and a fictious external boundary
of the domain is generated, usually referred to as the farfield boundary.
At this boundary, the conditions that need to be applied are not known “a priori”
because they depend upon the internal solution that is evolving in time. The farfield
boundary should not introduce any instability in the method and it should not affect
waves exiting the domain. In schemes where the numerical diffusion is high, the reflected
waves are often dissipated and, especially for steady state problems this might reduce their
potential detrimental effects on the internal solution. The discontinuous Galerkin method
that is presented here, minimises the numerical diffusion introduced in the simulation
and, as a result, it is even more dependent on an appropriate treatment of the farfield
boundaries.
Many non-reflecting boundary conditions have been presented in literature that are
based on the characteristic relations. A thorough discussion can be found in [138, 139]
and additional references in [61]. They are based on an inviscid characteristic analysis of
the waves that reach the farfield boundary. Since the boundaries are usually placed far
from the region of interest, they are also used in viscous flow as the viscous effects are
usually negligible at that distance.
The characteristic treatment of the farfield boundary is based on the propagation of
the Riemann invariants of the flow through the boundary. Considering the characteristic
speeds of the solution on the boundary (i.e: the eigenvalues of the inviscid problem), the
flow condition that needs to be applied depends on the sign of the eigenvalues of the
system, see Table 2.1.
The set of conditions derived from the characteristic analysis are not enough to specify
all the variables on the boundary for all the different flows and another condition, called
numerical, need to be specified for subsonic flows. The numerical boundary conditions
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Subsonic Supersonic
λ1 > λ2,3 ≥ 0, λ4 < 0 λ1 > λ2,3 > λ4 > 0
Inflow
(
un +
2c
γ − 1
)B
∞
= 0 ρB = ρ∞
un > 0
(
un − 2c
γ − 1
)B
I
= 0 (un)B = (un)∞
(ut)B = (ut)∞ (ut)B = (ut)∞
HB = H∞ pB = p∞
Outflow
(
−|un|+ 2c
γ − 1
)B
∞
= 0 ρB = ρI
un < 0
(
−|un| − 2c
γ − 1
)B
I
= 0 (un)B = (un)I
(ut)B = (ut)I (ut)B = (ut)I
HB = HI pB = pI
Table 2.1: Farfield boundary conditions. The subscripts refer to boundary (B),
internal (I) and farfield (∞) values.
strongly influence the stability of the code. This work uses the numerical iso-enthalpy
condition as suggested in [61]. Finally the farfield values for the supersonic inflow and
internal values for the supersonic outflow are directly imposed. The summary of the
farfield conditions is presented in Table 2.1. For viscous flows a boundary condition for
the temperature needs also to be defined. Here the symmetry condition
∂T
∂n
= 0 is used.
Even though this condition is exact only for straight boundaries, it is also used for curved
boundaries as the error introduced is negligible when the farfield condition is applied at
a large distance from the zone of interest.
Since a DG discretisation is used, the boundary values that are calculated with the
characteristic analysis are not directly imposed on the boundary but they will be applied
“weakly” through the solution of a Riemann problem. The procedure is explained in § 3.4.
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the numerical discretisation
This chapter describes the numerical discretisation of the 1D Euler equations for a flow
in a variable area duct without heat transfer as derived in [84]. The spatial discretisation
is performed using a DG approach and the time integration is performed via an explicit
RK scheme. The numerical solution of the 1D equations is investigated first since they
provide a easier platform to implement the DG approach and to assess its stability and
performance. Further in Chapter 4 these equations are used to study the propagation of
pressure waves generated by a train moving inside a tunnel. The quasi-1D Euler equations
are presented in § 3.1 and the DG spatial discretisation is carried out in § 3.2. In § 3.3
the advective numerical flux, solution of the interface Riemann problem, is described.
The boundary condition treatment is presented in § 3.4 and the matrix formulation of the
DG discretisation in § 3.5. The time discretisation and the 1D linear stability analysis is
discussed in § 3.6. Finally, the performance of the 1D DG Euler discretisation is illustrated
and discussed in § 3.7 using the subsonic and supersonic nozzle problem.
3.1 Quasi 1D Euler equations
The governing equations are essentially the same as those described in § 2.1, but here the
variables are interpreted as averages of the values on a cross section of area A(x, t) and
the system can be written as
∂U
∂t
+∇ · F(U) = S(U) (3.1)
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with appropriate initial and boundary conditions. The vector of conservative variables U
and the flux vector F are given by
U =


ρA
ρuA
ρEA

 F(U) =


ρuA
(ρu2 + p)A
ρuHA


where u is the velocity along the streamwise direction. The right-hand side of equation
(3.1) represents the source term S given by
S(U) =


0
p
∂A
∂x
0

 (3.2)
3.2 Spatial discretisation
Let Ω be the physical domain with boundary ∂Ω over which the solution U of equation
(3.1) is sought. The domain Ω is divided into a mesh of N non-overlapping elements
Ωe = (x
−
e , x
+
e ) with boundary ∂Ωe, such that Ω =
N⋃
e=1
Ωe. In order to derive the Galerkin
discretisation of equation (3.1), a discrete space is defined as
Vδ := {v ∈ L2(Ω) : v|Ωe ∈ Pp(Ωe), ∀Ωe ∈ Ω} (3.3)
where Pp(Ωe) represents the space of polynomials of degree p in Ωe. It is important to
observe that the global discrete spaces are not C0, i.e. the functions may be discontinuous
across element boundaries, and p is defined locally on each element.
The spatial discretisation can now be derived through an integral Galerkin formulation.
Each term of equation (3.1) is multiplied by a smooth test function v(x) and integrated
over the whole domain Ω, so that∫
Ω
v
∂U
∂t
dx +
∫
Ω
v∇ · F(U) dx−
∫
Ω
v S(U) dx = 0 (3.4)
Carrying out the integration over the elemental regions Ωe, equation (3.4) is written as
N∑
e=1

 ∫
Ωe
v
∂U
∂t
dx +
∫
Ωe
v∇ · F(U) dx−
∫
Ωe
v S(U) dx

 = 0 (3.5)
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The variable vector U is approximated by a polynomial expansion Uδ ∈ Vδ and the test
functions vδ are chosen from the same discrete space Vδ. Moreover, since the discrete
space deals with discontinuous functions, the equation may be solved for each element so
that the variational discontinuous Galerkin approximation is written as∫
Ωe
vδ
∂Uδ
∂t
dx +
∫
Ωe
vδ∇ · F(Uδ) dx−
∫
Ωe
vδ S(Uδ) dx = 0, e = 1, . . . , N (3.6)
where the solution Uδ has to satisfy the system for all vδ ∈ Vδ. For simplicity the δ
subscript is removed in the following.
Integrating by parts the flux terms, equation (3.6) becomes∫
Ωe
v
∂U
∂t
dx +
[
vFu
]x+e
x−e
−
∫
Ωe
∇v · F(U) dx−
∫
Ωe
v S(U) dx = 0 (3.7)
where the upwinded flux Fu is the only term able to pass information between elements.
Since only a 1D discretisation is considered, the boundary integral reduces to the evalua-
tion of the flux at the left boundary, x−e , and right boundary, x
+
e , of each element. The
system of equations (3.7) must be satisfied for all the elements Ωe and test functions v,
which are defined as a combination of p+ 1 expansion basis. Therefore each unknown of
the system is obtained by solving p+ 1 equations on each element.
The integration by parts splits the advective flux into two contributions. The term
that is integrated over all the domain, F(U), is a zero-order non-linear flux that may
be calculated explicitly, and the term on the boundary, Fu, may be represented using a
numerical flux.
3.3 Advective numerical flux
Since equation (3.7) is defined on local elements of the domain, a term to couple the
element with its neighbour elements is required which allows information to propagate
without compromising the stability of the method. This term is the boundary term
resulting from the integration by parts. As the solution may be discontinuous at the
boundary between elements, it may be possible to have two discrete solutions U at the
same boundary.
A suitable approximation of the boundary flux in equation (3.7) is given by an advec-
tive numerical flux obtained through the solution of the Riemann problem on the common
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interface [140]. The Riemann solver uses the analytical solution available for an initial
condition consisting of two regions of uniform flow (usually known as left and right states)
separated by a diaphragm that is ruptured at t = 0. The solution of the Riemann problem
is given by five possible combinations of shocks and rarefaction waves (4 physical and 1
theoretical). The method of solution is discussed in [50].
The flux depends on the values at both sides of the interface, so that the flux is written
as Fu = Fu(U−,U+). The superscripts + and – refer to the right and left states of the
interface, respectively. The left state is always considered to be internal to the element.
The solution of the Riemann problem may be computed using different approaches.
All the approaches aim to find an intermediate state between two discontinuous states,
satisfying the conservation laws. In this work an exact Riemann solver, first proposed
by [50], and an approximate Riemann solver proposed in [141] (Harten–Lax–van Leer
contact, HLLC) are implemented. For a more detailed discussion of possible choices, the
interested reader can consult [140].
The exact Riemann solver applies an iterative procedure to satisfy conservation of
mass, momentum and energy and the equation of state. The left and right states are
connected with the unknown variables either through the Rankine–Hugoniot relations,
in the case of shock, or the isentropic characteristic equations, in the case of rarefaction
wave. Across the contact surface conditions of continuity of pressure and velocity are
employed. Using these equations the system can be reduced to a non-linear algebraic
equation in one unknown (the velocity in the intermediate state) that is solved iteratively
using a Newton method. Since the exact Riemann solver gives a solution with an order
of accuracy that is related to the residual in the Newton method, the accuracy of the
method may come at high computational cost.
Approximate Riemann solvers have been proposed in literature to reduce the computa-
tional cost of the solution of the Riemann problem by sacrificing accuracy and increasing
the diffusion introduced. Reference [54] proposes an approximate Riemann solver that
computes directly the numerical flux. Assuming that the problem can be described as
three constant states separated by two waves, and that the wave speeds are given, the
numerical flux is obtained by the application of the conservation laws. The method was
further improved in [141] where the missing contact discontinuity is restored.
The approximate Riemann solver is strongly dependent on the calculation of the cha-
racteristic speeds of the solution at the interface. The eigenvalues of the Jacobian matrix
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of the inviscid flux contain information about wave propagation, as described in § 2.2, and
inaccuracies in the calculation of the eigenvectors may lead to instabilities.
To reduce the possibility of instabilities, reference [140] suggests not only to calculate
the propagation speeds at the sides of the interface, but also to use Roe-averaged variables.
The Roe-averaged variables are given by
ρ˜ =
√
ρ−ρ+
u˜ =
(u
√
ρ)− + (u
√
ρ)+
ρ− + ρ+
(3.8)
H˜ =
(H
√
ρ)− + (H
√
ρ)+
ρ− + ρ+
so that the set of eigenvalues, λ = [u+ c, u, u− c]T , for each interface is given by
Internal: λ− = λ(U−)
External: λ+ = λ(U+)
Roe average: λ˜ = λ(U˜)
The eigenvalues used on each side of the interface are those which generate the most
restrictive condition for the numerical method (i.e. the highest and lowest eigenvalue), so
that the solution of the normal HLLC approximate flux is given by
Fu(U−,U+) =


F−, if 0 ≤ S−
F− + S−
[
(U−)∗ −U−
]
, if S− ≤ 0 ≤ S∗
F+ + S+
[
(U+)∗ −U+
]
, if S∗ ≤ 0 ≤ S+
F+, if 0 ≥ S+
(3.9)
where
(U±)∗ = ρ
±
(
S± − u±
S± − S∗
)


1
S∗
u±t
E± + (S∗ − u±)
[
S∗ + p
±
ρ±(S±−u±)
]


S− = min (|λ|−, |λ˜|), S+ = max (|λ|+, |λ˜|)
S∗ =
p+ − p− + ρ−u−(S− − u−)− ρ+u+(S+ − u+)
ρ−(S− − u−)− ρ+(S+ − u+)
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3.4 Boundary conditions
In the DG discretisation the conditions on the boundary of the computational domain
are applied weakly through the flux on the boundary. The boundary flux is calculated
as the solution of the Riemann problem between the internal computed solution U−
and the boundary conditions given by the equation presented in § 2.4. Therefore, the
numerical boundary flux may be written as Fu|∂ΩBe = Fu(U−,UB), where UB indicates
the prescribed boundary condition variable vector. In case of time dependent boundary
condition, it becomes simply UB = UB(t). The solution of the Riemann problem ensures
a consistent propagation of information through the boundary.
3.5 Matrix formulation
This section describes the 1D expansion basis and derives the matrix form of the Euler
system (3.7). Legendre polynomials are chosen as the expansion basis because their
orthogonality leads to block matrices which may be solved efficiently. These matrices are
calculated as follows.
The Legendre polynomials are a particular case of the more general orthogonal Jacobi
polynomials [1]. The Legendre polynomials of degree p = 0, · · · , P , where P is the
maximum possible polynomial degree, may be defined using Rodrigues’ formula as
Lp(ξ) =
1
2pp!
dp
dξp
[
(ξ2 − 1)p] (3.10)
where ξ is the space variable in the 1D reference element Ωref = {−1 ≤ ξ ≤ 1}, with the
elemental affine mapping
xe(ξ) = x
−
e
1− ξ
2
+ x+e
1 + ξ
2
, dx =
1
2
∆xedξ (3.11)
where ∆xe = x
+
e − x−e and x+e and x−e are the right and left end points of the element,
respectively.
The test function, conservative variables, fluxes and source terms are expanded in
terms of this basis of polynomials, which defines a compact support within each element,
as
v |Ωe (xe(ξ)) = Lp(ξ) (3.12)
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U |Ωe (xe(ξ), t) =
P∑
p=0
Lp(ξ)Uˆp(t)
F |Ωe (xe(ξ), t) =
P∑
p=0
Lp(ξ)Fˆp(t)
S |Ωe (xe(ξ), t) =
P∑
p=0
Lp(ξ)Sˆp(t)
(3.13)
where Uˆp, Fˆp and Sˆp denote the coefficients of the expansion. The orthogonal property
of the Legendre polynomials permits to construct matrices in a simple form. The mass
matrix elements can be written simply as
Mpq =
1∫
−1
Lq(ξ)Lp(ξ)dξ =
2
2p+ 1
δpq, δpq =

 1 p = q0 p 6= q (3.14)
Using the formula
dLp+1(ξ)
dξ
=
m∑
i=1
(2k + 1)Lk(ξ)− 2
(
m− p+ 1
2
)
(3.15)
m =


p + 1
2
p = odd
p
2
p = even
, k = p− 2i+ 2 (3.16)
with p, q = 0, · · · , P , the elements of the stiffness matrix are given by
Fpq =
1∫
−1
dLq(ξ)
dξ
Lp(ξ)dξ = 2 δ
∗
pq,
if p > q δ∗pq =

 0 p+ q = even1 p+ q = odd
if p < q δ∗pq = 0
(3.17)
The structural patterns of the mass and stiffness matrices, for any polynomial degree, are
of the form
M =


• ◦ ◦ ◦ ◦ ◦
◦ • ◦ ◦ ◦ ◦
◦ ◦ • ◦ ◦ ◦
◦ ◦ ◦ • ◦ ◦
◦ ◦ ◦ ◦ • ◦
◦ ◦ ◦ ◦ ◦ •


F =


◦ ◦ ◦ ◦ ◦ ◦
• ◦ ◦ ◦ ◦ ◦
◦ • ◦ ◦ ◦ ◦
• ◦ • ◦ ◦ ◦
◦ • ◦ • ◦ ◦
• ◦ • ◦ • ◦


(3.18)
where the dots represent 3×3 matrices and those coloured black are the non-zero entries.
The 1D DG matrix form of the Euler equations with source term of equation (3.1) is
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written as
d
dt
Uˆp =M−1
[
F Fˆp − Fulr
]
+ Sˆp (3.19)
where the numerical approximation of the non-linear terms Fˆ and Sˆ is performed as
follows.
Let X be a generic variable denoting either F or S. Using the approximation in
equation (3.13), integrating over the reference element and multiplying by the Legendre
polynomials, the flux and source expressions can be written as
1∫
−1
Lq(ξ)
P∑
p=0
Lp(ξ)Xˆp(t)dξ =
1∫
−1
Lq(ξ)X(xe(ξ), t)dξ (3.20)
Multiplying both sides by the inverse mass matrix and evaluating the right-hand side
through a quadrature rule permit to write the components of the polynomial approxima-
tion of X as
Xˆp(t) =
2p+ 1
2
Qp∑
i=1
wiLq(ξi)X(xe(ξi), t) (3.21)
where wi and ξi are the weights and zeros of the quadrature rule used andQp is the number
of quadrature points on the edge. The quadrature points used in the discretisation are
discussed in § 5.6.
3.6 Time discretisation
The time integration is performed by an s-stage explicit Runge–Kutta (RK) method, that
evaluates the time derivative in equation (3.4) using an average of values of the solution
U calculated at different stages, s. Writing equation (3.19) as
dU
dt
= R(U, t) (3.22)
and assuming that the solution at time t = tn, Un, is known, the solution at time
tn+1 = tn +∆t is calculated as
Un+1 = Un +∆t
s∑
i=1
biRi (3.23)
where
Ri = R (U
n +∆Ui, t
n + ci∆t) ; ∆Ui = ∆t
i−1∑
j=1
aijRj (3.24)
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c1 a11 · · · a1s
...
...
...
cs as1 · · · ass
b1 · · · bs
The value aij, bi and ci are usually presented as coefficient in the Butcher array which for
the s−stage RK method is given by
The resulting timestepping scheme is explicit and thus to ensure stability the timestep
∆t has to satisfy the CFL condition which is obtained through a linear stability analysis
in the next section.
3.6.1 Linear stability analysis
The linear stability of the 1D DG scheme is analysed here to determine the timestep
restrictions on the explicit time integration of equation (3.23). For simplicity, the 1D
linear advection equation is considered
∂u
∂t
+ a
∂u
∂x
= 0 (3.25)
Applying the DG formulation, equation (3.25) is written as
M d
dt
Uˆ
e − FUˆe +DUˆe + GUˆe−1 = 0 (3.26)
with Dpq = Lp(1)Lq(1) and Gpq = −Lp(−1)Lq(1). These last two terms arise from an
upwind approximation of the interface flux term.
The stability analysis follows the methodology proposed in [123]. Similar analyses
have been presented in [60, 64, 88, 120]. Here a wave-like solution of the semi-discrete
problem (3.26) is sought of the form
Uˆ
e
= e−iωt[αe0iθ,αeiθ,αe2iθ, . . . ,αe(N−1)iθ]T (3.27)
where i =
√−1, N is the number of elements and α is a vector of p + 1 coefficients.
Multiplying equation equation (3.26) by the inverse of the mass matrix allows to write
the eigenvalue problem as
[A− (iω)I] Uˆe = 0 (3.28)
where A =M−1{−F +D + Ge−iθ}. The set of p + 1 eigenvalues, λ = iω, resulting from
the solution of the system (3.28) represents the spectrum of the DG spatial discretisation
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Figure 3.1: Stability analysis of the DG approximation of the linear advection
equation: (a) spectrum of the spatial discretisation for different poly-
nomial degrees p = 0, 1, . . . , 7 (the smallest region corresponds to
p = 0 and the size of the others increases monotonically with p),
and spectrum of temporal discretisation using (b) a standard (RK)
Runge–Kutta scheme and (c) a strong stability preserving (SSP)
Runge–Kutta integration.
of the linear advection equation. This semi-discrete system is stable if ℜ(λ) ≤ 1 in
all the spectrum. Analytical expressions for these eigenvalues are difficult to obtain for
polynomial degrees above three [123]. Here the region of stability in the complex plane
has been obtained numerically and it is shown in Figure 3.1(a) for different polynomial
degrees p = 0, 1, . . . , 7. These results agree with those reported in [88].
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In the integration in time of semi-discrete systems arising from the spatial discreti-
sation of hyperbolic problems, it is often beneficial to choose timestepping schemes that
provide stability in the imaginary axis [62]. Explicit Runge–Kutta methods are a popu-
lar choice for the integration of the semi-discrete system. Here both the standard (RK)
and the strong-stability-preserving (SSPRK) Runge–Kutta methods are considered. The
SSPRK method was devised in [126] to satisfy a non-linear stability requirement which
would suppress spurious oscillations and overshoots, and prevent loss of positivity that
may be introduced by standard RK methods. The stability regions for the RK and SSPRK
methods are depicted in Figures 3.1(b) and 3.1(c), respectively. Further developments of
SSPRK methods in the context of DG discretisation are discussed in [77].
This thesis adopts fourth-order schemes: a four-stage RK and a five-stage SSPRK.
Their Butcher arrays are given by
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 1/3 1/3 1/6
0 0 0 0 0 0
0.3918 0.3918 0 0 0 0
0.5818 0.2177 0.3684 0 0 0
0.4745 0.0827 0.1400 0.2519 0 0
0.9350 0.0680 0.1150 0.2070 0.5450 0
0.1468 0.2485 0.1043 0.2744 0.226
RK44 SSPRK45
The selection of fourth-order schemes here is based on the requirements of maximum
accuracy and efficiency, and the absence of isolated regions of stability for ℜ(λ) > 0.
The combined space-time discretisation is stable if the eigenvalues of the DG spa-
tial discretisation operator lie within the stability region in the λ complex plane of the
timestepping method. The stability restriction is expressed in terms of the Courant num-
ber CFL=
a∆t
∆xe
. Here it can be interpreted as the maximum amplification factor that
can be applied to the spatial footprint, shown in Figure 3.1(a), and still fit within the
temporal footprint, i.e. Figure 3.1(b,c). This scaling is illustrated, for a spatial DG dis-
cretisation with p = 2, in Figure 3.2(a) and Figure 3.2(b) for the fourth-order RK and
SSPRK schemes, respectively.
As a way of comparison, for a discretisation that is third-order in space and fourth-
order in time, the CFL number for a SSPRK scheme is 0.344, and it is 0.235 for a RK
scheme. The use of the more expensive SSPRK method leads to a 46% increase in the
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Figure 3.2: Stability regions for a DG discretisation that is third-order in space
and fourth-order in time: (a) standard RK; (b) SSPRK.
timestep size, but the additional stage increases the computational cost by less than 25%,
thus making the SSPRK method more efficient. However, it requires additional memory
to store the intermediate steps.
This analysis was finally applied to establish the maximum allowable values of the
CFL number, as a function of the polynomial degree, for the numerical solution of the
variable-area nozzle problem to be described in the next section. The results are presented
in Figure 3.3 which shows a comparison of the CFL numbers obtained using the previous
analysis with the numerical values given by [35], the analytical values obtained by the
analysis presented here and a set of values obtained through numerical experimentation.
It can be observed that the agreement between the three sets of values is excellent. This
figure also includes two best fit curves. The first corresponds to a linear regression to
a relation of the form CFL∝ p−3/2, consistent with the stability analysis of [123]. The
second is a best fit to a cubic polynomial approximation, namely CFL= (−0.0019 p3 +
0.6116 p2 + 4.6214 p+ 0.0571)−1.
Note that, despite the absence of the source term in the analysis, the numerical and
theoretical results agree very well and also agree with the results of [35]. This could be
due to the fact that the magnitude of the source term in this case is not large.
Even though the previous analysis is carried out only in the 1D case, the same limi-
tations may be applied for the 2D case. This is analysed in detail in [67], where for the
discontinuous Galerkin method they define CFL∝ p−2. Numerical results here presented
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Figure 3.3: Maximum CFL number for (linear) stability against polynomial de-
gree. It compares the values obtained numerically by trial-and-error
and by [35] [C+S], and the analysis carried out here, with best-fit
curves of the form CFL∝ p−3/2 and CFL= (−0.0019 p3 + 0.6116 p2 +
4.6214 p+ 0.0571)−1.
show that the p−2 rate is very conservative and leads to smaller time steps than necessary
especially at low to medium degrees (p < 5). Therefore the 1D stability limit of Figure
3.3 is employed here for 2D domains too.
3.7 Performance of the 1D DG Euler system
This section presents the performance of the DG discretisation of the 1D Euler equations
via the subsonic nozzle flow. To assess the performance of the method with respect to
different polynomials a test on the nozzle is performed in which the best polynomial degree
in terms of accuracy and computational time is found. Furthermore, it demonstrates that
the method is able to reproduce smooth supersonic solutions without the use of limiters
or artificial diffusion if an appropriate polynomial degree and quadrature rule are used.
In this section and in all the tests that follow, the error is defined as the L2 norm of
the difference between the exact and the computed solutions, i.e.
ε = ||u− uexact||L2 (3.29)
where u is the relevant variable for the test. The exact Riemann advective numerical flux
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Figure 3.4: Subsonic nozzle flow: computed distribution of the Mach number
using three different polynomial degrees (p = 1, 5, 10) on a 10-element
grid.
and a fourth-order explicit Runge–Kutta time integration scheme are used.
3.7.1 Subsonic nozzle
The accuracy and performance of the DG method is here assessed through comparison
with the analytical solution of the subsonic compressible nozzle flow [61]. Given the area
distribution along the axis of the nozzle, A(x), the exact solution, in terms of the Mach
number Ma, is obtained from an iterative solution of the equation
A
A∗
=
1
Ma
[
2
γ + 1
(
1 +
γ − 1
2
Ma2
)] γ+1
2(γ−1)
(3.30)
where the A∗ is the area of the throat. The flow is assumed to be isentropic, i.e.
p
p0
=(
ρ
ρ0
)γ
, where p0 and ρ0 are the stagnation pressure and density, respectively. Under
these assumptions, the pressure is given by
p = p0
[
1 +
γ − 1
2
Ma2
]− γ
γ−1
(3.31)
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Figure 3.5: Convergence in the L2 norm for the subsonic nozzle flow problem:
error ε versus cost.
The nozzle area is described by A(x) = 1 + 2.2(x − 1.5)2 with A∗ = 0.8m, ρ0 =
1.16kg/m3 and p0 = 10
5Pa. The Mach number distribution is shown in Figure 3.4. The
nozzle is discretised with 10 elements and various Legendre polynomial degrees. The
accuracy of the solution increases and the magnitude of the jumps at element interfaces
reduces as the degree of the polynomial increases.
The performance of the DG method is assessed through the computational cost re-
quired to achieve a certain accuracy as a function of the polynomial degree. Given that
the steady-state solution is computed by advancing in time, the computed solution is
taken to be the solution obtained at a finite time T , large enough to ensure convergence
to steady state. Therefore, the cost of the simulation relative to a first-order solution
(p = 0), C(p), to calculate the solution at a time T using a polynomial of degree p is
defined as
C(p) = cost(p)
cost(0)
=
CPU(p)
CPU(0)
CFL(0)
CFL(p)
N (3.32)
where CPU(p) is the CPU time required to compute one timestep using polynomials of
degree p. Figure 3.5 shows the relation between solution accuracy, represented by the
error ε, and computational cost for various polynomial degrees ranging from 1 to 25.
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Figure 3.6: Cost of DG simulation as a function of the polynomial degree for
different values of the error.
From these curves, it is possible to achieve optimal performance through a judicious
choice of polynomial degree for a given accuracy. The best degree may be found plotting
the computational cost versus the polynomial degree for various levels of accuracy as in
Figure 3.6. The optimal performance corresponds to a minimum that is achieved in the
interval 5 ≤ p ≤ 7 for 10−12 ≤ ε ≤ 10−6. Therefore there is no performance advantage in
using polynomials of degree higher than seven.
The nozzle problem is also used to assess the supersonic solution in § 3.7.2.
3.7.2 Supersonic nozzle
The nozzle solution described in § 3.7.1 is here calculated for a supersonic flow. This
test is presented in order to show an example of the instability that may occur when the
polynomial space used is not appropriate.
The subsonic nozzle solution was obtained using the same polynomial approximation
for the flux variables and the solution; the choice did not create any instability and the
logarithmic p-convergence was recovered. However, when the same polynomial degree is
53
3. 1D Euler system: the numerical discretisation
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 0  0.5  1  1.5  2  2.5  3
M
ac
h 
nu
m
be
r
Nozzle - [m]
GaussLobattoJacobi - p = 2, pF = 3
GaussJacobi -     p = pF = 2
GaussLobattoJacobi -     p = pF = 2
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approximation of the fluxes.
used in the supersonic solution and the equations are integrated explicitly for a long time,
the solution experiences an instability that leads to either a wrong converged final result
or even to non-convergence of the solution.
In Figure 3.7 the supersonic solution of the nozzle flow for different combinations of
quadrature points distribution and polynomial degree approximation is shown. Using the
same polynomial degree for the integration of the variables and fluxes leads to instability in
the throat of the nozzle, Ma= 1, if a Gauss–Lobatto–Jacobi distribution of the quadrature
nodes is used. The instability disappears if a p + 1 polynomial is used in the flux term
or if a Gauss–Jacobi point distribution is implemented. Therefore, the method obtains
the exact solution of the supersonic nozzle flow without artificial diffusion only if an
appropriate set of quadrature points and polynomial degree is chosen [85].
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41D Euler system: application to the
pressure wave generated by a train entering
a tunnel
In this chapter the 1D area averaged Euler equations described in § 3.1 is applied for the
prediction of the pressure wave generated by a train entering and moving in a tunnel. The
equations are discretised with the DG approach described in Chapter 3 and already used in
the solution of the nozzle problem in Sections 3.7.1 and 3.7.2. The interest in modelling
the pressure wave field generated by a train entering a tunnel by a DG discretisation
arises from the ability of the DG method to propagate waves with minimum diffusion and
dispersion numerical errors [2, 123].
A brief introduction to the problem and the literature is presented in § 4.1. The source
term and the description of the area of the train are presented in § 4.2 where the augmented
set of Euler equation is described. § 4.3 presents the oscillatory behaviour of the results
obtained with a classical DG formulation, while a modification of the treatment of the
area to avoid this problem is described in § 4.4. Finally the method is validated against
field data taken in the Patchway tunnel near Bristol in § 4.5.
4.1 High speed train aerodynamics
Over the last 60 years, the maximum speed of trains has tripled, as indicated by its
evolution shown in Figure 4.1(a), and the demand for high-speed rail is steadily increasing,
see Figure 4.1(b). Even though the maximum speed refers to test run, the operational
speed of these trains currently reaches up to 360 km/h. The increase in speed introduces
a number of aerodynamic challenges for train operations both in open air and in tunnels.
These are discussed in various review articles, see for instance [109, 115, 129], but here
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the focus is on the generation and propagation of pressure waves generated by the motion
of trains inside tunnels [23, 48].
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Figure 4.1: (a) Progress of railway train speed, data from [65, 109] and (b)
planned projects of high-speed rail around the world, data from [144].
A train entering a tunnel generates a compression wave at the entry portal that moves
at the speed of sound in front of the train. The friction of the displaced air with the
tunnel wall produces a pressure gradient and, as a consequence, a rise in pressure in front
of the train. On reaching the exit portal of the tunnel, the compression wave is reflected
back as an expansion wave but part of it exits the tunnel and radiates outside as a micro-
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pressure wave, see e.g. [150] and references therein. This wave could cause a sonic boom
that may lead to structural vibration and noise pollution in the surrounding environment.
The entry of the tail of the train into the tunnel produces an expansion wave that moves
through the annulus between the train and the tunnel. When the expansion pressure wave
reaches the entry portal, it is reflected towards the interior of the tunnel as a compression
wave. These compression and expansion waves propagate backwards and forwards along
the tunnel and experience further reflections when meeting with the nose and tail of the
train or reaching the entry and exit portals of the tunnel until they eventually dissipate
completely [49].
The presence of this system of pressure waves in a tunnel affects the design and
operation of trains, and they are a source of energy losses, noise, vibrations and aural
discomfort for passengers. These problems are even worse when two or more trains are in
a tunnel at the same time. Aural comfort is one of the major factors determining the area
of new tunnels or the maximum train speed in existing ones. Current guidelines of the
International Union of Railways (UIC) [145] recommend a maximum pressure increment
below 4 kPa in any period of 4 s.
These issues and the ongoing speed-up of trains has brought much attention on the
aerodynamics behaviour inside and nearby tunnels and it has generated a wealth of litera-
ture on the modelling of such problems. Numerical simulations of the 3D flow generated
are currently possible but these flows are very difficult to model accurately due to the
presence of separation and turbulent transition. Some examples of such computations are
given in the references [71, 80, 91, 99]. Even if a simpler inviscid model is used, these
are computationally expensive simulations due to the need for the handling of bodies in
relative motion through the use of either sliding grids, overlapping grids or remeshing.
The accurate modelling of the turbulent flows near the nose and tail of the train is still
an open problem [82].
Area-averaged 1D simulations are the industry standard [46, 145] to produce guidelines
for passenger aural comfort as they are computationally much cheaper than 3D simula-
tions. Also, there is ample experimental evidence of the suitability of this approach for
modelling pressure waves, e.g. [159], even in short tunnels [119].
For moderate values of the train speed and blockage ratio, i.e. the ratio between the
areas of the train and the tunnel, it is acceptable to introduce simplifying assumptions
that lead to practical and inexpensive techniques. For instance, one could assume that,
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for low train speeds, the flow is incompressible, as in the subway environment system
[146], or, for moderate speeds, that the linear acoustic theory [63] is applicable, as in the
wave-signature approach [158].
For higher speeds and blockage ratios, the industry standard method of solution is the
method of characteristics [47, 49, 145, 151, 160]. In this approach, the nose and tail of
the train are treated as area discontinuities where the flows across the discontinuity are
linked by the equations of 1D steady flow with losses arising from 3D viscous flow effects
modelled using pressure loss coefficients. For modern trains, with long noses and tails,
their approximation as a discontinuity might not be suitable. This is often circumvented
by approximating the nose and tail in a stepwise fashion. An alternative approach is to
assimilate the motion of the train through the tunnel to a peristaltic flow produced by a
moving area and solve the associated system of governing equations using finite volume
discretisation techniques [8, 9, 113].
4.2 Modelling the problem
The system of equations used to describe the problem is the 1D area averaged compressible
Euler equations with source term (3.1), reported here for clarity
∂U
∂t
+
∂F(U)
∂x
= S(U) (4.1)
The DG discretisation of this system is performed following the procedure described in
Chapter 3. The approximate HLLC Riemann solver (3.10) is used as numerical advection
flux and Legendre polynomials with Gauss–Lobatto–Jacobi quadrature points as nume-
rical approximation. The time discretisation is carried out with a fourth-order SSPRK
method, described in § 3.6.
The initial conditions correspond to an empty tunnel with stationary air at atmo-
spheric conditions. The boundary conditions at the entry and exit portal of the tunnel
amount to prescribing atmospheric values of pressure and density.
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4.2.1 The source term
For this problem the source term S in the right-hand side of equation (4.1) is given by
S =


0
p∂A
∂x
0

+


0
Dm
Dh

+


0
Qm
Qh

 (4.2)
The first term results from the 1D approximation of variable area. The other terms
represent friction and heat transfer effects and they are taken into account through the use
of a “distributed loss” model [148, 149]. In this model, Dm and Dh are the momentum and
enthalpy dissipation associated with the viscous and turbulent stresses on the solid walls
and Qm and Qh are the momentum and enthalpy corrections for locally 3D flow regions.
Following [152] the viscous and turbulent terms are modelled through the experimental
friction coefficient of the train, Cft , and of the tunnel, Cfg , as
Dm = −
∮
σ
1
2
ρ
(
Cfgu|u|+ Cft(u− V )|u− V |
)
dσ
Dh = −
∮
σ
1
2
ρCft(u− V )|u− V | dσ
(4.3)
where V is the train velocity and σ denotes the perimeter of the cross section. The
correction terms Qm and Qh account for pressure variations due to 3D effects and model
the strength of the nose compression wave and of the tail expansion wave. According to
references [8, 9], these corrections can be taken to be functions of the variation of the area
due to the train nose and tail given by
Qm = Cd p
∂A
∂x
Qh = −Cd V p ∂A
∂x
(4.4)
where Cd is a coefficient that depends on the train velocity, the shape of the train nose
and tail and the blockage ratio β, i.e. the ratio between the cross-sectional areas of the
train and the tunnel.
It is important to notice that the vector of the variables U and the source term S
include the area and its derivative, respectively. Therefore they are projected into a
Legendre polynomial of a certain degree p; as it will be explained in § 4.3 the projection
causes major oscillations when dealing with discontinuous train shape functions.
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Figure 4.2: Notation used in the definition of the cross-sectional area A(x, t).
LT L AT A PT P β V
1140 m 100.3 m 22.61 m2 8.2 m2 18.19 m 9.83 0.3627 34.7 m/s
Table 4.1: Patchway tunnel data: LT , AT and PT denote the length, area and
perimeter of the tunnel, respectively; L, A and P denote the corre-
sponding values for the train; V is the speed of the train and β = A/AT
is the blockage ratio.
4.2.2 The shape of the train
The motion of the train within the tunnel is represented by the variation, in space and
time, of the cross-sectional area. The cross-sectional area may be represented by a piece-
wise function that approximates the tunnel and the train which may be divided into nose,
tail and middle body. Since initial attempts with discontinuous cross sectional area, as
used in schemes based on the method of characteristic (MoC), lead to instabilities, in the
first tests, a smooth function is selected for the description of the nose and tail of the
train, so that the cross-sectional area is C1 for all the length of the tunnel. This choice
avoids the introduction of artificial discontinuities in the simulation and facilitates the
study of the performance of the DG method. Moreover, this function gives some control
on the shape of the train nose and tail which can be made as sharp as required. Once the
method has been proven to work, realistic shapes can be introduced.
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The smooth approximation of the cross-sectional area is given by
A(x, t) =


AT x < xt,
AT
2
(
2− β + β cos(pi(x−xt)
Lt
)
)
x ∈ [xt, xt + Lt],
AT (1− β) x ∈ [xt + Lt, xn − Ln],
AT
2
(
2− β + β cos(pi(x−xn)
Ln
)
)
x ∈ [xn − Ln, xn],
AT x > xn,
(4.5)
where AT is the tunnel area, L is the length of the train and V its speed, Ln and Lt are
the lengths of the nose and of the tail of the train respectively, x is the coordinate along
the tunnel, and xn and xt = xn − L are the positions of the nose and tail at a given time
t. To illustrate the notation, a sketch of the area variation, at a given time, is shown in
Figure 4.2.
In what follows, and unless otherwise stated, the characteristics of the train and tunnel
are those given in Table 4.1. These correspond to measurements undertaken in the
Patchway tunnel near Bristol, U.K., [49]. The tunnel has a nominally constant area with
a single track placed along the tunnel centerline without airshafts.
4.3 Oscillations resulting from the discretisation of
the train shape
This section reports on some numerical difficulties encountered in the simulation of the
pressure wave generated by a train in a tunnel using the proposed DG methodology with
the smooth cosine nose and tail shape.
The results of an investigation of the effect of numerical resolution on the accuracy
of the pressure wave, calculated one second after the train nose reaches the entry portal,
are illustrated in Figure 4.3. In these plots the pressure wave generated by the entrance
of the nose of the train in the tunnel can be recognised at x ≈ 300 m, followed by the
pressure gradient generated by the friction on the walls. The position of the nose of the
train is given by the pressure drop on the left of the graphs at x ≈ 50 m.
Figure 4.3(a) shows an h-refinement where the polynomial degree was fixed at p = 2
and the solution was calculated using a sequence of meshes with 500, 4 000 and 16 000
elements. Figure 4.3(b) displays a p-refinement where a sequence of solutions is obtained
using a fixed mesh of 2 000 elements and polynomials of increasing degree p = 2, 5, 8.
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Figure 4.3: Effect of numerical resolution on the accuracy of the pressure wave:
(a) h-refinement where the polynomial degree is fixed (p = 2) and the
number of elements is increased from 500 (top) to 16 000 (bottom);
(b) p-refinement where the number of elements is kept constant (N =
2000) and the polynomial degree is increased from p = 2 (top) to
p = 8 (bottom). These results show the presence of oscillations due
to the projection of a moving area onto a fixed grid. These oscillations
decrease in amplitude as the mesh size decreases and the polynomial
degree increases.
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Figure 4.4: Variation of the constant ∆f with the polynomial degree.
These figures show that the numerical solution exhibits non-physical oscillations and
it can be observed that the amplitude of the oscillations decreases when the mesh size
is reduced and when the degree of the polynomial increases. This behaviour rules out
an explanation of their origin based on the Gibbs phenomenon often associated to the
numerical approximation of step gradients in the absence of artificial viscosity or limiters
[32, 70, 72].
Further, the computed solutions exhibit oscillations of diverse amplitudes but appear
to have similar frequencies. The frequency spectrum for different simulations is shown
in Figure 4.5. The analysis is carried out only in the time interval where the solution
is approximately linear (1 s ≤ t ≤ 2.5 s). A constant ∆f between two subsequent peaks
is noticeable and its variation with the polynomial degree is given in Figure 4.4. The
distance between two peaks is inverse proportional to the polynomial degree of the ex-
pansion. Moreover, the magnitude of the peaks decreases as the polynomial expansion
and the number of quadrature points is increased but higher frequencies are activated.
This result is in agreement with what observed qualitatively in the oscillations of the pres-
sure in Figure 4.3. In the following, it is argued that the oscillations are the consequence
of transient errors generated when the moving area A(x, t) is approximated by projecting
it onto the polynomial basis and integrated with a quadrature rule over the elements.
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Figure 4.5: Frequency spectrum for different polynomial degree and number of
elements. Peaks of frequencies are repeated at a constant ∆f ∝
(Qpp)
−1. The vertical axis represents the magnitude of the relative
error in the area.
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Figure 4.6: Errors in area (a) and its spatial derivative (b) at different times in-
duced by the projection of a moving area onto a fixed grid of 500 ele-
ments with p = 3. The time used in the graphs is non-dimensionalised,
t′ = V
∆xe
t, so that at t′ = 0 the nose of the train is entering the element
and at t′ = 1 it is leaving the element.
Due to the CFL stability constraint of the DG method, the timestep size is restricted.
This effectively means that the train travels a distance smaller than the element size
∆xe in a time interval ∆t. As a result of this, an error arises when approximating the
areas A(x, t) and A(x, t + ∆t) using the polynomial basis. The contention is that this
error is responsible for the oscillations observed in the numerical simulations. A more
representative time evolution of errors in area and its spatial derivative, calculated using
a mesh of 500 elements with p = 3, is depicted in Figure 4.6. These results clearly show
that the motion of the area and its spatial discretisation results in transient errors with a
frequency content that is a function of the train speed V .
In particular the projection and integration problems arise only in four precise points
of the area approximation that are the beginning and end of the nose and the train, where
the arbitrary shape has to join the constant area of the tunnel and the annulus between
the train and the tunnel. In these sections the grid element is composed by two parts
which correspond to the portion of the tunnel, where A(x, t) is constant, and the portion
where the train is.
The current DG formulation is able to integrate exactly every polynomial (given that
a sufficient number of quadratrue points is used) and to reproduce polynomials of any
degree on each element of the grid. However, when one of the critical points falls within
an element, the shape of the train is described by a constant value on the tunnel and
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by a sinusoidal function on the train. The shape of the train in that particular element
can not be approximated by a polynomial function. Therefore, an error is introduced
when the DG method projects the cross-sectional area in the space of polynomials. The
treatment of the shape function as a polynomial does not generate itself oscillations, but
these are generated when the approximation is applied at each time step to a function
that is moving within the same element. In this case the error introduced is not constant
but varies in time and space and, as the result, oscillations appear in the solution.
To avoid oscillations, the train may be moved one element per time step so that
the approximation of the shape of the train is always constant and therefore the error.
This can be accomplished by employing an implicit time step that can directly impose
∆t =
∆xe
V
. Even though the implicit formulation solve the problem, it is not time
efficient for the train problem as discussed in [106] where three implicit methods are
tested: relaxation, Newton–GMRES and Newton–LU. They result to be at least two order
of magnitude slower than the proposed explicit method. In order to be time competitive
the implicit CFL number should be raised to values of order O(103) that would impose a
∆t unsuitable for the train problem [103].
4.4 A new treatment of the train area
In the previous analysis the integration and projection of a discontinuous function are
found responsible for the oscillations obtained in the solution. In particular the discon-
tinuity introduced is connected with the approximation of the the shape of the nose and
tail of the train and their derivatives. In this section two modifications are proposed to
the treatment of the area in the equations to avoid the generation of oscillations in the
solution. In § 4.4.1 the cross-sectional area is removed from the variable vector eliminat-
ing the oscillations given by the projection of the area in a polynomial space. In § 4.4.2
an element splitting is applied to the four critical train locations to avoid the numerical
integration error.
4.4.1 Avoiding the projection in the polynomial space
The weak formulation of equation (4.1) is here modified and the area and its derivative
is taken out of the variable vector. This procedure avoids to project the area and its
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derivative in the polynomial space defined by the DG formulation. The vector of the
unknown and fluxes equation (3.2) are modified as
U = U˘A =


ρ
ρu
ρE

A F = F˘(U˘)A =


ρu
(ρu2 + p)
ρuH

A (4.6)
The original source term is split in three parts
S1 =


0
p
∂A
∂x
0

 S2 =


0
Dm
Dh

 S3 =


0
Cd p
∂A
∂x
−Cd V p ∂A
∂x

 (4.7)
Only S1 and S3 depend on the area, so that
S1 = S˘1
∂A
∂x
S2 = S˘2 S3 = S˘3
∂A
∂x
(4.8)
The original weak formulation of equation (4.1) is written as∫
Ω
v
∂U
∂t
dx+
∫
Ω
v
∂F(U)
∂x
dx−
∫
Ω
v S(U)dx = 0 (4.9)
Using equations 4.6 and 4.8, integrating by parts and introducing the numerical fluxes
F˘
u
, it can be written on each element
∫
Ωe
v
∂U˘
∂t
Adx+
∫
Ωe
v U˘
∂A
∂t
dx−
∫
Ωe
dv
dx
F˘(U˘)Adx+
[
v F˘
u
A
]xre
xle
−
∫
Ωe
v
[
S˘2(U˘) +
(
S˘1(U˘) + S˘3(U˘)
) ∂A
∂x
]
dx = 0
(4.10)
In the previous formulation, the variables, fluxes and source term were expanded according
to (3.13). Here the new expansions are defined as
U˘ |Ωe (xe(ξ), t) =
P∑
p=0
Lp(ξ)U¯p(t)
F˘(U˘ |Ωe (xe(ξ), t)) =
P∑
p=0
Lp(ξ)F¯p(t)
S˘i(U˘ |Ωe (xe(ξ), t)) =
P∑
p=0
Lp(ξ)S¯i,p(t) i = 1, 2, 3
(4.11)
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The principal advantage of this approach is that the projection of the area into the
polynomial space is eliminated. Therefore equation (4.10) becomes
∫
Ωe
Lq(ξ)
P∑
p=0
Lp(ξ)
∂U¯p
∂t
A(ξ)dx+
∫
Ωe
Lq(ξ)
P∑
p=0
Lp(ξ)
∂A(ξ)
∂t
U¯pdx
−
∫
Ωe
dLq(ξ)
dx
P∑
p=0
Lp(ξ)F¯pA(ξ)dx+
[
Lq(ξ)F˘
u
A(ξ)
]xre
xle
−
∫
Ωe
Lq(ξ)
P∑
p=0
Lp(ξ)
[
S¯2,p +
(
S¯1,p + S¯3,p
) ∂A(ξ)
∂x
]
dx = 0 q = 1, . . . , P
(4.12)
To write the compact matrix formulation the matrices are defined as
MApq =
1∫
−1
Lq(ξ)Lp(ξ)A(ξ, t)dξ
M∂Apq =
1∫
−1
Lq(ξ)Lp(ξ)
∂A(ξ, t)
∂t
dξ
MSpq =
1∫
−1
Lq(ξ)Lp(ξ)
∂A(ξ, t)
∂ξ
dξ
FApq =
1∫
−1
dLq(ξ)
dξ
Lp(ξ)A(ξ, t)dξ
(4.13)
and the formulation now reads
MA∂U¯p
∂t
+M∂AU¯p − FAF¯p +
[
Lq(ξ)F˘
u
A(ξ, t)
]xr
xl
−MAS¯2,p −MS
(
S¯1,p + S¯3,p
)
= 0
(4.14)
In the new formulation, the area and its derivative have been extracted from the vectors
and they assume the exact value in each quadrature point. This operation also generates
a new term in the equations which is related to the derivative of the area along the tunnel.
The implication of this is that the matrices in the elements on the nose and train are not
longer constant but vary with the position. Even though this operation increases the
computational cost of the simulation, the increment is proportional only to the number
of elements describing the extremities of the train which are only a small fraction of the
total number of the elements in the tunnel.
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The removal of the area from the variable vector reduces the oscillations in the solution
but it does not remove all of them. Some oscillations still remain due to the matrices
introduced in 4.13. In the next section the critical elements is split in order to eliminate
also this remaining error.
4.4.2 Splitting the critical elements
The evaluation of the matrices of (4.14) still needs to integrate a discontinuous function
in four locations over the train (i.e. nose, midnose, tail and midtail). The numerical inte-
gration is here performed via a Gaussian integration formula that may be demonstrated
to be exact for polynomials but is only approximate for other functions. The order of
this approximation increases when a larger number of points is used. Moreover, dealing
with a moving area, the approximation is not constant but it varies in time, leading to
the creation of oscillations in the solution. Essentially the train “changes” its shape at
each time step and it generates a pulsing behaviour with a precise frequency spectrum.
In order to exactly integrate the critical elements they are split in two parts using as
new boundary point the position where nose (or tail) starts (or ends). The procedure
allows to integrate the two parts independently, so that the integral formula has no dis-
continuity in the area or in its derivatives. On these four particular elements, the matrices
in equation (4.14) are then written as
Mpq =
ξM∫
−1
Lq(ξ)Lp(ξ)A(ξ)dξ +
1∫
ξM
Lq(ξ)Lp(ξ)A(ξ)dξ (4.15)
where ξM is the position of the critical point in the reference element. Applying a Gaussian
quadrature rule, the discretised equation becomes
Mpq =
iM∑
i=1
wiLq(ξi)Lp(ξi)A(ξi, t) +
Qp∑
i=iM
wiLq(ξi)Lp(ξi)A(ξi) (4.16)
where iM is the index of the added critical point. The number of quadrature points
used in each part of the split element are independent and they need to be set in order to
integrate exactly the functions. The Gaussian quadrature formula is exact for a (2Qp−1)th
polynomial. Tests have proved that with more than 3 integration points the integral is
accurate enough for the used shapes.
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Figure 4.7: Train nose shapes. The name of the shapes in the caption refer to the
notation used in [66, 79].
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Figure 4.8: Train nose shape derivatives. The name of the shapes in the caption
refer to the notation used in [66, 79].
4.4.3 A stable non-oscillatory method with real train shapes
As already mentioned, a sinusoidal shape of the train as equation (4.5) is often used
since it avoids discontinuities in the description of the area and its derivatives at the
extremities of the train [9]. However, since the initial pressure gradient is mostly affected
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by the nose shape, the sinusoidal approximation may lead to miscalculation of relevant
aerodynamic phenomena. Therefore, the nose and tail of the train are described using
fifth degree polynomial expansions of real shapes. The approximated shapes are common
train shapes (i.e. Shape 0, 100, 300. Notation from [79]) and an optimised shape which
minimises the sonic boom at the portal of the tunnel, obtained in [66]. The various nose
shapes are shown in Figure 4.7 and their derivatives in Figure 4.8.
The cosine shape is the only function that presents null derivative at the beginning
of the nose and connects smoothly to the tunnel. Although having a zero derivative on
the mid-nose, all the other shapes present a non-zero value at x = 0 introducing a large
discontinuity in the description of the derivative of the cross-sectional area of the train.
The modifications introduced in the previous section eliminates the oscillations in the
solution observed with smooth C1 function (i.e. cosine). The results of Figure 4.3 are
reproduced using the new formulation in Figure 4.9. The pressure wave appears to be free
from oscillations even if a low polynomial degree (p = 2) and a coarse mesh (N = 500)
are used. For low hp-resolutions, an unphysical wave is generated at the beginning of the
pressure wave, but it disappears if the number of elements is increased or a polynomial
expansion of higher degree is used. The new formulation also produces non-oscillatory
results if a C0 nose shape is implemented. The pressure waves generated by the different
shapes presented in Figure 4.7 are shown in Figure 4.10. The gradients of the initial
pressure wave is strongly influenced by the shape of the nose and there is a direct relation
between the shape of the train and the pressure wave that it generates. Therefore, the
front of the train has to be designed carefully in order to avoid the formation of strong
pressure gradients in the initial compression wave. This may cause environmental noise at
the tunnel portals and lead to uncomfortable pressure gradients to the passengers inside
the tunnel.
Also the length of the train nose affects both the intensity and the gradient of the
pressure wave in front of the train. Figure 4.11 shows the pressure wave for different
C1 nose lengths. These results shown where obtained using a uniform mesh size ∆xe
such that the nose is always discretised using 20 equi-spaced elements and a polynomial
approximation with p = 3. These results are numerically converged in the sense that
solutions with P > 3 differ very little from the ones shown here.
The results indicate that the peak pressure in the wave is not significantly affected by
the length of the nose. However, the slope of the wave front decreases as the length of
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Figure 4.9: Effect of numerical resolution on the accuracy of the pressure wave:
(a) h-refinement where the polynomial degree is fixed (p = 2) and the
number of elements is increased from 500 (top) to 2 000 (bottom);
(b) p-refinement where the number of elements is kept constant
(N = 800) and the polynomial degree is increased from p = 2 (top) to
p = 8 (bottom). These results are obtained with the new formulation
and they show the absence of oscillations in the solution.
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Figure 4.10: Pressure wave generated by different shapes of the nose of the train
(p = 5), N = 2000.
the nose increases. This agrees with the results presented in [92] and it has important
practical implications as the strength of the micro-pressure waves at exit portals of the
tunnel increases with the slope of wave front. The use of a numerical scheme, such as the
proposed DG, with low dissipation and dispersion errors, is advantageous in this context.
The main reason is that numerical distortion, due to the lack of resolution of the scheme
or the grid, may result in significant errors in the computed value of the pressure gradients
for strong pressure waves (e.g. above 2 kPa) [150].
4.5 Validation against field data
The purpose of this section is to validate the DGmethod for the modelling of train-induced
pressure waves in tunnels by comparing its numerical results against measurements taken
in the Patchway tunnel [49]. The tunnel data is given in Table 4.1.
The numerical solution is compared against experimental data after partial calibration
of the various empirical parameters in the source term (4.2.1) that accounts for 3D effects
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Figure 4.11: Effect of changing the length of the nose (Ln = 1, 2.5, 5, 10 m) on
the pressure wave generated by the train. The results were obtained
with p = 3.
and friction. The computed results are presented in Figure 4.12.
The values of the pressure losses coefficient at the nose and the wall friction have been
chosen to match the initial pressure rise at the section located 100m from the entry portal,
shown in Figure 4.12(b). These values are Cd = 0.024 at the nose and Cft = 0.063 for the
train wall friction. The value of the tunnel friction coefficient is taken to be Cfg = 0.03
which approximately corresponds to the tunnel roughness quoted in [49]. The coefficient
of pressure losses at the tail was taken to be Cd = 0.007 to match (also at 100m from
the entry portal) the pressure drop, due to the rarefaction wave, after the initial pressure
rise.
Figure 4.12(a) shows contours of the pressure raise in the tunnel using a x−t diagram.
These results illustrate that the DG method represents well the complex wave motion and
reflection patterns within the tunnel. More importantly, the low numerical dispersion and
diffusion of the DG method are evident by its ability to sharply represent those patterns
for the duration of the transit of the train in the tunnel. Snapshots of the pressure raise
along the tunnel at 1, 5 and 10 seconds from entry are depicted in Figure 4.12(d,e,f).
As one would expect and Figure 4.12(a) shows, there is good agreement between the
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Figure 4.12: Computed pressure increments ∆p in the Patchway tunnel: (a) Con-
tours of ∆p in the x − t plane; (b,c) comparison of the calculated
(solid line) and experimental (dashed line) time histories of ∆p at
section located at 100m and 500m, respectively, from the entry por-
tal of the tunnel; (d,e,f) variation of ∆p along the tunnel at 1, 5 and
10 seconds from the time of entry in the tunnel. The mesh employed
for the calculations contains 500 elements with p = 5.
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Figure 4.13: CPU time to simulate one second (of real time) on a grid of 1000
elements for different polynomial degrees respect to the CPU time
with p = 0 (finite volume).
computed solution and the experimental data at x =100m. Fig. 4.12(b) presents the
same comparison at a station located 500m for the tunnel entry. Here the position of the
reflected waves is captured well and there is also good agreement with the field data at
the initial stages, say within the next five seconds from entry, but later the amplitude of
the pressure peaks are overestimated. A common problem with 1D methods is that they
tend to under predict the level of wave attenuation.
Even though a better calibration of the parameters of the empirical “distributed loss”
model could improve the matching of the field data, this is beyond the scope of this work
and furthermore there might also be other reasons for the mismatch. For instance, the
cross section of the tunnel is only nominally constant and area variations will have an
effect. Further, possible attenuation effects on the wave strength due to the presence of
ballast are not accounted for either. The magnitude of these variations and the associated
aerodynamics effects is discussed in [160]. Further improvements in the modelling of the
reflected waves could be achieved by modelling the train as a porous body as suggested
in [104].
The CPU time required to simulate the problem during the first second on a grid
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of 1000 elements is shown in Figure 4.13. Starting from the polynomial of fifth degree,
the relation between time and polynomial degree is exponential. This is reasonably close
agreement with the optimal polynomial values found in § 3.7.1.
4.6 Final considerations
The application of the DG method to the train/tunnel problem discussed in this chapter
has some undoubtedly advantages. It permits a better description of the shape of the
train which may be approximated with a polynomial of any degree, in contrast with a
step-like description available on methods based on the method of characteristic (MoC).
This method provides a better understanding of the features in the flow and a more precise
prediction of the maximum pressure and pressure gradient in the problem. Moreover, the
DG method increases the accuracy of the simulation varying the degree of the polynomial,
without modifying the grid. Furthermore, the use of the Euler system for the solution
allows to eliminate the isentropic flow assumption and to add a heat source, so that the
code may be modified in order to simulate more realistic entropic and non-adiabatic flows
(for example, dealing with fire).
However, the biggest limitation of the DG code is related to the computational re-
sources and time required for completing the simulation. Figure 4.13 has already shown
the ratio between a finite volume method and the DG method here presented. This be-
comes even more problematic when the DG time is compared with a MoC method [137].
The ratio between the time of a simulation performed with the MoC and the linear DG
(p = 1) is O(102).
To conclude, the method has demonstrated to be competitive with commercial code
in terms of accuracy, and it enables to simulate more realistic flows. However, the time
required to complete a simulation makes the method, in its present form, unpractical for
this kind of problems.
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the numerical discretisation
This chapter extends the numerical solution described in Chapter 2 to the 2D Euler and
Navier–Stokes governing equations. The spatial discretisation via the DG approach is
summarised in § 5.1. The formulation can be easily derived from the discretisation pre-
sented for the 1D case in § 3.2, therefore only the main steps are described. The time
integration is carried out using a fourth-order Runge-Kutta method as already described
in § 3.6. The diffusion term is introduced in § 5.2 and the diffusive numerical flux is
presented in § 5.3.2. The artificial diffusion introduced for the treatment of flow disconti-
nuities in the Euler equations is also presented here as the same discretisation of the term
is used. The polynomial basis and matrix formulation used are described in § 5.4 and
§ 5.5, respectively. The quadrature rule used is discussed in § 5.6. Finally, § 5.8 presents a
variable polynomial formulation of the DG formulation. The numerical implementation
is documented in § 5.8.1 and its application to the artificial diffusion sensor is described
in § 5.8.2.
5.1 Spatial discretisation
The starting point for the derivation of the discretised form of the Navier–Stokes equations
is equation (2.13) which is written here as
∂U
∂t
+∇ · F(U)−∇ · Fv(U) = 0 (5.1)
where the inviscid and viscous fluxes are given by equations (2.3) and (2.14), respectively.
The spatial discretisation follows the steps described in § 3.2 for the 1D DG Euler formu-
lation. Let again Ω be the physical domain with boundary ∂Ω in which the solution U
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is sought. The domain Ω is divided into a mesh of N non-overlapping elements Ωe with
boundary ∂Ωe, such as Ω =
N⋃
e=1
Ωe. In order to obtain the Galerkin discretisation the
discrete space defined in (3.3) is used, together with the discrete vector space that will be
used in the diffusive term, defined as
Wδ := {w ∈ (L2(Ω))2 : w |Ωe ∈ (Pp(Ωe))2, ∀Ωe ∈ Ω} (5.2)
The weak formulation of equation (5.1) can now be derived multiplying by a smooth
test function and integrating over the whole domain Ω∫
Ω
v
∂U
∂t
dx+
∫
Ω
v∇ · F(U) dx−
∫
Ω
v∇ · Fv(U) dx = 0 (5.3)
For sake of clarity, in the following the formulation is presented for a generic scalar variable
u as ∫
Ω
v
∂u
∂t
dx +
∫
Ω
v∇ · F (u) dx−
∫
Ω
v∇ · Fv(u) dx = 0 (5.4)
Carrying out the integration over the elemental regions Ωe, approximating u by a polyno-
mial expansion uδ ∈ Vδ and a test function vδ ∈ Vδ, and integrating the fluxes by parts,
the 2D-DG Navier–Stokes discretised system is obtained as∫
Ωe
v
∂u
∂t
dx +
∮
∂Ωe
v F (u) · n ds−
∫
Ωe
∇v · F (u) dx−
∮
∂Ωe
v Fv(u) · n ds +
∫
Ωe
∇v · Fv(u) dx = 0, e = 1, . . . , N
(5.5)
where s is the coordinate along the boundary of the element with normal n. For simplicity,
the δ subscript denoting a discrete representation has been removed.
The boundary terms are related both to the advection and the diffusion terms. The
advective flux is discretised as in § 3.2 and § 3.3. The diffusive flux (2.14) is a first-
order non-linear flux that needs to be treated with much more attention. Reference [164]
discusses different formulations for the diffusive term and a simple average of fluxes in
the boundary terms is demonstrated to lead to an inconsistent formulation. Therefore,
various alternative methods have been proposed in literature and their mathematical
framework and properties are discussed and compared in [69]. Here the diffusive flux is
calculated according to the local discontinuous Galerkin (LDG) method. Its discretisation
is discussed in more detail in § 5.2 and § 5.3.2.
79
5. 2D Euler and Navier-Stokes system: the numerical discretisation
5.2 Diffusion terms
To describe the discretisation of the diffusive term in the equations in simple terms, and
yet without lack of generality, a second-order linear elliptic problem with homogeneous
boundary conditions is introduced as
−∇2u = f in Ω
u = 0 on ∂Ω
(5.6)
Setting u = U, the expression represents the diffusive term that introduces the artificial
dissipation in the treatment of flow discontinuities and using ∇u = Fv(U), it represents
the viscous terms of the weak formulation (5.5).
Following the procedure explained in the previous section, the weak formulation of
equation (5.6) could be obtained using an average of the variables at both sides of the
interface to calculate the corresponding flux (at the interface). Although this possibility
may seem the most natural choice, it has been shown in [39] that the resulting scheme is
inconsistent. A consistent formulation is obtained instead through a change of variables
as described in [12]. Introducing the auxiliary variable q = ∇u, equation (5.6) can be
rewritten as a system of two first-order equations
−∇ · q = f in Ω
q = ∇u in Ω
u = 0 on ∂Ω
(5.7)
Using the two discrete spaces defined by equations (3.3) and (5.2), the weak formulation
of equation (5.7) can be written as∫
Ωe
v f dx =
∫
Ωe
∇v · qdx−
∮
∂Ωe
v q · n ds
∫
Ωe
w · q dx = −
∫
Ωe
∇ ·w u dx+
∮
∂Ωe
w · unds
(5.8)
where q˜ = q · n and u˜ = un are the numerical fluxes. Their approximation will be
discussed in § 5.3.2. In the following, diffusive numerical fluxes will be denoted by a
superscript tilde.
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5.2.1 Artificial diffusion
When artificial diffusion is introduced to deal with flow discontinuities, the Euler system
(2.2) is augmented by a variable diffusivity term to get
∂U
∂t
+
∂F(U)
∂x
= ∇
(
µd(U)∇U
)
(5.9)
where µd(U) > 0 is the diffusion coefficient which depends upon the solution. The form
of the diffusion coefficient µd is discussed in § 5.8.2. The weak form of the augmented
Euler system is now∫
Ωe
v
∂Ui
∂t
dx+
∮
∂Ωe
v F ui (U) ds−
∫
Ωe
∇v · Fi(U) dx+
∫
Ωe
v fi dx = 0
∫
Ωe
v fi dx =
∫
Ωe
µd∇v · qi dx−
∮
∂Ωe
µd v q˜i ds
∫
Ωe
w · qi dx = −
∫
Ωe
∇ ·w Ui dx +
∮
∂Ωe
w · U˜i ds, ∀e, i = 1, · · · , l
(5.10)
where l is the dimension of the vector of unknowns U.
5.2.2 Viscous terms
Similarly the weak form of the Navier–Stokes system (5.5) can be derived using a similar
approximation for the viscous term. First, the derivatives of the vector of non-conservative
variables W = [u, v, T ]T are calculated as∫
Ωe
w · qi dx = −
∫
Ωe
∇ ·w Wi dx +
∮
∂Ωe
w · W˜i ds, i = 1, · · · , l (5.11)
where l is the dimension of the vector of unknowns W. The matrix q = [∇u, ∇v, ∇T ]T
is used to calculate the heat conduction Q and the shear stresses τ as in equations (2.12)
and (2.15), respectively. The viscous fluxes are obtained using equation (2.14) and the
second step of the approximation of the diffusion operator can be written as∫
Ωe
v fi dx =
∫
Ωe
∇v · Fvi(U) dx−
∮
∂Ωe
v F˜vi(U) ds, i = 1, · · · , l (5.12)
Finally the viscous flux vector is added to complete the Navier–Stokes equations and the
problem may now be stated as find (Ui×q) ∈ (V ×W), so that for all (v×w ) ∈ (V ×W)
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Figure 5.1: Left and right states at the interface between elements in 2D.
and for all Ωe ∈ Ω, they satisfy the equations∫
Ωe
v
∂Ui
∂t
dx+
∮
∂Ωe
v F ui (U) ds−
∫
Ωe
∇v · Fi(U) dx+
∫
Ωe
v fi dx = 0, i = 1, · · · , l (5.13)
5.3 Numerical fluxes
The next two sections describe the numerical fluxes required to complete the discretisation
of the boundary term integrals in (5.13) and 5.10.
5.3.1 Advective numerical flux
The discussion carried out in § 3.3 can be directly applied to the 2D case after applying
dimensional splitting to the velocity. This operation reduces the Riemann problem to a
1D problem in the normal direction to the interface on each quadrature point. The flux
depends on the variables at the sides of the interface, so that the flux is still written as
Fu = Fu(U−n ,U
+
n ) where Un = U ·n. The superscripts + and – are introduced to refer to
right and left state of the interface, respectively. Here the left state is always considered
to be internal to the element as shown in Figure 5.1.
5.3.2 Diffusive numerical flux
Similarly to the advection case, the discretisation of the viscous terms needs the definition
of a numerical flux that allows information to pass between adjacent elements. This work
uses the LDG numerical flux proposed in [34] as it guarantees the higher convergence
rate (i.e. p + 1) for any polynomial degree when compared to other proposed numerical
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diffusion schemes. Referring to equation (5.8), the LDG numerical fluxes are expressed
as
u˜ =
1
2
(u− + u+)− β(u− − u+)
q˜ =
1
2
(q− + q+) + β(q− − q+)− (η/h)(u− − u+)n
(5.14)
where η > 0 is a stabilisation parameter and h is a typical length of the problem. Here
h is defined as the average height of an element. The stabilising η parameter introduces
some artificial diffusion in the numerical flux and its effect is to define how strongly the
interface condition is enforced. Here η is set to zero, i.e. minimal diffusion, since none
of the simulations carried out here experienced any sort of instability related with the
interface fluxes.
The formulation (5.14) is written in a general form where the parameter 0 < β < 1
has not been specified. In particular the Bassi–Rebay method [14] is recovered by setting
β = 0 or the method of Shu [127] by setting β =
1
2
. This last choice is used here because
it leads to a minimal stencil for the LDG method (only neighbour cells contribution is
requested) and it has been demonstrated to be the more accurate and computationally
efficient than other numerical fluxes for diffusion [67]. Moreover, this choice permits to
alternate the internal and external values of the variables in the two equations and, in
particular, it assigns the external value to the variable u and the internal value to the
vector q, i.e.
u˜ = u+ q˜ = q− (5.15)
Alternating the internal and external values as numerical fluxes eliminates the need to
set boundary conditions for the auxiliary variable q. This advantage is not sufficiently
stressed in literature, but it is very important since it makes the scheme the best choice
for a DG implementation. As discussed in Chapter 2, the boundary conditions are related
to the original variables of the problem, here indicated as u, but no boundary condition
can be easily defined for the auxiliary variables q. For instance, in equation (5.11) it
is not possible to impose any boundary condition on the shear stresses, as they are the
“unknowns” of our problem. Considering a boundary edge and equation (5.15), the
external value (+) is needed only for the variable u, while q is defined only by internal
values (−). The fact that the internal value of q is used as boundary condition permits to
avoid lifting, i.e. extracting the solution from the problem, which is otherwise necessary
on the boundary, as, for example, in the Bassi–Rebay method [14].
83
5. 2D Euler and Navier-Stokes system: the numerical discretisation
(a) (b)
Figure 5.2: Standard regions for the quadrilateral (a) and triangle (b) expansions
in Cartesian coordinates (ξ1, ξ2).
5.4 Orthogonal and modified expansions
Here the 2D expansion base used on quadrilateral and triangular regions are described.
The DG method uses a polynomial expansion of arbitrary degree p in each elemental
region. The choice of the polynomial expansion for the discretisation is driven by the
computational cost of the basis and its efficiency.
Two different expansions are used in this work. An orthogonal expansion is often
used in the DG framework since it permits to have small matrices and facilitates matrix
operations. However, orthogonal and hierarchical expansions are used only for the pro-
jection of the basis needed in the calculation of the sensor. This is described in § 5.8. A
modified semi-orthogonal expansion is used instead for the general solution of the flow.
The difference between the two base and the advantages of using a modified basis will be
described in the following.
As in the 1D case, it is convenient to introduce standard regions on a Cartesian
coordinate system where the 2D expansion basis may be easily constructed as a tensor
product of 1D basis along the coordinates. This system of coordinates also permits to take
advantage of the standard 1D methods for integration and differentiation [67]. Figure 5.2
depicts the standard quadrilateral and triangular regions.
In a quadrilateral, the standard region is defined as
ΩQref = {(ξ1, ξ2)| − 1 ≤ ξ1, ξ2 ≤ 1} (5.16)
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Figure 5.3: Collapsed coordinate system: mapping between the reference triangle
and the quadrilateral [67].
and the associated 2D basis as
φpq(ξ1, ξ2) = Ψp(ξ1)Ψq(ξ2) = Lp(ξ1)Lq(ξ2), 0 ≤ p, q, p ≤ P, q ≤ Q (5.17)
For triangles, a collapsed coordinate system is introduced to take advantage of the
tensor properties of the 1D expansion and also to use the same integration and differen-
tiation procedures both for quadrilaterals and triangles. In order to construct a tensorial
basis, 2D regions which are bound between two constant limits need to be developed. This
arises naturally in the quadrilateral regions, but to achieve it in the triangular region, a
set of collapsed Cartesian coordinates is defined where a triangular region is projected
onto a quadrilateral region (see Figure 5.3). The standard triangular region is
ΩTref = {(ξ1, ξ2)| − 1 ≤ ξ1, ξ2 ≤ 1, ξ1 + ξ2 ≤ 0} (5.18)
and the collapsed coordinates are defined by the relations
η1 = 2
1 + ξ1
1− ξ2 − 1
η2 = ξ2
(5.19)
where η1 and η2 are the co-ordinates of the new quadrilateral region defined as
ΩTref = {(η1, η2)| − 1 ≤ η1, η2 ≤ 1} (5.20)
In the collapsed coordinate system the vertex of the standard triangle (ξ1, ξ2) = (−1, 1) is
the image of the top edge, η2 = 1, of the standard quadrilateral so that the ray coordinate
in the triangle becomes the vertical coordinate of the quadrilateral as shown in Figure
5.3.
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The 2D orthogonal basis on the triangle is then constructed using Legendre poly-
nomials, Lp, in the first direction and modified Jacobi polynomials, P
m
pq , in the second
direction as
φpq(ξ1, ξ2) = Ψp(η1)Ψpq(η2) = Lp(η1)P
m
pq (η2)
Pmpq (η2) =
(
1− η2
2
)p
J α,βq (p, η2)
(5.21)
where the Jacobi polynomial J α,βq (p, η2) is the solution of the singular Sturm–Liouville
equation in the region −1 ≤ η2 ≤ 1. Reference [67] introduces the Jacobi polynomials
with (α, β) = (2p+ 1, 0), so that they are given by the solution of
d
dη
[
(1− η)2p+2(1 + η) d
dη
Jq(p, η)
]
= −q(2p+ q + 2)(1− η)2p+1Jq(η) (5.22)
The resulting 2D space is shown in Figure 5.4 for p = q = 4.
The 2D modified semi-orthogonal expansion for the standard quadrilateral and trian-
gular regions is depicted in Figure 5.5. The expansion is defined as
Ψp(ξ1) =


1− ξ1
2
p = 0
1− ξ1
2
1 + ξ1
2
J 1,1p−1(ξ1) 1 ≤ p < P
1 + ξ1
2
p = P
Ψpq(ξ2) =


Ψp(ξ2) p = 0, 0 ≤ q ≤ Q
1− ξ2
2
p+1
1 ≤ p < P, q = 0
1− ξ2
2
p+11 + ξ2
2
J 2p+1,1q−1 (ξ2) 1 ≤ p < P, 1 ≤ q < Q
Ψp(ξ2) p = P, 0 ≤ q ≤ Q
(5.23)
The idea of the modified basis is to split the orthogonal expansion in a internal con-
tribution, which is zero on the boundaries of the elements, and a boundary contribution
that assumes non-zero values on the boundary. The difference between the orthogonal
and the modified basis may be observed by comparing the orthogonal triangular expan-
sion in Figure 5.4 and the modified triangular expansion in Figure 5.5(b). This basis was
originally developed for continuous Galerkin discretisations where C0 continuity is nor-
mally required and it is constructed in such a way that the imposition of global continuity
does not completely destroy the orthogonality of the global expansion. Although this
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Figure 5.4: Two dimensional modal expansions with orthogonal basis on a trian-
gle with p = q = 4 [67].
requirement is eliminated in the DG and the continuity of the solution is not imposed,
the use of the semi-orthogonal basis can still be attractive. The advantage comes from
the observation that the boundary contribution in the orthogonal expansions comes from
all the 2D polynomial base and therefore it contains p2 contributions, while the boundary
solution is described only by a 1D edge polynomial of maximum degree p in the modified
expansion. This introduces computational savings when dealing with the boundary term
in the equations. The cost of the evaluation of the boundary term using the orthogonal
expansion is of order p2, while it is only of order p with the modified expansion. Fur-
ther, the saving increases when a higher polynomial expansion is used. The mass matrix
that results from using the modified expansion basis is no longer diagonal, but it can be
assembled as a block-diagonal matrix that can be solved efficiently.
5.5 Matrix formulation
This section presents the discretisation leading to the matrix form of the Euler equations
with artificial diffusion (5.10) and of the Navier–Stokes equations (5.13).
After choosing an appropriate polynomial basis, the system of equations (5.10) can be
conveniently written in matrix form for a generic expansion basis φpq. The test function
and the conservative variables are expanded as
v |Ωe (xe(ξ1, ξ2)) = φpq(ξ1, ξ2) (5.24)
U |Ωe (xe(ξ1, ξ2), t) =
P∑
p=0
Q∑
q=0
φpq(ξ1, ξ2)Uˆpq(t) (5.25)
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Figure 5.5: Two dimensional modal expansions with modified basis with p = q =
4 [67].
that may be conveniently written as
U = BUˆ (5.26)
This expression is known as backward transformation as it transforms any variable from
the coefficient space Uˆ to the physical space U. The diagonal matrix that contains
the Gaussian quadrature weights multiplied by the Jacobian at the quadrature points is
defined as
W = [Wm(ij)n(rs)] = [Jijwiwjδmn] (5.27)
where Jij is the value of the Jacobian at the quadrature point ij, the indices i, j correspond
to the directions ξ1 and ξ2, respectively, and m(ij) = n(ij) = i+ j ·Qp1. Using∫
Ωe
u(x)dx =
∫
Ωref
u(ξ)|J |dξ (5.28)
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the mass matrix
M =
∫
Ωref
φpq(ξ)φrs(ξ)dx (5.29)
can now be expressed as
M = BTWB (5.30)
To introduce the diffusion term, a differentiation operator has to be defined. Following
the procedure detailed in [67], if hr and hs are 1D Lagrange polynomials defined on the
quadrature points in the two orthogonal directions and (Qp)1 and (Qp)2 are the number
of quadrature points in the two orthogonal directions, the differentiation operator can be
written as
∂u
∂ξ1
∣∣∣∣
ij
=
(Qp)1∑
r=0
(Qp)2∑
s=0
dhr
dξ1
∣∣∣∣
i
hs|j urs (5.31)
where urs is the physical value of the variable u defined in the (ξ1r, ξ2s) quadrature point.
The expression may be also applied to the vector of conservative variables, so that the
matrix can be written as
∂U
∂ξ1
= Dξ1U (5.32)
For a generic function f , the diagonal coefficient matrix Λ(f) that transforms the diffe-
rentiation matrix from the reference element to the global coordinates is written as
Λ(f) = [Λmn(f)] = [fijδmn] (5.33)
The final form of the differentiation matrix is written as
∂U
∂x
=
∂ξ1
∂x
∂U
∂ξ1
+
∂ξ2
∂x
∂U
∂ξ2
=
[
Λ
(
∂ξ1
∂x
)
Dξ1 +Λ
(
∂ξ2
∂x
)
Dξ2
]
U (5.34)
Finally, the inner product operator expression for a generic vector X = [X1, X2]
T is
condensed in a unique operator as∫
Ωe
∇v ·X dx = (DxB)TWΛ(X1) + (DyB)TWΛ(X2) = I(X) (5.35)
and defining ∮
∂Ωe
vX ds = b(X) (5.36)
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the complete system, with the pure Laplacian term in equation (5.10), can be written as

q = BM−1
[
−I(U) + b(U˜)
]
L = I(µdq)− b(µdq˜)
dUˆ
dt
=M−1 [I(F)− b(Fu)−L]
(5.37)
Similarly equations (5.11), (5.12) and (5.13) can be written as

q = BM−1
[
−I(W) + b(W˜)
]
Fv = f(q)
L = I(Fv)− b(F˜v)
dUˆ
dt
=M−1 [I(F)− b(Fu)−L]
(5.38)
where L is an auxiliary vector containing the diffusion terms.
5.6 Quadrature rule
The mapping of the standard element is carried out on Gauss quadrature points, Qp =
p + 1. Different sets of quadrature points may be used in the definition of an appropri-
ate map and their distribution and number depend upon the shape of the element and
the polynomial degree used in the element. The derivation of several distributions of
quadrature points is presented in [1, 147].
Qp Gauss–Lobatto–Legendre points are used for both the directions in the quadrilat-
eral elements and for the ξ1 direction of the triangular region. In the ξ2 direction of the
triangular region, Qp Gauss–Radau–Jacobi points are employed to avoid solving a multi-
dimensional Riemann problem on the singular vertex of the triangles. In the 1D case Qp
points are used for both distributions. This is valid only for straight edges where the
Jacobian, J , is a scalar value and it is used for the numerical integration on the physical
space as in equation (5.28).
For curved edges, the Jacobian assumes a different value in each quadrature point and
it may be represented with a polynomial of a certain degree. In this case, the function
to integrate in equation (5.28) is no longer dependent on the polynomial degree of the
DG approximation only, but also on the polynomial used for the description of the edge.
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The number of quadrature points needs then to be set according to the degree of the
polynomial to integrate.
5.7 Time discretisation
The time integration is carried out using the fourth-order Runge-Kutta method described
in § 3.6. The CFL condition based on the advection fluxes does not represent an upper
limit for the definition of the time step ∆t. The introduction of the diffusive term modifies
the propagation of the information in the flow field and, in some cases, it requires the use
of a smaller timestep.
Qualitatively, the restriction may be derived from a crude comparison between the
advective and diffusive term in the equations. The advective term, ∇ · f(U), leads to
an asymptotic maximum value of ∆t for stability that is proportional to (∆x p2)−1, as
discussed in [123]. It can then be assumed that the diffusive term ∇·(∇f(U)) may lead to
a stability restriction such that ∆t is proportional to the asymptotic value of (∆x p2)−2.
A similar conclusion is derived in the framework of nodal discontinuous Galerkin method
in [72]. This restriction has to be considered as an upper limit and, from our experience,
simulations are always stable even for ∆t above this value.
5.8 Variable polynomial degree
The local support of the DG discretisation permits to use different polynomials and dif-
ferent number of quadrature points in different zones of the domain. Further it is also
possible to define the polynomial degree and the number of points of each element of the
domain independently from each other. This property is intrinsic in the discontinuous
features of the DG method. Since information is propagated between two elements only
through their interface, the expansion within an element depends only upon its own va-
lues and the interface values of adjacent elements. The interface problem is reduced to
a 1D problem requiring the evaluation of a numerical flux only and information of the
polynomial degree and points of the elements is only necessary when this flux is calculated.
Computational savings can be achieved by taking advantage of this property in the
definition of the polynomial approximation throughout the computational domain and
implementing a p -adaption strategy. In essence, this amounts to increasing the accuracy
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(by increasing p) in particular regions of the domain without changing the density of
the grid. The computational time needed to achieve a certain accuracy is decreased as
matrices and operators are “smaller”, and thus faster to compute, in regions where the
polynomial degree may be kept low.
The variable p procedure is also used in the discontinuity sensor implemented in the
artificial diffusion operator. The sensor compares the solution obtained with a polynomial
of degree p with the solution of a polynomial of degree p− 1, derived from the p solution
via a filtering procedure. Therefore an accurate procedure to derive the lower polynomial
from the higher polynomial is essential.
When dealing with different polynomial degrees, it is important to ensure an adequate
treatment of the two following operations: the change of the polynomial degree of the
solution in one element and the computation of the numerical flux on the interface.
To reduce the polynomial degree of the expansion, a filter that eliminates the high
frequencies is used. Exact transformation from a polynomial to another will be achieved
only if an orthogonal and hierarchical set of basis is implemented. For a non-orthogonal
basis, there is a cross dependence among coefficients and thus it is not possible to apply a
high-order filter. On the other hand, for a hierarchical basis, each coefficient contributes
only to one term of the expansion. In particular, the information about the mean value
of the solution is fully contained in the first coefficient of an orthogonal basis, while in the
modified basis, information about the mean is contained also in higher coefficients and
so they can not be neglected. If a modified semi-orthogonal basis is used to compute the
solution, it will require a projection to an orthogonal basis before reducing the polynomial
degree.
To compute exactly the advective numerical flux on the interface of two elements with
different expansions, an appropriate number of Gauss points has to be used. As discussed
in [122], the number of Gauss points has to be equal to the number used by the highest
polynomial degree of the two adjacent elements. If this condition is not verified, numerical
instabilities may occur. On the edges, to ensure conservation and stability, the continuity
of the total flux is required. This is expressed as∫
Γf−
Fu− dΓf =
∫
Γf+
Fu+ dΓf (5.39)
If the polynomial degree and quadrature points are the same on both sides of the in-
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Figure 5.6: Interface problem when two different polynomial degrees are used
on adjacent elements. The – element is the considered element, +
indicates the adjacent.
terface, continuity is satisfied by copying directly for both the elements the interface flux
coefficients in the boundary term flux coefficients of the equations.
On the other hand, if the order or the quadrature points is different, the coefficients
are still copied directly on the higher resolved side, but fewer coefficients have to be set
on the other side, as illustrated in Figure 5.6. The interface flux is then projected on the
space of orthogonal polynomials and then filtered to delete the high-order frequencies.
Once the degree of the orthogonal expansion is decreased to the lower degree, a reverse
projection is carried out and modified coefficients are found.
Both these operations rely on the projection from and to a orthogonal basis. This
essential procedure is described in detail in the following section.
5.8.1 Projecting expansion basis
Using conservation arguments, the solution of a general u variable is expressed as
uo = u (5.40)
where superscripts o stands for orthogonal and u is the general solution obtained with
a modified basis. In the following, the matrices defined in § 5.5 are used. Using the
backward transformation, equation (5.40) is written as
Bouˆo = Buˆ (5.41)
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so that
uˆo = [Bo]−1Buˆ (5.42)
where uˆ is the vector of coefficients. Since the coefficients are not coupled in the ortho-
gonal basis and the information about the mean is contained only in the first coefficient,
it is possible to apply a filter to the orthogonal coefficient vector. Here (p+, p−) and
(p+(1,2), p
−
(1,2)), with p
+ > p−, refer to the degree of the polynomial approximation at
the sides of the common interface for the 1D and 2D problems, respectively. For a 1D
expansion the vector of coefficients is
uˆo =
[
uˆo0, uˆ
o
1, . . . , uˆ
o
p−, uˆ
o
p−+1, . . . , uˆ
o
p+,
]T
the application of the cut-off filter for the high-order coefficients sets all the coefficients
that are higher than p− to zero, thus the vector becomes
uˆof =
[
uˆo0, uˆ
o
1, . . . , uˆ
o
p−, 0, . . . , 0,
]T
This operation filters the solution, removing the information contained in the high fre-
quencies components without altering the mean value.
For a quadrilateral, the matrix is written as
uˆoQ =


uˆo00 uˆ
o
01 . . . uˆ
o
0,p−2
uˆo
0,p−2 +1
. . . uˆo
0,p+2
uˆo10 uˆ
o
11 . . . uˆ
o
1,p−2
uˆo
1,p−2 +1
. . . uˆo
1,p+2
...
...
. . .
...
...
...
uˆo
p−1 ,0
uˆo
p−1 ,1
. . . uˆo
p−1 ,p
−
2
uˆo
p−1 ,p
−
2 +1
. . . uˆo
p−1 ,p
+
2
uˆo
p−1 +1,0
uˆo
p−1 +1,1
. . . uˆo
p−1 +1,p
−
2
uˆo
p−1 +1,p
−
2 +1
. . . uˆo
p−1 +1,p
+
2
...
...
...
...
. . .
...
uˆo
p+1 ,0
uˆo
p+1 ,1
. . . uˆo
p+1 ,p
−
2
uˆo
p+1 ,p
−
2 +1
. . . uˆo
p+1 ,p
+
2


In 2D the filtering applies to both directions, ξ1andξ2, and the filtered coefficients matrix
reduces to
uˆoQf =


uˆo00 uˆ
o
01 . . . uˆ
o
0,p−2
0 . . . 0
uˆo10 uˆ
o
11 . . . uˆ
o
1,p−2
0 . . . 0
...
...
. . .
...
...
...
uˆo
p−1 ,0
uˆo
p−1 ,1
. . . uˆo
p−1 ,p
−
2
0 . . . 0
0 0 . . . 0 0 . . . 0
...
...
...
...
. . .
...
0 0 . . . 0 0 . . . 0


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Finally, for the triangular element the original matrix of coefficients is
uˆoT =


uˆo
p+1 ,0
0 . . . 0 0 0 . . . 0 0
...
. . .
. . .
...
uˆo
p−1 +1,0
. . . uˆo
p−1 +1,p
∗−1
0 0
uˆo
p−1 ,0
uˆo
p−1 ,1
. . . uˆo
p−1 ,p
∗ 0 0
uˆo
p−1 −1,0
uˆo
p−1 −1,1
uˆo
p−1 −1,2
. . . uˆo
p−1 −1,p
∗+1
0 0
...
...
. . .
. . .
. . .
. . .
...
uˆo20 uˆ
o
21 . . . uˆ
o
2,p−2 −2
uˆo
2,p−2 −1
. . . uˆo
1,p+2 −2
0 0
uˆo10 uˆ
o
11 . . . uˆ
o
1,p−2 −2
uˆo
1,p−2 −1
uˆo
1,p−2
. . . uˆo
1,p+2 −1
0
uˆo00 uˆ
o
01 . . . uˆ
o
0,p−2 −1
uˆo
0,p−2
uˆo
0,p−2 +1
. . . uˆo
0,p+2


and after the filtering it becomes
uˆoTf =


0 . . . 0 0 0 . . . 0 0 0
...
. . .
...
0 . . . 0 0
uˆo
p−1 ,0
0 . . . 0 0
uˆo
p−1 −1,0
uˆo
p−1 −1,1
0 . . . 0 0
...
...
. . .
. . .
. . .
...
uˆo20 uˆ
o
21 . . . uˆ
o
2,p−2 −2
0 . . . 0 0
uˆo10 uˆ
o
11 . . . uˆ
o
1,p−2 −2
uˆo
1,p−2 −1
0 . . . 0 0
uˆo00 uˆ
o
01 . . . uˆ
o
0,p−2 −1
uˆo
0,p−2
0 . . . 0


where the subscript f denotes filtered variables and p∗ = p+2 − p−1 . Here only the 2D case
in which the polynomial degree is the same in both directions is described. The situation
becomes much more complicated if two different polynomial degrees are used in the two
spatial directions, so that p+1 6= p+2 and/or p−1 6= p−2 .
Finally equation (5.41) is used again to calculate the modified filtered coefficients of
the lower polynomial degree as
uˆf = [B]
−1Bouˆof (5.43)
which may be used as edge coefficients, in case of flux calculation, or as new coefficients
for the solution over the elements if the degree of the expansion changes.
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5.8.2 Artificial diffusion
The procedure is essentially the one proposed in the work by Persson and Peraire [102]. An
artificial diffusion term is locally added if a discontinuity sensor is active on the considered
element. The procedure avoid the introduction of artificial diffusion everywhere and rely
upon the ability of the sensor to recognise flow discontinuity.
The sensor introduced is also used in § 7.1 to devise an p-adaption strategy that mo-
difies automatically the polynomial degree of the elements to improve the accuracy of the
solution without using high polynomial degrees in the whole domain.
To use the sensor, the solution is projected onto a hierarchical orthogonal family of
polynomials as described in § 5.8.1. If the solution is smooth, the coefficients associated
with the high frequencies of the solution must be small compared to the low frequency
coefficients and therefore the projection of the solution at the degree p onto a p− 1 poly-
nomial should not influence the solution. However, if the solution presents high gradients
or even a discontinuity, the energy associated with the high frequencies is larger and so are
the related expansion coefficients. The sensor is able to quantify the difference between
the actual solution and the projected reduced one and thus identify discontinuities.
Here the sensor is used both for p-adaptivity and for the detection of discontinuities
in the flowfield. In the following, unless otherwise stated, the density is chosen as the
variable to calculate the sensor because it can detect both contact discontinuities and
shocks.
The (constant) value of the sensor in an element is defined as
Se =
||ρpe − ρp−1e ||L2
||ρpe||L2
(5.44)
where ρpe and ρ
p−1
e are the average solutions of degrees p and p − 1, respectively, on the
same element. According to [102], the sensor is then calculated as se = log10 Se. Low
values of the sensor are associated with discontinuities whilst high values indicate a smooth
region. Reference [102] relates the sensor in equation (5.44) to the Fourier expansion and
argues that it should have a value of 1/p4 when the solution is smooth. Consequently the
artificial diffusion term should be activated when Se > 1/p
4. The viscosity µd, in equation
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(5.9), is then obtained as
µed = µ0


0 se < sκ − κ
0.5
(
1 + sin
π(se − sκ)
2κ
)
sκ − κ ≤ se ≤ sκ + κ
1 se > sκ + κ
(5.45)
where se = log10 Se and sκ, µ0 and κ are parameters to be tuned. Although, this method
introduces a more systematic way to calculate the sensor than those proposed in [11, 55],
it is still strongly dependent on the choice of the parameters. A recent attempt to reduce
their number and to have a more general sensor is presented in [72]. In this thesis the
implementation applies some little modifications to prevent overshoots in the artificial
coefficient and to give more physical sense to the parameters. The parameter κ is set to
zero when very coarse meshes are used and therefore it is not necessary to smooth the
sensor in the elements close to the discontinuity and sκ = −s0 log10 p as in [95]. Moreover,
the diffusive coefficient µed is defined in such a way that it has physical dimensions, i.e.
L2/T , as
µ(ξ)e0 =
√
Ae
p
(λ(ξ)emax) (5.46)
where Ae is the area of the element and λ(ξ)
e
max = |v · n| + c is an upper bound of
the eigenvalue associated to each quadrature point ξ. This is a major modification of
the original method in [102], since the artificial diffusion coefficient is now related to the
quadrature points rather than to the elements. Finally, a maximum value for the diffusion
coefficient is defined
µ(ξ)ed = min (µ(ξ)
e
d, µ
max
d ) (5.47)
where µmaxd is the maximum allowed diffusion. This last modification is only active before
the steady solution is reached. Following this procedure only two parameters are set.
They are still problem dependent but they have a more physical meaning: s0 defines the
range of values in which the sensor is active, and therefore the width of the computed
shock, and µmaxd limits the amount of added diffusion.
5.9 Nektar++
The implementation of the DG code here presented is carried out using the open source
library Nektar++ [94]. Developed at Imperial College London in collaboration with the
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Universities of Utah and Brown, this high-order method library is a natural evolution
of the experience acquired through the Nektar flow solver. Written in C++, Nektar++
makes large use of object-oriented features and it allows to implement different solvers
using the same modules.
Nektar++ aims at implementing spectral/hp element methods, therefore also the DG
method, in a comprehensible, coherent and efficient manner using a mathematical struc-
ture that is quickly understandable and providing a tool that may be applied in daily
research practice.
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6Verification of the 2D DG method
This chapter centres upon the verification and assessment of the 2D DG method described
in Chapter 5.
First, the assessment of stability, convergence and performance of the DG method in
both subsonic and supersonic flows is performed. In subsonic problems, the logarithmic
convergence of the DG method is assessed through the isentropic vortex in § 6.1.1. The
performance of curved elements is tested through the solution of the flow around a cylin-
der in § 6.1.2. In supersonic problems, the DG method is shown to reproduce smooth
supersonic solutions without the need of any artificial diffusion or limiting procedure as
indicated by the numerical solution of the Ringleb’s flow in § 6.2.
The diffusive term is then introduced for the treatment of physical discontinuities in
the Euler equations and the modelling of the viscous terms in the laminar Navier–Stokes
equations.
To avoid unstable oscillations, physical discontinuities are treated with an artificial
diffusion term that is only applied to elements where a discontinuity sensor is active. The
effectiveness of the artificial diffusion term is proven through a series of tests. First the
method is applied to 1D dynamic problems in order to test the ability of the sensor to
recognise discontinuities and to define the amount of diffusion to introduce in the scheme.
The shock tube flow is analysed in § 6.3.2 and the Shu–Osher problem in § 6.3.3. These
two tests are also used for a more detailed discussion on the discontinuity sensor in § 7.2
where the p-adaptivity procedure is introduced. The supersonic wedge problem is then
presented in § 6.3.4 in order to check that the scheme is able to reproduce and maintain a
stable shock. The ability of the method to follow 2D shocks and to reproduce interaction
among them is tested through the study of a supersonic flow over a forward-facing step
in a tunnel in § 6.3.5.
Finally, the 2D DG Navier–Stokes equations are validated against the laminar solution
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Figure 6.1: Isentropic vortex: variation of the L2 error (in ρ and ρu) with poly-
nomial degree and number of elements N . Simulation time t = 1s.
of a subsonic flat plate in § 6.4.1 and a subsonic and transonic flow past a cylinder in
Sections 6.4.2 and 6.4.3.
6.1 Subsonic inviscid solutions
Using subsonic solutions of the 2D Euler equations, it is demonstrated that the accuracy of
the method is increased as the polynomial degree increases and logarithmic p-convergence
is obtained even on coarse meshes. However, the time to perform the simulation also
increases with the polynomial degree when the same mesh resolution is maintained. The
correct treatment of curved edges is also tested to guarantee the accuracy and convergence
of the method on 2D high-order meshes.
6.1.1 Isentropic vortex
As described in [60], the exact solution for a 2D isentropic vortex placed in the middle of
a square moving with an initial velocity (u0, v0) is given by
u = 1− βe1−r2 y − y0
2π
v = βe1−r
2 x− x0
2π
(6.1)
ρ =
[
1−
(
γ − 1
16γπ2
βe2(1−r
2)
)] 1
γ−1
p = ργ
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Figure 6.2: Subsonic flow around a 32 elements cylinder with linear shape func-
tions, p = 1; (a) straight cylinder edges; (b) curved cylinder edges.
with r =
√
(x− u0t− x0)2 + (y − v0t+ y0)2, x0 = 5, y0 = 0, u0 = 1m/s, v0 = 0m/s and
β = 5. The exact solution provides initial and boundary conditions of the simulation.
The square is discretised with a uniform mesh of N × N quadrilaterals and the test is
completed with different polynomial degrees. This simple test demonstrates that the DG
formulation is able to reproduce the subsonic inviscid solution without any diffusion or
stabilisation term in the equations.
The convergence of the relative L2 error with respect to the polynomial degree is shown
on a logarithmic scale in Figure 6.1 for the variables ρ and ρu and it demonstrates that
the exponential O(hp+1) convergence of the DG method has been recovered.
6.1.2 Inviscid steady subsonic flow past a cylinder
The second test for the steady subsonic Euler solver is the inviscid flow over a cylinder.
This test is a tough problem for high-resolution CFD solvers since the numerical solution
may be easily corrupted by numerically generated entropy. The flow past the cylinder has
Mach number of Ma= 0.38 and it is tested with different polynomial degrees and mesh
refinements.
As described in [13], the flow around a 2D cylinder may only be properly represented
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Figure 6.3: Iso-Mach lines for the subsonic flow around a cylinder with polynomial
approximations: (a) p = 1; (b) p = 2; (c) p = 4; (d) p = 7.
through a DG approximation if a high-order representation of the cylinder wall is used.
Whenever straight edges are used to describe the wall the solution presents separated
flow downstream and large values of entropy around the surface of the cylinder. In
Figure 6.2 the Mach solution around the cylinder is shown for linear (a) and quadratic
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Figure 6.4: Subsonic flow around a cylinder: (a) Mach solution over the cylinder
wall; (b) wall entropy error convergence.
(b) wall edges. Separation and loss of symmetry occurs downstream if straight elements
are used, even when a high number of elements is used around the cylinder. Figure 6.3
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Figure 6.5: Transonic Ringleb’s flow with a linear mapping of the walls with dif-
ferent mesh resolutions (p = 2).
shows the solutions obtained with increasing polynomial degrees. Figures 6.3 (a) and
6.3 (b) show that low-order approximations generate some entropy on the wall because
the discretisation error induces a numerical boundary layer, which in turn results in an
non-symmetric solution. However, as the polynomial degree is increased, the symmetry
is recovered, as seen from Figures 6.3 (c) and 6.3 (d). The error can also be observed in
Figure 6.4 (a) where the Mach number over the cylinder wall is shown. The convergence
properties may be better appreciated from Figure 6.4 (b) where the L2 entropy error on
the wall is shown. As in the isentropic vortex test, the convergence is exponential.
6.2 Smooth supersonic inviscid solution: Ringleb’s
flow
A smooth supersonic inviscid solution can be reproduced without the introduction of any
diffusion or limiter in a DG discretisation as long as an appropriate numerical flux is
chosen and a proper high-order description of the boundary walls is used.
The analytical solutions of 2D planar smooth transonic and supersonic flows are pre-
sented in [31]. Solutions are found using the hodographic transformation method, i.e.
considering flow velocity V and the anti-clockwise flow deviation from the horizontal di-
rection θ as independent variables rather than the positions x and y. The analytical
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Figure 6.6: Transonic Ringleb’s flow with different mesh resolutions: (a) N = 8;
(b) N = 16; (c) N = 32. For all the simulations p = 2.
solution of the Ringleb’s flow is given by
x =
1
2
1
ρ
(
1
V 2
− 2
k2
)
+
J
2
y = ± 1
kρV
√
1−
(
V
k
)2 (6.2)
where
ψ =
1
V
sin θ
k =
1
ψ
J =
1
c
+
1
3c3
+
1
5c5
− 1
2
log
1 + c
1− c
c =
√
1− γ − 1
2
V 2
ρ = c
2
γ−1
This case represents the transonic flow past an axisymmetric obstacle where the flow
is supersonic in the region close to the nose of the obstacle and the streamlines become
parabolic away from the object. The Ringleb’s flow is an optimal test for the DG approach
as discussed in [13] since the DG formulation is able to reproduce the solution of the
irrotational and isentropic flow without the introduction of artificial diffusion or limiting
procedure.
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Figure 6.7: Transonic Ringleb’s flow with different polynomials: (a) p = 1; (b)
p = 2; (c) p = 4. For all the simulations N = 16.
The computational domain is bound on the two sides by two streamlines, where the
wall boundary condition is applied, and by two iso-velocity lines where the exact solution
is imposed. The exact boundary conditions on the iso-velocity boundary are applied
gradually and the final state is reached through an exponential ramp on the primitive
variables. This is necessary in order to avoid the introduction of flow discontinuities
in the solution at early stages of the iterations towards steady state. As an essential
requirement, the wall elements are described with a quadratic mapping to avoid problems
of accuracy that lead to an unphysical boundary layer on the walls as shown in Figure 6.5.
Similarly to results described in § 6.1.2, the linear approximation of the wall introduces a
large entropy error in the solution.
The computational tests are performed with various spatial resolutions and polynomial
degree to access the convergence and accuracy of the simulations. In Figures 6.6 and 6.7
the solution for different hp resolution is shown and in Figure 6.8 the L2 error convergence
for the case with N = 8 is shown for different polynomial degree. N indicates the number
of segments used to describe the walls. The DG method is able to reproduce exactly the
smooth transonic transition and, in addition, is accurate and stable also close to the walls.
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Figure 6.8: L2 error ρ convergence for the Ringleb’s flow test, N = 8.
6.3 Inviscid flows with flow discontinuities
DG simulations are not stable in the presence of flow discontinuities if an high-order poly-
nomial approximation is used and they exhibit the high-frequency oscillations associated
with the well-documented Gibb’s phenomenon [28]. A method to limit the high frequen-
cies generated by the presence of discontinuities is required. Here the diffusion is added
to the Euler equations in the form of an artificial diffusion term as described in § 5.8.2.
6.3.1 Diffusion convergence test
To illustrate the logarithmic p-convergence of the diffusive term, the 2D linear diffusion
equation is used, i.e.
∂u
∂t
= ∇ · (∇u) (6.3)
where the solution is u = e2pi
2t sin(πx) sin(πy) on a mixed triangles and quadrilaterals grid
together with boundary conditions compatible with the solution. Introducing a variable
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Figure 6.9: Convergence of the diffusive operator with different diffusive coeffi-
cients.
diffusion coefficient of the form µd(x), the same analytical solution is maintained through
the addition of a forcing term to equation (6.3) as
∂u
∂t
= ∇ · (µd(x)∇u)−
[
∂µd(x)
∂x
∂u
∂x
+
∂µd(x)
∂y
∂u
∂y
+ (µd(x)− 1)∇2u
]
(6.4)
The variable coefficient depends upon the spatial position of the quadrature points in the
mesh. This simple test permits the assessment of the effectiveness of the scheme for the
pure diffusion operator and for a non-uniform diffusive coefficient. Figure 6.9 shows that
the logarithmic p-convergence of the L2 error is achieved in both cases.
6.3.2 Sod’s shock tube problem
The idealised shock tube problem proposed by Sod [130] is represented by a straight tube
where a thin membrane positioned in its central section separates two gases at different
thermodynamic states. One is a low pressure gas and the other a high pressure gas, both
at rest. At t = 0 the membrane is removed and, as a consequence, a shock wave starts to
move in the low pressure gas while a rarefaction wave is generated in the high pressure
side of the tube. The two gases are assumed to be immiscible and remain separated by a
contact discontinuity that moves towards the low pressure side of the tube. The problem
is purely 1D, but it is solved as a 2D problem and therefore the spanwise velocity is
negligibly small.
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Figure 6.10: Sod’s shock tube solution at t = 0.001 s with p = 4, N = 40 and two
different sensor amplitudes values. The horizontal bold line shows
the position of the nodes of the mesh and horizontal gray lines show
where the sensor is active (i.e. where the artificial diffusion is ap-
plied).
The standard Sod’s shock tube test described in [130] has initial conditions
(ρ, u, v, p)(x, 0) =

 (1, 0, 0, 10
5) 0 ≤ x ≤ 2
(0.125, 0, 0, 104) 2 ≤ x ≤ 4
(6.5)
The inviscid DG solution of this problem introduces oscillations at the shock and con-
tact discontinuity locations that eventually lead to instabilities and to negative values of
strictly positive variables, e.g. the pressure. To damp the oscillations and stabilise the
solution, a diffusion term is added to the equations in the elements where a discontinuity
sensor activates, as described in § 5.8.2.
The artificial diffusion introduced in the Euler equations assumes values different from
zero only where the sensor is active. Its value depends upon the maximum eigenvalue,
λmax = ||v|| + c, the polynomial degree, p, and the size of the mesh, h. As explained in
§ 5.8.2, only two parameters are required: the maximum allowed viscosity, µmaxd , and the
sensor activity threshold, s0.
The parameter s0 influences the distribution of the artificial diffusion in the grid. The
higher s0 is, the larger is the number of elements where the artificial diffusion is introduced,
resulting in less steep discontinuities and smoother gradients.
The optimal value of s0 is the one that activates the artificial diffusion only on the
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Figure 6.11: Sod’s shock tube solution at t = 0.001 s with p = 4, N = 40 and two
different maximum diffusion values. The horizontal bold line shows
the position of the nodes of the mesh. The top right inset shows an
enlargement of the solutions in the region near the shock.
discontinuities (shocks and contact waves) but leaves the solution diffusion free elsewhere.
Figure 6.10 shows the shock tube solution for different values of s0 and the elements
where the artificial diffusion is added. When s0 is low, the sensor is not only active at
the shock and at the contact discontinuity positions, but also at the high gradient region
at the beginning of the expansion wave. On the other hand, the solution obtained with
higher values of s0 does not add any diffusion to the contact discontinuity at t = 0.001 s.
However, at the earlier stages of the simulation, the sensor is active also on the contact
discontinuity. As the simulation progresses, the artificial diffusion reduces the contact
discontinuity to a high gradient curve which can then be reproduced by a high degree
polynomial without oscillations. This leads to a smearing of the contact discontinuity that
may be decreased using an higher hp-resolution. The fact that the contact discontinuity
in the shock tube problem is strongly affected by the introduction of artificial diffusion
has also been reported in other studies [60, 74].
Figure 6.11 shows different solutions obtained by modifying the maximum value of
the artificial viscosity, µmaxd . The solution with the higher maximum viscosity leads to a
smoother profile, especially at the shock and the contact discontinuities. It is important
to note that the solution is affected everywhere even though the value of the sensor
amplitude is set to be active only on the shock. This happens because at early stages
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Figure 6.12: Sod’s shock tube solution at t = 0.001 s with p = 4 and two different
meshes. The top right inset shows an enlargement of the solutions
in the region near the shock.
of the simulation, the artificial diffusion strongly influences the solution, smoothing the
waves generated at t = 0.
It is also possible to increase the resolution of the method around the flow discontinui-
ties by increasing either the mesh size, the polynomial degree, or both. Different mesh sizes
and polynomial degree have been used in the simulations and examples of the computed
solutions are shown in Figures 6.12 and 6.13. The overshoots that can be observed at
the shock position are generated because the simulations have been performed using the
minimal diffusion coefficient that guarantees a stable solution. However, since the shock
is captured in a single element, the oscillations are bound within the element across the
shock wave and they do not propagate to the adjacent elements. These oscillations may
be avoided if an higher sensor amplitude s0 is implemented.
The simulations performed using various polynomial degrees and mesh sizes are used
to define general values for the two parameters s0 and µ
max
d . In agreement with [102],
these results indicate that stable solutions are obtained for 3 ≤ s0 ≤ 4. This is confirmed
by results of the computations of Sod’s tube problem performed in the analysis of the
p-adaptive procedure in § 7.2.
The other parameter, µmaxd , depends on mesh size and the polynomial degree used
in the discretisation instead. Figure 6.14 shows the maximum artificial viscosity as a
function of the error with respect to the analytical solution for different meshes and
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Figure 6.13: Sod’s shock tube solution at t = 0.001 s with N = 40 and two
different polynomial expansions. The horizontal bold line shows the
position of the nodes of the mesh. The top right inset shows an
enlargement of the solutions across the shock.
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Figure 6.14: Maximum artificial viscosity and density error in the Sod’s shock
tube problem for various mesh sizes and polynomial degrees.
polynomial degrees. The value of µmaxd decreases as the hp refinement increases. However,
it is important to recall that this parameter is a cut-off value and it is used only if the
computed viscosity exceeds its value, as explained in § 5.8.2. In the time-dependent shock
tube problem, the limitation is active only at the early stages when strong waves are
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generated and local overshoots may be present. Later, if the s0 parameter is properly set,
the computed artificial viscosity is always within the cut-off limit.
6.3.3 Shu–Osher problem
The artificial diffusion is tested for a harder 1D problem in order to assess the quality of
the sensor. The following initial conditions are set for the Euler equations
(ρ, u, v, p)(x, 0) =

 (3.857143, 2.629369, 0, 10.333333) 0 ≤ x ≤ 1(1 + 0.2 sin(5x− 25), 0, 0, 1) 1 ≤ x ≤ 10 (6.6)
The test was first proposed by [128] and it has become a benchmark test for artificial
diffusion and limiting methods [20, 26, 74, 105]. In this problem, a shock wave with
Mach number Ma= 3 is initially positioned at x = 1. As the time progresses, the shock
wave interacts with a flow having a sinusoidal density variation, producing oscillations
which develop into shocks with lower strength. A good sensor should be active only at
the positions of the strong shock and the smaller shocks that form later. Therefore, the
artificial diffusion introduced in the problem should be adequate to stabilise the shocks
without smearing out the high frequency oscillations.
Figure 6.15 presents the density profile at t = 2.0 s with a polynomial degree p = 2 and
600 elements. The sensor identifies the shocks, so that the artificial diffusion is introduced
only in a few elements. The oscillations after the shock are well captured and they are
free from diffusion. Figure 6.16 shows the evolution of density in time and space. During
the simulation, the initial shock maintains its structure and it does not dissipate. Further,
the secondary shocks which are formed by the interaction between the main shock and
the sinusoidal flow are well resolved. Although the computation is stable and the shocks
are well-resolved, the weaker shocks present some oscillations. These can be avoided using
a higher s0 but it can compromise the sharpness of the principal shock.
This test confirms that the proposed sensor is an excellent indicator of discontinuities
and the artificial diffusion term is able to stabilise the solution by damping unphysical
oscillations.
6.3.4 Supersonic wedge
Here the supersonic flow past a 30◦ wedge with free-stream Mach number Ma= 2.6 is
considered. The exact solution is found using the oblique shock relations as explained in
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Figure 6.15: Density profile of the Shu–Osher problem at t = 2.0 s. Symbols
indicate the elements in which the artificial diffusion is added.
Figure 6.16: Contour of density in the x− t plane for the Shu–Osher problem.
[5]. The exact solution of the wedge problem is a weak attached shock with an inclination
θ = 59.4◦ and a ratio between densities across the shock ρ2/ρ1 = 3.0.
The numerical solution is obtained on a mesh of 165 triangles. The inflow and outflow
supersonic boundary conditions are imposed on the left and right boundaries, respectively.
A symmetry boundary condition is applied on the lower boundary and a farfield boundary
condition on the top boundary. At the beginning of the simulation a uniform flow with
Ma= 1.2 is applied. The inflow boundary condition is then set to be a flow of increasing
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Figure 6.17: Sensor amplitude and density profile in the supersonic wedge prob-
lem with p = 5.
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Figure 6.18: Density profile on a y-section for the supersonic wedge problem: (a)
y = 0.92m; (b) y = 3.70m.
speed that rises to the final value of the Mach number in a given period of time. This is
done to avoid instabilities generated by the tip of the wedge that would arise if the final
inflow Mach number is imposed from the start of the iterations.
The distribution of the artificial diffusion sensor for the converged solution is shown in
Figure 6.17(a) together with the mesh. Comparing the distribution of the sensor with the
solution presented in Figure 6.17(b), it is possible to observe that the thin layer where the
diffusion is applied covers the shock. The shock is captured within two or three cells and
no oscillations are generated in the rest of the domain. For a low degree discretisation, a
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density boundary layer is formed just after the formation of the shock on the tip of the
wedge but it reduces as the resolution increases.
The improved resolution of the shock is also seen in Figure 6.18 where y-sections of
the density profile are shown for (a) y = 0.92m and (b) y = 3.70m. The solution presents
a steeper shock profile and a better density ratio as the polynomial degree increases.
Furthermore, the prediction of the slope of the shock improves as the polynomial degree
increases, as reported in Table 6.1. However, the position and structure of the shock is
strongly dependent by the choice of the parameters in the sensor.
p 1 3 5
θ 58.0◦ 58.4◦ 59.9◦
Table 6.1: Shock inclination in the supersonic wedge problem for different poly-
nomial degrees.
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Figure 6.19: Forward-facing step problem on a coarse mesh (p = 2): (a) density
and (b) sensor distribution.
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Figure 6.20: Forward-facing step problem on a coarse mesh (p = 4): (a) density
and (b) sensor distribution.
6.3.5 Forward-facing step in a supersonic channel
A conventional test for the Euler equations is the unsteady supersonic flow past a forward-
facing step in a supersonic channel [41, 161]. The channel is initially filled with a su-
personic undisturbed inviscid flow with Mach number Ma= 3. The same condition is
constantly fed from the left inflow boundary. The top and bottom boundaries are treated
as inviscid walls and the right boundary is set as a supersonic outflow.
The problem presents various numerical challenges since the flow generates shocks
with different intensities and it contains a singular point: the centre of a rarefaction wave
in the top corner of the step at x = 0.6m. Other authors have reported [41, 161] the
formation of a density boundary layer on the bottom wall and that the problem was fixed
introducing a new boundary condition to maintain a steady flow around the singular
point. Here the singular point is not treated in any particular way, but the high density
gradient in the cells around the corner activates the sensor and therefore an artificial
diffusion contribution is added. If the sensor is tuned in order to avoid the introduction
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Figure 6.21: Forward-facing step problem on a fine mesh (p = 3): (a) density and
(b) sensor distribution.
of viscosity at the singular point, especially at the early stages, the simulation encounters
numerical difficulties and does not converge.
Figures 6.19, 6.20 and 6.21 show the solution at t = 4 s for different meshes and
polynomial degrees together with the spatial distribution of the sensor. It is remarkable
that the initial oblique shock and the normal shock on the top wall are captured within
one cell. Subsequent shocks present a wider thickness that reduces as the hp resolution
is increased. The contact discontinuity that forms on the upper wall, at the point where
the normal and oblique shocks meet, is also better resolved if a finer mesh or an higher
polynomial degree is used in the simulation. This test demonstrates that the sensor is
able to dynamically detect the location of flow discontinuities and that the method is
stable and accurate for the simulation of complex unsteady problems.
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Figure 6.22: Flat plate grid with 26 × 13 quadrilateral elements.
6.4 Laminar viscous solutions
This section presents the simulation of subsonic and transonic 2D viscous flows governed
by the laminar Navier–Stokes equations (2.11). Four cases are considered:
- steady-state subsonic flow past a flat plate (§ 6.4.1);
- unsteady transonic flow past a cylinder (§ 6.4.2);
- steady-state transonic flow past a cylinder (§ 6.4.3).
6.4.1 Flat plate
An initial verification of the laminar Navier–Stokes equations is carried out by computing
the compressible flow over a flat plate. The analytical solution for the incompressible flow
exists and the compressible solution may be recovered with a transformation described
in [116]. The purpose of this to check that the treatment of the viscous terms and the
boundaries in the Navier–Stokes equations are correct and the method is able to reproduce
the boundary layer correctly. The initial data is given in Table 6.2 and the quadrilateral
grid is shown in Figure 6.22. The grid has been built to achieve the grid distribution
specified in the NPARC benchmark test [98].
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Ma Re p T α
0.1 200,000 41,000 388.7 0.0
Table 6.2: Flat plate data.
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Figure 6.23: Laminar flow over a flat plate. Tangential velocity profile at x =
0.16m. Blasius solution (solid line), grid (solid vertical line on the
right) and numerical solution (dots).
The flat plate starts at x = 0.09m and the non-slip condition is applied on the wall.
The subsonic inflow boundary is placed at x = 0m so as to capture the leading edge
flow. The outflow boundary is a subsonic outflow boundary and it is placed at the end
of the flat plate. The horizontal boundary before the flat plate is treated as a symmetry
boundary. Defining the non-dimensional vertical coordinate η(x), as
η = y
√
ρu∞
µx
(6.7)
where u∞ is the farfield streamwise velocity. A farfield boundary condition is imposed at
the upper boundary at η = 50 so that the farfield location remains beyond the boundary
layer thickness. The grid points are spaced so as their density increases in the vicinity of
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Figure 6.24: Drag coefficient error on the flat plate with different polynomial de-
grees.
the flat plate leading edge. The grid points in the direction normal to the flat plate are
equispaced with ∆η = 0.36 for 0 ≤ η ≤ 2.5 and with ∆η = 2.0 for η > 2.5.
The tangential velocity profile is shown in Figure 6.23 for increasing polynomial de-
grees. The numerical solution (dotted line) is compared against the analytical solution
(solid line) [116]. Although the low-degree approximations do not accurately predict the
gradient at the wall, the velocity profile agrees well with the analytical solution. The
accuracy of the numerical solution increases as the degree of the polynomial increases.
The analytical wall friction coefficient for a laminar flat plate may be calculated using
Cf =
1.328√
Re
(6.8)
as derived in [116]. Figure 6.24 shows the error of the computed wall friction coefficient
with respect to the analytical value that diminishes as the polynomial degree increases.
6.4.2 Unsteady laminar subsonic flow past a cylinder
Here the unsteady laminar subsonic flow past a cylinder is analysed. The free-stream
flow conditions are supercritical (Ma = 0.2, Re = 100) and vortex shedding develops in
the wake. The viscosity has an essential role in the formation of the correct wake and
therefore the problem is a good example to test the effectiveness of the viscous terms in
the DG discretisation.
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Figure 6.25: Instantaneous streamlines and map of contours of vorticity past a
subsonic cylinder. Simulations obtained with p = 4.
A mesh of quadrilaterals is used with polynomial degrees p = 2, 4. The vorticity
generated on the wall of the cylinder propagates in the wake with an alternate motion
creating the typical “drop” like shape on the z-vorticity contour, as shown in Figure 6.25
together with the streamlines. The numerical Strouhal number St =
fsd
u∞
= 0.163 and the
maximum lift coefficient (Cl)max = 0.33 agree with experimental results (St = 0.167) [53]
and numerical simulations (St = 0.165, (Cl)max = 0.33) [25, 86].
6.4.3 Steady laminar transonic flow past a cylinder
This section presents the laminar transonic flow past a cylinder with freestream Mach
number Ma = 2 and Reynolds number Re = 100. Numerical solutions using a DG
discretisation were presented in [85] where the shock was captured and stabilised imple-
menting an h-refinement procedure. The polynomial degree was then adapted to the
various regions of the domain, imposing linear approximations on the shock and increas-
ing the polynomial degree elsewhere. This solution led to a stable and converging method
without using limiters or artificial diffusion.
Here, a coarse triangular mesh, shown in Figure 6.26 (b), is used. Large elements
are present in the region where the shock occurs and this prevents the implementation
of a linear approximation over the shock that would lead to overshoots and instabilities.
It is therefore necessary to introduce artificial diffusion to smooth the discontinuities in
the flow and reach a stable solution of the problem. Figure 6.26 (a) shows the Mach
distribution past the cylinder and Figure 6.26 (b) highlights the elements where the
discontinuity sensor is active and thus artificial diffusion is applied. Even though the
122
6. Verification of the 2D DG method
x
y
-4 -2 0 2 4-4
-3
-2
-1
0
1
2
3
4
x
y
-4 -2 0 2 4-4
-3
-2
-1
0
1
2
3
4
(a) (b)
Figure 6.26: Laminar supersonic flow past a cylinder: (a) Iso-Mach lines; (b)
spatial distribution of the sensor.
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Figure 6.27: Mach number solution along the symmetry line y = 0.
method is able to reproduce the supersonic viscous flow, some noise is produced in the
elements that contain the shock as shown in Figure 6.27 where the Mach number solution
on the symmetry line is plotted. This is due by the coarseness of the mesh and may be
avoided if a hp-adaptivity procedure used, as shown in [85].
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6.5 Final considerations
The simulations presented in this chapter have shown the ability of the DG method to
accurately solve both simple and complex flows. The DG method has been demonstrated
to be an excellent method for the solution of subsonic and smooth supersonic flows, since
it guarantees high accuracy, even on coarse meshes, without introducing any numerical
diffusion. The DG method, like other CFD methods, requires to be stabilised when flow
discontinuities are present in the domain. In the DG framework, the use of artificial
diffusion seems to be a better choice than using limiters since it still permits to use
large elements and high polynomial degrees without compromising on accuracy. The DG
method is shown to be able to resolve steady and unsteady shocks well in situations where
classical method needs local corrections to the flow. The viscous flow simulations carried
out here have confirmed the ability of the DG method to reach high accuracy in such
complex flows.
These results and the analysis of the performance of the DG method have also high-
lighted some improvements required in the current implementation, such as the need to
speed up the convergence of the scheme via, for example, implicit time stepping or multi-
timestepping, the incorporation of a hp-adaptive procedure, to avoid the introduction
of additional artificial diffusion in viscous flows and the search for problem-independent
parameters in the artificial diffusion term.
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This chapter describes a p-adaptive method that takes advantage of the ability of the
discontinuity sensor, introduced in § 5.8.2, to detect differences between low and high
order solutions to increase the polynomial resolution locally in an element. The results
presented in previous chapters demonstrated that the accuracy of numerical solutions
can be highly improved by increasing the polynomial degree of the DG discretisation.
However, the computational cost of a high-order discretisation is high as a consequence of
both the reduction of the time step, due to the stricter CFL restriction, and the increase
in the number of operations required to solve the equations.
The CFL restriction is determined by the highest polynomial degree used in the do-
main as described in § 3.6. Several methods to reduce the associated computational cost
have been discussed in § 1.1. However, these methods require substantial changes in the
implementation of the code. Here it is argued that the computational cost may be con-
siderably reduced if different polynomial degrees are assigned to different parts of the
domain according with the physics of the problem. This would be achieved by using high-
order discretisation in regions where the solution presents high gradients and low-order
discretisation where the solution is smooth or uniform. This procedure is known as p-
adaption. This idea can seem opposite to the usual p-adaption, where linear or quadratic
polynomials are used at discontinuities and higher order is used in smooth regions. This
is usually done when the p-adaption is applied together with h-adaptivity. In this thesis,
h-adaption is not allowed and therefore the usual procedure would not work because of
the large elements used.
The p-adaptive process can be applied to both inviscid and viscous flows and lead to a
reduction in the computational cost of the simulation, that could be significant, without
loss of accuracy. A similar dynamic p-adaptive method is described in [26] and applied to
the shallow water equations in [78]. The procedure described in these articles is based on
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a sensor that reconstructs the gradient of the solution and updates the polynomial degree
by checking whether the magnitude of the sensor is higher or lower than a certain value.
The method is applied at each time step and the adaption strategy is limited to use either
p = 1, 2 or p = 2, 3 in each simulation.
This study proposes an alternative strategy and the adaption procedure is applied
after the current spatial distribution of polynomial degree, p, (which is referred to as p-
distribution in what follows) has converged to a steady solution. Moreover, the maximum
degree is not imposed, but each element is free to assume any degree and the automatic
p-adaptive strategy stops when a stable spatial p-distribution is reached. This method has
been developed for modeling steady problems but it may be extended to time-dependent
problems provided that an efficient method to vary the polynomial degree at each time
step is implemented.
In the following, the procedure based on the discontinuity sensor to differentiate regions
of the domain with different features is described in § 7.1. The analysis of the sensor is
presented in § 7.2 where the threshold values for the p-adaptive procedure are derived
using the shock tube problem. Finally, in § 7.3 the p-adaptive strategy is applied to the
inviscid subsonic cylinder and inviscid and viscous transonic NACA0012 aerofoil.
7.1 p -adaptive procedure
The key idea of this p-adaption is to use the sensor presented in [102], originally developed
for flow discontinuities, to determine the smoothness, or steepness, of the solution and
decide whether to increase, diminish or maintain the degree of the polynomial approxima-
tion in each element. The sensor is calculated in every element of the domain as described
in (5.44) using either the density or a relevant variable.
The procedure requires that the polynomial degree is decreased when a discontinuity
is present in order to avoid oscillations and increased when a high gradient is identified
to improve the accuracy. Three threshold values are defined: sds, ssm and sfl to identify
discontinuous, smooth and flat solutions respectively. The sensor distribution is divided
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into four zones as follows
pe =


pe − 1 if se > sds
pe + 1 if ssm < se < sds
pe if sfl < se < ssm
pe − 1 if se < sfl
(7.1)
Suitable threshold values are obtained by analysing the values of the sensor in the shock
tube problem in § 7.2.
The relation (7.1) increases the polynomial degree where the solution varies smoothly
and decreases the degree when either strong discontinuities are present in the solution or
the solution is uniform. A region where the degree of the solution is not changed has been
also inserted in order to converge to a stable p distribution. In other words, the sensor
is designed to eliminate high frequencies from zones where the solution is discontinuous
and to introduce new frequencies where the solution is smoothly varying.
This procedure allows the simulation to adapt to the flowfield, increasing the accuracy
of the solution only where needed and, as a consequence, reducing the computational cost
required for solving the problem.
The automatic adaptive procedure starts from a linear solution where the flow is
already developed and the solution converged to a steady state. The p-adaptive procedure
can then be described as follows:
1. Reach a converged linear solution (p = 1).
2. Calculate the sensor in each element.
3. Set the new polynomial degree for each element.
3.a If the polynomial degree has changed, go to step 4.
3.b If the polynomial degree has not changed, finish the calculation.
4. Reach a converged solution with the new polynomial degree.
5. Go to step 2.
On coarse meshes, it is essential to set a minimum polynomial degree for the represen-
tation of the shock. The shock is not well resolved if a low polynomial degree (p < 2) is
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used and the solution may present overshoots if an high polynomial is employed (p > 4).
Therefore equation (7.1) is augmented with the condition
if se > ssh → pe = max(pe − 1, pmin) (7.2)
7.2 Spatial and temporal distribution of the sensor
Sod’s shock tube problem is used here to analyse the time evolution and spatial distri-
bution of the values of the sensor. The flow that develops in a shock tube is a good
test for the study of the sensor since it contains discontinuities (shocks and contact dis-
continuities), high and low gradient regions (rarefaction waves) and regions of uniform
flow.
An analysis of the values of the sensor in different parts of the tube allows to define
threshold values which divide the sensor distribution into regions where a particular be-
haviour of the flow is observed. The polynomial degree is then modified according to the
value of the sensor in each element of the mesh. The maximum degree of the DG appro-
ximation is not limited and the p-adaptive procedure is applied until the method reaches
a converged spatial p-distribution. The final DG approximation is a Pp(pmin ≤ p ≤ pmax)
set of polynomials, where pmin and pmax define the minimum and the maximum degree
in the domain. The polynomial degree p in each element of the mesh is assigned by an
automatic procedure so that at any time pmin ≤ p ≤ pmax.
Figures 7.1 and 7.2 show the value of the sensor in the shock tube in the time interval
0 < t < 2 × 10−3 s for different polynomial degrees and mesh resolutions. At t = 0 the
two gases come into contact at x = 2m and three waves propagate through the tube. The
shock wave and the contact discontinuity propagate to the right with speeds |u|+ c and
u, respectively. The expansion fan moves to the left with maximum speed |u| − c.
The three waves can be differentiated by the values that the sensor assumes along the
tube. The shock wave is characterised by low values, while the fan presents higher values
of the sensor. The contact discontinuity is represented by low sensor values at early stages
but it diffuses quicker than the shock wave and it assumes rapidly higher sensor values.
Therefore the range of the values of the sensor on the contact discontinuity overlaps the
values for the shock and the fan. The sensor assumes high values, se > 5, where the
solution is undisturbed. Finally lower se values are recorded at the beginning and the end
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Figure 7.1: Sensor distribution along the shock tube. The tube is discretised with
40 equispaced elements and different polynomial degrees.
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Figure 7.2: Sensor distribution along the shock tube. The tube is discretised with
80 equispaced elements and different polynomial degrees.
of the expansion wave for low degrees and coarse meshes. For high polynomial degrees
and finer meshes, the gradients in these regions have a higher slope and, as a consequence,
the sensor is characterised by higher values.
These considerations permit to assign the threshold values ssm = −3.3 and sfl = −5
defined in § 7.1. For the flow discontinuities, it is not possible to assign directly a single
threshold value since it depends upon the polynomial degree. However, the sensor value
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Figure 7.3: Sensor distribution along the shock tube when the threshold values
are applied. The tube is discretised with 80 equispaced elements and
different polynomial degrees. The color code is: red: discontinuity;
yellow: high gradient; light blue: smooth region; blue: uniform region.
on the discontinuities follows the expression given in [102] and reported in § 6.3.2 as
sds = −s0 log10(p) = −4 log10(p) (7.3)
The choice of s0 proposed in [102] is s0 = 4 based on their simulations. However, here
it is shown that s0 = 4 is the value that permits to recognise flow discontinuities for
any polynomial degree. Figure 7.3 shows the same problem as in Figure 7.2 but the
threshold values are applied to the color-scale of the graph to highlight the effectiveness
of the thresholds.
In order to check that the p-adaption procedure is problem independent, the sensor
behaviour is applied to the Shu–Osher problem described in § 6.3.3. Figure 7.4 (a) shows
the values of the sensor for the time period 0 ≤ t ≤ 2 s along the channel and Figure
7.4 (b) depicts the sensor bands after applying the thresholds. The shock is identified
throughout time (red) and the high gradients regions are also recognised (yellow). As in
[74], the sensor is active only on the main shock since the beginning and it is subsequently
activated for discontinuities in the late stages of the simulations when smaller shocks are
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Figure 7.4: Sensor distribution along the Shu–Osher problem. (a) Values of the
sensor. (b) Sensor distribution along the Shu–Osher tube after apply-
ing the sensor thresholds.
generated.
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Figure 7.5: Polynomial degree distribution after applying the automatic p-
adaption three times on a subsonic cylinder: (a) p = 1 (all elements),
(b) 1 ≤ p ≤ 2, (c) 1 ≤ p ≤ 3, (d) 1 ≤ p ≤ 4.
7.3 Applications
The p-adaptive procedure is not only able to recognise a flow discontinuity but also high
gradient regions. This ability permits the application of the p-adaptive procedure to flows
characterised by regions of significally different flow gradients even without discontinuities.
In the following sections the p-adaptive method is applied to inviscid and viscous flows.
Using a mixed pmin ≤ p ≤ pmax set of polynomials, the computational cost is reduced
when compared to a simulation where pmax is assigned everywhere and, furthermore, the
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accuracy of the solution is increased with respect to a simulation where pmin is applied
everywhere. Here the p-adaptive procedure is applied to the flow past a subsonic inviscid
cylinder, inviscid flow with shocks and transonic viscous flow past a NACA0012 aerofoil.
7.3.1 Subsonic cylinder
The p-adaptive method is applied to the solution of the subsonic flow past a cylinder
previously described in § 6.1.2. The production of entropy in the flow field is limited to
the region around the wall and in the wake close to the cylinder. High accuracy is required
in these two regions but lower accuracy may be used elsewhere. This example shows that
it is possible to choose an appropriate polynomial degree in each element and yet achieve
the same accuracy that can be obtained with a high polynomial everywhere but using less
computational resources.
Figure 7.5 shows the p-distribution around the cylinder after applying the p-adaptive
procedure three times. In the vicinity of the cylinder, where the flow has high gradients,
the polynomial degree is increased but is left unchanged in the farfield as p = 1. The
automatic procedure reaches a stable p-distribution with pmin = 1 and pmax = 6. The
accuracy of the solution measured through the entropy error on the wall is of the same
magnitude of the accuracy obtained with a p = 6 solution everywhere, so that
||ε(pmax)− ε(1 ≤ p ≤ pmax)||L2 < 0.01 (7.4)
The use of different polynomials, allows not only to use less computational resources
(i.e. less memory space to store the coefficients) but also to increase the efficiency of
the code, as shown in Figure 7.6. The cost of the simulations is calculated according to
equation (3.32). Higher savings are achieved for higher pmax because fewer elements are
discretised with high polynomials. However, the smaller CFL time restriction associated
with pmax has to be imposed over all the domain, thus reducing the time step also in
regions with lower polynomial degree. A possible improvement could be the application
of a domain decomposition technique or variable timestepping to deal with different values
of ∆t through the domain.
A further modification to further reduce the computational cost of a simulation is im-
plemented in the following applications. Figure 7.5 shows that the automatic procedure
is able to find an appropriate spatial p-distribution that converges to a stable and accu-
rate solution. However the method can introduce a staircase p-distribution and isolated
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Figure 7.6: Cost of the mixed polynomial degree discretisation with respect to the
uniform discretisation. The cost is given with respect to the uniform
solution with p = 1. The polynomial degree for the mixed solution
refers to the maximum polynomial used in the domain.
elements with a certain p sorrounded by elements with a different p which may lead to
an oscillatory convergence curve. To avoid this and ensure a smooth gradation in the
p-distribution, the distribution is post-processed via a smoothing procedure. Figure 7.7
shows the convergence of two p-adaptive simulations, with and without smoothing. The
simulation that uses directly the automatic spatial p-distribution is strongly oscillatory,
but the convergence is improved when p-smothing is applied. The fact that the conver-
gence does not reach the machine roundoff-error is caused by the closeness of the domain
boundary (10 chords only).
7.3.2 Transonic NACA0012
In this section an inviscid and a viscous transonic flow past a NACA0012 aerofoil are
considered. The mesh is a triangular C-mesh with 30 elements describing the NACA
profile and farfield boundary located only 4 chords from the aerofoil. The mesh is chosen
to be very coarse to test the p-adaptivity procedure on a problem where discontinuities
and high gradients are localised in a few elements and large areas of the domain present a
uniform solution. Therefore, the p-distribution needs to be carefully selected to accurately
solve the problem without introducing oscillations into the flow field. The same strategy
134
7. p-adaption
 1e-09
 1e-08
 1e-07
 1e-06
 1e-05
 0  2000  4000  6000  8000 10000 12000 14000 16000 18000 20000
r
 
co
n
ve
rg
en
ce
Iterations
Automatic p-adaption
Post-processed p-adaption
Figure 7.7: Simulations convergence for the original p-adaptive procedure and
after applying the smoothing post-processing.
used in the cylinder test case is used here, i.e. once the linear solution is reached, the
p-adaptive procedure is applied recursively until a stable spatial p-distribution is reached.
Transonic inviscid flow
First, the inviscid flow with a free-stream Mach number Ma= 0.8 at an angle of attack
α = 1.25◦ is studied. Two shocks are generated on the aerofoil: a strong shock on the
top, at about x = 0.6 and a weaker shock on the bottom of the aerofoil at x = 0.3. The
reference Cp distribution used for comparison is taken from [97], in which the numerical
solution is obtained with a finite volume method, the aerofoil wall is discretised by 320
cells and the farfield boundary is placed at 25 chords.
Figure 7.8 depicts the density and Mach distribution around the aerofoil, the final
spatial p distribution and the sensor distribution. Even though the grid is very coarse,
the shock is well resolved, it is captured in only one cell and it does not create oscillations
in the neighbour cells. The discontinuity sensor is active only at the shock waves and the
rest of the flow field is diffusion free. The p-adaptive procedure increases the polynomial
degree of the discretisation close to the aerofoil and maintains p = 3 on the shock in order
to avoid oscillations of the solution. Since the mesh is very coarse, most of the error in
the Cp calculation is introduced at the shock position on the top of the aerofoil. Since
the p-adaptive procedure does not increase the polynomial degree in the elements where
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Figure 7.8: Solution of the inviscid transonic flow past a NACA0012 aerofoil. (a)
Density distribution; (b) Mach distribution; (c) Polynomial degree
distribution: blue: p = 1, green: p = 2, yellow: p = 3, red: p = 4; (d)
Sensor distribution.
the shock is present, the accuracy of the solution presents little improvement when the
polynomial degree is increased above p = 3, as Table 7.1 shows.
Transonic viscous flow
Finally a transonic viscous flow with free-stream conditions corresponding to a Mach
number Ma= 0.8, a Reynolds number of Re= 73 and at an angle of attack of α = 10◦
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p 1 1-2 1-3 1-4
ε(Cp) 0.2567 0.1992 0.1944 0.1943
Table 7.1: L2 error with respect to the reference solution on Cp for the transonic
inviscid flow past a NACA0012 aerofoil.
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Figure 7.9: Pressure coefficient distribution for a transonic viscous flow past a
NACA0012 aerofoil. (a) p = 2, (b) p = 8
is considered. This test has already been presented for a DG discretisation in [12, 85]
and the results reported in [12] are used here as reference solution. Figure 7.9 shows
the pressure coefficient distribution over the aerofoil for p = 2 and p = 8 when a single
polynomial degree is used in all the elements. As the polynomial degree increases, the
solution comes closer to the reference, but large oscillations due to the coarseness of the
mesh are visible at the trailing edge. These may be reduced with a local h-refinement but
it is not carried out in this work to avoid the strict explicit time step restriction. To save
computational time, the p-adaptive procedure is applied to the problem starting from
the converged linear solution (p = 1). The spatial distribution of ρ and ρu are shown in
Figure 7.10. The ρu variable represents better the high gradients of the solution around
the aerofoil and in the wake and therefore the discontinuity sensor is calculated from the
x-momentum rather than the density as employed in the previous applications.
The evolution of the p-distribution in the domain after applying the p-adaptive pro-
cedure is shown in Figure 7.11 for 2 ≤ p ≤ 3 and 2 ≤ p ≤ 4. At the first stage of the
procedure, the polynomial degree is increased from p = 1 to 2 in all the elements of the
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Figure 7.10: (a) Density and (b) x-Momentum past a transonic NACA0012 aero-
foil.
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Figure 7.11: Spatial p-distribution after applying the automatic p-adaption on a
transonic NACA0012 aerofoil: (a) 2 ≤ p ≤ 3, (b) 2 ≤ p ≤ 4.
mesh. Even though it was expected that elements upstream the aerofoil would retain the
linear approximation, the coarseness of the mesh introduced oscillations in the solution
for which the automatic procedure prescribes a higher polynomial degree. The procedure
reaches a stable spatial p-distribution when pmax = 4.
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Figure 7.12: Iso-Mach lines for the transonic flow past a NACA0012 aerofoil: (a)
p = 4, (b) 2 ≤ p ≤ 4.
The Mach number spatial distributions for the solution with the single degree p = 4
and that obtained with the mixed degrees 2 ≤ p ≤ 4 are shown in Figure 7.12. The result
obtained with the p-adaptive procedure shows a less smooth Mach distribution away
from the aerofoil, due to the low degree approximation which is used, but the solution is
accurate close to the aerofoil.
The accuracy of the solution around the aerofoil and the efficiency of the p-adaptive
procedure is better understood in Figure 7.13. In this figure, the cost of three different
approaches, as defined in (3.32), is plotted against the error on the Cp with respect to
the reference solution. As for the cylinder test, the cost of the p-adaptive simulation
is significantly reduced with respect to the cost of the single p solution. However, the
efficiency of the p-adaptive procedure is not only affected by the reduction in the number
of operations required to solve the equations, but also because the initial condition of
each 1 < p < pmax simulation is a converged solution obtained with a lower degree
(1 < p < pmax − 1). In order to assess the two different contributions to the efficiency,
a dashed line is shown in Figure 7.13. In this case, the sequential procedure of the p-
adaption is still applied, but the polynomial degree is increased in all the domain. The
time savings introduced by this approach benefits only from the better initial guess,
so that the difference between its cost and the p-adaptive cost represents the saving
given by the reduction in the number of operations required. Although the cost saving
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Figure 7.13: Cost of the simulation of the transonic flow past a NACA0012 aero-
foil.
given by the p-adaptive procedure is only a fraction of the total saving, it can lead to
significant savings when using larger meshes. Moreover, the effectiveness concerns not
only the computational time but also to computational resources and memory allocation.
These are considerably reduced when using variable p-distribution since the number of
information that needs to be stored in each element increases with p.
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The possibility to divide the computational domain in regions where different discretisa-
tions are applied is developed further in this chapter. A DG zonal solver is presented,
that efficiently simulates compressible viscous flows by reducing the computational cost
through the use of a lower fidelity model, the Euler equations, in regions where the flow
is not dominated by viscous effects. The method has been developed and successfully
implemented in the finite volume framework for a Euler/RANS method and results are
reported in [21], where several approaches based on different treatments of the interface
between regions were proposed. Here those that have been shown to be more stable and
accurate in [21] are discussed.
A literature review of zonal methods is presented in § 8.1. The treatment of the
interface between the viscous and inviscid region is discussed in § 8.2 where two different
methods are introduced: a weak approach and a “naive” approach. Finally, results and
discussion on the flows past a flat plate and an aerofoil are reported in § 8.3.
8.1 Literature review
The zonal solver is essentially a domain decomposition method (DDM). These methods
have been proposed in literature to reduce the computational cost of simulations which,
despite the ongoing improvements in computer efficiency, are still challenging in terms of
memory allocation and time. The idea underlying DDMs is to divide the computational
domain into several independent partitions (subdomains) so that the numerical method
is speeded up. There are several strategies that can be used such as, defining different
meshes, modifying the mesh according to the flow features, using parallel computing and
applying the concept of the zonal solver, which involves the use of different equations in
different subdomains. A thorough review of DDMs may be found in [108].
141
8. A zonal solver
Since a high level of accuracy is frequently required only for some parts of the com-
putational domain, the zonal solver is able to reduce the computational cost by using a
high fidelity solver in these regions and a low fidelity solver elsewhere. In this thesis the
attention is concentrated on viscous flows and the accuracy of the solution is increased
where viscous effects are important, for instance near bodies and on wakes.
The success of such approach relies on an appropriate treatment of the interfaces
between regions. In particular, the interface conditions play an extremely important role
because they are responsible for the continuity of the variables across the interface and
they strongly affect the stability of the solver.
The literature contains a wealth of references to DDMs that partition the domain into
subdomains, in which an appropriate set of equations is solved, and employ a suitable
matching strategy at the interface [40, 108, 142].
Several approaches for coupling subdomains using distinct solvers are available in the
literature. For instance, potential flow/Euler/Navier–Stokes [44],potential flow/RANS
[18, 112, 114, 163], potential flow/Euler [27, 101], vortex panel/Navier–Stokes [118], po-
tential flow/Navier–Stokes [131] and LES /RANS [135, 136]. However this thesis focuses
exclusively on methods that divide the domain into viscous RANS and inviscid Euler sub-
domains, which are coupled together at the interface. Within these methods, two types of
zonal strategy have been proposed, depending on the turbulent model used by the RANS
solver, which can be either algebraic or based on partial differential equation (PDE).
Zonal algorithms for algebraic turbulence models, such as Baldwin–Lomax or Cecebi–
Smith [157] have been proposed in the literature [45, 90, 117]. These models are based on
a definition of turbulent viscosity as a function of Prandtl’s mixing length, which is taken
to be a function of the distance from the object. As the interface is easily determined
from the negligible values of the turbulent viscosity, zonal strategies that are based on
these algorithms are relatively straightforward to implement.
One of the earliest attempts to apply algebraic turbulent models was presented in
[68, 117] where it was used to solve a three-dimensional separated flow over a wing. Further
developments and applications were then proposed by several authors in [45, 83, 89, 90]
and in these studies the idea of interface conditions based on the characteristic analysis or
the continuity of the fluxes was introduced. Reference [42] proposed an iterative procedure
where the position of the interface can be identified dynamically where the local velocity
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differs by more than 10% from the freestream velocity.
Other authors have described methods in which the turbulence model is based on one-
and two-equation PDE models. These models require initial and boundary conditions
also for the turbulence variables, as well as matching conditions on the interface.
An extension of the method described in [114, 163] is presented in [17, 162] for the
k-ε and Spalart-Allmaras models, respectively. A relatively simple method that reduces
the interface treatment to an Euler/Euler problem has been proposed by [6]. A smooth
transition between inviscid and viscous fluxes replaces the viscous flux term in the viscous
equations but only in a region close to the interface. The matching at the interface is
thereby imposed by the continuity of the enthalpy, entropy and inviscid fluxes on the Euler
subdomain and the pressure on the viscous subdomain. In [3] a relaxation procedure is
applied on the interface. Interface boundary values are directly given by the inviscid
solution for the viscous region, while a wall transpiration flux is imposed on the inviscid
side of the interface. A zonal method for matching Euler and laminar Navier–Stokes
equations has been advocated and developed in a series of papers by Hafez and co-workers
[51, 52, 132, 133, 134].
A two-dimensional zonal method for coupling the Euler and RANS equations with
a standard k-ε turbulence model is discussed in [107, 108], where reduced turbulence
model is used in the Euler region in which the diffusion and the production terms in the
k-ε equations are neglected. Therefore, for this method, it was not necessary to apply
boundary conditions for the turbulent model at the interface.
The present work deals with two approaches to the zonal solution by coupling Euler
and laminar viscous solvers for non-overlapping meshes. The first approach is inspired by
a multi-domain method [56, 57, 58, 59], which couples equations on distinct subdomains
using a penalty term to satisfy the interface matching conditions. The second takes
advantage of the numerical flux used in the interface edges in the DG discretisation and
it simply ensures conservation of the fluxes (but not of the variables). In the following,
these approaches are referred to as weak and naive, respectively.
8.2 The treatment of the interface
The computational domain is referred to as Ω and it is divided into two regions, ΩI and ΩV ,
where the subindices I and V refer to the “inviscid” and “viscous” regions, respectively.
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The boundaries of ΩI and ΩV are denoted by ∂ΩI and ∂ΩV respectively. The interface
between the regions is denoted by Γ = ΩI ∩ΩV = ∂ΩI ∩ ∂ΩV . The convention is adopted
that the normal vector at the interface n = (nx, ny) points to the viscous region and
t = (tx, ty) is the tangential vector (t · n = 0).
Figure 8.1: Zonal solver notation: inviscid region, ΩI , with boundary ∂ΩV ; vis-
cous region, ΩV , with boundary ∂ΩV ; zonal interface, Γ = ΩI ∩ΩV =
∂ΩI ∩ ∂ΩV .
This permits to write the coupled inviscid–viscous problem using the two system of
equations (2.2) and (2.13) as

∂UI
∂t
+∇ · F(UI) = 0 in ΩI
∂UV
∂t
+∇ · F(UV ) = ∇ · Fv(UV ) in ΩV
(8.1)
with appropriate boundary and interface conditions.
8.2.1 Naive approach: continuity of fluxes
The simplest way to perform a zonal approach that ensures conservation of the fluxes is
to calculate a single flux at the zonal interface. The DG framework naturally computes
a single flux on the interface between elements through the advective numerical flux, as
described in § 3.3. The continuity of fluxes is therefore imposed when the numerical flux
is obtained using the variables of the adjacent elements. The method does not impose
the continuity of the variables and it led to a non-convergent method in the finite volume
discretisation described in [21]. However, the discontinuity of the variables on the interface
is an intrinsic property of the DG method and the naive approach takes adventage of it.
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The flux FuΓ at the interface is defined by
FuΓ = F
u
n(UI ,UV ) (8.2)
where FuΓ needs to be computed on each quadrature point on the zonal interface. The
diffusive fluxes are computed only in the viscous region and on the interface. The interface
is treated as boundary where the inviscid values become the boundary conditions for the
viscous region.
The approach is straightforward to implement and it ensures the continuity of the
fluxes on the interface. One expects that it will work as long as the viscous fluxes on the
interface are sufficiently small i.e. ‖Fv(Γ)‖L2 < ǫ.
The naive approach reduces the zonal interface problem to a cut-off method. Viscous
fluxes are calculated only in the viscous region and no condition is imposed on the in-
terface. The continuity of the advective fluxes is automatically obtained by solving the
Riemann problem on the sides of the zonal interface. The naive method produced unsta-
ble results in the finite volume framework described in [21], since the variables on the sides
of the zonal interface were discontinuous and their value highly oscillatory. This problem
is not experienced in the DG method and the reason may lay in the natural discontinuous
definition of the variables on the element interfaces.
8.2.2 Weak approach
The starting point of this method is a penalty procedure for the treatment of an interface
in a domain decomposition method for viscous flows where the same solver is used in all
the subdomains [59]. The method can be adapted to deal with viscous-inviscid coupling by
a suitable modification of the interface treatment. The method is proven to be well-posed
and numerically stable in [56, 57].
The interface conditions are implemented using a penalty term, which is added to the
system (8.1), of the form
∂Q
∂t
+∇ · F = ∇ · Fv − βS [R±(R−RMC) + G±(G−GMC)] (8.3)
where β is a penalty parameter that is different from zero only at the interface, S is
the matrix of eigenvectors in the direction normal to the interface, R represents the
corresponding (diagonal) matrix of eigenvalues and G is a diagonal matrix that arises from
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an energy integral introduced to achieve maximal dissipation for the interface conditions.
The subindices − and + indicate that their evaluation involves only the values that
are compatible with upwind and downwind locations, respectively, with respect to the
normal velocity at the interface. The symbols R andG denote the vector of characteristic
variables in the inviscid and viscous regions, respectively. The subindex “MC” refers to
the matching conditions at the interface.
Expressions of these matrices are given in the following and a complete derivation is
included in Appendix B.
S =


1
2c
nx ny
1
2c
1
2c
(u+ cnx) unx uny
1
2c
(u− cnx)
1
2c
(v + cny) vnx vny
1
2c
(v − cny)
1
2c
(H + cv · n) V
2
2
nx
V 2
2
ny
1
2c
(H − cv · n)


R =


R1
R2
R3
R4

 =


ρ(v− vΓ) · n+ γ − 1
cΓ
(
ρE +
1
2
ρV 2Γ − ρvΓ · v
)
nx
[
ρ− γ − 1
c2Γ
(
ρE +
1
2
ρV 2Γ − ρvΓ · v
)]
+ ρ [(v− vΓ)× n] · nx
ny
[
ρ− γ − 1
c2Γ
(
ρE +
1
2
ρV 2Γ − ρvΓ · v
)]
+ ρ [(v− vΓ)× n] · ny
−ρ(v− vΓ) · n+ γ − 1
cΓ
(
ρE +
1
2
ρV 2Γ − ρvΓ · v
)


G =


1
2ρ
{[
4
3
µ+ ϑ
]
∂Rn1
∂n
− 2cϑ
γ − 1
∂Rn2
∂n
+
[
−4
3
µ+ ϑ
]
∂Rn4
∂n
}
− ϑ
2ρc
(
∂Rn1
∂n
+
∂Rn4
∂n
− 2c
γ − 1
∂Rn2
∂n
)
µ
ρ
∂Rn3
∂n
1
2ρ
{[
−4
3
µ+ ϑ
]
∂Rn1
∂n
− 2cϑ
γ − 1
∂Rn2
∂n
+
[
4
3
µ+ ϑ
]
∂Rn4
∂n
}


R− =


|λ1| 0 0 0
0 |λ2| 0 0
0 0 |λ3| 0
0 0 0 (1− α)|λ4|

 , G− =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


146
8. A zonal solver
R+ =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 α|λ4|

 , G+ =


0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


Here V is the velocity magnitude, H the total enthalpy, λ the eigenvalues associated
with S, ϑ = µ
PrCv
, Pr is the Prandtl number and Rn = R · n. The derivative ∂
∂n
in the
term G is calculated in the direction normal to the interface. Finally, the subindex Γ
refers to the variables at the interface.
The formulation is adapted for the treatment of a viscous-inviscid interface as

∂UI
∂t
+∇ · F(UI) = −βS [R±(RI −RV )− G±GV ] in ΩI
∂UV
∂t
+∇ · F(UV ) = ∇ · Fv(UV ) + βS [R±(RI −RV )− G±GV ] in ΩV
(8.4)
In this formulation there are no viscous fluxes in ΩI , but interface conditions deriving
from the viscous terms in ΩV are required. Otherwise, in the inviscid region there will
not be boundary conditions associated with the viscous terms in the viscous region.
Since the penalty terms are evaluated only on the zonal interface and they do not
contribute to the rest of the domain, the term is added to the advective boundary term
as

∫
Ωe
v
∂U
∂t
dx+
∮
∂Ωe
v [Fu(U) + Θ] ds−
∫
Ωe
∇v · F(U) dx = 0 in ΩI
∫
Ωe
v
∂U
∂t
dx+
∮
∂Ωe
v [Fu(U)−Θ] ds−
∫
Ωe
∇v · F(U) dx−
∫
Ωe
∇vFv(U) dx = 0 in ΩV
where Θ = S [R±(RI −RV )− G±GV ] and the diffusive term in the second equation is
discretised using the methodology described in § 5.2.
The basic idea of the penalty method is to match the characteristic variables at the
interface without directly prescribing the variables on the interface but enforcing them
through a penalty term added to the equations. This leads to a solution that may be
discontinuous across the interface. The procedure fits perfectly within the DG formulation
as it allows variables to be discontinuous through elements and imposes the boundary
condition weakly.
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8.3 Results
This section analyses the performance of both formulations of the zonal interface condi-
tions and the effect of the position of the interface in the accuracy of the solution for two
laminar flow test cases: the flow past a flat plate and a NACA0012 aerofoil.
8.3.1 Flat plate
First the compressible laminar flow past a flat plate is considered. The geometry and
initial and boundary conditions of the problem are those described in § 6.4.1. This simple
test permits the generation of meshes where the definition of an interface is straightfor-
ward.
A preliminary study to assess the accuracy and performance of the zonal approaches
and their sensitivity to the location of the interface is performed. The accuracy of the com-
puted zonal solution is determined by comparison with that obtained with the standard
viscous solver, which is the target reference solution.
The zonal interface is defined through a line that is placed at a given distance from
the wall. The reference line has been chosen so that its distance from the wall is always
at the position where u = 0.999 u∞ in the full viscous solution. The position of the zonal
interface is then defined as the ratio between the normal distance from the wall y and the
height of the boundary layer δ (i.e. for y/δ = 1, the interface is placed at the edge of the
boundary layer).
The performance of the zonal approaches is assessed in terms of computational time
and accuracy of the solution and by the influence of the position of the zonal interface.
The computational time of the simulation depends upon the ratio between the number
of viscous and inviscid faces, as well as from the convergence rate of the solution. The
accuracy of the zonal solution is obtained by calculating the error on the friction coefficient
Cf on the flat plate as
ǫCf =
|CfV − CfZ |
|CfV |
(8.5)
where V and Z stand for viscous and zonal, respectively.
The velocity profiles calculated using different approaches for various locations of the
interface are shown in Figures 8.2 and 8.3 together with a full viscous reference solution.
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Figure 8.2: Velocity profile obtained by the zonal solver on the flat plate imposing
the conservation of fluxes matching (naive approach) at the interface
with y/δ = 0.15 (left), y/δ = 0.54 (center) and y/δ = 1.0 (right).
Reference solution (bold line), zonal solution (circles) and interface
(dotted line).
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Figure 8.3: Velocity profile obtained by the zonal solver on the flat plate imposing
the weak matching at the interface with y/δ = 0.15 (left), y/δ = 0.54
(center) and y/δ = 1.0 (right). Reference solution (bold line), zonal
solution (circles) and interface (dotted line).
The results obtained when the interface is located on the edge, or out, of the boundary
layer are fairly accurate, but the accuracy deteriorates if the interface is taken inside the
boundary layer. In this case, the slope of the velocity profile is erroneous and the velocity
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Figure 8.4: Accuracy for different zonal approaches varying zonal distance.
eventually reaches the free-stream value at an shorter distance from the wall. Figure 8.4
shows the improvements of accuracy given by the two methods as the interface is moved
away from the wall. Both methods reach convergence when the interface is placed at
about y/δ = 1.0 and the weak approach introduces a smaller error.
The computational cost of the simulations has been obtained by timing the code
and extracting the time cost for the solution of each element. The naive approach cost
includes only Euler and viscous elements, while the weak approach cost includes also
an additional cost of the treatment of the zonal interface. The solution of the zonal
interface using the weak approach increases the computational cost of the simulation by
a factor that is proportional to the number of interface faces. In the current simulation it
increases the computational time by a percentage between 0.5% for NfI/NfΓ = 4 to 5%
for NfI/NfΓ = 2.5. The performance of the various methods is shown in Figure 8.5. As
expected, the two treatments of the zonal interface return a time saving which is clearly
improved when the naive approach is used. If an error of about 0.01% is accepted on Cd,
the curves present an optimal performance value of the method when y/δ ≈ 1.0 with an
average time saving of 35% respect to a full viscous solution.
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Figure 8.5: Performance for different zonal approaches as a function of zonal dis-
tance and polynomial degree.
8.3.2 NACA0012
This test introduces a more challenging geometry and flow since it introduces a wake and
has a more complex boundary layer. The zonal interface for this problem is defined at
a certain distance from the aerofoil in order to include the first three layers of elements
around the aerofoil, as shown in Figure 8.6(a). The wake is not completely included in
the viscous region and, therefore, it is solved as an inviscid flow in the outer region. The
ratio between the number of inviscid and viscous elements is NI/NV = 5.41.
A test case with laminar compressible flow over a NACA0012 aerofoil was employed.
The free-stream conditions correspond to Ma = 0.1, α = 3◦ and Re = 1.0×104. Results are
obtained using the p-adaptive procedure and compared with the full viscous simulation.
The aim is to demonstrate that the zonal solver is able to reproduce the flow around
the aerofoil with the same order of accuracy as the full viscous solution. The final p-
distribution is shown in Figure 8.6(b). A low polynomial degree is set in the outer region
and a maximum p = 4 is used around the aerofoil and in the wake. The weak approach
is stable and it reaches convergence. The naive approach instead becomes unstable when
p = 4 is used around the aerofoil. The failure of the naive approach may be caused by
the fact that its treatment of the interface does not damp transient oscillations generated
in the wake in the vicinity of the aerofoil trailing edge, leading to instability.
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Figure 8.6: Zonal splitting and polynomial degree distribution around the aero-
foil. Polynomial degree: blue: p = 1, green: p = 2, yellow: p = 3,
red: p = 4.
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Figure 8.7: Streamwise velocity for the full viscous (a) and zonal (b) solutions.
Figure 8.7 shows the x-momentum distribution for the full viscous and the zonal weak
solution. The zonal distribution does not visibly differ from the full viscous solution and
it presents a smooth transition through the interface even on the wake.
Table 8.1 shows the errors in the aerodynamic coefficients and time savings. Since
the zonal solver is required to have the same accuracy as the full viscous solution, the
errors are given with respect to a full viscous solution with p = 8 everywhere. The cost of
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the simulation is compared to the full viscous solution with p = 1 everywhere. The error
on the drag coefficient is strongly reduced when higher polynomial degrees are employed
around the aerofoil, while the error on the lift coefficient is always below 5%. The use
of both zonal solvers do not compromise the accuracy which shows the same order of
accuracy as for the full viscous solution. Furthermore, the performance of the solver is
strongly improved when a zonal solver is employed, leading to a computational saving
that is about 40% with respect to the full viscous solution.
Formulation εCl εCd Cost
Viscous 3.6% 143% 1.000
p = 1 Naive 2.0% 140% 0.615
Weak 2.0% 144% 0.615
Viscous 1.9% 64.9% 2.200
1 ≤ p ≤ 2 Naive 0.8% 66.3% 1.393
Weak 0.8% 66.3% 1.397
Viscous 0.2% 26.3% 5.004
1 ≤ p ≤ 3 Naive 1.0% 26.2% 3.094
Weak 1.0% 26.2% 3.180
Viscous 1.5% 10.1% 14.05
1 ≤ p ≤ 4 Naive / / /
Weak 1.5% 10.2% 8.300
Table 8.1: Performance and accuracy of various zonal methods.
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This thesis has presented a successful implementation of a discontinuous Galerkin (DG)
method for the solution of inviscid and viscous compressible flows. The stability of the
method is obtained for the 1D discretisation and its accuracy is studied in both 1D and
2D domains. Two methods for reducing the computational time of the simulations are
implemented: a p-adaptive procedure and a zonal solver.
The DGmethod has been applied for the numerical solution of inviscid Euler equations
in 1D flows. The time discretisation has been performed via a Runge–Kutta method
(classical RK and SSPRK). A polynomial expression of the allowable explicit timestep
as a function of the polynomial degree, p, is given and the best combination of accuracy
and performance has been obtained for polynomial of relatively low degree (p = 5, 6). A
linear stability analysis has shown that SSPRK performs better than standard RK even
though an additional stage is required.
The DG discretisation has been used for the solution of 1D area-averaged equations
of flow in a duct with a prescribed area variation. Even though the application of the
DG method produced accurate and stable solutions for subsonic flows without requiring
any numerical diffusion, the solution of this particular problem exhibited high-frequency
oscillations. The source of these oscillations was identified to be the variation of the
projection error introduced by the polynomial approximation of the moving area onto a
fixed mesh. Here the oscillations are eliminated by extracting the area from the integrals
in the weak formulation and splitting the elements on the nose and tail of the train. The
new formulation was used to find pressure profiles generated by real train shapes and the
results were validated against experimental data.
In the second part of this thesis, a 2D DG transonic Euler and Navier–Stokes solver
has been implemented using the high-order Nektar++ library. The DG discretisation
of the Euler equations has an exponential rate of convergence with respect to the poly-
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nomial degree and reproduces subsonic and smooth supersonic solutions on very coarse
meshes and curved geometries without the use of any numerical diffusion or limiting pro-
cedures. A sensor-based artificial diffusion that maintains the high-order accuracy of the
DG method is added to solve flows with discontinuities. The sensor suitably detects flow
discontinuities, adding the artificial diffusion only where shocks or contact discontinuities
are present. The implemented artificial diffusion allows the use of very coarse meshes
and permits to adequately reproduce complex shock patterns, always confining the shock
profile to a single cell. Next, the modelling of compressible viscous flows governed by
the Navier–Stokes equations has been tackled. The treatment of the viscous fluxes in
the Navier–Stokes equations is carried out in a similar fashion to the discretisation of
the artificial diffusion term. The method has reproduced steady and unsteady transonic
viscous flows and has reached high accuracy increasing the polynomial degree. Both the
discontinuity sensor and the p-adaptive procedure required the possibility to change the
polynomial degree of a given numerical solution. This has introduced difficulties that
have been addressed in detail in the implementation of a variable p treatment.
Finally, particular attention has been dedicated to speed up the convergence of the
explicit DG method through the implementation of a p-adaptive procedure and a zonal
solver. In the p-adaptive procedure, the polynomial degree has been automatically as-
signed in each element according to the flow gradients through the use of a suitably mo-
dified version of the discontinuity sensor introduced for the artificial diffusion. A strategy
has been devised to obtain problem-independent threshold values of the sensor. These
values have been calculated using the Sod’s shock tube problem. A p-smoothing have also
been introduced to improve the convergence of the method. The computational cost of
simulations has been drastically reduced and a time saving up to 70% has been obtained
with respect to simulations performed using a single p. In the zonal solver, a strong
approach where the variables are directly imposed on the interface and a weak approach
where the interface is treated within the Navier–Stokes equations are implemented. The
weak method has been successfully used for the solution of laminar flow over a flat plate
and for subsonic flow over an aerofoil. A zonal solution is about 35% cheaper than a
complete viscous solution with a loss of accuracy on the friction coefficient of less than
0.01% for the flat plate and less than 5% for the drag coefficient on the aerofoil.
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Figure 9.1: Cost saving that can be obtained using a mixed timestepping formu-
lation. The cost is given respect to the uniform solution with p = 1.
The polynomial degree refers to the maximum polynomial used in the
domain.
9.1 Future work
The 1D DG code may include the artificial diffusion terms in order to model flow disconti-
nuities. The code can also be extended to deal with a network of tunnels by incorporating
a suitable treatment of junctions, model multiple trains in the tunnel by adding empir-
ical terms to account 3D effects during the crossing of trains and remove the isentropic
condition to account for heat exchange. The code could be also incorporated in the Nek-
tar++ library, where coupled with a 3D solver, it could be used for the efficient solution
of multiscale problems, such as the simulation of flows in subway networks.
Given the severe limitations in timestep of the explicit time integration scheme, a
future 3D extension of the DG method for the solution of compressible flows will definitely
need an implicit time discretisation [96, 155]. If an explicit time integration is maintained,
the code will surely benefit from the use of time-accurate local timestepping procedure
with the p-adaptive method. This will allow to set the appropriate CFL condition to
be determined for each polynomial degree [43, 60]. Figure 9.1 shows an extrapolated
cost curve and the large computational saving that may be achieved using a p-adaptive
procedure with local timestepping for the subsonic flow past a cylinder, § 6.1.2. The p-
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adaptivity may also be applied to time-dependent problems, introducing an efficient way
of varying p in the domain at each time step. Moreover, it could be associated with an
error estimator, perhaps adjoint-based, and an h-adaptivity procedure to make the scheme
more efficient [154]. A more detailed study of the parameters involved with the sensor in
the artificial diffusion to make it less problem dependent is essential [72]. Finally, the DG
method can be extended to the modelling of turbulent flows through the implementation
of a RANS DG solver [12, 100]. If a turbulent model is deployed in the viscous region,
the zonal solver could prove to be even more effective [21].
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The inviscid equations of compressible flow in non-conservative form, in three space vari-
ables x = [x y z], are written as
∂V
∂t
+
3∑
j=1
Aj
∂V
∂xj
= 0. (A.1)
where the non-conservative variables vector V and the flux matrices Aj are given by
V =


ρ
u
v
w
p


=


ρ
v
p

 , (A.2)
A1 =


u ρ 0 0 0
0 u 0 0 1/ρ
0 0 u 0 0
0 0 0 u 0
0 ρc2 0 0 u


A2 =


v 0 ρ 0 0
0 v 0 0 0
0 0 v 0 1/ρ
0 0 0 v 0
0 0 ρc2 0 v


A3 =


w 0 0 ρ 0
0 w 0 0 0
0 0 w 0 0
0 0 0 w 1/ρ
0 0 0 ρc2 w


(A.3)
where ρ is the density, u, v and w the three velocity components, p the pressure and c
the speed of sound for a perfect gas. In order to find the wave-like solutions of the first
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order system equation (A.1), it is useful to construct an associated matrix P as
P =
3∑
j=1
njAj (A.4)
P =


n · v nxρ nyρ nzρ 0
0 n · v 0 0 nx/ρ
0 0 n · v 0 ny/ρ
0 0 0 n · v nz/ρ
0 nxρc
2 nyρc
2 nzρc
2 n · v


(A.5)
n = [nx ny nz] (A.6)
where n is the normal vector. The eigenvalues of P are obtained from
det|λI−P| = 0, (A.7)
such as, the eigenvalues vector λ is
λ =


n · v+ c
n · v
n · v
n · v
n · v− c


, (A.8)
or expressing it as a diagonal matrix
Λ =


n · v+ c 0 0 0 0
0 n · v 0 0 0
0 0 n · v 0 0
0 0 0 n · v 0
0 0 0 0 n · v− c


= L−1PL, (A.9)
where L−1 and L are the left and right eigenvectors matrix respectively. The left linearly
independent eigenvectors lj are solutions of
ljP = λjlj , (A.10)
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The left eigenvectors matrix constructed using these eigenvectors as rows is
L−1 =


0 nxα1 nyα1 nzα1 α1/(ρc)
α4 nyβ4 −nxβ4 0 −α4/c2
α2 0 nzβ2 −nyβ2 −α2/c2
α3 −nzβ3 0 nxβ3 −α3/c2
0 −nxα5 −nyα5 −nzα5 α5/(ρc)


. (A.11)
Defining the normalization coefficient as
α1 = ρ, α5 = ρ,
α2 = nx, α3 = ny α4 = nz,
β2 = β3 = β4 = ρ.
(A.12)
the left eigenvector matrix assumes the form
L−1 =


0 ρnx ρny ρnz 1/c
nz ρny −ρnx 0 −nz/c2
nx 0 ρnz −ρny −nx/c2
ny −ρnz 0 ρnx −ny/c2
0 −ρnx −ρny −ρnz 1/c


. (A.13)
In the same way it is possible to write the right eigenvectors matrix using as columns the
solution vectors of the problem
Prj = λjrj , (A.14)
L =


α1ρ/c α4 α2 α3 α5ρ/c
nxα1 nyβ4 0 −nzβ3 −nxα5
nyα1 −nxβ4 nzβ2 0 −nyα5
nzα1 0 −nyβ2 nxβ3 −nzα5
α1ρc 0 0 0 α5ρc


. (A.15)
The identity LL−1 = diag(1) permits to define the normalization coefficient for the matrix
as
α1 = 1/(2ρ), α5 = 1/(2ρ),
α2 = nx, α3 = ny α4 = nz,
β2 = β3 = β4 =
1
ρ
.
(A.16)
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and the right eigenvector matrix is finally written as
L =


1/(2c) nz nx ny 1/(2c)
nx/(2ρ) ny/ρ 0 −nz/ρ −nx/(2ρ)
ny/(2ρ) −nx/ρ nz/ρ 0 −ny/(2ρ)
nz/(2ρ) 0 −ny/ρ nx/ρ −nz/(2ρ)
c/2 0 0 0 c/2


. (A.17)
The conservative gas-dynamic equations can be written as
∂U
∂t
+
3∑
j=1
A˜j
∂U
∂xj
= 0. (A.18)
where the conservative variables vector U and the flux matrices A˜1, A˜2 and A˜3 are
expressed by
U =


ρ
ρu
ρv
ρw
ρE


=


ρ
m
n
l
ρE


=


ρ
m
ρE

 , (A.19)
A˜1 =


0 1 0 0 0
−u2 + γ1/2 V 2 (3− γ)u −γ1v −γ1w γ1
−uv v u 0 0
−uw w 0 u 0
−u[γE − γ1V 2] γE − γ1(V 2 + 2u2) −γ1uv −γ1uw γu


(A.20)
A˜2 =


0 0 1 0 0
−uv v u 0 0
−v2 + γ1/2 V 2 −γ1u (3− γ)v −γ1w γ1
−vw 0 w v 0
−v[γE − γ1V 2] −γ1uv γE − γ1(V 2 + 2v2) −γ1vw γv


(A.21)
A˜3 =


0 0 0 1 0
−uw w 0 u 0
−vw 0 w v 0
−w2 + γ1/2 V 2 −γ1u −γ1v (3− γ)w γ1
−w[γE − γ1V 2] −γ1uw −γ1vw γE − γ1(V 2 + 2w2) γw


(A.22)
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where γ1 = γ − 1. Introducing the specific heat ratio γ and the velocity magnitude
V =
√
u2 + v2 + w2, it is possible to define the total energy E and the total enthalpy H
per unit mass as
E =
p
ρ(γ − 1) +
1
2
V 2, (A.23)
H = E +
p
ρ
=
V 2
2
+
c2
γ − 1 . (A.24)
The non-conservative associated matrix P is related to the conservative associated matrix
P˜ = nxA˜1 + nyA˜2 + nzA˜3, (A.25)
by the similarity transformation
P˜ =M−1PM. (A.26)
where M is the Jacobian matrix
M =
∂U
∂V
=


1 0 0 0 0
u ρ 0 0 0
v 0 ρ 0 0
w 0 0 ρ 0
V 2/2 ρu ρv ρv 1/γ1


(A.27)
and
M−1 =
(
∂V
∂U
)T
=


1 0 0 0 0
−u/ρ 1/ρ 0 0 0
−v/ρ 0 1/ρ 0 0
−w/ρ 0 0 1/ρ 0
γ1/2V
2 −uγ1 −vγ1 −wγ1 γ1


(A.28)
To make symmetric the conservative flux matrices it is possible to work with the non-
conservative matrices using the relation
S−1A˜jS = L
−1M−1A˜jML = L
−1AjL, (A.29)
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where the matrices S and S−1 are expressed by
S =


1/(2c) nz nx
1/(2c)(u+ cnx) unz + ny unx
1/(2c)(v + cny) vnz − nx vnx + nz
1/(2c)(w + cny) wnz wnx − ny
1/(2c)(H + cv ·n) V 2
2
nz + uny − vnx V 22 nx + vnz − wny
ny 1/(2c)
uny − nz 1/(2c)(u− cnx)
wny 1/(2c)(v − cny)
wny + nx 1/(2c)(w − cnz)
V 2
2
ny + wnx − unz 1/(2c)(H − cv · n)


S−1 =


γ1/(2c)V
2 − v ·n nx − uγ1/(c) ny − vγ1/(c)
(1− γ1/(2c2)V 2)nz + vnx − uny uγ1/(c2)nz + ny vγ1/(c2)nz − nx
(1− γ1/(2c2)V 2)nx + wny − vnz uγ1/(c2)nx vγ1/(c2)nx + nz
(1− γ1/(2c2)V 2)ny + unz − wnx uγ1/(c2)ny − nz vγ1/(c2)ny
γ1/(2c)V
2 + v · n −nx − uγ1/(c) −ny − vγ1/(c)
nz − wγ1/(c) γ1/(c)
wγ1/(c
2)nz −γ1/(c2)nz
wγ1/(c
2)nx − ny −γ1/(c2)nx
wγ1/(c
2)ny + nx −γ1/(c2)ny
−nz − wγ1/(c) γ1/(c)


The characteristic variables vector R = [S (U0)]
−1U is written as
R =


ρ(v− v0) · n+ γ1
c0
(
ρE +
1
2
ρV 20 − ρv0 · v
)
nz
[
ρ− γ1
c20
(
ρE +
1
2
ρV 20 − ρv0 · v
)]
+ ρ [(v− v0)× n] · nz
nx
[
ρ− γ1
c20
(
ρE +
1
2
ρV 20 − ρv0 · v
)]
+ ρ [(v− v0)× n] · nx
ny
[
ρ− γ1
c20
(
ρE +
1
2
ρV 20 − ρv0 · v
)]
+ ρ [(v− v0)× n] · ny
−ρ(v− v0) · n+ γ1
c0
(
ρE +
1
2
ρV 20 − ρv0 · v
)


(A.30)
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Projecting the matrices along the direction n = [1, 0, 0] it is obtained
Sn =


1
2c
0 1 0
1
2c
1
2c
(u+ c) 0 u 0
1
2c
(u− c)
1
2c
v −1 v 0 1
2c
v
1
2c
w 0 w 1
1
2c
w
1
2c
(H + cu) −v V
2
2
w
1
2c
(H − cu)


(A.31)
(Sn)−1 =


γ1
2c
V 2 − u 1− u(γ1)
c
−v(γ1)
c
−w(γ1)
c
γ1
c
v 0 −1 0 0(
1− γ1
2c2
V 2
) u(γ1)
c2
v(γ1)
c2
w(γ1)
c2
−γ1
c2
−w 0 0 1 0
γ1
2c
V 2 + u −1− u(γ1)
c
−v(γ1)
c
−w(γ1)
c
γ1
c


(A.32)
Rn =


ρ(u− u0) + γ1
c0
(
ρE +
1
2
ρV 20 − ρv0 · v
)
−ρ(v − v0)
ρ− γ1
c20
(
ρE +
1
2
ρV 20 − ρv0 · v
)
ρ(w − w0)
−ρ(u− u0) + γ1
c0
(
ρE +
1
2
ρV 20 − ρv0 · v
)


(A.33)
Introducing a symmetrizing diagonal matrix
QTQ =


1 0 0 0 0
0 2 0 0 0
0 0
2c20
γ1
0 0
0 0 0 2 0
0 0 0 0 1


(A.34)
it is possible to modify the conservative equations as
QTQ
(
∂(Sn)−1U
∂t
+
3∑
i=1
(Sn)−1A˜iS
n∂(S
n)−1U
∂xi
)
= 0, (A.35)
QTQ
∂Rn
∂t
+A1∂R
n
∂x
+A2∂R
n
∂y
+A3∂R
n
∂z
= 0, (A.36)
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where
A1 =


u+ c 0 0 0 0
0 2u 0 0 0
0 0
2c20
γ1
u 0 0
0 0 0 2u 0
0 0 0 0 u− c


A2 =


v −c 0 0 0
−c 2v 0 0 −c
0 0
2c20
γ1
v 0 0
0 0 0 2v 0
0 −c 0 0 v


A3 =


w 0 0 c 0
0 2w 0 0 0
0 0
2c20
γ1
w 0 0
c 0 0 2w c
0 0 0 c w


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equations
The three dimensional compressible Navier–Stokes equations given in conservative form
are given in Chapter 1. Here λ = −2
3
µ and k =
µ
γ − 1. Introducing the Jacobian matrix
of the state vector and splitting the viscous fluxes according to the three derivatives lead
to write the transformation Jacobians of the viscous fluxes as
Ux =
∂U
∂x
, Uy =
∂U
∂y
, Uz =
∂U
∂z
Fv =


Fvxx F
v
xy F
v
xz
Fvyx F
v
yy F
v
yz
Fvzx F
v
zy F
v
zz

 (B.1)
F11 =
∂Fvxx
∂Ux
, F22 =
∂Fvyy
∂Uy
, F33 =
∂Fvzz
∂Uz
F12 =
(
∂Fvyx
∂Uy
+
∂Fvxy
∂Ux
)
, F23 =
(
∂Fvzy
∂Uz
+
∂Fvyz
∂Uy
)
, F13 =
(
∂Fvzx
∂Uz
+
∂Fvxz
∂Ux
)
Defining the symmetrized matrices as
Fij = QTQ(Sn)−1FijSn, (B.2)
and
ϑ =
γk
Pr
γ1
γcv
, (B.3)
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where γ1 = γ − 1, it is possible to write
F11 = 1
2ρ


[(λ+ µ) + ϑ] 0 −2c/γ1ϑ 0 [−(λ+ µ) + ϑ]
0 4µ 0 0 0
−2c/γ1ϑ 0 4c2/γ21ϑ 0 −2c/γ1ϑ
0 0 0 4µ 0
[−(λ + µ) + ϑ] 0 −2c/γ1ϑ 0 [(λ+ µ) + ϑ]


F12 = λ+ µ
ρ


0 −1 0 0 0
−1 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 1 0 0 0


F22 = 1
2ρ


[µ+ ϑ] 0 −2c/γ1ϑ 0 [−µ + ϑ]
0 −4(λ+ 2µ) 0 0 0
−2c/γ1ϑ 0 4c2/γ21ϑ 0 −2c/γ1ϑ
0 0 0 4µ 0
[−µ+ ϑ] 0 −2c/γ1ϑ 0 [µ+ ϑ]


F13 = λ+ µ
ρ


0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
1 0 0 0 −1
0 0 0 −1 0


F33 = 1
2ρ


[µ+ ϑ] 0 −2c/γ1ϑ 0 [−µ + ϑ]
0 −4µ 0 0 0
−2c/γ1ϑ 0 4c2/γ21ϑ 0 −2c/γ1ϑ
0 0 0 4(λ+ 2µ) 0
[−µ+ ϑ] 0 −2c/γ1ϑ 0 [µ+ ϑ]


F23 = λ+ µ
ρ


0 0 0 0 0
0 0 0 −2 0
0 0 0 0 0
0 −2 0 0 0
0 0 0 0 0


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Following the same procedure used for the inviscid equations (A.18), the Navier–Stokes
system (2.13) is written as
∂U
∂t
+
3∑
i=1
A˜i
∂U
∂xi
=
3∑
i=1
3∑
j=1
Fij
∂2U
∂xi∂xj
(B.4)
Equations are linearized around a uniform state U0 and transformed into characteristic
variables, by diagonalizing A through a similarity transformation using the eigenvectors
matrix Sn. Applying the diagonalizing matrix QTQ, the set of equations are written as
QTQ
∂Rn
∂t
+
3∑
i=1
Ai∂R
n
∂xi
=
3∑
i=1
3∑
j=1
Fij ∂
2Rn
∂xi∂xj
Constructing the energy integral, the boundary conditions along the normal direction are
given by
−1
2
[
(Rn)TA1Rn − 2
3∑
j=1
(Rn)TF1j ∂R
n
∂xj
]1
−1
≤ 0 (B.5)
with the flow properties constrained by
µ0 ≥ 0, λ0 ≤ 0, λ0 + µ0 ≥ 0, γk0
Pr
≥ 0, γ ≥ 1
Defining
∇Rn = (Sn)−1∇U and QTQG =
3∑
j=1
F1j ∂R
n
∂xj
(B.6)
where
G =


1
2ρ
{
[(λ+ 2µ) + ϑ]
∂Rn1
∂x
− 2cϑ
γ − 1
∂Rn3
∂x
+ [−(λ+ 2µ) + ϑ] ∂R
n
5
∂x
}
+
λ+ µ
ρ
(
∂Rn4
∂z
− ∂R
n
2
∂y
)
µ
ρ
∂Rn2
∂x
+
λ+ µ
2ρ
(
∂Rn5
∂y
− ∂R
n
1
∂y
)
−k(γ − 1)
2PrρcCv
(
∂Rn1
∂x
+
∂Rn5
∂x
− 2c
γ − 1
∂Rn3
∂x
)
µ
ρ
∂Rn4
∂x
+
λ+ µ
2ρ
(
∂Rn1
∂z
− ∂R
n
5
∂z
)
1
2ρ
{
[−(λ+ 2µ) + ϑ] ∂R
n
1
∂x
− 2cϑ
γ − 1
∂Rn3
∂x
+ [(λ+ 2µ) + ϑ]
∂Rn5
∂x
}
+
λ+ µ
ρ
(
∂Rn2
∂y
− ∂R
n
4
∂z
)


(B.7)
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the boundary conditions are rewritten as
−1
2
[
(Rn)TΛRn − 2
3∑
j=1
(Rn)TG
]1
−1
≤ 0 (B.8)
The inflow-outflow boundary conditions are the maximal dissipative conditions for the
equation B.8:
INFLOW
Subsonic Supersonic
λ1 > 0, λ2 > 0, λ3 > 0, λ4 > 0, λ5 < 0 λ1 > 0, λ2 > 0, λ3 > 0, λ4 > 0, λ5 > 0
λ1R1 −G1 = 0
λ2R2 −G2 = 0
λ3R3 −G3 = 0
λ4R4 −G4 = 0
G5 = 0
λ1R1 −G1 = 0
λ2R2 −G2 = 0
λ3R3 −G3 = 0
λ4R4 −G4 = 0
λ5R5 −G5 = 0
OUTFLOW
Subsonic Supersonic
λ1 > 0, λ2 > 0, λ3 > 0, λ4 > 0, λ5 < 0 λ1 > 0, λ2 > 0, λ3 > 0, λ4 > 0, λ5 > 0
G2 = 0
G3 = 0
G4 = 0
|λ5|R5 +G5 = 0
G1 = 0 or G5 = 0
G2 = 0
G3 = 0
G4 = 0
Hence, the four matrices R± and G±, which are used to construct the penalty term in the
Navier–stokes equations, are given, for the inflow case, by
R− =


|λ1| 0 0 0 0
0 |λ2| 0 0 0
0 0 |λ3| 0 0
0 0 0 |λ4| 0
0 0 0 0 (1− α)|λ5|


, G− =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


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and for the output case
R+ =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 α|λ5|


, G+ =


0 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


with α = 1 for subsonic and α = 0 for supersonic flow conditions.
Finally, the penalty method applied to the compressible Navier–Stokes equations leads
to
∂U
∂t
+
∂F
∂x
+
∂G
∂y
+
∂H
∂z
=
(
∂Fv
∂x
+
∂Gv
∂y
+
∂Hv
∂z
)
−βS [R±(R−RBC) + G±(G−GBC)] ,
(B.9)
where the function β(x, y, z) is zero everywhere but on the boundary, where it is one. The
matrices RBC and GBC account for the boundary conditions in characteristic form at the
interface.
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