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ON THE TENSOR RANK OF MULTIPLICATION IN FINITE
FIELDS
S. BALLET, J. CHAUMINE, J. PIELTANT, AND R. ROLLAND
Abstract. In this paper, we give a survey of the known results concern-
ing the tensor rank of the multiplication in finite fields and we establish new
asymptotical and not asymptotical upper bounds about it.
1. Introduction
Several objects constitute the aim of this paper. First, it is a question of in-
troducing the problem of the tensor rank of the multiplication in finite fields and
of giving a statement of the results obtained in this part of algebraic complexity
theory for which the best general reference is [17]. In particular, one of the aims
of this paper is to list exhaustively the few published mistaken statements and to
explain them. In the second part, we repair and clarify certain of these statements.
Last but not least, we improve several known results. In this section we introduce
the problem, we set up notation and terminology and we present the organization
of this paper as well as the new obtained results.
1.1. The bilinear complexity of the multiplication. Let Fq be a finite field
with q = pr elements where p is a prime number. Let Fqn be a degree n extension
of Fq. The multiplication m in the finite field Fqn is a bilinear map from Fqn ×Fqn
into Fqn , thus it corresponds to a linear mapM from the tensor product Fqn
⊗
Fqn
into Fqn . One can also represent M by a tensor tM ∈ F∗qn
⊗
F∗qn
⊗
Fqn where F∗qn
denotes the algebraic dual of Fqn . Each decomposition
(1) tM =
k∑
i=1
a∗i ⊗ b∗i ⊗ ci
of the tensor tM , where a∗i , b
∗
i ∈ F∗qn and ci ∈ Fqn , brings forth a multiplication
algorithm
x.y = tM (x⊗ y) =
k∑
i=1
a∗i (x) ⊗ b∗i (x)⊗ ci.
The bilinear complexity of the multiplication in Fqn over Fq, denoted by µq(n),
is the minimum number of summands in the decomposition (1). Alternatively, we
can say that the bilinear complexity of the multiplication is the rank of the tensor
tM (cf. [29], [4]).
1.2. Organization of the paper. In Section 2, we present the classical results
via the approach using the multiplication by polynomial interpolation. In section 3,
we give an historical record of results resulting from the pioneer works due to D.V.
and G.V. Chudnovky [20] and later Shparlinski, Tsfasman and Vladut in [29]. In
particular in Subsection 3.1, we present the original algorithm as well as the most
1
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successful version of the algorithm of Chudnovsky type at the present time. This
modern approach uses the interpolation over algebraic curves defined over finite
fields. This approach, which we recount the first success as well as the rocks on
which the pionners came to grief, enables to end at a first complete proof of the
linearity of the bilinear complexity of multiplication [3]. Then, in Subsection 3.2,
we recall the known results about the bilinear complexity µq(n). Finally, in Section
4, we give new results for µq(n). More precisely, we obtain new upper bounds for
µq(n) as well as new asymptotical upper bounds.
2. Old classical results
Let
P (u) =
n∑
i=0
aiu
i
be a monic irreducible polynomial of degree n with coefficients in a field F . Let
R(u) =
n−1∑
i=0
xiu
i
and
S(u) =
n−1∑
i=0
yiu
i
be two polynomials of degree ≤ n− 1 where the coefficients xi and yi are indeter-
minates.
Fiduccia and Zalcstein (cf. [22], [17] p.367 prop. 14.47) have studied the general
problem of computing the coefficients of the product R(u) × S(u) and they have
shown that at least 2n− 1 multiplications are needed. When the field F is infinite,
an algorithm reaching exactly this bound was previously given by Toom in [32].
Winograd described in [34] all the algorithms reaching the bound 2n − 1. More-
over, Winograd proved in [35] that up to some transformations every algorithm for
computing the coefficients of R(u)×S(u) mod P (u) which is of bilinear complexity
2n− 1, necessarily computes the coefficients of R(u)×S(u), and consequently uses
one of the algorithms described in [34]. These algorithms use interpolation technics
and cannot be performed if the cardinality of the field F is < 2n− 2. In conclusion
we have the following result:
Theorem 2.1. If the cardinality of F is < 2n− 2, every algorithm computing the
coefficients of R(u)× S(u) mod P (u) has a bilinear complexity > 2n− 1.
Applying the results of Winograd and De Groote [25] and Theorem 2.1 to the
multiplication in a finite extension Fqn of a finite field Fq we obtain:
Theorem 2.2. The bilinear complexity µq(n) of the multiplication in the finite field
Fqn over Fq verifies
µq(n) ≥ 2n− 1,
with equality holding if and only if
n ≤ q
2
+ 1.
This result does not give any estimate of an upper bound for µq(n), when n is
large. In [27], Lempel, Seroussi and Winograd proved that µq(n) has a quasi-linear
upper bound. More precisely:
3Theorem 2.3. The bilinear complexity of the multiplication in the finite field Fqn
over Fq verifies:
µq(n) ≤ fq(n)n,
where fq(n) is a very slowly growing function, namely
fq(n) = O(logq logq · · · logq︸ ︷︷ ︸
k times
(n))
for any k ≥ 1.
Furthermore, extending and using more efficiently the technique developed in
[16], Bshouty and Kaminski showed that
µq(n) ≥ 3n− o(n)
for q ≥ 3. The proof of the above lower bound on the complexity of straight-line
algorithms for polynomial multiplication is based on the analysis of Hankel matrices
representing bilinear forms defined by linear combinations of the coefficients of the
polynomial product.
3. The modern approach via algebraic curves
We have seen in the previous section that if the number of points of the ground
field is too low, we cannot perform the multiplication by the Winograd interpo-
lation method. D.V. and G.V. Chudnowsky have designed in [20] an algorithm
where the interpolation is done on points of an algebraic curve over the groundfield
with a sufficient number of rational points. Using this algorithm, D.V. and G.V.
Chudnovsky claimed that the bilinear complexity of the multiplication in finite ex-
tensions of a finite field is asymptotically linear but later Shparlinski, Tsfasman and
Vladut in [29] noted that they only proved that the quantitymq = lim infk→∞
µq(k)
k
is bounded which do not enable to prove the linearity. To prove the linearity, it is
also necessary to prove that Mq = lim supk→∞
µq(k)
k
is bounded which is the main
aim of their paper. However, I. Cascudo, R. Cramer and C. Xing recently detected
a mistake in the proof of Shparlinski, Tsfasman and Vladut. Unfortunately, this
mistake that we will explain in details in this section, also had an effect on their
improved estimations ofmq. After the above pioneer research, S. Ballet obtained in
[3] the first upper bounds uniformly with respect to q for µq(n). These bounds not
being affected by the same mistake enable at the same time to prove the linearity
of the bilinear complexity of the multiplication in finite extensions of a finite field.
Then, S. Ballet and al. obtained several improvements which will be recalled at the
end of this section.
3.1. Linearity of the bilinear complexity of the multiplication.
3.1.1. The D.V. Chudnovsky and G.V. Chudnovsky algorithm. In this section, we
recall the brilliant idea of D.V. Chudnovsky and G.V. Chudnovsky and give their
main result. First, we present the original algorithm of D.V. Chudnovsky and G.V.
Chudnovsky, which was established in 1987 in [20].
Theorem 3.1. Let
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
• D be a divisor of F/Fq,
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• P = {P1, ..., PN} be a set of places of degree 1.
We suppose that Q, P1, · · · , PN are not in the support of D and that:
a) The evaluation map
EvQ : L(D)→ Fqn ≃ FQ
is onto (where FQ is the residue class field of Q),
b) the application
EvP :
{ L(2D) → FNq
f 7→ (f(P1), ..., f(PN ))
is injective.
Then
µq(n) ≤ N.
As pointed in [29], using this algorithm with a suitable sequence of algebraic
curves defined over a finite field Fq, D.V. Chudnovsky and G.V. Chudnovsky only
proved the following result:
Theorem 3.2. Let q be a square ≥ 25. Then
lim inf
µq(n)
n
≤ 2
(
1 +
1√
q − 3
)
.
Indeed, in their proof, they only use the existence of a family of curves reaching
the Drinfeld-Vladut bound A(q), which is an upper limit and it only enables to
obtain a lower limit for µq(n)
n
.
3.1.2. Asymptotic bounds. As seen previously, Shparlinski, Tsfasman, Vladut have
given in [29] many interesting remarks on the algorithm of D.V. and G.V. Chud-
novsky and the bilinear complexity. In particular, they have considered asymptotic
bounds for the bilinear complexity in order to prove the asymptotic linearity of
this complexity from the algorithm of D.V. and G.V. Chudnovsky. Following these
authors, let us define
Mq = lim sup
k→∞
µq(k)
k
and
mq = lim inf
k→∞
µq(k)
k
.
It is not at all obvious that either of these values is finite but anyway the bilinear
complexity of multiplication can be considered as asymptotically linear in the degree
of extension if and only if the quantityMq is finite. First, let us recall a very useful
Lemma due to D.V. and G.V. Chudnovsky [20] and Shparlinski, Tsfasman, Vladut
[29, Lemma 1.2 and Corollary 1.3].
Lemma 3.3. For any prime power q and for all the positive integers n and m, we
have
µq(m) ≤ µq(mn) ≤ µq(n).µqn(m)
mq ≤ mqn .µq(n)/n
Mq ≤Mqn .µq(n).
5Now, let us summarize the known estimates concerning these quantities, namely
the lower bound of m2 obtained by R. Brockett, M. Brown and D. Dobkin in [14]
[15] and the lower bound ofmq for q > 2 given by Shparlinski, Tsfasman and Vladut
in [29].
Proposition 3.4.
m2 ≥ 3.52
and
mq ≥ 2
(
1 +
1
q − 1
)
for any q > 2.
Note that all the upper bounds of Mq and mq for any q given by Shparlinski,
Tsfasman and Vladut in [29] are not proved. Indeed, in [29], they claim that for
any q (in particular for q = 2), mq and overall Mq are finite but I. Cascudo, R.
Cramer and C. Xing recently communicated us the existence of a gap in the proof
established by I. Shparlinsky, M. Tsfasman and S. Vladut: "the mistake in [29]
from 1992 is in the proof of their Lemma 3.3, page 161, the paragraph following
formulas about the degrees of the divisor. It reads: "Thus the number of linear
equivalence classes of degree a for which either Condition α or Condition β fails is
at most Db′ +Db." This is incorrect; Db should be multiplied by the torsion. Hence
the proof of their asympotic bound is incorrect."
Let us explain this gap in next section.
3.1.3. Gap in the proof of the asymptotic linearity. We settle the following elements
(1) a place of degree n denoted by Q;
(2) 2n+ g − 1 places of degree 1 : P1, · · · , P2n+g−1.
We look for a divisor D such that:
(1) deg(D) = n+ g − 1;
(2) dim(L(D −Q)) = 0;
(3) dim(L(2D − (P1 + P2 + · · ·+ P2n+g−1))) = 0.
The results concerning Mq et mq obtained in the paper [33] depend on the
existence of such a divisor D.
Let us remark that these conditions only depend on the class of a divisor (the
dimension of a divisor, the degree of a divisor are invariant in a same class). Conse-
quently, we can work on classes and show the existence of a class [D] which answers
the question.
Let Jn+g−1 be the set of classes of degree n + g − 1 divisors. We know from
F. K. Schmidt Theorem that there exists a divisor D0 of degree n + g − 1. The
application ψn+g−1 from Jn+g−1 into the Jacobian J0 defined by
ψn+g−1([D]) = [D −D0]
is a bijection from Jn+g−1 into J0. All the sets Jk have the same number h of
elements (h is called the number of classes).
Let u be the application from Jn+g−1 into Jg−1 defined by u([D]) = [D − Q].
This application is bijective. Thus if we set
Hn+g−1 = {[D] ∈ Jn+g−1 | dim([D −Q]) = 0},
and
Kg−1 = {[∆] ∈ Jg−1 | dim([∆]) = 0},
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we have
Kg−1 = u(Hn+g−1),
and then
#Hn+g−1 = #Kg−1.
Let us note that if [∆] is an element of Jg−1 which is in the complementary of
Kg−1 namely dim([∆]) > 0, then there exists in the class [∆] at least an effective
divisor (there exists a x such that ∆+ (x) ≥ 0). Moreover effective divisors in dif-
ferent classes are different. So the complementary of Kg−1 in Jg−1 has a cardinality
≤ Ag−1 where Ag−1 is the number of effective divisors of degree g − 1. Then the
cardinality of Kg−1 verifies the inequality
#Hn+g−1 = #Kg−1 ≥ h−Ag−1.
Let us remark that classes which belong to Hn+g−1 are the only ones which can
solve our problem. But they also have to verify the additional condition
dim(2D − (P1 + P2 + · · ·+ P2n+g−1)) = 0.
We would like to use a combinatorial proof as for the first condition.
So we have to consider the application v from Hn+g−1 to Jg−1 defined by
v([D]) = [2D − (P1 + P2 + · · ·+ P2n+g−1)].
Unfortunately the application [D] 7→ [2D] is not necessarily injective. This is related
to 2-torsion points of the Jacobian. The fact that the application v is not injective
does not allow us to conclude that there exists an image "big" enough and use a
combinatorial argument like in the first part.
3.2. Known results about the bilinear complexity µq(n).
3.2.1. Extensions of the Chudnovsky algorithm. In order to obtain good estimates
for the bilinear complexity, S. Ballet has given in [3] some easy to verify conditions
allowing the use of the D.V. and G.V. Chudnovsky algorithm. Then S. Ballet and
R. Rolland have generalized in [13] the algorithm using places of degree 1 and 2.
Let us present the last version of this algorithm, which is a generalization of the
algorithm of type Chudnovsky introduced by N. Arnaud in [1] and M. Cenk and F.
Özbudak in [19]. This generalization uses several coefficients in the local expansion
at each place Pi instead of just the first one. Due to the way to obtain the local
expansion of a product from the local expansion of each term, the bound for the
bilinear complexity involves the complexity notion M̂q(u) introduced by M. Cenk
and F. Özbudak in [19] and defined as follows:
Definition 3.5. We denote by M̂q(u) the minimum number of multiplications
needed in Fq in order to obtain coefficients of the product of two arbitrary u-term
polynomials modulo xu in Fq[x].
For instance, we know that for all prime powers q, we have M̂q(2) ≤ 3 by [18].
Now we introduce the generalized algorithm of type Chudnovsky described in [19].
Theorem 3.6. Let
• q be a prime power,
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
7• D be a divisor of F/Fq,
• P = {P1, . . . , PN} be a set of N places of arbitrary degree,
• u1, . . . , uN be positive integers.
We suppose that Q and all the places in P are not in the support of D and that:
a) the map
EvQ :
{ L(D) → Fqn ≃ FQ
f 7−→ f(Q)
is onto,
b) the map
EvP :
{ L(2D) −→ (Fqdeg P1 )u1 × (Fqdeg P2 )u2 × · · · × (Fqdeg PN )uN
f 7−→ (ϕ1(f), ϕ2(f), . . . , ϕN (f))
is injective, where the application ϕi is defined by
ϕi :
{ L(2D) −→ (Fqdeg Pi )ui
f 7−→ (f(Pi), f ′(Pi), . . . , f (ui−1)(Pi))
with f = f(Pi) + f
′(Pi)ti + f ′′(Pi)t2i + . . .+ f
(k)(Pi)t
k
i + . . ., the local expansion
at Pi of f in L(2D), with respect to the local parameter ti. Note that we set
f (0) = f .
Then
µq(n) ≤
N∑
i=1
µq(degPi)M̂qdeg Pi (ui).
Let us remark that the algorithm given in [20] by D.V. and G.V. Chudnovsky is
the case degPi = 1 and ui = 1 for i = 1, . . . , N . The first generalization introduced
by S.Ballet and R. Rolland in [13] concerns the case degPi = 1 or 2 and ui = 1 for
i = 1, . . . , N . Next, the generalization introduced by N. Arnaud in [1] concerns the
case degPi = 1 or 2 and ui = 1 or 2 for i = 1, . . . , N . However, note that the work
of N. Arnaud has never been published and contains few mistakes (mentioned below)
which will be repared in this paper. Finally, the last generalization introduced by
M. Cenk and F. Özbudak in [19] is useful: it allows us to use certain places of
arbitrary degree many times, thus less places of fixed degree are necessary to get
the injectivity of EvP .
In particular, we have the following result, obtained by N. Arnaud in [1].
Corollary 3.7. Let
• q be a prime power,
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
• D be a divisor of F/Fq,
• P = {P1, . . . , PN1 , PN1+1, . . . , PN1+N2} be a set of N1 places of degree
one and N2 places of degree two,
• 0 ≤ l1 ≤ N1 and 0 ≤ l2 ≤ N2 be two integers.
We suppose that Q and all the places in P are not in the support of D and that:
a) the map
EvQ : L(D)→ Fqn ≃ FQ
is onto,
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b) the map
EvP :

L(2D) → FN1q × Fl1q × FN2q2 × Fl2q2
f 7→ (f(P1), . . . , f(PN1), f ′(P1), . . . , f ′(Pl1),
f(PN1+1), . . . , f(PN1+N2), f
′(PN1+1), . . . , f
′(PN1+l2)
)
is injective.
Then
µq(n) ≤ N1 + 2l1 + 3N2 + 6l2.
Moreover, from the last corollary applied on Garcia-Stichtenoth towers, N. Ar-
naud obtained in [1] the two following bounds:
Theorem 3.8. Let q = pr be a prime power.
(i) If q ≥ 4, then µq2(n) ≤ 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n,
(ii) If q ≥ 16, then µq(n) ≤ 3
(
1 + 2p
q−3+2(p−1)(1− 1q+1 )
)
n.
We will give a proof of Bound (i) together with an improvement of Bound (ii) in
Section 4.4. In that section, we will also prove two revised bounds for µp2(n) and
µp(n) given by Arnaud in [1]. Indeed, Arnaud gives the two following bounds with
no detailed calculation:
(iii) If p ≥ 5 is a prime, then µp2(n) ≤ 2
(
1 + 2
p−2
)
n,
(iv) If p ≥ 5 is a prime, then µp(n) ≤ 3
(
1 + 4
p−1
)
n.
In fact, one can check that the denominators p−1 and p−2 are slightly overestimated
under Arnaud’s hypotheses.
From the results of [3] and the previous algorithm, we obtain (cf. [3], [13]):
Theorem 3.9. Let q be a prime power and let n be an integer > 1. Let F/Fq be
an algebraic function field of genus g and Nk the number of places of degree k in
F/Fq. If F/Fq is such that 2g + 1 ≤ q n−12 (q 12 − 1) then:
1) if N1 > 2n+ 2g − 2, then
µq(n) ≤ 2n+ g − 1,
2) if there exists a non-special divisor of degree g− 1 and N1+2N2 > 2n+2g− 2,
then
µq(n) ≤ 3n+ 3g,
3) if N1 + 2N2 > 2n+ 4g − 2, then
µq(n) ≤ 3n+ 6g.
3.2.2. Known upper bounds for µq(n). From "good" towers of algebraic functions
fields satisfying Theorem 3.9, it was proved in [3], [5], [13], [11], [6] and [9]:
Theorem 3.10. Let q = pr a power of the prime p. The bilinear complexity µq(n)
of multiplication in any finite field Fqn is linear with respect to the extension degree,
more precisely:
µq(n) ≤ Cqn
9where Cq is the constant defined by:
Cq =

if q = 2 then 22 [12] and [19]
else if q = 3 then 27 [3]
else if q = p ≥ 5 then 3
(
1 + 4
q−3
)
[9]
else if q = p2 ≥ 25 then 2
(
1 + 2
p−3
)
[9]
else if q = p2k ≥ 16 then 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
[1]
else if q ≥ 4 then 6
(
1 + p
q−3
)
[5]
else if q ≥ 16 then 3
(
1 + 2p
q−3+2(p−1)(1− 1q+1 )
)
[1].
Note that the new estimate for the constant C2 comes from two recent improve-
ments. First, one knows from Table 1 in [19] that µ2(n) ≤ 22n for 2 ≤ n ≤ 7 since
µ2(n) ≤ 22 for such integers n. Moreover, applying the bound µ2(n) ≤ 47726 n+ 452
obtained in [12], one gets µ2(n) ≤
(
477
26 +
45
2×8
)
n ≤ 22n for n ≥ 8. Note also that
the upper bounds obtained in [8] and [7] are obtained by using the mistaken state-
ments of I. Shparlinsky, M. Tsfasman and S. Vladut [29] mentioned in the above
section 3.1.3. Consequently, these bounds are not proved and unfortunatly they
can not be repaired easily. However, certain not yet published results recently due
to H. Randriambololona concerning the geometry of Riemann-Roch spaces might
enable to repair them in certain cases.
3.2.3. Some exact values for the bilinear complexity. Applying the D.V. and G.V.
Chudnovsky algorithm with well fitted elliptic curves, Shokrollahi has shown in [28]
that:
Theorem 3.11. The bilinear complexity µq(n) of the multiplication in the finite
extention Fqn of the finite field Fq is equal to 2n for
(2)
1
2
q + 1 < n <
1
2
(q + 1 + ǫ(q))
where ǫ is the function defined by:
ǫ(q) =
{
the greatest integer ≤ 2√q prime to q, if q is not a perfect square
2
√
q, if q is a perfect square.
We still do not know if the converse is true. More precisely the question is:
suppose that µq(n) = 2n, are the inequalities (2) true?
However, for computational use, it is helpful to keep in mind some particu-
lar exact values for µq(n), such as µq(2) = 3 for any prime power q, µ2(4) = 9,
µ4(4) = µ5(4) = 8 or µ2(26) = 15 [20].
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4. New results for µq(n)
4.1. Towers of algebraic function fields. In this section, we introduce some
towers of algebraic function fields. Theorem 3.9 applied to the algebraic function
fields of these towers gives us bounds for the bilinear complexity. A given curve
cannot permit to multiply in every extension of Fq, just for n lower than some
value. With a tower of function fields we can adapt the curve to the degree of
the extension. The important point to note here is that in order to obtain a well
adapted curve it will be desirable to have a tower for which the quotients of two
consecutive genus are as small as possible, namely a "dense" tower.
For any algebraic function field F/Fq defined over the finite field Fq, we denote
by g(F/Fq) the genus of F/Fq and by Nk(F/Fq) the number of places of degree k
in F/Fq.
4.1.1. Garcia-Stichtenoth tower of Artin-Schreier algebraic function field exten-
sions. We present now a modified Garcia-Stichtenoth’s tower (cf. [23], [5], [13])
having good properties. Let us consider a finite field Fq2 with q = pr > 3 and r an
odd integer. Let us consider the Garcia-Stichtenoth’s elementary abelian tower T1
over Fq2 constructed in [23] and defined by the sequence (F0, F1, F2, . . .) where
Fk+1 := Fk(zk+1)
and zk+1 satisfies the equation:
zqk+1 + zk+1 = x
q+1
k
with
xk := zk/xk−1 in Fk(for k ≥ 1).
Moreover F0 := Fq2(x0) is the rational function field over Fq2 and F1 the Hermitian
function field over Fq2 . Let us denote by gk the genus of Fk, we recall the following
formulae:
(3) gk =
{
qk + qk−1 − q k+12 − 2q k−12 + 1 if k ≡ 1 mod 2,
qk + qk−1 − 12q
k
2
+1 − 32q
k
2 − q k2−1 + 1 if k ≡ 0 mod 2.
Let us consider the completed Garcia-Stichtenoth tower
T2 = F0,0 ⊆ F0,1 ⊆ . . . ⊆ F0,r ⊆ F1,0 ⊆ F1,1 ⊆ . . . ⊆ F1,r . . .
considered in [5] such that Fk ⊆ Fk,s ⊆ Fk+1 for any integer s ∈ {0, . . . , r}, with
Fk,0 = Fk and Fk,r = Fk+1. Recall that each extension Fk,s/Fk is Galois of degree
ps with full constant field Fq2 . Now, we consider the tower studied in [13]
T3 = G0,0 ⊆ G0,1 ⊆ . . . ⊆ G0,r ⊆ G1,0 ⊆ G1,1 ⊆ . . . ⊆ G1,r . . .
defined over the constant field Fq and related to the tower T2 by
Fk,s = Fq2Gk,s for all k and s,
namely Fk,s/Fq2 is the constant field extension of Gk,s/Fq. Note that the tower T3
is well defined by [13] and [11]. Moreover, we have the following result:
Proposition 4.1. Let q = pr ≥ 4 be a prime power. For all integers k ≥ 1 and
s ∈ {0, . . . , r}, there exists a step Fk,s/Fq2 (respectively Gk,s/Fq) with genus gk,s
and Nk,s places of degree 1 in Fk,s/Fq2 (respectively Nk,s places of degree 1 and 2
in Gk,s/Fq with places of degree 2 being counted twice) such that:
11
(1) Fk ⊆ Fk,s ⊆ Fk+1, where we set Fk,0 = Fk and Fk,r = Fk+1,
(respectively Gk ⊆ Gk,s ⊆ Gk+1, where we set Gk,0 = Gk and Gk,r = Gk+1),
(2)
(
gk − 1
)
ps + 1 ≤ gk,s ≤ gk+1pr−s + 1,
(3) Nk,s ≥ (q2 − 1)qk−1ps.
4.1.2. Garcia-Stichtenoth tower of Kummer function field extensions. In this sec-
tion we present a Garcia-Stichtenoth’s tower (cf. [9]) having good properties. Let
Fq be a finite field of characteristic p ≥ 3. Let us consider the tower T over Fq
which is defined recursively by the following equation, studied in [24]:
y2 =
x2 + 1
2x
.
The tower T/Fq is represented by the sequence of function fields (H0, H1, H2, ...)
where Hn = Fq(x0, x1, ..., xn) and x2i+1 = (x
2
i + 1)/2xi holds for each i ≥ 0. Note
that H0 is the rational function field. For any prime number p ≥ 3, the tower
T/Fp2 is asymptotically optimal over the field Fp2 , i.e. T/Fp2 reaches the Drinfeld-
Vladut bound. Moreover, for any integer k, Hk/Fp2 is the constant field extension
of Hk/Fp.
From [9], we know that the genus g(Hk) of the step Hk is given by:
(4) g(Hk) =
{
2k+1 − 3 · 2 k2 + 1 if k ≡ 0 mod 2,
2k+1 − 2 · 2 k+12 + 1 if k ≡ 1 mod 2.
and that the following bounds hold for the number of rational places in Hk over
Fp2 and for the number of places of degree 1 and 2 over Fp:
(5) N1(Hk/Fp2) ≥ 2k+1(p− 1)
and
(6) N1(Hk/Fp) + 2N2(Hk/Fp) ≥ 2k+1(p− 1).
From the existence of this tower, we can obtain the following proposition [9]:
Proposition 4.2. Let p be a prime number ≥ 5. Then for any integer n ≥
1
2 (p+ 1 + ǫ(p)) where ǫ(p) is defined as in Theorem 3.11,
1) there exists an algebraic function field Hk/Fp2 of genus g(Hk/Fp2) such that
2g(Hk/Fp2) + 1 ≤ pn−1(p− 1) and N1(Hk/Fp2) > 2n+ 2g(Hk/Fp2)− 2,
2) there exists an algebraic function field Hk/Fp of genus g(Hk/Fp) such that
2g(Hk/Fp)+1 ≤ pn−12 (p 12−1) and N1(Hk/Fp) + 2N2(Hk/Fp) > 2n+ 2g(Hk/Fp)− 2
and containing a non-special divisor of degree g(Hk/Fp)− 1.
4.2. Some preliminary results. Here we establish some technical results about
genus and number of places of each step of the towers T2/Fq2 , T3/Fq, T/Fp2 and
T/Fp defined in Section 4.1. These results will allow us to determine a suitable step
of the tower to apply the algorithm on.
4.2.1. About the Garcia-Stichtenoth’s tower. In this section, q := pr is a power of
the prime p.
Lemma 4.3. Let q > 3. We have the following bounds for the genus of each step
of the towers T2/Fq2 and T3/Fq:
i) gk > q
k for all k ≥ 4,
ii) gk ≤ qk−1(q + 1)−√qq k2 ,
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iii) gk,s ≤ qk−1(q + 1)ps for all k ≥ 0 and s = 0, . . . , r,
iv) gk,s ≤ q
k(q+1)−q k2 (q−1)
pr−s for all k ≥ 2 and s = 0, . . . , r.
Proof. i) According to Formula (3), we know that if k ≡ 1 mod 2, then
gk = q
k + qk−1 − q k+12 − 2q k−12 + 1 = qk + q k−12 (q k−12 − q − 2) + 1.
Since q > 3 and k ≥ 4, we have q k−12 − q − 2 > 0, thus gk > qk.
Else if k ≡ 0 mod 2, then
gk = q
k + qk−1 − 1
2
q
k
2
+1 − 3
2
q
k
2 − q k2−1 + 1 = qk + q k2−1(q k2 − 1
2
q2 − 3
2
q − 1) + 1.
Since q > 3 and k ≥ 4, we have q k2 − 12q2 − 32q − 1 > 0, thus gk > qk.
ii) It follows from Formula (3) since for all k ≥ 1 we have 2q k−12 ≥ 1 which works
out for odd k cases and 32q
k
2 + q
k
2
−1 ≥ 1 which works out for even k cases, since
1
2q ≥
√
q.
iii) If s = r, then according to Formula (3), we have
gk,s = gk+1 ≤ qk+1 + qk = qk−1(q + 1)ps.
Else, s < r and Proposition 4.1 says that gk,s ≤ gk+1pr−s + 1. Moreover, since q
k+2
2 ≥ q
and 12q
k+1
2
+1 ≥ q, we obtain gk+1 ≤ qk+1 + qk − q + 1 from Formula (3). Thus, we
get
gk,s ≤ q
k+1 + qk − q + 1
pr−s
+ 1
= qk−1(q + 1)ps − ps + ps−r + 1
≤ qk−1(q + 1)ps + ps−r
≤ qk−1(q + 1)ps since 0 ≤ ps−r < 1 and gk,s ∈ N.
iv) It follows from ii) since Proposition 4.1 gives gk,s ≤ gk+1pr−s + 1, so
gk,s ≤ q
k(q+1)−√qq
k+1
2
pr−s + 1 which gives the result since p
r−s ≤ q k2 for all k ≥ 2. 
Lemma 4.4. Let q > 3 and k ≥ 4. We set ∆gk,s := gk,s+1 − gk,s and Dk,s := (p− 1)psqk
and denote Mk,s := N1(Fk,s/Fq2) = N1(Gk,s/Fq) + 2N2(Gk,s/Fq). One has:
(i) ∆gk,s ≥ Dk,s,
(ii) Mk,s ≥ Dk,s.
Proof. (i) From Hurwitz Genus Formula, one has gk,s+1 − 1 ≥ p(gk,s − 1), so
gk,s+1 − gk,s ≥ (p− 1)(gk,s − 1). Applying s more times Hurwitz Genus Formula,
we get gk,s+1 − gk,s ≥ (p− 1)ps
(
g(Gk)− 1
)
. Thus gk,s+1 − gk,s ≥ (p− 1)psqk, from
Lemma 4.3 i) since q > 3 and k ≥ 4.
(ii) According to Proposition 4.1, one has
Mk,s ≥ (q2 − 1)qk−1ps
= (q + 1)(q − 1)qk−1ps
≥ (q − 1)qkps
≥ (p− 1)qkps.

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Lemma 4.5. Let Mk,s := N1(Fk,s/Fq2) = N1(Gk,s/Fq) + 2N2(Gk,s/Fq). For all
k ≥ 1 and s = 0, . . . , r, we have
sup
{
n ∈ N | 2n ≤Mk,s − 2gk,s + 1
} ≥ 1
2
(q + 1)qk−1ps(q − 3).
Proof. From Proposition 4.1 and Lemma 4.3 iii), we get
Mk,s − 2gk,s + 1 ≥ (q2 − 1)qk−1ps − 2qk−1(q + 1)ps + 1
= (q + 1)qk−1ps
(
(q − 1)− 2)+ 1
≥ (q + 1)qk−1ps(q − 3)
thus we have sup
{
n ∈ N | 2n ≤Mk,s − 2gk,s + 1
} ≥ 12qk−1ps(q + 1)(q − 3). 
4.2.2. About the Garcia-Stichtenoth-Rück’s tower. In this section, p is an odd prime.
We denote by gk the genus of the step Hk and we fix Nk := N1(Hk/Fp2) =
N1(Hk/Fp) + 2N2(Hk/Fp). The following lemma is straightforward according to
Formulae (4) and (6):
Lemma 4.6. These two bounds hold for the genus of each step of the towers T/Fp2
and T/Fp:
i) gk ≤ 2k+1 − 2 · 2 k+12 + 1,
ii) gk ≤ 2k+1.
Lemma 4.7. For all k ≥ 0, we set ∆gk := gk+1 − gk. Then one has
Nk ≥ ∆gk ≥ 2k+1 − 2 k+12 .
Proof. If k is even then ∆gk = 2k+1 − 2 k2 , else ∆gk = 2k+1 − 2 k+12 so the
second equality holds trivially. Moreover, since p ≥ 3, the first one follows from
Bounds (5) and (6) which gives Nk ≥ 2k+2. 
Lemma 4.8. Let Hk be a step of one of the towers T/Fp2 or T/Fp. One has:
sup
{
n ∈ N | Nk ≥ 2n+ 2gk − 1
} ≥ 2k(p− 3) + 2.
Proof. From Bounds (5) and (6) for Nk and Lemma 4.6 i), we get
Nk − 2gk + 1 ≥ 2k+1(p− 1)− 2(2k+1 − 2 · 2
k+1
2 + 1) + 1
= 2k+1(p− 3) + 4 · 2 k+12 − 1
≥ 2k+1(p− 3) + 4 since k ≥ 0.

4.3. General results for µq(n). In [10], Ballet and Le Brigand proved the follow-
ing useful result:
Theorem 4.9. Let F/Fq be an algebraic function field of genus g ≥ 2. If q ≥ 4,
then there exists a non-special divisor of degree g − 1.
The four following lemmas prove the existence of a "good" step of the towers
defined in Section 4.1, that is to say a step that will be optimal for the bilinear
complexity of multiplication:
Lemma 4.10. Let n ≥ 12
(
q2 + 1 + ǫ(q2)
)
be an integer. If q = pr ≥ 4, then there
exists a step Fk,s/Fq2 of the tower T2/Fq2 such that all the three following conditions
are verified:
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(1) there exists a non-special divisor of degree gk,s − 1 in Fk,s/Fq2 ,
(2) there exists a place of Fk,s/Fq2 of degree n,
(3) N1(Fk,s/Fq2) ≥ 2n+ 2gk,s − 1.
Moreover, the first step for which both Conditions (2) and (3) are verified is the
first step for which (3) is verified.
Proof. Note that n ≥ 9 since q ≥ 4 and n ≥ 12 (q2 + 1) ≥ 8.5. Fix 1 ≤ k ≤ n−4
and s ∈ {0, . . . , r}. First, we prove that Condition (2) is verified. Lemma 4.3 iv)
gives:
2gk,s + 1 ≤ 2q
k(q + 1)− q k2 (q − 1)
pr−s
+ 1
= 2ps
(
qk−1(q + 1)− q k2 q − 1
q
)
+ 1
≤ 2qk−1ps(q + 1) since 2psq k2 q − 1
q
≥ 1(7)
≤ 2qk(q2 − 1).
On the other hand, one has n− 1 ≥ k + 3 > k + 12 + 2 so n−1 ≥ logq(qk)+logq(2)+
logq(q+ 1). This gives q
n−1 ≥ 2qk(q + 1), hence qn−1(q− 1) ≥ 2qk(q2 − 1). There-
fore, one has 2gk,s + 1 ≤ qn−1(q − 1) which ensure us that Condition (2) is satisfied
according to Corollary 5.2.10 in [30].
Now suppose also that k ≥ logq
(
2n
5
)
+ 1. Note that for all n ≥ 9 there exists
such an integer k since the size of the interval [logq
(
2n
5
)
+ 1, n− 4] is bigger than
9− 4− log4
(
2·9
5
)− 1 ≥ 3 > 1. Moreover such an integer k verifies qk−1 ≥ 25n, so
n ≤ 12qk−1(q + 1)(q − 3) since q ≥ 4. Then one has
2n+ 2gk,s − 1 ≤ 2n+ 2gk,s + 1
≤ 2n+ 2qk−1ps(q + 1) according to (7)
≤ qk−1(q + 1)(q − 3) + 2qk−1ps(q + 1)
≤ qk−1ps(q + 1)(q − 1)
= (q2 − 1)qk−1ps
which gives N1(Fk,s/Fq2) ≥ 2n+ 2gk,s − 1 according to Proposition 4.1 (3). Hence,
for any integer k ∈ [logq
(
2n
5
)
+ 1, n − 4], Conditions (2) and (3) are satisfied and
the smallest integer k for which they are both satisfied is the smallest integer k for
which Condition (3) is satisfied.
To conclude, remark that for such an integer k, Condition (1) is easily verified from
Theorem 4.9 since q ≥ 4 and gk,s ≥ g2 ≥ 6 according to Formula (3).

This is a similar result for the tower T3/Fq:
Lemma 4.11. Let n ≥ 12 (q + 1 + ǫ(q)) be an integer. If q = pr ≥ 4, then there
exists a step Gk,s/Fq of the tower T3/Fq such that all the three following conditions
are verified:
(1) there exists a non-special divisor of degree gk,s − 1 in Gk,s/Fq,
(2) there exists a place of Gk,s/Fq of degree n,
(3) N1(Gk,s/Fq) + 2N2(Gk,s/Fq) ≥ 2n+ 2gk,s − 1.
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Moreover, the first step for which both Conditions (2) and (3) are verified is the
first step for which (3) is verified.
Proof. Note that n ≥ 5 since q ≥ 4, ǫ(q) ≥ ǫ(4) = 4 and n ≥ 12 (q + 1 + ǫ(q)) ≥ 4.5.
First, we focus on the case n ≥ 13. Fix 1 ≤ k ≤ n−72 and s ∈ {0, . . . , r}. One has
2psqk q+1√q
2
≤ q n−12 since
n− 1
2
≥ k + 3 = k − 1
2
+ 1 + 1 +
3
2
≥ logq(qk−
1
2 ) + logq(4) + logq(p
s) + logq(q + 1).
Hence 2psqk(q + 1) ≤ q n−12 (√q − 1) since
√
q
2 ≤
√
q − 1 for q ≥ 4. According to (7)
in the previous proof, this proves that Condition (2) is satisfied.
The same reasoning as in the previous proof shows that Condition (3) is also satisfied
as soon as k ≥ logq
(
2n
5
)
+ 1. Moreover, for n ≥ 13, the interval [logq
(
2n
5
)
+1, n−72 ]
contains at least one integer and the smallest integer k in this interval is the smallest
integer k for which Condition (3) is verified. Furthermore, for such an integer k,
Condition (1) is easily verified from Theorem 4.9 since q ≥ 4 and gk,s ≥ g2 ≥ 6
according to Formula (3).
To complete the proof, we want to focus on the case 5 ≤ n ≤ 12. For this
case, we have to look at the values of q = pr and n for which we have both
n ≥ 12 (q + 1 + ǫ(q)) and 5 ≤ n ≤ 12. For each value of n such that these two in-
equalities are satisfied, we have to check that Conditions (1), (2) and (3) are verified.
In this aim, we use the KASH packages [21] to compute the genus and number of
places of degree 1 and 2 of the first steps of the tower T3/Fq. Thus we determine
the first step Gk,s/Fq that satisfied all the three Conditions (1), (2) and (3). We
resume our results in the following table:
q = pr 22 23 32
ǫ(q) 4 5 6
1
2 (q + 1 + ǫ(q)) 4.5 7 8
n to be considered 5 ≤ n ≤ 12 7 ≤ n ≤ 12 8 ≤ n ≤ 12
(k, s) (1, 1) (1, 1) (1, 1)
N1(Gk,s/Fq) 5 9 10
N2(Gk,s/Fq) 14 124 117
Γ(Gk,s/Fq) 15 117 113
gk,s 2 12 9
2gk,s + 1 5 25 19
q
n−1
2 (
√
q − 1) ≥ . . . 16 936 4374
q = pr 5 7 11 13
ǫ(q) 4 5 6 7
1
2 (q + 1 + ǫ(q)) 5 6.5 9 10.5
n to be considered 5 ≤ n ≤ 12 7 ≤ n ≤ 12 9 ≤ n ≤ 12 11 ≤ n ≤ 12
(k, s) (2, 0) (2, 0) (2, 0) (2, 0)
N1(Gk,s/Fq) 6 8 12 14
N2(Gk,s/Fq) 60 168 660 1092
Γ(Gk,s/Fq) 53 151.5 611.5 1021.5
gk,s 10 21 55 78
2gk,s + 1 21 43 11 157
q
n−1
2 (
√
q − 1) ≥ . . . 30 564 33917 967422
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In this table, one can check that for each value of q and n to be considered and
every corresponding step Gk,s/Fq one has simultaneously:
• gk,s ≥ 2 so Condition (1) is verified according to Theorem 4.9,
• 2gk,s + 1 ≤ q n−12 (√q − 1) so Condition (2) is verified.
• Γ(Gk,s/Fq) := 12 (N1(Gk,s/Fq) + 2N2(Gk,s/Fq)− 2gk,s + 1) ≥ n so Condi-
tion (3) is verified.

This is a similar result for the tower T/Fp2:
Lemma 4.12. Let p ≥ 5 and n ≥ 12
(
p2 + 1 + ǫ(p2)
)
. There exists a step Hk/Fp2
of the tower T/Fp2 such that the three following conditions are verified:
(1) there exists a non-special divisor of degree gk − 1 in Hk/Fp2 ,
(2) there exists a place of Hk/Fp2 of degree n,
(3) N1(Hk/Fp2) ≥ 2n+ 2gk − 1.
Moreover the first step for which all the three conditions are verified is the first step
for which (3) is verified.
Proof. Note that n ≥ 12 (52 + 1 + ǫ(52)) = 18. We first prove that for all inte-
gers k such that 2 ≤ k ≤ n− 2, we have 2gk + 1 ≤ pn−1(p− 1) , so Condition (2)
is verified according to Corollary 5.2.10 in [31]. Indeed, for such an integer k, since
p ≥ 5 one has k ≤ log2(pn−2) ≤ log2(pn−1 − 1), thus k + 2 ≤ log2
(
4(pn−1 − 1)) ≤
log2(4p
n−1−1) and it follows that 2k+2 + 1 ≤ 4pn−1. Hence 2 · 2k+1 + 1 ≤ pn−1(p− 1)
since p ≥ 5, which gives the result according to Lemma 4.6 ii).
We prove now that for k ≥ log2(2n− 1)− 2, Condition (3) is verified. Indeed,
for such an integer k, we have k + 2 ≥ log2(2n− 1), so 2k+2 ≥ 2n− 1. Hence
we get 2k+3 ≥ 2n+ 2k+2 − 1 and so 2k+1(p− 1) ≥ 2k+1 · 4 ≥ 2n+ 2k+2 − 1 since
p ≥ 5. Thus we have N1(Hk/Fp2) ≥ 2n+ 2gk − 1 according to Bound (5) and
Lemma 4.6 ii).
Hence, we have proved that for any integers n ≥ 18 and k ≥ 2 such that
log2(2n− 1)− 2 ≤ k ≤ n− 2, both Conditions (2) and (3) are verified. More-
over, note that for any n ≥ 18, there exists an integer k ≥ 2 in the interval[
log2(2n− 1)− 2;n− 2
]
. Indeed, log2(2 · 18− 1)− 2 ≃ 3.12 > 2 and the size of
this interval increases with n and is greater than 1 for n = 18. To conclude, remark
that for such an integer k, Condition (1) is easily verified from Theorem 4.9 since
p2 ≥ 4 and gk ≥ g2 = 3 according to Formula (4).

This is a similar result for the tower T/Fp:
Lemma 4.13. Let p ≥ 5 and n ≥ 12 (p+ 1 + ǫ(p)). There exists a step Hk/Fp of
the tower T/Fp such that the three following conditions are verified:
(1) there exists a non-special divisor of degree gk − 1 in Hk/Fp,
(2) there exists a place of Hk/Fp of degree n,
(3) N1(Hk/Fp) + 2N1(Hk/Fp) ≥ 2n+ 2gk − 1.
Moreover the first step for which all the three conditions are verified is the first step
for which (3) is verified.
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Proof. Note that n ≥ 12 (5 + 1 + ǫ(5)) = 5. We first prove that for all integers k
such that 2 ≤ k ≤ n− 3, we have 2gk + 1 ≤ pn−12 (√p− 1), so Condition (2) is veri-
fied according to Corollary 5.2.10 in [31]. Indeed, for such an integer k, since p ≥ 5
and n ≥ 5 one has log2(p
n−1
2 − 1) ≥ log2(5
n−1
2 − 1) ≥ log2(2n−1) = n− 1. Thus
k + 2 ≤ n− 1 ≤ log2(p
n−1
2 − 1) and it follows from Lemma 4.6 ii) that
2gk + 1 ≤ 2k+2 + 1 ≤ pn−12 ≤ pn−12 (√p− 1), which gives the result.
The same reasoning as in the previous proof shows that Condition (3) is also satisfied
as soon as k ≥ log2(2n− 1)− 2. Hence, we have proved that for any integers n ≥ 5
and k ≥ 2 such that log2(2n− 1)− 2 ≤ k ≤ n− 3, both Conditions (2) and (3) are
verified. Moreover, note that the size of the interval
[
log2(2n− 1)− 2;n− 3
]
in-
creases with n and that for any n ≥ 5, this interval contains at least one integer
k ≥ 2. To conclude, remark that for such an integer k, Condition (1) is easily
verified from Theorem 4.9 since p ≥ 4 and gk ≥ g2 = 3 according to Formula (4).

Now we establish general bounds for the bilinear complexity of multiplication by
using derivative evaluations on places of degree one (respectively places of degree
one and two).
Theorem 4.14. Let q be a prime power and n > 1 be an integer. If there exists an
algebraic function field F/Fq of genus g with N places of degree 1 and an integer
0 < a ≤ N such that
(i) there exists R, a non-special divisor of degree g − 1,
(ii) there exists Q, a place of degree n,
(iii) N + a ≥ 2n+ 2g − 1.
Then
µq(n) ≤ 2n+ g − 1 + a.
Proof. Let P := {P1, . . . , PN} be a set of N places of degree 1 and P ′ be
a subset of P with cardinal number a. According to Lemma 2.7 in [12], we can
choose an effectif divisor D equivalent to Q +R such that supp(D) ∩ P = ∅. We
define the maps EvQ and EvP as in Theorem 3.6 with ui = 2 if Pi ∈ P ′ and
ui = 1 if Pi ∈ P\P ′. Then EvQ is bijective, since kerEvQ = L(D − Q) with
dim(D −Q) = dim(R) = 0 and dim(imEvQ) = dimD = degD − g + 1 + i(D) ≥ n
according to Riemann-Roch Theorem. Thus dim(imEvQ) = n. Moreover, EvP
is injective. Indeed, kerEvP = L(2D −
∑N
i=1 uiPi) with deg(2D −
∑N
i=1 uiPi) =
2(n+g−1)−N−a < 0. Furthermore, one has rkEvP = dim(2D) = deg(2D)−g+
1+i(2D), and i(2D) = 0 since 2D ≥ D ≥ R with i(R) = 0. So rkEvP = 2n+ g − 1,
and we can extract a subset P1 from P and a subset P ′1 from P ′ with cardinal
number N1 ≤ N and a1 ≤ a, such that:
• N1 + a1 = 2n+ g − 1,
• the map EvP1 defined as EvP with ui = 2 if Pi ∈ P ′1 and ui = 1 if
Pi ∈ P1\P ′1, is injective.
According to Theorem 3.6, this leads to µq(n) ≤ N1 + 2a1 ≤ N1 + a1 + a which
gives the result. 
Theorem 4.15. Let q be a prime power and n > 1 be an integer. If there exists
an algebraic function field F/Fq of genus g with N1 places of degree 1, N2 places
of degree 2 and two integers 0 < a1 ≤ N1, 0 < a2 ≤ N2 such that
(i) there exists R, a non-special divisor of degree g − 1,
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(ii) there exists Q, a place of degree n,
(iii) N1 + a1 + 2(N2 + a2) ≥ 2n+ 2g − 1.
Then
µq(n) ≤ 2n+ g +N2 + a1 + 4a2
and
µq(n) ≤ 3n+ 3
2
g +
a1
2
+ 3a2.
Proof. Let P1 := {P1, . . . , PN1} be a set of N1 places of degree 1 and P ′1 be
a subset of P1 with cardinal number a1. Let P2 := {Q1, . . . , QN2} be a set of N2
places of degree 2 and P ′2 be a subset of P2 with cardinal number a2. According to
Lemma 2.7 in [12], we can choose an effectif divisor D equivalent to Q+R such that
supp(D) ∩ (P1 ∪ P2) = ∅. We define the maps EvQ and EvP as in Theorem 3.6
with ui = 2 if Pi ∈ P ′1 ∪ P ′2 and ui = 1 if Pi ∈ (P1\P ′1) ∪ (P2\P ′2). Then the same
raisoning as in the previous proof shows that EvQ is bijective. Moreover, EvP
is injective. Indeed, kerEvP = L(2D −
∑N
i=1 uiPi) with deg(2D −
∑N
i=1 uiPi) =
2(n + g − 1) − (N1 + a1 + 2(N2 + a2)) < 0. Furthermore, one has rkEvP =
dim(2D) = deg(2D) − g + 1 + i(2D), and i(2D) = 0 since 2D ≥ D ≥ R with
i(R) = 0. So rkEvP = 2n+ g − 1, and we can extract a subset P˜1 from P1, a
subset P˜ ′1 from P ′1, a subset P˜2 from P2 and a subset P˜ ′2 from P ′2 with respective
cardinal numbers N˜1 ≤ N1, a˜1 ≤ a1, N˜2 ≤ N2 and a˜2 ≤ a2, such that:
• 2n+ g ≥ N˜1 + a˜1 + 2(N˜2 + a˜2) ≥ 2n+ g − 1,
• the map EvP˜ defined as EvP with ui = 2 if Pi ∈ P˜ ′1 ∪ P˜ ′2 and ui = 1 if
(P˜1\P˜ ′1) ∪ (P˜2\P˜ ′2), is injective.
According to Theorem 3.6, this leads to µq(n) ≤ N˜1 + 2a˜1 + 3(N˜2 + 2a˜2) since
Mk(2) ≤ 3 for all prime power k. Hence, one has the first result since
N˜1 + a˜1 + 2(N˜2 + a˜2) ≤ 2n+ g and the second one since a˜12 + N˜2 + a˜2 ≤ g2 + n.

4.4. New upper bounds for µq(n). Here, we give a detailed proof of Bound (i)
of Theorem 3.8 and we give an improvement of Bound (ii). Moreover, we correct
the bound for µp2(n) given in [1] and ameliorate the unproved bound for µp(n).
Namely, we prove:
Theorem 4.16. Let q = pr ≥ 4 be a power of the prime p. Then
(i) If q = pr ≥ 4, then µq2 (n) ≤ 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n,
(ii) If q = pr ≥ 4, then µq(n) ≤ 3
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n.
(iii) If p ≥ 5, then µp2(n) ≤ 2
(
1 + 2
p− 33
16
)
n.
(iv) If p ≥ 5, then µp(n) ≤ 3
(
1 + 2
p− 33
16
)
n.
Proof.
(i) Let n ≥ 12 (q2 + 1 + ǫ(q2)). Otherwise, we already know from Theorems 2.2
and 3.11 that µq2(n) ≤ 2n. According to Lemma 4.10, there exists a step of
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the tower T2/Fq2 on which we can apply Theorem 4.14 with a = 0. We denote
by Fk,s+1/Fq2 the first step of the tower that suits the hypothesis of Theorem
4.14 with a = 0, i.e. k and s are integers such that Nk,s+1 ≥ 2n+ 2gk,s+1 − 1
andNk,s < 2n+ 2gk,s − 1, where Nk,s := N1(Fk,s/Fq2) and gk := g(Fk,s). We
denote by nk,s0 the biggest integer such that Nk,s ≥ 2nk,s0 + 2gk,s − 1, i.e.
nk,s0 = sup
{
n ∈ N | 2n ≤ Nk,s − 2gk,s + 1
}
. To performmultiplication in Fq2n ,
we have the following alternative:
(a) use the algorithm on the step Fk,s+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.14 applied with a = 0:
µq2(n) ≤ 2n+ gk,s+1 − 1 = 2n+ gk,s − 1 + ∆gk,s.
(Recall that ∆gk,s := gk,s+1 − gk,s)
(b) use the algorithm on the step Fk,s with an appropriate number of deriv-
ative evaluations. Let a := 2(n− nk,s0 ) and suppose that a ≤ Nk,s. Then
Nk,s ≥ 2nk,s0 + 2gk,s − 1 implies that Nk,s + a ≥ 2n+ 2gk,s − 1 so Condi-
tion (iii) of Theorem 4.14 is satisfied. Thus, we can perform a derivative
evaluations in the algorithm using the step Fk,s and we have:
µq2(n) ≤ 2n+ gk,s − 1 + a.
Thus, if a ≤ Nk,s Case (b) gives a better bound as soon as a < ∆gk,s. Since
we have from Lemma 4.4 both Nk,s ≥ Dk,s and ∆gk,s ≥ Dk,s, if a ≤ Dk,s then
we can perform a derivative evaluations on places of degree 1 in the step Fk,s
and Case (b) gives a better bound then Case (a).
For x ∈ R+ such that Nk,s+1 ≥ 2[x] + 2gk,s+1 − 1 andNk,s < 2[x] + 2gk,s − 1,
we define the function Φk,s(x) as follow:
Φk,s(x) =
{
2x+ gk,s − 1 + 2(x− nk,s0 ) if 2(x− nk,s0 ) < Dk,s
2x+ gk,s+1 − 1 else.
We define the function Φ for all x ≥ 0 as the minimum of the functions Φk,s
for which x is in the domain of Φk,s. This function is piecewise linear with
two kinds of piece: those which have slope 2 and those which have slope 4.
Moreover, since the y-intercept of each piece grows with k and s, the graph
of the function Φ lies below any straight line that lies above all the points(
nk,s0 +
Dk,s
2 ,Φ(n
k,s
0 +
Dk,s
2 )
)
, since these are the vertices of the graph. Let
X := nk,s0 +
Dk,s
2 , then
Φ(X) ≤ 2X + gk,s+1 − 1
≤ 2X + gk,s+1
= 2
(
1 +
gk,s+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k and s.
Recall that Dk,s := (p− 1)psqk, and
2nk,s0 ≥ qk−1ps(q + 1)(q − 3) by Lemma 4.5
and
gk,s+1 ≤ qk−1(q + 1)ps+1 by Lemma 4.3 (iii).
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So we have
gk,s+1
2X
=
gk,s+1
2nk,s0 +Dk,s
≤ q
k−1(q + 1)ps+1
qk−1ps(q + 1)(q − 3) + (p− 1)psqk
=
qk−1(q + 1)psp
qk−1(q + 1)ps
(
q − 3 + (p− 1) q
q+1
)
=
p
(q − 3) + (p− 1) q
q+1
Thus, the graph of the function Φ lies below the line y = 2
(
1 + p(q−3)+(p−1) q
q+1
)
x.
In particular, we get
Φ(n) ≤ 2
(
1 +
p
(q − 3) + (p− 1) q
q+1
)
n.
(ii) Let n ≥ 12 (q + 1 + ǫ(q)). Otherwise, we already know from Theorems 2.2
and 3.11 that µq(n) ≤ 2n. According to Lemma 4.11, there exists a step of
the tower T3/Fq on which we can apply Theorem 4.15 with a1 = a2 = 0.
We denote by Gk,s+1/Fq the first step of the tower that suits the hypoth-
esis of Theorem 4.15 with a1 = a2 = 0, i.e. k and s are integers such that
Nk,s+1 ≥ 2n+ 2gk,s+1 − 1 and Nk,s < 2n+ 2gk,s − 1, where
Nk,s := N1(Gk,s/Fq) + 2N2(Gk,s/Fq) and gk,s := g(Gk,s). We denote by n
k,s
0
the biggest integer such that Nk,s ≥ 2nk,s0 + 2gk,s − 1, i.e.
nk,s0 = sup
{
n ∈ N | 2n ≤ Nk,s − 2gk,s + 1
}
. To perform multiplication in Fqn ,
we have the following alternative:
(a) use the algorithm on the step Gk,s+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.15 applied with a1 = a2 = 0:
µq(n) ≤ 3n+ 3
2
gk,s+1 = 3n
k,s
0 +
3
2
gk,s + 3(n− nk,s0 ) +
3
2
∆gk,s.
(b) use the algorithm on the step Gk,s with an appropriate number of deriva-
tive evaluations. Let a1 + 2a2 := 2(n− nk,s0 ) and suppose that a1 + 2a2 ≤ Nk,s.
ThenNk,s ≥ 2nk,s0 + 2gk,s − 1 implies thatNk,s + a1 + 2a2 ≥ 2n+ 2gk,s − 1.
Thus we can perform a1+a2 derivative evaluations in the algorithm using
the step Gk,s and we have:
µq(n) ≤ 3n+ 3
2
gk,s +
3
2
(a1 + 2a2) = 3n
k,s
0 +
3
2
gk,s + 6(n− nk,s0 ).
Thus, if a1+2a2 ≤ Nk,s Case (b) gives a better bound as soon as n− nk,s0 < 12∆gk,s.
Since we have from Lemma 4.4 both Nk,s ≥ Dk,s and 12∆gk,s ≥ 12Dk,s, if
a1 + 2a2 ≤ Dk,s, i.e. n − nk,s0 ≤ 12Dk,s, then we can perform a1 derivative
evaluations on places of degree 1 and a2 derivative evaluations on places of
degree 2 in the step Gk,s and Case (b) gives a better bound then Case (a).
For x ∈ R+ such that Nk,s+1 ≥ 2[x] + 2gk,s+1 − 1 andNk,s < 2[x] + 2gk,s − 1,
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we define the function Φk,s(x) as follow:
Φk,s(x) =
 3x+
3
2gk,s + 3(x− nk,s0 ) if x− nk,s0 <
Dk,s
2
3x+ 32gk,s+1 else.
We define the function Φ for all x ≥ 0 as the minimum of the functions Φk,s
for which x is in the domain of Φk,s. This function is piecewise linear with
two kinds of piece: those which have slope 3 and those which have slope 6.
Moreover, since the y-intercept of each piece grows with k and s, the graph
of the function Φ lies below any straight line that lies above all the points(
nk,s0 +
Dk,s
2 ,Φ(n
k,s
0 +
Dk,s
2 )
)
, since these are the vertices of the graph. Let
X := nk,s0 +
Dk,s
2 , then
Φ(X) ≤ 3X + 3
2
gk,s+1
= 3
(
1 +
gk,s+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k and s.
Recall that Dk,s := (p− 1)psqk, and
nk,s0 ≥
1
2
qk−1ps(q + 1)(q − 3) by Lemma 4.5
and
gk,s+1 ≤ qk−1(q + 1)ps+1 by Lemma 4.3 (iii).
So we have
gk,s+1
2X
=
gk,s+1
2(nk,s0 +
Dk,s
2 )
≤ q
k−1(q + 1)ps+1
2(12q
k−1ps(q + 1)(q − 3) + 12 (p− 1)psqk)
=
qk−1(q + 1)psp
qk−1(q + 1)ps
(
q − 3 + (p− 1) q
q+1
)
=
p
(q − 3) + (p− 1) q
q+1
Thus, the graph of the function Φ lies below the line y = 3
(
1 + p(q−3)+(p−1) q
q+1
)
x.
In particular, we get
Φ(n) ≤ 3
(
1 +
p
(q − 3) + (p− 1) q
q+1
)
n.
(iii) Let n ≥ 12 (p2 + 1 + ǫ(p2)). Otherwise, we already know from Theorems 2.2
and 3.11 that µp2(n) ≤ 2n. According to Lemma 4.12, there exists a step of
the tower T/Fp2 on which we can apply Theorem 4.14 with a = 0. We denote
by Hk+1/Fp2 the first step of the tower that suits the hypothesis of Theo-
rem 4.14 with a = 0, i.e. k is an integer such that Nk+1 ≥ 2n+ 2gk+1 − 1 and
Nk < 2n+ 2gk − 1, where Nk := N1(Hk/Fp2) and gk := g(Hk). We denote by
nk0 the biggest integer such that Nk ≥ 2nk0 + 2gk − 1, i.e.
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nk0 = sup
{
n ∈ N | 2n ≤ Nk − 2gk + 1
}
. To perform multiplication in Fp2n , we
have the following alternative:
(a) use the algorithm on the step Hk+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.14 applied with a = 0:
µp2(n) ≤ 2n+ gk+1 − 1 = 2n+ gk − 1 + ∆gk,s.
(Recall that ∆gk := gk+1 − gk)
(b) use the algorithm on the step Hk with an appropriate number of deriv-
ative evaluations. Let a := 2(n − nk0) and suppose that a ≤ Nk. Then
Nk ≥ 2nk0 + 2gk − 1 implies that Nk + a ≥ 2n+ 2gk − 1 so Condition (3)
of Theorem 4.14 is satisfied. Thus, we can perform a derivative evalua-
tions in the algorithm using the step Hk and we have:
µp2(n) ≤ 2n+ gk − 1 + a.
Thus, if a ≤ Nk Case (b) gives a better bound as soon as a < ∆gk. For
x ∈ R+ such that Nk+1 ≥ 2[x] + 2gk+1 − 1 andNk < 2[x] + 2gk − 1, we define
the function Φk(x) as follow:
Φk(x) =
{
2x+ gk − 1 + 2(x− nk0) if 2(x− nk0) < ∆gk
2x+ gk+1 − 1 else.
Note that when Case (b) gives a better bound, that is to say when 2(x− nk0) < ∆gk,
then according to Lemma 4.7 we have also
2(x− nk0) < Nk
so we can proceed as in Case (b) since there are enough rational places to use
a = 2(x− nk0) derivative evaluations on.
We define the function Φ for all x ≥ 0 as the minimum of the functions
Φk for which x is in the domain of Φk. This function is piecewise linear
with two kinds of piece: those which have slope 2 and those which have
slope 4. Moreover, since the y-intercept of each piece grows with k, the
graph of the function Φ lies below any straight line that lies above all the
points
(
nk0 +
∆gk
2 ,Φ(n
k
0 +
∆gk
2 )
)
, since these are the vertices of the graph.
Let X := nk0 +
∆gk
2 , then
Φ(X) ≤ 2X + gk+1 − 1 ≤ 2
(
1 +
gk+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k.
Lemmas 4.6 ii), 4.7 and 4.8 give
gk+1
2X
≤ 2
k+2
2k+1(p− 3) + 4 + 2k+1 − 2 k+12
=
2k+2
2k+1
(
(p− 3) + 1 + 2−k+1 − 2− k+12
)
=
2
p− 2 + 2−k+1 − 2−k+12
≤ 2
p− 3316
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since − 116 is the minimum of the function k 7→ 2−k+1 − 2−
k+1
2 .
Thus, the graph of the function Φ lies below the line y = 2
(
1 + 2
p− 33
16
)
x. In
particular, we get
Φ(n) ≤ 2
(
1 +
2
p− 3316
)
n.
(iv) Let n ≥ 12 (p+ 1+ ǫ(p)). Otherwise, we already know from Theorems 2.2 and
3.11 that µp(n) ≤ 2n. According to Lemma 4.13, there exists a step of the
tower T/Fp on which we can apply Theorem 4.15 with a1 = a2 = 0. We denote
by Hk+1/Fp the first step of the tower that suits the hypothesis of Theorem
4.15 with a1 = a2 = 0, i.e. k is an integer such that Nk+1 ≥ 2n+ 2gk+1 − 1
andNk < 2n+ 2gk − 1, whereNk := N1(Hk/Fp) + 2N2(Hk/Fp) and gk := g(Hk).
We denote by nk0 the biggest integer such that Nk ≥ 2nk0 + 2gk − 1, i.e.
nk0 = sup
{
n ∈ N | 2n ≤ Nk − 2gk + 1
}
. To perform multiplication in Fpn , we
have the following alternative:
(a) use the algorithm on the step Hk+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.15 applied with a1 = a2 = 0:
µq(n) ≤ 3n+ 3
2
gk+1 = 3n
k
0 +
3
2
gk + 3(n− nk0) +
3
2
∆gk.
(b) use the algorithm on the stepHk with an appropriate number of derivative
evaluations. Let a1 + 2a2 := 2(n− nk0) and suppose that a1 + 2a2 ≤ Nk.
ThenNk ≥ 2nk0 + 2gk − 1 implies thatNk + a1 + 2a2 ≥ 2n+ 2gk − 1. Thus
we can perform a1 + a2 derivative evaluations in the algorithm using the
step Hk and we have:
µp(n) ≤ 3n+ 3
2
gk +
3
2
(a1 + 2a2) = 3n
k
0 +
3
2
gk + 6(n− nk0).
Thus, if a1+2a2 ≤ Nk,s Case (b) gives a better bound as soon as n− nk,s0 < 12∆gk,s.
For x ∈ R+ such that Nk+1 ≥ 2[x] + 2gk+1 − 1 and Nk < 2[x] + 2gk − 1, we
define the function Φk(x) as follow:
Φk(x) =
 3x+
3
2gk + 3(x− nk0) if x− nk0 < ∆gk2
3x+ 32gk+1 else.
Note that when Case (b) gives a better bound, that is to say when 2(x− nk0) < ∆gk,
then according to Lemma 4.7 we have also
2(x− nk0) < Nk
so we can proceed as in Case (b) since there are enough places of degree 1 and
2 to use a1 + a2 = 2(x− nk0) derivative evaluations on.
We define the function Φ for all x ≥ 0 as the minimum of the functions
Φk for which x is in the domain of Φk. This function is piecewise linear
with two kinds of piece: those which have slope 3 and those which have
slope 6. Moreover, since the y-intercept of each piece grows with k, the
graph of the function Φ lies below any straight line that lies above all the
points
(
nk0 +
∆gk
2 ,Φ(n
k
0 +
∆gk
2 )
)
, since these are the vertices of the graph.
Let X := nk0 +
∆gk
2 , then
Φ(X) ≤ 3X + 3
2
gk+1 = 3
(
1 +
gk+1
2X
)
X.
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We want to give a bound for Φ(X) which is independent of k.
The same reasoning as in (iii) gives
gk+1
2X
≤ 2
p− 3316
Thus, the graph of the function Φ lies below the line y = 3
(
1 + 2
p− 33
16
)
x. In
particular, we get
Φ(n) ≤ 3
(
1 +
2
p− 3316
)
n.

4.5. New asymptotical upper bounds for µq(n). In this section, we give upper
bounds for the asymptotical quantities mq and Mq which are defined above in
Section 3.1.2. First, let us repair the two main mistaken statements (as well as
their corollaries) due to I. Shparlinsky, M. Tsfasman and S. Vladut (Theorem 3.1
and Theorem 3.9 in [29]) in the two following propositions.
Proposition 4.17. Let q be a prime power such that A(q) > 2. Then
mq ≤ 2
(
1 +
1
A(q)− 2
)
.
Proof. Let (Fs/Fq)s be a sequence of algebraic function fields defined over
Fq. Let us denote by gs the genus of Fs/Fq and by N1(s) the number of places of
degree 1 of Fs/Fq. Suppose that the sequence (Fs/Fq)s was chosen such that:
(1) lims→+∞ gs = +∞;
(2) lims→+∞
N1(s)
gs
= A(q).
Let ǫ be any real number such that 0 < ǫ < A(q)2 − 1. Let us define the following
integer
ns =
⌊
N1(s)− 2gs(1 + ǫ)
2
⌋
.
Let us remark that
N1(s) = gsA(q) + o(gs),
so N1(s)− 2(1 + ǫ)gs = gs
(
A(q) − 2(1 + ǫ))+ o(gs).
Then the following holds
(1) there exists an integer s0 such that for any s ≥ s0 the integer ns is strictly
positive;
(2) for any real number c such that 0 < c < A(q) − 2(1 + ǫ) there exists an
integer s1 such that for any integer s ≥ s1 the following hols: ns ≥ c2gs,
hence ns tends to +∞;
(3) there exists an integer s2 such that for any integer s ≥ s2 the following
holds: 2gs + 1 ≤ q ns−12
(
q
1
2 − 1
)
and consequently there exists a place of
degree ns (cf. [30, Corollary 5.2.10 (c) p. 207] ).
(4) the following inequality holds: N1(s) > 2ns + 2gs − 2 and consequently,
using Theorem 3.9 we conclude that µq(ns) ≤ 2ns + gs − 1.
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Consequently,
µq(ns)
ns
≤ 2 + gs − 1
ns
,
mq ≤ 2 + lim
s→+∞
2gs − 2
N1(s)− 2(1 + ǫ)gs − 2 ≤ 2
(
1 +
1
A(q) − 2(1 + ǫ)
)
.
This inequality is true for any ǫ > 0 sufficiently small. Then we obtain the result.

Corollary 4.18. Let q = pm be a prime power such that q ≥ 4. Then
mq2 ≤ 2
(
1 +
1
q − 3
)
.
Note that this corollary lightly improves Theorem 3.2. Now in the case of arbi-
trary q, we obtain:
Corollary 4.19. For any q = pm > 3,
mq ≤ 3
(
1 +
1
q − 3
)
.
Proof. For any q = pm > 3, we have q2 = p2m ≥ 16 and thus Corollary 4.18
gives mq2 ≤ 2
(
1 + 1
q−3
)
. Then, by Lemma 3.3, we have
mq ≤ mq2 .µq(2)/2
which gives the result since µq(2) = 3 for any q. 
Now, we are going to show that for Mq the same upper bound as for mq can
be proved though only in the case of q being an even power of a prime. However,
we are going to prove that in the case of q being an odd power of a prime, the
difference between the two bounds is very slight.
Proposition 4.20. Let q = pm be a prime power such that q ≥ 4. Then
Mq2 ≤ 2
(
1 +
1
q − 3
)
.
Proof. Let q = pm be a prime power such that q ≥ 4. Let us consider two
cases. First, we suppose q = p. We know that for any real number ǫ > 0 and
for any sufficiently large real number x, there exists a prime number lk such that
x < lk < (1 + ǫ)x. Now, without less of generality let us consider the characteristic
p such that p 6= 11. Then it is known ([33] and [29]) that the curve Xk = X0(11lk),
where lk is the k-th prime number, has a genus gk = lk and satisfies N1(Xk(Fq2)) ≥
(q − 1)(gk + 1) where N1(Xk(Fq2)) denotes the number of rational points over Fq2
of the curve Xk. Let us consider a sufficiently large n. There exist two consecutive
prime numbers lk and lk+1 such that (p − 1)(lk+1 + 1) > 2n + 2lk+1 − 2 and
(p− 1)(lk+1) ≤ 2n+2lk− 2. Let us consider the algebraic function field Fk+1/Fp2
associated to the curve Xk+1 of genus lk+1 defined over Fp2 . Let Ni(Fk/Fp2) be the
number of places of degree i of Fk/Fp2 . Then N1(Fk+1/Fp2) ≥ (p− 1)(lk+1 + 1) >
2n + 2lk+1 − 2. Moreover, it is known that Nn(Fk+1/Fp2) > 0 for any integer n
sufficiently large. We also know that lk+1− lk ≤ l0,535k for any integer k ≥ k0 where
k0 can be effectively determined by [2]. Then there exists a real number ǫ > 0 such
that lk+1− lk = ǫlk ≤ l0,535k namely lk+1 ≤ (1+ ǫ)lk. It is sufficient to choose ǫ such
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that ǫl0,465k ≤ 1. Consequently, for any integer n sufficiently large, this algebraic
function field Fk+1/Fp2 satisfies Theorem 3.9, and so µp2(n) ≤ 2n + lk+1 − 1 ≤
2n+ (1 + ǫ)lk − 1 with lk ≤ 2np−3 − p+1p−3 . Thus, as n −→ +∞ then lk −→ +∞ and
ǫ −→ 0, so we obtain Mp2 ≤ 2
(
1 + 1
p−3
)
. Note that for p = 11, Proposition 4.1.20
in [33] enables us to obtain gk = lk +O(1).
Now, let us study the more difficult case where q = pm with m > 1. We use
the Shimura curves as in [29]. Recall the construction of this good family. Let L
be a totally real abelian over Q number field of degree m in which p is inert, thus
the residue class field OL/(p) of p, where OL denotes the ring of integers of L, is
isomorphic to the finite field Fq. Let ℘ be a prime ideal of L which does not divide
p and let B be a quaternion algebra for which
B ⊗Q R = M2(R)⊗H⊗ ...⊗H
where H is the skew field of Hamilton quaternions. Let B be also unramified at
any finite place if (m − 1) is even; let B be also unramified outside infinity and ℘
if (m − 1) is odd. Then, over L one can define the Shimura curve by its complex
points XΓ(C) = Γ \ h, where h is the Poincaré upper half-plane and Γ is the group
of units of a maximal order O of B with totally positive norm modulo its center.
Hence, the considered Shimura curve admits an integral model over L and it is
well known that its reduction XΓ,p(Fp2m) modulo p is good and is defined over
the residue class field OL/(p) of p, which is isomorphic to Fq since p is inert in
L. Moreover, by [26], the number N1(XΓ,p(Fq2)) of Fq2 -points of XΓ,p is such that
N1(XΓ,p(Fq2)) ≥ (q− 1)(g+1), where g denotes the genus of XΓ,p(Fq2). Let now l
be a prime which is greater than the maximum order of stabilizers Γz, where z ∈ h
is a fixed point of Γ and let ℘ ∤ l. Let Γ0(l)l be the following subgroup of GL2(Zl):
Γ0(l)l = {
(
a b
c d
)
∈ GL2(Zl), c ≡ 0 (mod l)}.
Suppose that l splits completely in L. Then there exists an embedding F −→ Ql
where Ql denotes the usual l-adic field, and since B ⊗Q Ql = M2(Ql), we have a
natural map:
φl : Γ→ GL2(Zl).
Let Γl be the inverse map of Γ0(l)l in Γ under φl. Then Γl is a subgroup of Γ of
index l. We consider the Shimura curve Xl with
Xl(C) = Γl \ h.
It admits an integral model over L and so can be defined over L. Hence, its
reduction Xl,p modulo p is good and it is defined over the residue class field OL/(p)
of p, which is isomorphic to Fq since p is inert in L. Moreover the supersingular
Fp-points of XΓ,p split completely in the natural projection
πl : Xl,p → XΓ,p.
Thus, the number of the rational points of Xl,p(Fq2) is:
N1(Xl,p(Fq2)) ≥ l(q − 1)(g + 1).
Moreover, since l is greater than the maximum order of a fixed point of Γ on h, the
projection πl is unramified and thus by Hurwitz formula,
gl = 1 + l(g − 1)
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where gl is the genus of Xl (and also of Xl,p).
Note that since the field L is abelian over Q, there exists an integer N such that
field L is contained in a cyclotomic extension Q(ζN ) where ζN denotes a primitive
root of unity with minimal polynomial ΦN . Let us consider the reduction ΦN,lk of
ΦN modulo the prime lk. Then, the prime lk is totally split in the integer ring of
L if and only if the polynomial ΦN,lk is totally split in Flk = Z/lkZ i.e if and only
if Flk contains the Nth roots of unity which is equivalent to N | lk − 1. Hence, any
prime lk such that lk ≡ 1 mod N is totally split in Q(ζN ) and then in L. Since lk
runs over primes in an arithmetical progression, the ratio of two consecutive prime
numbers lk ≡ 1 mod N tends to one.
Then for any real number ǫ > 0, there exists an integer k0 such that for any
integer k ≥ k0, lk+1 ≤ (1 + ǫ)lk where lk and lk+1 are two consecutive prime
numbers congruent to one modulo N . Then there exists an integer nǫ such that for
any integer n ≥ nǫ, the integer k, such that the two following inequalities hold
lk+1(q − 1)(g + 1) > 2n+ 2glk+1 − 2
and
lk(q − 1)(g + 1) ≤ 2n+ 2glk − 2,
satisfies k ≥ k0 where gli = 1 + li(g − 1) for any integer i. Let us consider the
algebraic function field Fk/Fq2 defined over the finite field Fq2 associated to the
Shimura curve Xlk of genus glk . Let Ni(Fk/Fq2) be the number of places of degree
i of Fk/Fq2 . ThenN1(Fk+1)/Fq2) ≥ lk+1(q−1)(g+1) > 2n+2glk+1−2 where g is the
genus of the Shimura curve XΓ,p(Fq2). Moreover, it is known that there exists an
integer n0 such that for any integer n ≥ n0, Nn(Fk+1/Fq2) > 0. Consequently, for
any integer n ≥ max(nǫ, n0) this algebraic function field Fk+1/Fq2 satisfies Theorem
3.9 and so µq2(n) ≤ 2n+glk+1−1 ≤ 2n+ lk+1(g−1) ≤ 2n+(1+ǫ)lk(g−1) with lk <
2n
(q−1)(g+1)−2(g−1) . Thus, for any real number ǫ > 0 and for any n ≥ max(nǫ, n0),
we obtain µq2(n) ≤ 2n+ 2n(1+ǫ)(g−1)(q−1)(g+1)−2(g−1) which gives Mq2 ≤ 2
(
1 + 1
q−3
)
. ✷
Proposition 4.21. Let q = pm be a prime power with odd m such that q ≥ 5 .
Then
Mq ≤ 3
(
1 +
2
q − 3
)
.
Proof. It is sufficient to consider the same families of curves that in Proposition
4.20. These families of curves Xk are defined over the residue class field of p which
is isomorphic to Fq. Hence, we can consider the associated algebraic function
fields Fk/Fq defined over Fq. If q = p, we have N1(Fk+1/Fp2) = N1(Fk+1/Fp) +
2N2(Fk+1/Fp) ≥ (p−1)(lk+1+1) > 2n+2lk+1−2 since Fk+1/Fp2 = Fk+1/Fp⊗FpFp2 .
Then, for any real number ǫ > 0 and for any integer n sufficiently large, we have
µp(n) ≤ 3n + 3glk+1 ≤ 3n + 3(1 + ǫ)lk by Theorem 3.9 since Nn(Fk+1/Fq2) > 0.
Then, by using the condition lk ≤ 2np−3 − p+1p−3 , we obtain Mp ≤ 3
(
1 + 2
p−3
)
. If
q = pm with odd m, we have N1(Fk+1/Fq2) = N1(Fk+1/Fq) + 2N2(Fk+1/Fq) ≥
lk+1(q−1)(g+1) > 2n+2glk+1−2 since Fk+1/Fq2 = Fk+1/Fq⊗FqFq2 . Then, for any
real number ǫ > 0 and for any integer n sufficiently large as in Proof 4.20, we have
µq(n) ≤ 3n+3glk+1 ≤ 3n+3(1+ǫ)lk by Theorem 3.9 sinceNn(Fk+1/Fq2) > 0. Then,
by using the condition lk < 2n(q−1)(g+1)−2(g−1) we obtain Mq ≤ 3
(
1 + 2
q−3
)
. 
28 S. BALLET, J. CHAUMINE, J. PIELTANT, AND R. ROLLAND
Proposition 4.22.
M2 ≤ 13.5.
Proof. Let q = pm = 4. We also use the Shimura curves. Let L = Q(
√
d) be a
totally real quadratic number field such that d ≡ 1 mod 8. Then the prime p = 2
is totally split in L and so the residue class field OL/(p) of p, where OL denotes
the ring of integers of L, is isomorphic to the finite field F2. Then, let ℘ be a prime
of L which does not divide p and let B be a quaternion algebra for which
B ⊗Q R = M2(R)⊗H
where H is the skew field of Hamilton quaternions. Let B be also unramified outside
infinity and ℘. Then, over L one can define the Shimura curve by its complex points
XΓ(C) = Γ\h, where h is the Poincaré upper half-plane and Γ is the group of units
of a maximal order O of B with totally positive norm modulo its center. Hence,
the considered Shimura curve admits an integral model over L and it is well known
that its reduction XΓ,p(Fp2m) modulo p is good and is defined over the residue class
field OL/(p) of p = 2, which is isomorphic to F2 since p = 2 is totally split in
L. Moreover, by [26], the number N1(XΓ,p(Fq2) of Fq2 -points of XΓ,p is such that
N1(XΓ,p(Fq2)) ≥ (q− 1)(g+1), where g denotes the genus of XΓ,p(Fq2). Let now l
be a prime which is greater than the maximum order of stabilizers Γz, where z ∈ h
is a fixed point of Γ and let ℘ ∤ l. Let Γ0(l)l be the following subgroup of GL2(Zl):
Γ0(l)l = {
(
a b
c d
)
∈ GL2(Zl), c ≡ 0 (mod l)}.
Suppose that l splits completely in L. Then there exists an embedding F −→ Ql
where Ql denotes the usual l-adic field, and since B ⊗Q Ql = M2(Ql), we have a
natural map:
φl : Γ→ GL2(Zl).
Let Γl be the inverse map of Γ0(l)l in Γ under φl. Then Γl is a subgroup of Γ of
index l. We consider the Shimura curve Xl with
Xl(C) = Γl \ h.
It admits an integral model overL and so can be defined over L. Hence, its reduction
Xl,p modulo p = 2 is good and it is defined over the residue class field OL/(p) of
p = 2, which is isomorphic to F2 since p = 2 is totally split in L. Moreover the
supersingular Fp-points of XΓ,p split completely in the natural projection
πl : Xl,p → XΓ,p.
Thus, the number of the rational points of Xl,p(Fq2) is:
N1(Xl,p(Fq2)) ≥ l(q − 1)(g + 1).
Moreover, since l is greater than the maximum order of a fixed point of Γ on h, the
projection πl is unramified and thus by Hurwitz formula,
gl = 1 + l(g − 1)
where gl is the genus of Xl (and also of Xl,p). Note that since the field L is abelian
over Q, there exists an integer N such that field L is contained in a cyclotomic
extension Q(ζN ) where ζN denotes a primitive root of the unity with minimal
polynomial ΦN . Let us consider the reduction ΦN,lk of ΦN modulo the prime
lk. Then, the prime lk is totally split in the integer ring of L if and only if the
29
polynomial ΦN,lk is totally split in Flk = Z/lkZ i.e if and only if Flk contains the
Nth roots of the unity which is equivalent to N | lk − 1. Hence, any prime lk such
that lk ≡ 1 mod N is totally split in Q(ζN ) and then in L. Since lk runs over
primes in an arithmetical progression, the ratio of two consecutive prime numbers
lk ≡ 1 mod N tends to one. Then for any real number ǫ > 0, there exists an
integer k0 such that for any integer k ≥ k0, lk+1 ≤ (1 + ǫ)lk where lk and lk+1
are two consecutive prime numbers congruent to one modulo N . Then there exists
an integer nǫ such that for any integer n ≥ nǫ, the integer k, such that the two
following inequalities hold
lk+1(q − 1)(g + 1) > 2n+ 2glk+1 + 6
and
lk(q − 1)(g + 1) ≤ 2n+ 2glk + 6,
satisfies k≥k0 where gli = 1 + li(g − 1) for any integer i.
Let us consider the algebraic function field Fk/F2 defined over the finite field F2
associated to the Shimura curve Xlk of genus glk . Let Ni(Fk/Ft) be the number
of places of degree i of Fk/Ft where t is a prime power. Then, since Fk+1/Fq2 =
Fk+1/F2⊗F2Fq2 for q = 4, we haveN1(Fk+1/Fq2) = N1(Fk+1/F2)+2N2(Fk+1/F2)+
4N4(Fk+1/F2) ≥ lk+1(q − 1)(g + 1) > 2n+ 2glk+1 + 6 where g is the genus of the
Shimura curve XΓ,p(Fq2 ). Moreover, it is known that there exists an integer n0
such that for any integer n ≥ n0, Nn(Fk+1/Fq2) > 0. Consequently, for any integer
n ≥ max(nǫ, n0) this algebraic function field Fk+1/F2 satisfies Theorem 3.2 in [12]
and so µ2(n) ≤ 92 (n+glk+1+5) ≤ 92 (n+ lk+1(g−1)+6) ≤ 92 (n+(1+ǫ)lk(g−1))+27
with lk < 2n+8(q−1)(g+1)−2(g−1) . Thus, for any real number ǫ > 0 and for any n ≥
max(nǫ, n0), we obtain µ2(n) ≤ 92 (n+ 2n (1+ǫ)q−3 + 8q−3 ) + 27 ≤ 92 (1 + 2(1 + ǫ))n+63
which gives M2 ≤ 13, 5. 
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ON THE TENSOR RANK OF MULTIPLICATION IN FINITE
EXTENSIONS OF FINITE FIELDS
S. BALLET, J. CHAUMINE, J. PIELTANT, AND R. ROLLAND
Abstract. In this paper, we give a survey of the known results concern-
ing the tensor rank of the multiplication in finite fields and we establish new
asymptotical and not asymptotical upper bounds about it.
1. Introduction
Several objects constitute the aim of this paper. First, it is a question of in-
troducing the problem of the tensor rank of the multiplication in finite fields and
of giving a statement of the results obtained in this part of algebraic complexity
theory for which the best general reference is [17]. In particular, one of the aims
of this paper is to list exhaustively the few published mistaken statements and to
explain them. In the second part, we repair and clarify certain of these statements.
Last but not least, we improve several known results. In this section we introduce
the problem, we set up notation and terminology and we present the organization
of this paper as well as the new obtained results.
1.1. The bilinear complexity of the multiplication. Let Fq be a finite field
with q = pr elements where p is a prime number. Let Fqn be a degree n extension
of Fq. The multiplication m in the finite field Fqn is a bilinear map from Fqn ×Fqn
into Fqn , thus it corresponds to a linear mapM from the tensor product Fqn
⊗
Fqn
into Fqn . One can also represent M by a tensor tM ∈ F∗qn
⊗
F∗qn
⊗
Fqn where F∗qn
denotes the algebraic dual of Fqn . Each decomposition
(1) tM =
k∑
i=1
a∗i ⊗ b∗i ⊗ ci
of the tensor tM , where a∗i , b
∗
i ∈ F∗qn and ci ∈ Fqn , brings forth a multiplication
algorithm
x.y = tM (x⊗ y) =
k∑
i=1
a∗i (x) ⊗ b∗i (x)⊗ ci.
The bilinear complexity of the multiplication in Fqn over Fq, denoted by µq(n),
is the minimum number of summands in the decomposition (1). Alternatively, we
can say that the bilinear complexity of the multiplication is the rank of the tensor
tM (cf. [29], [4]).
Date: November 18, 2018.
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1.2. Organization of the paper. In Section 2, we present the classical results
via the approach using the multiplication by polynomial interpolation. In section 3,
we give an historical record of results resulting from the pioneer works due to D.V.
and G.V. Chudnovky [20] and later Shparlinski, Tsfasman and Vladut in [29]. In
particular in Subsection 3.1, we present the original algorithm as well as the most
successful version of the algorithm of Chudnovsky type at the present time. This
modern approach uses the interpolation over algebraic curves defined over finite
fields. This approach, which we recount the first success as well as the rocks on
which the pionners came to grief, enables to end at a first complete proof of the
linearity of the bilinear complexity of multiplication [3]. Then, in Subsection 3.2,
we recall the known results about the bilinear complexity µq(n). Finally, in Section
4, we give new results for µq(n). More precisely, we obtain new upper bounds for
µq(n) as well as new asymptotical upper bounds.
2. Old classical results
Let
P (u) =
n∑
i=0
aiu
i
be a monic irreducible polynomial of degree n with coefficients in a field F . Let
R(u) =
n−1∑
i=0
xiu
i
and
S(u) =
n−1∑
i=0
yiu
i
be two polynomials of degree ≤ n− 1 where the coefficients xi and yi are indeter-
minates.
Fiduccia and Zalcstein (cf. [22], [17] p.367 prop. 14.47) have studied the general
problem of computing the coefficients of the product R(u) × S(u) and they have
shown that at least 2n− 1 multiplications are needed. When the field F is infinite,
an algorithm reaching exactly this bound was previously given by Toom in [32].
Winograd described in [34] all the algorithms reaching the bound 2n − 1. More-
over, Winograd proved in [35] that up to some transformations every algorithm for
computing the coefficients of R(u)×S(u) mod P (u) which is of bilinear complexity
2n− 1, necessarily computes the coefficients of R(u)×S(u), and consequently uses
one of the algorithms described in [34]. These algorithms use interpolation technics
and cannot be performed if the cardinality of the field F is < 2n− 2. In conclusion
we have the following result:
Theorem 2.1. If the cardinality of F is < 2n− 2, every algorithm computing the
coefficients of R(u)× S(u) mod P (u) has a bilinear complexity > 2n− 1.
Applying the results of Winograd and De Groote [25] and Theorem 2.1 to the
multiplication in a finite extension Fqn of a finite field Fq we obtain:
Theorem 2.2. The bilinear complexity µq(n) of the multiplication in the finite field
Fqn over Fq verifies
µq(n) ≥ 2n− 1,
3with equality holding if and only if
n ≤ q
2
+ 1.
This result does not give any estimate of an upper bound for µq(n), when n is
large. In [27], Lempel, Seroussi and Winograd proved that µq(n) has a quasi-linear
upper bound. More precisely:
Theorem 2.3. The bilinear complexity of the multiplication in the finite field Fqn
over Fq verifies:
µq(n) ≤ fq(n)n,
where fq(n) is a very slowly growing function, namely
fq(n) = O(logq logq · · · logq︸ ︷︷ ︸
k times
(n))
for any k ≥ 1.
Furthermore, extending and using more efficiently the technique developed in
[16], Bshouty and Kaminski showed that
µq(n) ≥ 3n− o(n)
for q ≥ 3. The proof of the above lower bound on the complexity of straight-line
algorithms for polynomial multiplication is based on the analysis of Hankel matrices
representing bilinear forms defined by linear combinations of the coefficients of the
polynomial product.
3. The modern approach via algebraic curves
We have seen in the previous section that if the number of points of the ground
field is too low, we cannot perform the multiplication by the Winograd interpo-
lation method. D.V. and G.V. Chudnowsky have designed in [20] an algorithm
where the interpolation is done on points of an algebraic curve over the groundfield
with a sufficient number of rational points. Using this algorithm, D.V. and G.V.
Chudnovsky claimed that the bilinear complexity of the multiplication in finite ex-
tensions of a finite field is asymptotically linear but later Shparlinski, Tsfasman and
Vladut in [29] noted that they only proved that the quantitymq = lim infk→∞
µq(k)
k
is bounded which do not enable to prove the linearity. To prove the linearity, it is
also necessary to prove that Mq = lim supk→∞
µq(k)
k
is bounded which is the main
aim of their paper. However, I. Cascudo, R. Cramer and C. Xing recently detected
a mistake in the proof of Shparlinski, Tsfasman and Vladut. Unfortunately, this
mistake that we will explain in details in this section, also had an effect on their
improved estimations ofmq. After the above pioneer research, S. Ballet obtained in
[3] the first upper bounds uniformly with respect to q for µq(n). These bounds not
being affected by the same mistake enable at the same time to prove the linearity
of the bilinear complexity of the multiplication in finite extensions of a finite field.
Then, S. Ballet and al. obtained several improvements which will be recalled at
the end of this section. These different improvements are based on the following
main ideas: the use of towers of algebraic functions fields [3] [5], the descent of their
definition field [13] [11], the use of places of higher degree [13] [19] as well as the
use of local expansion [1] [19].
3.1. Linearity of the bilinear complexity of the multiplication.
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3.1.1. The D.V. Chudnovsky and G.V. Chudnovsky algorithm. In this section, we
recall the brilliant idea of D.V. Chudnovsky and G.V. Chudnovsky and give their
main result. First, we present the original algorithm of D.V. Chudnovsky and G.V.
Chudnovsky, which was established in 1987 in [20].
Theorem 3.1. Let
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
• D be a divisor of F/Fq,
• P = {P1, ..., PN} be a set of places of degree 1.
We suppose that Q, P1, · · · , PN are not in the support of D and that:
a) The evaluation map
EvQ : L(D)→ Fqn ≃ FQ
is onto (where FQ is the residue class field of Q),
b) the application
EvP :
{ L(2D) → FNq
f 7→ (f(P1), ..., f(PN ))
is injective.
Then
µq(n) ≤ N.
As pointed in [29], using this algorithm with a suitable sequence of algebraic
curves defined over a finite field Fq, D.V. Chudnovsky and G.V. Chudnovsky only
proved the following result:
Theorem 3.2. Let q be a square ≥ 25. Then
lim inf
µq(n)
n
≤ 2
(
1 +
1√
q − 3
)
.
3.1.2. Asymptotic bounds. As seen previously, Shparlinski, Tsfasman, Vladut have
given in [29] many interesting remarks on the algorithm of D.V. and G.V. Chud-
novsky and the bilinear complexity. In particular, they have considered asymptotic
bounds for the bilinear complexity in order to prove the asymptotic linearity of
this complexity from the algorithm of D.V. and G.V. Chudnovsky. Following these
authors, let us define
Mq = lim sup
k→∞
µq(k)
k
and
mq = lim inf
k→∞
µq(k)
k
.
It is not at all obvious that either of these values is finite but anyway the bilinear
complexity of multiplication can be considered as asymptotically linear in the degree
of extension if and only if the quantityMq is finite. First, let us recall a very useful
Lemma due to D.V. and G.V. Chudnovsky [20] and Shparlinski, Tsfasman, Vladut
[29, Lemma 1.2 and Corollary 1.3].
5Lemma 3.3. For any prime power q and for all the positive integers n and m, we
have
µq(m) ≤ µq(mn) ≤ µq(n).µqn(m)
mq ≤ mqn .µq(n)/n
Mq ≤Mqn .µq(n).
Now, let us summarize the known estimates concerning these quantities, namely
the lower bound of m2 obtained by R. Brockett, M. Brown and D. Dobkin in [14]
[15] and the lower bound ofmq for q > 2 given by Shparlinski, Tsfasman and Vladut
in [29].
Proposition 3.4.
m2 ≥ 3.52
and
mq ≥ 2
(
1 +
1
q − 1
)
for any q > 2.
Note that all the upper bounds of Mq and mq for any q given by Shparlinski,
Tsfasman and Vladut in [29] are not proved. Indeed, in [29], they claim that for
any q (in particular for q = 2), mq and overall Mq are finite but I. Cascudo, R.
Cramer and C. Xing recently communicated us the existence of a gap in the proof
established by I. Shparlinsky, M. Tsfasman and S. Vladut: "the mistake in [29]
from 1992 is in the proof of their Lemma 3.3, page 161, the paragraph following
formulas about the degrees of the divisor. It reads: "Thus the number of linear
equivalence classes of degree a for which either Condition α or Condition β fails is
at most Db′ +Db." This is incorrect; Db should be multiplied by the torsion. Hence
the proof of their asympotic bound is incorrect."
Let us explain this gap in next section.
3.1.3. Gap in the proof of the asymptotic linearity. We settle the following elements
(1) a place of degree n denoted by Q;
(2) 2n+ g − 1 places of degree 1 : P1, · · · , P2n+g−1.
We look for a divisor D such that:
(1) deg(D) = n+ g − 1;
(2) dim(L(D −Q)) = 0;
(3) dim(L(2D − (P1 + P2 + · · ·+ P2n+g−1))) = 0.
The results concerning Mq et mq obtained in the paper [33] depend on the
existence of such a divisor D.
Let us remark that these conditions only depend on the class of a divisor (the
dimension of a divisor, the degree of a divisor are invariant in a same class). Conse-
quently, we can work on classes and show the existence of a class [D] which answers
the question.
Let Jn+g−1 be the set of classes of degree n + g − 1 divisors. We know from
F. K. Schmidt Theorem that there exists a divisor D0 of degree n + g − 1. The
application ψn+g−1 from Jn+g−1 into the Jacobian J0 defined by
ψn+g−1([D]) = [D −D0]
is a bijection from Jn+g−1 into J0. All the sets Jk have the same number h of
elements (h is called the number of classes).
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Let u be the application from Jn+g−1 into Jg−1 defined by u([D]) = [D − Q].
This application is bijective. Thus if we set
Hn+g−1 = {[D] ∈ Jn+g−1 | dim([D −Q]) = 0},
and
Kg−1 = {[∆] ∈ Jg−1 | dim([∆]) = 0},
we have
Kg−1 = u(Hn+g−1),
and then
#Hn+g−1 = #Kg−1.
Let us note that if [∆] is an element of Jg−1 which is in the complementary of
Kg−1 namely dim([∆]) > 0, then there exists in the class [∆] at least an effective
divisor (there exists a x such that ∆+ (x) ≥ 0). Moreover effective divisors in dif-
ferent classes are different. So the complementary of Kg−1 in Jg−1 has a cardinality
≤ Ag−1 where Ag−1 is the number of effective divisors of degree g − 1. Then the
cardinality of Kg−1 verifies the inequality
#Hn+g−1 = #Kg−1 ≥ h−Ag−1.
Let us remark that classes which belong to Hn+g−1 are the only ones which can
solve our problem. But they also have to verify the additional condition
dim(L(2D − (P1 + P2 + · · ·+ P2n+g−1))) = 0.
We would like to use a combinatorial proof as for the first condition.
So we have to consider the application v from Hn+g−1 to Jg−1 defined by
v([D]) = [2D − (P1 + P2 + · · ·+ P2n+g−1)].
Unfortunately the application [D] 7→ [2D] is not necessarily injective. This is related
to 2-torsion points of the Jacobian. The fact that the application v is not injective
does not allow us to conclude that there exists an image "big" enough and use a
combinatorial argument like in the first part.
3.2. Known results about the bilinear complexity µq(n).
3.2.1. Extensions of the Chudnovsky algorithm. In order to obtain good estimates
for the bilinear complexity, S. Ballet has given in [3] some easy to verify conditions
allowing the use of the D.V. and G.V. Chudnovsky algorithm. Then S. Ballet and
R. Rolland have generalized in [13] the algorithm using places of degree 1 and 2.
Let us present the last version of this algorithm, which is a generalization of the
algorithm of type Chudnovsky introduced by N. Arnaud in [1] and M. Cenk and F.
Özbudak in [19]. This generalization uses several coefficients in the local expansion
at each place Pi instead of just the first one. Due to the way to obtain the local
expansion of a product from the local expansion of each term, the bound for the
bilinear complexity involves the complexity notion M̂q(u) introduced by M. Cenk
and F. Özbudak in [19] and defined as follows:
Definition 3.5. We denote by M̂q(u) the minimum number of multiplications
needed in Fq in order to obtain coefficients of the product of two arbitrary u-term
polynomials modulo xu in Fq[x].
7For instance, we know that for all prime powers q, we have M̂q(2) ≤ 3 by [18].
Now we introduce the generalized algorithm of type Chudnovsky described in [19].
Theorem 3.6. Let
• q be a prime power,
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
• D be a divisor of F/Fq,
• P = {P1, . . . , PN} be a set of N places of arbitrary degree,
• u1, . . . , uN be positive integers.
We suppose that Q and all the places in P are not in the support of D and that:
a) the map
EvQ :
{ L(D) → Fqn ≃ FQ
f 7−→ f(Q)
is onto,
b) the map
EvP :
{ L(2D) −→ (Fqdeg P1 )u1 × (Fqdeg P2 )u2 × · · · × (Fqdeg PN )uN
f 7−→ (ϕ1(f), ϕ2(f), . . . , ϕN (f))
is injective, where the application ϕi is defined by
ϕi :
{ L(2D) −→ (Fqdeg Pi )ui
f 7−→ (f(Pi), f ′(Pi), . . . , f (ui−1)(Pi))
with f = f(Pi) + f
′(Pi)ti + f ′′(Pi)t2i + . . .+ f
(k)(Pi)t
k
i + . . ., the local expansion
at Pi of f in L(2D), with respect to the local parameter ti. Note that we set
f (0) = f .
Then
µq(n) ≤
N∑
i=1
µq(degPi)M̂qdeg Pi (ui).
Let us remark that the algorithm given in [20] by D.V. and G.V. Chudnovsky is
the case degPi = 1 and ui = 1 for i = 1, . . . , N . The first generalization introduced
by S.Ballet and R. Rolland in [13] concerns the case degPi = 1 or 2 and ui = 1 for
i = 1, . . . , N . Next, the generalization introduced by N. Arnaud in [1] concerns the
case degPi = 1 or 2 and ui = 1 or 2 for i = 1, . . . , N . However, note that the work
of N. Arnaud has never been published and contains few mistakes (mentioned below)
which will be repared in this paper. Finally, the last generalization introduced by
M. Cenk and F. Özbudak in [19] is useful: it allows us to use certain places of
arbitrary degree many times, thus less places of fixed degree are necessary to get
the injectivity of EvP .
In particular, we have the following result, obtained by N. Arnaud in [1].
Corollary 3.7. Let
• q be a prime power,
• F/Fq be an algebraic function field,
• Q be a degree n place of F/Fq,
• D be a divisor of F/Fq,
• P = {P1, . . . , PN1 , PN1+1, . . . , PN1+N2} be a set of N1 places of degree
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one and N2 places of degree two,
• 0 ≤ l1 ≤ N1 and 0 ≤ l2 ≤ N2 be two integers.
We suppose that Q and all the places in P are not in the support of D and that:
a) the map
EvQ : L(D)→ Fqn ≃ FQ
is onto,
b) the map
EvP :

L(2D) → FN1q × Fl1q × FN2q2 × Fl2q2
f 7→ (f(P1), . . . , f(PN1), f ′(P1), . . . , f ′(Pl1),
f(PN1+1), . . . , f(PN1+N2), f
′(PN1+1), . . . , f
′(PN1+l2)
)
is injective.
Then
µq(n) ≤ N1 + 2l1 + 3N2 + 6l2.
Moreover, from the last corollary applied on Garcia-Stichtenoth towers, N. Ar-
naud obtained in [1] the two following bounds:
Theorem 3.8. Let q = pr be a prime power.
(i) If q ≥ 4, then µq2(n) ≤ 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n,
(ii) If q ≥ 16, then µq(n) ≤ 3
(
1 + 2p
q−3+2(p−1)(1− 1q+1 )
)
n.
We will give a proof of Bound (i) together with an improvement of Bound (ii) in
Section 4.4. In that section, we will also prove two revised bounds for µp2(n) and
µp(n) given by Arnaud in [1]. Indeed, Arnaud gives the two following bounds with
no detailed calculation:
(iii) If p ≥ 5 is a prime, then µp2(n) ≤ 2
(
1 + 2
p−2
)
n,
(iv) If p ≥ 5 is a prime, then µp(n) ≤ 3
(
1 + 4
p−1
)
n.
In fact, one can check that the denominators p−1 and p−2 are slightly overestimated
under Arnaud’s hypotheses.
From the results of [3] and the previous algorithm, we obtain (cf. [3], [13]):
Theorem 3.9. Let q be a prime power and let n be an integer > 1. Let F/Fq be
an algebraic function field of genus g and Nk the number of places of degree k in
F/Fq. If F/Fq is such that 2g + 1 ≤ q n−12 (q 12 − 1) then:
1) if N1 > 2n+ 2g − 2, then
µq(n) ≤ 2n+ g − 1,
2) if there exists a non-special divisor of degree g− 1 and N1+2N2 > 2n+2g− 2,
then
µq(n) ≤ 3n+ 3g,
3) if N1 + 2N2 > 2n+ 4g − 2, then
µq(n) ≤ 3n+ 6g.
93.2.2. Known upper bounds for µq(n). From good towers of algebraic functions
fields satisfying Theorem 3.9, it was proved in [3], [5], [13], [11], [6] and [9]:
Theorem 3.10. Let q = pr a power of the prime p. The bilinear complexity µq(n)
of multiplication in any finite field Fqn is linear with respect to the extension degree,
more precisely:
µq(n) ≤ Cqn
where Cq is the constant defined by:
Cq =

if q = 2 then 22 [12] and [19]
else if q = 3 then 27 [3]
else if q = p ≥ 5 then 3
(
1 + 4
q−3
)
[9]
else if q = p2 ≥ 25 then 2
(
1 + 2
p−3
)
[9]
else if q = p2k ≥ 16 then 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
[1]
else if q ≥ 4 then 6
(
1 + p
q−3
)
[5]
else if q ≥ 16 then 3
(
1 + 2p
q−3+2(p−1)(1− 1q+1 )
)
[1].
Note that the new estimate for the constant C2 comes from two recent improve-
ments. First, one knows from Table 1 in [19] that µ2(n) ≤ 22n for 2 ≤ n ≤ 7 since
µ2(n) ≤ 22 for such integers n. Moreover, applying the bound µ2(n) ≤ 47726 n+ 452
obtained in [12], one gets µ2(n) ≤
(
477
26 +
45
2×8
)
n ≤ 22n for n ≥ 8. Note also that
the upper bounds obtained in [8] and [7] are obtained by using the mistaken state-
ments of I. Shparlinsky, M. Tsfasman and S. Vladut [29] mentioned in the above
section 3.1.3. Consequently, these bounds are not proved and unfortunatly they
can not be repaired easily. However, certain not yet published results recently due
to H. Randriambololona concerning the geometry of Riemann-Roch spaces might
enable to repair them in certain cases.
3.2.3. Some exact values for the bilinear complexity. Applying the D.V. and G.V.
Chudnovsky algorithm with well fitted elliptic curves, Shokrollahi has shown in [28]
that:
Theorem 3.11. The bilinear complexity µq(n) of the multiplication in the finite
extention Fqn of the finite field Fq is equal to 2n for
(2)
1
2
q + 1 < n <
1
2
(q + 1 + ǫ(q))
where ǫ is the function defined by:
ǫ(q) =
{
the greatest integer ≤ 2√q prime to q, if q is not a perfect square
2
√
q, if q is a perfect square.
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We still do not know if the converse is true. More precisely the question is:
suppose that µq(n) = 2n, are the inequalities (2) true?
However, for computational use, it is helpful to keep in mind some particu-
lar exact values for µq(n), such as µq(2) = 3 for any prime power q, µ2(4) = 9,
µ4(4) = µ5(4) = 8 or µ2(26) = 15 [20].
4. New results for µq(n)
4.1. Towers of algebraic function fields. In this section, we introduce some
towers of algebraic function fields. Theorem 3.9 applied to the algebraic function
fields of these towers gives us bounds for the bilinear complexity. A given curve
cannot permit to multiply in every extension of Fq, just for n lower than some
value. With a tower of function fields we can adapt the curve to the degree of
the extension. The important point to note here is that in order to obtain a well
adapted curve it will be desirable to have a tower for which the quotients of two
consecutive genus are as small as possible, namely a dense tower.
For any algebraic function field F/Fq defined over the finite field Fq, we denote
by g(F/Fq) the genus of F/Fq and by Nk(F/Fq) the number of places of degree k
in F/Fq.
4.1.1. Garcia-Stichtenoth tower of Artin-Schreier algebraic function field exten-
sions. We present now a modified Garcia-Stichtenoth’s tower (cf. [23], [5], [13])
having good properties. Let us consider a finite field Fq2 with q = pr > 3 and r an
odd integer. Let us consider the Garcia-Stichtenoth’s elementary abelian tower T1
over Fq2 constructed in [23] and defined by the sequence (F0, F1, F2, . . .) where
Fk+1 := Fk(zk+1)
and zk+1 satisfies the equation:
zqk+1 + zk+1 = x
q+1
k
with
xk := zk/xk−1 in Fk(for k ≥ 1).
Moreover F0 := Fq2(x0) is the rational function field over Fq2 and F1 the Hermitian
function field over Fq2 . Let us denote by gk the genus of Fk, we recall the following
formulae:
(3) gk =
{
qk + qk−1 − q k+12 − 2q k−12 + 1 if k ≡ 1 mod 2,
qk + qk−1 − 12q
k
2
+1 − 32q
k
2 − q k2−1 + 1 if k ≡ 0 mod 2.
Let us consider the completed Garcia-Stichtenoth tower
T2 = F0,0 ⊆ F0,1 ⊆ . . . ⊆ F0,r ⊆ F1,0 ⊆ F1,1 ⊆ . . . ⊆ F1,r . . .
considered in [5] such that Fk ⊆ Fk,s ⊆ Fk+1 for any integer s ∈ {0, . . . , r}, with
Fk,0 = Fk and Fk,r = Fk+1. Recall that each extension Fk,s/Fk is Galois of degree
ps with full constant field Fq2 . Now, we consider the tower studied in [13]
T3 = G0,0 ⊆ G0,1 ⊆ . . . ⊆ G0,r ⊆ G1,0 ⊆ G1,1 ⊆ . . . ⊆ G1,r . . .
defined over the constant field Fq and related to the tower T2 by
Fk,s = Fq2Gk,s for all k and s,
namely Fk,s/Fq2 is the constant field extension of Gk,s/Fq. Note that the tower T3
is well defined by [13] and [11]. Moreover, we have the following result:
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Proposition 4.1. Let q = pr ≥ 4 be a prime power. For all integers k ≥ 1 and
s ∈ {0, . . . , r}, there exists a step Fk,s/Fq2 (respectively Gk,s/Fq) with genus gk,s
and Nk,s places of degree 1 in Fk,s/Fq2 (respectively Nk,s places of degree 1 and 2
in Gk,s/Fq with places of degree 2 being counted twice) such that:
(1) Fk ⊆ Fk,s ⊆ Fk+1, where we set Fk,0 = Fk and Fk,r = Fk+1,
(respectively Gk ⊆ Gk,s ⊆ Gk+1, where we set Gk,0 = Gk and Gk,r = Gk+1),
(2)
(
gk − 1
)
ps + 1 ≤ gk,s ≤ gk+1pr−s + 1,
(3) Nk,s ≥ (q2 − 1)qk−1ps.
4.1.2. Garcia-Stichtenoth tower of Kummer function field extensions. In this sec-
tion we present a Garcia-Stichtenoth’s tower (cf. [9]) having good properties. Let
Fq be a finite field of characteristic p ≥ 3. Let us consider the tower T over Fq
which is defined recursively by the following equation, studied in [24]:
y2 =
x2 + 1
2x
.
The tower T/Fq is represented by the sequence of function fields (H0, H1, H2, ...)
where Hn = Fq(x0, x1, ..., xn) and x2i+1 = (x
2
i + 1)/2xi holds for each i ≥ 0. Note
that H0 is the rational function field. For any prime number p ≥ 3, the tower
T/Fp2 is asymptotically optimal over the field Fp2 , i.e. T/Fp2 reaches the Drinfeld-
Vladut bound. Moreover, for any integer k, Hk/Fp2 is the constant field extension
of Hk/Fp.
From [9], we know that the genus g(Hk) of the step Hk is given by:
(4) g(Hk) =
{
2k+1 − 3 · 2 k2 + 1 if k ≡ 0 mod 2,
2k+1 − 2 · 2 k+12 + 1 if k ≡ 1 mod 2.
and that the following bounds hold for the number of rational places in Hk over
Fp2 and for the number of places of degree 1 and 2 over Fp:
(5) N1(Hk/Fp2) ≥ 2k+1(p− 1)
and
(6) N1(Hk/Fp) + 2N2(Hk/Fp) ≥ 2k+1(p− 1).
From the existence of this tower, we can obtain the following proposition [9]:
Proposition 4.2. Let p be a prime number ≥ 5. Then for any integer n ≥
1
2 (p+ 1 + ǫ(p)) where ǫ(p) is defined as in Theorem 3.11,
1) there exists an algebraic function field Hk/Fp2 of genus g(Hk/Fp2) such that
2g(Hk/Fp2) + 1 ≤ pn−1(p− 1) and N1(Hk/Fp2) > 2n+ 2g(Hk/Fp2)− 2,
2) there exists an algebraic function field Hk/Fp of genus g(Hk/Fp) such that
2g(Hk/Fp)+1 ≤ pn−12 (p 12−1) and N1(Hk/Fp)+2N2(Hk/Fp) > 2n+2g(Hk/Fp)−
2 and containing a non-special divisor of degree g(Hk/Fp)− 1.
4.2. Some preliminary results. Here we establish some technical results about
genus and number of places of each step of the towers T2/Fq2 , T3/Fq, T/Fp2 and
T/Fp defined in Section 4.1. These results will allow us to determine a suitable step
of the tower to apply the algorithm on.
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4.2.1. About the Garcia-Stichtenoth’s tower. In this section, q := pr is a power of
the prime p.
Lemma 4.3. Let q > 3. We have the following bounds for the genus of each step
of the towers T2/Fq2 and T3/Fq:
i) gk > q
k for all k ≥ 4,
ii) gk ≤ qk−1(q + 1)−√qq k2 ,
iii) gk,s ≤ qk−1(q + 1)ps for all k ≥ 0 and s = 0, . . . , r,
iv) gk,s ≤ q
k(q+1)−q k2 (q−1)
pr−s for all k ≥ 2 and s = 0, . . . , r.
Proof. i) According to Formula (3), we know that if k ≡ 1 mod 2, then
gk = q
k + qk−1 − q k+12 − 2q k−12 + 1 = qk + q k−12 (q k−12 − q − 2) + 1.
Since q > 3 and k ≥ 4, we have q k−12 − q − 2 > 0, thus gk > qk.
Else if k ≡ 0 mod 2, then
gk = q
k + qk−1 − 1
2
q
k
2
+1 − 3
2
q
k
2 − q k2−1 + 1 = qk + q k2−1(q k2 − 1
2
q2 − 3
2
q − 1) + 1.
Since q > 3 and k ≥ 4, we have q k2 − 12q2 − 32q − 1 > 0, thus gk > qk.
ii) It follows from Formula (3) since for all k ≥ 1 we have 2q k−12 ≥ 1 which works
out for odd k cases and 32q
k
2 + q
k
2
−1 ≥ 1 which works out for even k cases, since
1
2q ≥
√
q.
iii) If s = r, then according to Formula (3), we have
gk,s = gk+1 ≤ qk+1 + qk = qk−1(q + 1)ps.
Else, s < r and Proposition 4.1 says that gk,s ≤ gk+1pr−s + 1. Moreover, since q
k+2
2 ≥ q
and 12q
k+1
2
+1 ≥ q, we obtain gk+1 ≤ qk+1 + qk − q + 1 from Formula (3). Thus, we
get
gk,s ≤ q
k+1 + qk − q + 1
pr−s
+ 1
= qk−1(q + 1)ps − ps + ps−r + 1
≤ qk−1(q + 1)ps + ps−r
≤ qk−1(q + 1)ps since 0 ≤ ps−r < 1 and gk,s ∈ N.
iv) It follows from ii) since Proposition 4.1 gives gk,s ≤ gk+1pr−s + 1, so
gk,s ≤ q
k(q+1)−√qq
k+1
2
pr−s + 1 which gives the result since p
r−s ≤ q k2 for all k ≥ 2. 
Lemma 4.4. Let q > 3 and k ≥ 4. We set ∆gk,s := gk,s+1 − gk,s and Dk,s := (p− 1)psqk
and denote Mk,s := N1(Fk,s/Fq2) = N1(Gk,s/Fq) + 2N2(Gk,s/Fq). One has:
(i) ∆gk,s ≥ Dk,s,
(ii) Mk,s ≥ Dk,s.
Proof. (i) From Hurwitz Genus Formula, one has gk,s+1 − 1 ≥ p(gk,s − 1), so
gk,s+1 − gk,s ≥ (p− 1)(gk,s − 1). Applying s more times Hurwitz Genus Formula,
we get gk,s+1 − gk,s ≥ (p− 1)ps
(
g(Gk)− 1
)
. Thus gk,s+1 − gk,s ≥ (p− 1)psqk, from
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Lemma 4.3 i) since q > 3 and k ≥ 4.
(ii) According to Proposition 4.1, one has
Mk,s ≥ (q2 − 1)qk−1ps
= (q + 1)(q − 1)qk−1ps
≥ (q − 1)qkps
≥ (p− 1)qkps.

Lemma 4.5. Let Mk,s := N1(Fk,s/Fq2) = N1(Gk,s/Fq) + 2N2(Gk,s/Fq). For all
k ≥ 1 and s = 0, . . . , r, we have
sup
{
n ∈ N | 2n ≤Mk,s − 2gk,s + 1
} ≥ 1
2
(q + 1)qk−1ps(q − 3).
Proof. From Proposition 4.1 and Lemma 4.3 iii), we get
Mk,s − 2gk,s + 1 ≥ (q2 − 1)qk−1ps − 2qk−1(q + 1)ps + 1
= (q + 1)qk−1ps
(
(q − 1)− 2)+ 1
≥ (q + 1)qk−1ps(q − 3)
thus we have sup
{
n ∈ N | 2n ≤Mk,s − 2gk,s + 1
} ≥ 12qk−1ps(q + 1)(q − 3). 
4.2.2. About the Garcia-Stichtenoth-Rück’s tower. In this section, p is an odd prime.
We denote by gk the genus of the step Hk and we fix Nk := N1(Hk/Fp2) =
N1(Hk/Fp) + 2N2(Hk/Fp). The following lemma is straightforward according to
Formulae (4) and (6):
Lemma 4.6. These two bounds hold for the genus of each step of the towers T/Fp2
and T/Fp:
i) gk ≤ 2k+1 − 2 · 2 k+12 + 1,
ii) gk ≤ 2k+1.
Lemma 4.7. For all k ≥ 0, we set ∆gk := gk+1 − gk. Then one has
Nk ≥ ∆gk ≥ 2k+1 − 2 k+12 .
Proof. If k is even then ∆gk = 2k+1 − 2 k2 , else ∆gk = 2k+1 − 2 k+12 so the
second equality holds trivially. Moreover, since p ≥ 3, the first one follows from
Bounds (5) and (6) which gives Nk ≥ 2k+2. 
Lemma 4.8. Let Hk be a step of one of the towers T/Fp2 or T/Fp. One has:
sup
{
n ∈ N | Nk ≥ 2n+ 2gk − 1
} ≥ 2k(p− 3) + 2.
Proof. From Bounds (5) and (6) for Nk and Lemma 4.6 i), we get
Nk − 2gk + 1 ≥ 2k+1(p− 1)− 2(2k+1 − 2 · 2
k+1
2 + 1) + 1
= 2k+1(p− 3) + 4 · 2 k+12 − 1
≥ 2k+1(p− 3) + 4 since k ≥ 0.

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4.3. General results for µq(n). In [10], Ballet and Le Brigand proved the follow-
ing useful result:
Theorem 4.9. Let F/Fq be an algebraic function field of genus g ≥ 2. If q ≥ 4,
then there exists a non-special divisor of degree g − 1.
The four following lemmas prove the existence of a "good" step of the towers
defined in Section 4.1, that is to say a step that will be optimal for the bilinear
complexity of multiplication:
Lemma 4.10. Let n ≥ 12
(
q2 + 1 + ǫ(q2)
)
be an integer. If q = pr ≥ 4, then there
exists a step Fk,s/Fq2 of the tower T2/Fq2 such that all the three following conditions
are verified:
(1) there exists a non-special divisor of degree gk,s − 1 in Fk,s/Fq2 ,
(2) there exists a place of Fk,s/Fq2 of degree n,
(3) N1(Fk,s/Fq2) ≥ 2n+ 2gk,s − 1.
Moreover, the first step for which both Conditions (2) and (3) are verified is the
first step for which (3) is verified.
Proof. Note that n ≥ 9 since q ≥ 4 and n ≥ 12 (q2 + 1) ≥ 8.5. Fix 1 ≤ k ≤ n−4
and s ∈ {0, . . . , r}. First, we prove that Condition (2) is verified. Lemma 4.3 iv)
gives:
2gk,s + 1 ≤ 2q
k(q + 1)− q k2 (q − 1)
pr−s
+ 1
= 2ps
(
qk−1(q + 1)− q k2 q − 1
q
)
+ 1
≤ 2qk−1ps(q + 1) since 2psq k2 q − 1
q
≥ 1(7)
≤ 2qk(q2 − 1).
On the other hand, one has n− 1 ≥ k + 3 > k + 12 + 2 so n−1 ≥ logq(qk)+logq(2)+
logq(q+ 1). This gives q
n−1 ≥ 2qk(q + 1), hence qn−1(q− 1) ≥ 2qk(q2 − 1). There-
fore, one has 2gk,s + 1 ≤ qn−1(q − 1) which ensure us that Condition (2) is satisfied
according to Corollary 5.2.10 in [30].
Now suppose also that k ≥ logq
(
2n
5
)
+ 1. Note that for all n ≥ 9 there exists
such an integer k since the size of the interval [logq
(
2n
5
)
+ 1, n− 4] is bigger than
9− 4− log4
(
2·9
5
)− 1 ≥ 3 > 1. Moreover such an integer k verifies qk−1 ≥ 25n, so
n ≤ 12qk−1(q + 1)(q − 3) since q ≥ 4. Then one has
2n+ 2gk,s − 1 ≤ 2n+ 2gk,s + 1
≤ 2n+ 2qk−1ps(q + 1) according to (7)
≤ qk−1(q + 1)(q − 3) + 2qk−1ps(q + 1)
≤ qk−1ps(q + 1)(q − 1)
= (q2 − 1)qk−1ps
which gives N1(Fk,s/Fq2) ≥ 2n+ 2gk,s − 1 according to Proposition 4.1 (3). Hence,
for any integer k ∈ [logq
(
2n
5
)
+ 1, n − 4], Conditions (2) and (3) are satisfied and
the smallest integer k for which they are both satisfied is the smallest integer k for
which Condition (3) is satisfied.
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To conclude, remark that for such an integer k, Condition (1) is easily verified from
Theorem 4.9 since q ≥ 4 and gk,s ≥ g2 ≥ 6 according to Formula (3).

This is a similar result for the tower T3/Fq:
Lemma 4.11. Let n ≥ 12 (q + 1 + ǫ(q)) be an integer. If q = pr ≥ 4, then there
exists a step Gk,s/Fq of the tower T3/Fq such that all the three following conditions
are verified:
(1) there exists a non-special divisor of degree gk,s − 1 in Gk,s/Fq,
(2) there exists a place of Gk,s/Fq of degree n,
(3) N1(Gk,s/Fq) + 2N2(Gk,s/Fq) ≥ 2n+ 2gk,s − 1.
Moreover, the first step for which both Conditions (2) and (3) are verified is the
first step for which (3) is verified.
Proof. Note that n ≥ 5 since q ≥ 4, ǫ(q) ≥ ǫ(4) = 4 and n ≥ 12 (q + 1 + ǫ(q)) ≥ 4.5.
First, we focus on the case n ≥ 13. Fix 1 ≤ k ≤ n−72 and s ∈ {0, . . . , r}. One has
2psqk q+1√q
2
≤ q n−12 since
n− 1
2
≥ k + 3 = k − 1
2
+ 1 + 1 +
3
2
≥ logq(qk−
1
2 ) + logq(4) + logq(p
s) + logq(q + 1).
Hence 2psqk(q + 1) ≤ q n−12 (√q − 1) since
√
q
2 ≤
√
q − 1 for q ≥ 4. According to (7)
in the previous proof, this proves that Condition (2) is satisfied.
The same reasoning as in the previous proof shows that Condition (3) is also satisfied
as soon as k ≥ logq
(
2n
5
)
+ 1. Moreover, for n ≥ 13, the interval [logq
(
2n
5
)
+1, n−72 ]
contains at least one integer and the smallest integer k in this interval is the smallest
integer k for which Condition (3) is verified. Furthermore, for such an integer k,
Condition (1) is easily verified from Theorem 4.9 since q ≥ 4 and gk,s ≥ g2 ≥ 6
according to Formula (3).
To complete the proof, we want to focus on the case 5 ≤ n ≤ 12. For this
case, we have to look at the values of q = pr and n for which we have both
n ≥ 12 (q + 1 + ǫ(q)) and 5 ≤ n ≤ 12. For each value of n such that these two in-
equalities are satisfied, we have to check that Conditions (1), (2) and (3) are verified.
In this aim, we use the KASH packages [21] to compute the genus and number of
places of degree 1 and 2 of the first steps of the tower T3/Fq. Thus we determine
the first step Gk,s/Fq that satisfied all the three Conditions (1), (2) and (3). We
resume our results in the following table:
q = pr 22 23 32
ǫ(q) 4 5 6
1
2 (q + 1 + ǫ(q)) 4.5 7 8
n to be considered 5 ≤ n ≤ 12 7 ≤ n ≤ 12 8 ≤ n ≤ 12
(k, s) (1, 1) (1, 1) (1, 1)
N1(Gk,s/Fq) 5 9 10
N2(Gk,s/Fq) 14 124 117
Γ(Gk,s/Fq) 15 117 113
gk,s 2 12 9
2gk,s + 1 5 25 19
q
n−1
2 (
√
q − 1) ≥ . . . 16 936 4374
16 S. BALLET, J. CHAUMINE, J. PIELTANT, AND R. ROLLAND
q = pr 5 7 11 13
ǫ(q) 4 5 6 7
1
2 (q + 1 + ǫ(q)) 5 6.5 9 10.5
n to be considered 5 ≤ n ≤ 12 7 ≤ n ≤ 12 9 ≤ n ≤ 12 11 ≤ n ≤ 12
(k, s) (2, 0) (2, 0) (2, 0) (2, 0)
N1(Gk,s/Fq) 6 8 12 14
N2(Gk,s/Fq) 60 168 660 1092
Γ(Gk,s/Fq) 53 151.5 611.5 1021.5
gk,s 10 21 55 78
2gk,s + 1 21 43 11 157
q
n−1
2 (
√
q − 1) ≥ . . . 30 564 33917 967422
In this table, one can check that for each value of q and n to be considered and
every corresponding step Gk,s/Fq one has simultaneously:
• gk,s ≥ 2 so Condition (1) is verified according to Theorem 4.9,
• 2gk,s + 1 ≤ q n−12 (√q − 1) so Condition (2) is verified.
• Γ(Gk,s/Fq) := 12 (N1(Gk,s/Fq) + 2N2(Gk,s/Fq)− 2gk,s + 1) ≥ n so Condi-
tion (3) is verified.

This is a similar result for the tower T/Fp2:
Lemma 4.12. Let p ≥ 5 and n ≥ 12
(
p2 + 1 + ǫ(p2)
)
. There exists a step Hk/Fp2
of the tower T/Fp2 such that the three following conditions are verified:
(1) there exists a non-special divisor of degree gk − 1 in Hk/Fp2 ,
(2) there exists a place of Hk/Fp2 of degree n,
(3) N1(Hk/Fp2) ≥ 2n+ 2gk − 1.
Moreover the first step for which all the three conditions are verified is the first step
for which (3) is verified.
Proof. Note that n ≥ 12 (52 + 1 + ǫ(52)) = 18. We first prove that for all inte-
gers k such that 2 ≤ k ≤ n− 2, we have 2gk + 1 ≤ pn−1(p− 1) , so Condition (2)
is verified according to Corollary 5.2.10 in [31]. Indeed, for such an integer k, since
p ≥ 5 one has k ≤ log2(pn−2) ≤ log2(pn−1 − 1), thus k + 2 ≤ log2
(
4(pn−1 − 1)) ≤
log2(4p
n−1−1) and it follows that 2k+2 + 1 ≤ 4pn−1. Hence 2 · 2k+1 + 1 ≤ pn−1(p− 1)
since p ≥ 5, which gives the result according to Lemma 4.6 ii).
We prove now that for k ≥ log2(2n− 1)− 2, Condition (3) is verified. Indeed,
for such an integer k, we have k + 2 ≥ log2(2n− 1), so 2k+2 ≥ 2n− 1. Hence
we get 2k+3 ≥ 2n+ 2k+2 − 1 and so 2k+1(p− 1) ≥ 2k+1 · 4 ≥ 2n+ 2k+2 − 1 since
p ≥ 5. Thus we have N1(Hk/Fp2) ≥ 2n+ 2gk − 1 according to Bound (5) and
Lemma 4.6 ii).
Hence, we have proved that for any integers n ≥ 18 and k ≥ 2 such that
log2(2n− 1)− 2 ≤ k ≤ n− 2, both Conditions (2) and (3) are verified. More-
over, note that for any n ≥ 18, there exists an integer k ≥ 2 in the interval[
log2(2n− 1)− 2;n− 2
]
. Indeed, log2(2 · 18− 1)− 2 ≃ 3.12 > 2 and the size of
this interval increases with n and is greater than 1 for n = 18. To conclude, remark
that for such an integer k, Condition (1) is easily verified from Theorem 4.9 since
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p2 ≥ 4 and gk ≥ g2 = 3 according to Formula (4).

This is a similar result for the tower T/Fp:
Lemma 4.13. Let p ≥ 5 and n ≥ 12 (p+ 1 + ǫ(p)). There exists a step Hk/Fp of
the tower T/Fp such that the three following conditions are verified:
(1) there exists a non-special divisor of degree gk − 1 in Hk/Fp,
(2) there exists a place of Hk/Fp of degree n,
(3) N1(Hk/Fp) + 2N1(Hk/Fp) ≥ 2n+ 2gk − 1.
Moreover the first step for which all the three conditions are verified is the first step
for which (3) is verified.
Proof. Note that n ≥ 12 (5 + 1 + ǫ(5)) = 5. We first prove that for all integers k
such that 2 ≤ k ≤ n− 3, we have 2gk + 1 ≤ pn−12 (√p− 1), so Condition (2) is veri-
fied according to Corollary 5.2.10 in [31]. Indeed, for such an integer k, since p ≥ 5
and n ≥ 5 one has log2(p
n−1
2 − 1) ≥ log2(5
n−1
2 − 1) ≥ log2(2n−1) = n− 1. Thus
k + 2 ≤ n− 1 ≤ log2(p
n−1
2 − 1) and it follows from Lemma 4.6 ii) that
2gk + 1 ≤ 2k+2 + 1 ≤ pn−12 ≤ pn−12 (√p− 1), which gives the result.
The same reasoning as in the previous proof shows that Condition (3) is also satisfied
as soon as k ≥ log2(2n− 1)− 2. Hence, we have proved that for any integers n ≥ 5
and k ≥ 2 such that log2(2n− 1)− 2 ≤ k ≤ n− 3, both Conditions (2) and (3) are
verified. Moreover, note that the size of the interval
[
log2(2n− 1)− 2;n− 3
]
in-
creases with n and that for any n ≥ 5, this interval contains at least one integer
k ≥ 2. To conclude, remark that for such an integer k, Condition (1) is easily
verified from Theorem 4.9 since p ≥ 4 and gk ≥ g2 = 3 according to Formula (4).

Now we establish general bounds for the bilinear complexity of multiplication by
using derivative evaluations on places of degree one (respectively places of degree
one and two).
Theorem 4.14. Let q be a prime power and n > 1 be an integer. If there exists an
algebraic function field F/Fq of genus g with N places of degree 1 and an integer
0 < a ≤ N such that
(i) there exists R, a non-special divisor of degree g − 1,
(ii) there exists Q, a place of degree n,
(iii) N + a ≥ 2n+ 2g − 1.
Then
µq(n) ≤ 2n+ g − 1 + a.
Proof. Let P := {P1, . . . , PN} be a set of N places of degree 1 and P ′ be
a subset of P with cardinal number a. According to Lemma 2.7 in [12], we can
choose an effectif divisor D equivalent to Q +R such that supp(D) ∩ P = ∅. We
define the maps EvQ and EvP as in Theorem 3.6 with ui = 2 if Pi ∈ P ′ and
ui = 1 if Pi ∈ P\P ′. Then EvQ is bijective, since kerEvQ = L(D − Q) with
dim(D −Q) = dim(R) = 0 and dim(imEvQ) = dimD = degD − g + 1 + i(D) ≥ n
according to Riemann-Roch Theorem. Thus dim(imEvQ) = n. Moreover, EvP
is injective. Indeed, kerEvP = L(2D −
∑N
i=1 uiPi) with deg(2D −
∑N
i=1 uiPi) =
2(n+g−1)−N−a < 0. Furthermore, one has rkEvP = dim(2D) = deg(2D)−g+
1+i(2D), and i(2D) = 0 since 2D ≥ D ≥ R with i(R) = 0. So rkEvP = 2n+ g − 1,
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and we can extract a subset P1 from P and a subset P ′1 from P ′ with cardinal
number N1 ≤ N and a1 ≤ a, such that:
• N1 + a1 = 2n+ g − 1,
• the map EvP1 defined as EvP with ui = 2 if Pi ∈ P ′1 and ui = 1 if
Pi ∈ P1\P ′1, is injective.
According to Theorem 3.6, this leads to µq(n) ≤ N1 + 2a1 ≤ N1 + a1 + a which
gives the result. 
Theorem 4.15. Let q be a prime power and n > 1 be an integer. If there exists
an algebraic function field F/Fq of genus g with N1 places of degree 1, N2 places
of degree 2 and two integers 0 < a1 ≤ N1, 0 < a2 ≤ N2 such that
(i) there exists R, a non-special divisor of degree g − 1,
(ii) there exists Q, a place of degree n,
(iii) N1 + a1 + 2(N2 + a2) ≥ 2n+ 2g − 1.
Then
µq(n) ≤ 2n+ g +N2 + a1 + 4a2
and
µq(n) ≤ 3n+ 3
2
g +
a1
2
+ 3a2.
Proof. Let P1 := {P1, . . . , PN1} be a set of N1 places of degree 1 and P ′1 be
a subset of P1 with cardinal number a1. Let P2 := {Q1, . . . , QN2} be a set of N2
places of degree 2 and P ′2 be a subset of P2 with cardinal number a2. According to
Lemma 2.7 in [12], we can choose an effectif divisor D equivalent to Q+R such that
supp(D) ∩ (P1 ∪ P2) = ∅. We define the maps EvQ and EvP as in Theorem 3.6
with ui = 2 if Pi ∈ P ′1 ∪ P ′2 and ui = 1 if Pi ∈ (P1\P ′1) ∪ (P2\P ′2). Then the same
raisoning as in the previous proof shows that EvQ is bijective. Moreover, EvP
is injective. Indeed, kerEvP = L(2D −
∑N
i=1 uiPi) with deg(2D −
∑N
i=1 uiPi) =
2(n + g − 1) − (N1 + a1 + 2(N2 + a2)) < 0. Furthermore, one has rkEvP =
dim(2D) = deg(2D) − g + 1 + i(2D), and i(2D) = 0 since 2D ≥ D ≥ R with
i(R) = 0. So rkEvP = 2n+ g − 1, and we can extract a subset P˜1 from P1, a
subset P˜ ′1 from P ′1, a subset P˜2 from P2 and a subset P˜ ′2 from P ′2 with respective
cardinal numbers N˜1 ≤ N1, a˜1 ≤ a1, N˜2 ≤ N2 and a˜2 ≤ a2, such that:
• 2n+ g ≥ N˜1 + a˜1 + 2(N˜2 + a˜2) ≥ 2n+ g − 1,
• the map EvP˜ defined as EvP with ui = 2 if Pi ∈ P˜ ′1 ∪ P˜ ′2 and ui = 1 if
(P˜1\P˜ ′1) ∪ (P˜2\P˜ ′2), is injective.
According to Theorem 3.6, this leads to µq(n) ≤ N˜1 + 2a˜1 + 3(N˜2 + 2a˜2) since
Mk(2) ≤ 3 for all prime power k. Hence, one has the first result since
N˜1 + a˜1 + 2(N˜2 + a˜2) ≤ 2n+ g and the second one since a˜12 + N˜2 + a˜2 ≤ g2 + n.

4.4. New upper bounds for µq(n). Here, we give a detailed proof of Bound (i)
of Theorem 3.8 and we give an improvement of Bound (ii). Moreover, we correct
the bound for µp2(n) given in [1] and ameliorate the unproved bound for µp(n).
Namely, we prove:
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Theorem 4.16. Let q = pr ≥ 4 be a power of the prime p. Then
(i) If q = pr ≥ 4, then µq2 (n) ≤ 2
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n,
(ii) If q = pr ≥ 4, then µq(n) ≤ 3
(
1 + p
q−3+(p−1)(1− 1q+1 )
)
n.
(iii) If p ≥ 5, then µp2(n) ≤ 2
(
1 + 2
p− 33
16
)
n.
(iv) If p ≥ 5, then µp(n) ≤ 3
(
1 + 2
p− 33
16
)
n.
Proof.
(i) Let n ≥ 12 (q2 + 1 + ǫ(q2)). Otherwise, we already know from Theorems 2.2
and 3.11 that µq2(n) ≤ 2n. According to Lemma 4.10, there exists a step of
the tower T2/Fq2 on which we can apply Theorem 4.14 with a = 0. We denote
by Fk,s+1/Fq2 the first step of the tower that suits the hypothesis of Theorem
4.14 with a = 0, i.e. k and s are integers such that Nk,s+1 ≥ 2n+ 2gk,s+1 − 1
andNk,s < 2n+ 2gk,s − 1, where Nk,s := N1(Fk,s/Fq2) and gk := g(Fk,s). We
denote by nk,s0 the biggest integer such that Nk,s ≥ 2nk,s0 + 2gk,s − 1, i.e.
nk,s0 = sup
{
n ∈ N | 2n ≤ Nk,s − 2gk,s + 1
}
. To performmultiplication in Fq2n ,
we have the following alternative:
(a) use the algorithm on the step Fk,s+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.14 applied with a = 0:
µq2(n) ≤ 2n+ gk,s+1 − 1 = 2n+ gk,s − 1 + ∆gk,s.
(Recall that ∆gk,s := gk,s+1 − gk,s)
(b) use the algorithm on the step Fk,s with an appropriate number of deriv-
ative evaluations. Let a := 2(n− nk,s0 ) and suppose that a ≤ Nk,s. Then
Nk,s ≥ 2nk,s0 + 2gk,s − 1 implies that Nk,s + a ≥ 2n+ 2gk,s − 1 so Condi-
tion (iii) of Theorem 4.14 is satisfied. Thus, we can perform a derivative
evaluations in the algorithm using the step Fk,s and we have:
µq2(n) ≤ 2n+ gk,s − 1 + a.
Thus, if a ≤ Nk,s Case (b) gives a better bound as soon as a < ∆gk,s. Since
we have from Lemma 4.4 both Nk,s ≥ Dk,s and ∆gk,s ≥ Dk,s, if a ≤ Dk,s then
we can perform a derivative evaluations on places of degree 1 in the step Fk,s
and Case (b) gives a better bound then Case (a).
For x ∈ R+ such that Nk,s+1 ≥ 2[x] + 2gk,s+1 − 1 andNk,s < 2[x] + 2gk,s − 1,
we define the function Φk,s(x) as follow:
Φk,s(x) =
{
2x+ gk,s − 1 + 2(x− nk,s0 ) if 2(x− nk,s0 ) < Dk,s
2x+ gk,s+1 − 1 else.
We define the function Φ for all x ≥ 0 as the minimum of the functions Φk,s
for which x is in the domain of Φk,s. This function is piecewise linear with
two kinds of piece: those which have slope 2 and those which have slope 4.
Moreover, since the y-intercept of each piece grows with k and s, the graph
of the function Φ lies below any straight line that lies above all the points
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nk,s0 +
Dk,s
2 ,Φ(n
k,s
0 +
Dk,s
2 )
)
, since these are the vertices of the graph. Let
X := nk,s0 +
Dk,s
2 , then
Φ(X) ≤ 2X + gk,s+1 − 1
≤ 2X + gk,s+1
= 2
(
1 +
gk,s+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k and s.
Recall that Dk,s := (p− 1)psqk, and
2nk,s0 ≥ qk−1ps(q + 1)(q − 3) by Lemma 4.5
and
gk,s+1 ≤ qk−1(q + 1)ps+1 by Lemma 4.3 (iii).
So we have
gk,s+1
2X
=
gk,s+1
2nk,s0 +Dk,s
≤ q
k−1(q + 1)ps+1
qk−1ps(q + 1)(q − 3) + (p− 1)psqk
=
qk−1(q + 1)psp
qk−1(q + 1)ps
(
q − 3 + (p− 1) q
q+1
)
=
p
(q − 3) + (p− 1) q
q+1
Thus, the graph of the function Φ lies below the line y = 2
(
1 + p(q−3)+(p−1) q
q+1
)
x.
In particular, we get
Φ(n) ≤ 2
(
1 +
p
(q − 3) + (p− 1) q
q+1
)
n.
(ii) Let n ≥ 12 (q + 1 + ǫ(q)). Otherwise, we already know from Theorems 2.2
and 3.11 that µq(n) ≤ 2n. According to Lemma 4.11, there exists a step of
the tower T3/Fq on which we can apply Theorem 4.15 with a1 = a2 = 0.
We denote by Gk,s+1/Fq the first step of the tower that suits the hypoth-
esis of Theorem 4.15 with a1 = a2 = 0, i.e. k and s are integers such that
Nk,s+1 ≥ 2n+ 2gk,s+1 − 1 and Nk,s < 2n+ 2gk,s − 1, where
Nk,s := N1(Gk,s/Fq) + 2N2(Gk,s/Fq) and gk,s := g(Gk,s). We denote by n
k,s
0
the biggest integer such that Nk,s ≥ 2nk,s0 + 2gk,s − 1, i.e.
nk,s0 = sup
{
n ∈ N | 2n ≤ Nk,s − 2gk,s + 1
}
. To perform multiplication in Fqn ,
we have the following alternative:
(a) use the algorithm on the step Gk,s+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.15 applied with a1 = a2 = 0:
µq(n) ≤ 3n+ 3
2
gk,s+1 = 3n
k,s
0 +
3
2
gk,s + 3(n− nk,s0 ) +
3
2
∆gk,s.
(b) use the algorithm on the step Gk,s with an appropriate number of deriva-
tive evaluations. Let a1 + 2a2 := 2(n− nk,s0 ) and suppose that a1 + 2a2 ≤ Nk,s.
ThenNk,s ≥ 2nk,s0 + 2gk,s − 1 implies thatNk,s + a1 + 2a2 ≥ 2n+ 2gk,s − 1.
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Thus we can perform a1+a2 derivative evaluations in the algorithm using
the step Gk,s and we have:
µq(n) ≤ 3n+ 3
2
gk,s +
3
2
(a1 + 2a2) = 3n
k,s
0 +
3
2
gk,s + 6(n− nk,s0 ).
Thus, if a1+2a2 ≤ Nk,s Case (b) gives a better bound as soon as n− nk,s0 < 12∆gk,s.
Since we have from Lemma 4.4 both Nk,s ≥ Dk,s and 12∆gk,s ≥ 12Dk,s, if
a1 + 2a2 ≤ Dk,s, i.e. n − nk,s0 ≤ 12Dk,s, then we can perform a1 derivative
evaluations on places of degree 1 and a2 derivative evaluations on places of
degree 2 in the step Gk,s and Case (b) gives a better bound then Case (a).
For x ∈ R+ such that Nk,s+1 ≥ 2[x] + 2gk,s+1 − 1 andNk,s < 2[x] + 2gk,s − 1,
we define the function Φk,s(x) as follow:
Φk,s(x) =
 3x+
3
2gk,s + 3(x− nk,s0 ) if x− nk,s0 <
Dk,s
2
3x+ 32gk,s+1 else.
We define the function Φ for all x ≥ 0 as the minimum of the functions Φk,s
for which x is in the domain of Φk,s. This function is piecewise linear with
two kinds of piece: those which have slope 3 and those which have slope 6.
Moreover, since the y-intercept of each piece grows with k and s, the graph
of the function Φ lies below any straight line that lies above all the points(
nk,s0 +
Dk,s
2 ,Φ(n
k,s
0 +
Dk,s
2 )
)
, since these are the vertices of the graph. Let
X := nk,s0 +
Dk,s
2 , then
Φ(X) ≤ 3X + 3
2
gk,s+1
= 3
(
1 +
gk,s+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k and s.
Recall that Dk,s := (p− 1)psqk, and
nk,s0 ≥
1
2
qk−1ps(q + 1)(q − 3) by Lemma 4.5
and
gk,s+1 ≤ qk−1(q + 1)ps+1 by Lemma 4.3 (iii).
So we have
gk,s+1
2X
=
gk,s+1
2(nk,s0 +
Dk,s
2 )
≤ q
k−1(q + 1)ps+1
2(12q
k−1ps(q + 1)(q − 3) + 12 (p− 1)psqk)
=
qk−1(q + 1)psp
qk−1(q + 1)ps
(
q − 3 + (p− 1) q
q+1
)
=
p
(q − 3) + (p− 1) q
q+1
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Thus, the graph of the function Φ lies below the line y = 3
(
1 + p(q−3)+(p−1) q
q+1
)
x.
In particular, we get
Φ(n) ≤ 3
(
1 +
p
(q − 3) + (p− 1) q
q+1
)
n.
(iii) Let n ≥ 12 (p2 + 1 + ǫ(p2)). Otherwise, we already know from Theorems 2.2
and 3.11 that µp2(n) ≤ 2n. According to Lemma 4.12, there exists a step of
the tower T/Fp2 on which we can apply Theorem 4.14 with a = 0. We denote
by Hk+1/Fp2 the first step of the tower that suits the hypothesis of Theo-
rem 4.14 with a = 0, i.e. k is an integer such that Nk+1 ≥ 2n+ 2gk+1 − 1 and
Nk < 2n+ 2gk − 1, where Nk := N1(Hk/Fp2) and gk := g(Hk). We denote by
nk0 the biggest integer such that Nk ≥ 2nk0 + 2gk − 1, i.e.
nk0 = sup
{
n ∈ N | 2n ≤ Nk − 2gk + 1
}
. To perform multiplication in Fp2n , we
have the following alternative:
(a) use the algorithm on the step Hk+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.14 applied with a = 0:
µp2(n) ≤ 2n+ gk+1 − 1 = 2n+ gk − 1 + ∆gk,s.
(Recall that ∆gk := gk+1 − gk)
(b) use the algorithm on the step Hk with an appropriate number of deriv-
ative evaluations. Let a := 2(n − nk0) and suppose that a ≤ Nk. Then
Nk ≥ 2nk0 + 2gk − 1 implies that Nk + a ≥ 2n+ 2gk − 1 so Condition (3)
of Theorem 4.14 is satisfied. Thus, we can perform a derivative evalua-
tions in the algorithm using the step Hk and we have:
µp2(n) ≤ 2n+ gk − 1 + a.
Thus, if a ≤ Nk Case (b) gives a better bound as soon as a < ∆gk. For
x ∈ R+ such that Nk+1 ≥ 2[x] + 2gk+1 − 1 andNk < 2[x] + 2gk − 1, we define
the function Φk(x) as follow:
Φk(x) =
{
2x+ gk − 1 + 2(x− nk0) if 2(x− nk0) < ∆gk
2x+ gk+1 − 1 else.
Note that when Case (b) gives a better bound, that is to say when 2(x− nk0) < ∆gk,
then according to Lemma 4.7 we have also
2(x− nk0) < Nk
so we can proceed as in Case (b) since there are enough rational places to use
a = 2(x− nk0) derivative evaluations on.
We define the function Φ for all x ≥ 0 as the minimum of the functions
Φk for which x is in the domain of Φk. This function is piecewise linear
with two kinds of piece: those which have slope 2 and those which have
slope 4. Moreover, since the y-intercept of each piece grows with k, the
graph of the function Φ lies below any straight line that lies above all the
points
(
nk0 +
∆gk
2 ,Φ(n
k
0 +
∆gk
2 )
)
, since these are the vertices of the graph.
Let X := nk0 +
∆gk
2 , then
Φ(X) ≤ 2X + gk+1 − 1 ≤ 2
(
1 +
gk+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k.
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Lemmas 4.6 ii), 4.7 and 4.8 give
gk+1
2X
≤ 2
k+2
2k+1(p− 3) + 4 + 2k+1 − 2 k+12
=
2k+2
2k+1
(
(p− 3) + 1 + 2−k+1 − 2− k+12
)
=
2
p− 2 + 2−k+1 − 2−k+12
≤ 2
p− 3316
since − 116 is the minimum of the function k 7→ 2−k+1 − 2−
k+1
2 .
Thus, the graph of the function Φ lies below the line y = 2
(
1 + 2
p− 33
16
)
x. In
particular, we get
Φ(n) ≤ 2
(
1 +
2
p− 3316
)
n.
(iv) Let n ≥ 12 (p+ 1+ ǫ(p)). Otherwise, we already know from Theorems 2.2 and
3.11 that µp(n) ≤ 2n. According to Lemma 4.13, there exists a step of the
tower T/Fp on which we can apply Theorem 4.15 with a1 = a2 = 0. We denote
by Hk+1/Fp the first step of the tower that suits the hypothesis of Theorem
4.15 with a1 = a2 = 0, i.e. k is an integer such that Nk+1 ≥ 2n+ 2gk+1 − 1
andNk < 2n+ 2gk − 1, whereNk := N1(Hk/Fp) + 2N2(Hk/Fp) and gk := g(Hk).
We denote by nk0 the biggest integer such that Nk ≥ 2nk0 + 2gk − 1, i.e.
nk0 = sup
{
n ∈ N | 2n ≤ Nk − 2gk + 1
}
. To perform multiplication in Fpn , we
have the following alternative:
(a) use the algorithm on the step Hk+1. In this case, a bound for the bilinear
complexity is given by Theorem 4.15 applied with a1 = a2 = 0:
µq(n) ≤ 3n+ 3
2
gk+1 = 3n
k
0 +
3
2
gk + 3(n− nk0) +
3
2
∆gk.
(b) use the algorithm on the stepHk with an appropriate number of derivative
evaluations. Let a1 + 2a2 := 2(n− nk0) and suppose that a1 + 2a2 ≤ Nk.
ThenNk ≥ 2nk0 + 2gk − 1 implies thatNk + a1 + 2a2 ≥ 2n+ 2gk − 1. Thus
we can perform a1 + a2 derivative evaluations in the algorithm using the
step Hk and we have:
µp(n) ≤ 3n+ 3
2
gk +
3
2
(a1 + 2a2) = 3n
k
0 +
3
2
gk + 6(n− nk0).
Thus, if a1+2a2 ≤ Nk,s Case (b) gives a better bound as soon as n− nk,s0 < 12∆gk,s.
For x ∈ R+ such that Nk+1 ≥ 2[x] + 2gk+1 − 1 and Nk < 2[x] + 2gk − 1, we
define the function Φk(x) as follow:
Φk(x) =
 3x+
3
2gk + 3(x− nk0) if x− nk0 < ∆gk2
3x+ 32gk+1 else.
Note that when Case (b) gives a better bound, that is to say when 2(x− nk0) < ∆gk,
then according to Lemma 4.7 we have also
2(x− nk0) < Nk
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so we can proceed as in Case (b) since there are enough places of degree 1 and
2 to use a1 + a2 = 2(x− nk0) derivative evaluations on.
We define the function Φ for all x ≥ 0 as the minimum of the functions
Φk for which x is in the domain of Φk. This function is piecewise linear
with two kinds of piece: those which have slope 3 and those which have
slope 6. Moreover, since the y-intercept of each piece grows with k, the
graph of the function Φ lies below any straight line that lies above all the
points
(
nk0 +
∆gk
2 ,Φ(n
k
0 +
∆gk
2 )
)
, since these are the vertices of the graph.
Let X := nk0 +
∆gk
2 , then
Φ(X) ≤ 3X + 3
2
gk+1 = 3
(
1 +
gk+1
2X
)
X.
We want to give a bound for Φ(X) which is independent of k.
The same reasoning as in (iii) gives
gk+1
2X
≤ 2
p− 3316
Thus, the graph of the function Φ lies below the line y = 3
(
1 + 2
p− 33
16
)
x. In
particular, we get
Φ(n) ≤ 3
(
1 +
2
p− 3316
)
n.

4.5. New asymptotical upper bounds for µq(n). In this section, we give upper
bounds for the asymptotical quantities mq and Mq which are defined above in
Section 3.1.2. First, let us repair the two main mistaken statements (as well as
their corollaries) due to I. Shparlinsky, M. Tsfasman and S. Vladut (Theorem 3.1
and Theorem 3.9 in [29]) in the two following propositions.
Proposition 4.17. Let q be a prime power such that A(q) > 2. Then
mq ≤ 2
(
1 +
1
A(q)− 2
)
.
Proof. Let (Fs/Fq)s be a sequence of algebraic function fields defined over
Fq. Let us denote by gs the genus of Fs/Fq and by N1(s) the number of places of
degree 1 of Fs/Fq. Suppose that the sequence (Fs/Fq)s was chosen such that:
(1) lims→+∞ gs = +∞;
(2) lims→+∞
N1(s)
gs
= A(q).
Let ǫ be any real number such that 0 < ǫ < A(q)2 − 1. Let us define the following
integer
ns =
⌊
N1(s)− 2gs(1 + ǫ)
2
⌋
.
Let us remark that
N1(s) = gsA(q) + o(gs),
so N1(s)− 2(1 + ǫ)gs = gs
(
A(q) − 2(1 + ǫ))+ o(gs).
Then the following holds
(1) there exists an integer s0 such that for any s ≥ s0 the integer ns is strictly
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(2) for any real number c such that 0 < c < A(q) − 2(1 + ǫ) there exists an
integer s1 such that for any integer s ≥ s1 the following holds: ns ≥ c2gs,
hence ns tends to +∞;
(3) there exists an integer s2 such that for any integer s ≥ s2 the following
holds: 2gs + 1 ≤ q ns−12
(
q
1
2 − 1
)
and consequently there exists a place of
degree ns (cf. [30, Corollary 5.2.10 (c) p. 207] ).
(4) the following inequality holds: N1(s) > 2ns + 2gs − 2 and consequently,
using Theorem 3.9 we conclude that µq(ns) ≤ 2ns + gs − 1.
Consequently,
µq(ns)
ns
≤ 2 + gs − 1
ns
,
mq ≤ 2 + lim
s→+∞
2gs − 2
N1(s)− 2(1 + ǫ)gs − 2 ≤ 2
(
1 +
1
A(q) − 2(1 + ǫ)
)
.
This inequality is true for any ǫ > 0 sufficiently small. Then we obtain the result.

Corollary 4.18. Let q = pm be a prime power such that q ≥ 4. Then
mq2 ≤ 2
(
1 +
1
q − 3
)
.
Note that this corollary lightly improves Theorem 3.2. Now in the case of arbi-
trary q, we obtain:
Corollary 4.19. For any q = pm > 3,
mq ≤ 3
(
1 +
1
q − 3
)
.
Proof. For any q = pm > 3, we have q2 = p2m ≥ 16 and thus Corollary 4.18
gives mq2 ≤ 2
(
1 + 1
q−3
)
. Then, by Lemma 3.3, we have
mq ≤ mq2 .µq(2)/2
which gives the result since µq(2) = 3 for any q. 
Now, we are going to show that for Mq the same upper bound as for mq can
be proved though only in the case of q being an even power of a prime. However,
we are going to prove that in the case of q being an odd power of a prime, the
difference between the two bounds is very slight.
Proposition 4.20. Let q = pm be a prime power such that q ≥ 4. Then
Mq2 ≤ 2
(
1 +
1
q − 3
)
.
Proof. Let q = pm be a prime power such that q ≥ 4. Let us consider two
cases. First, we suppose q = p. We know that for any real number ǫ > 0 and
for any sufficiently large real number x, there exists a prime number lk such that
x < lk < (1 + ǫ)x. Now, without less of generality let us consider the characteristic
p such that p 6= 11. Then it is known ([33] and [29]) that the curve Xk = X0(11lk),
where lk is the k-th prime number, has a genus gk = lk and satisfies N1(Xk(Fq2)) ≥
(q − 1)(gk + 1) where N1(Xk(Fq2)) denotes the number of rational points over Fq2
of the curve Xk. Let us consider a sufficiently large n. There exist two consecutive
26 S. BALLET, J. CHAUMINE, J. PIELTANT, AND R. ROLLAND
prime numbers lk and lk+1 such that (p − 1)(lk+1 + 1) > 2n + 2lk+1 − 2 and
(p− 1)(lk+1) ≤ 2n+2lk− 2. Let us consider the algebraic function field Fk+1/Fp2
associated to the curve Xk+1 of genus lk+1 defined over Fp2 . Let Ni(Fk/Fp2) be the
number of places of degree i of Fk/Fp2 . Then N1(Fk+1/Fp2) ≥ (p− 1)(lk+1 + 1) >
2n + 2lk+1 − 2. Moreover, it is known that Nn(Fk+1/Fp2) > 0 for any integer n
sufficiently large. We also know that lk+1− lk ≤ l0,535k for any integer k ≥ k0 where
k0 can be effectively determined by [2]. Then there exists a real number ǫ > 0 such
that lk+1− lk = ǫlk ≤ l0,535k namely lk+1 ≤ (1+ ǫ)lk. It is sufficient to choose ǫ such
that ǫl0,465k ≤ 1. Consequently, for any integer n sufficiently large, this algebraic
function field Fk+1/Fp2 satisfies Theorem 3.9, and so µp2(n) ≤ 2n + lk+1 − 1 ≤
2n+ (1 + ǫ)lk − 1 with lk ≤ 2np−3 − p+1p−3 . Thus, as n −→ +∞ then lk −→ +∞ and
ǫ −→ 0, so we obtain Mp2 ≤ 2
(
1 + 1
p−3
)
. Note that for p = 11, Proposition 4.1.20
in [33] enables us to obtain gk = lk +O(1).
Now, let us study the more difficult case where q = pm with m > 1. We use
the Shimura curves as in [29]. Recall the construction of this good family. Let L
be a totally real abelian over Q number field of degree m in which p is inert, thus
the residue class field OL/(p) of p, where OL denotes the ring of integers of L, is
isomorphic to the finite field Fq. Let ℘ be a prime of L which does not divide p
and let B be a quaternion algebra for which
B ⊗Q R = M2(R)⊗H⊗ ...⊗H
where H is the skew field of Hamilton quaternions. Let B be also unramified at
any finite place if (m − 1) is even; let B be also unramified outside infinity and ℘
if (m − 1) is odd. Then, over L one can define the Shimura curve by its complex
points XΓ(C) = Γ \ h, where h is the Poincaré upper half-plane and Γ is the group
of units of a maximal order O of B with totally positive norm modulo its center.
Hence, the considered Shimura curve admits an integral model over L and it is
well known that its reduction XΓ,p(Fp2m) modulo p is good and is defined over
the residue class field OL/(p) of p, which is isomorphic to Fq since p is inert in
L. Moreover, by [26], the number N1(XΓ,p(Fq2)) of Fq2 -points of XΓ,p is such that
N1(XΓ,p(Fq2)) ≥ (q− 1)(g+1), where g denotes the genus of XΓ,p(Fq2). Let now l
be a prime which is greater than the maximum order of stabilizers Γz, where z ∈ h
is a fixed point of Γ and let ℘ ∤ l. Let Γ0(l)l be the following subgroup of GL2(Zl):
Γ0(l)l =
{(
a b
c d
)
∈ GL2(Zl), c ≡ 0 (mod l)
}
.
Suppose that l splits completely in L. Then there exists an embedding F −→ Ql
where Ql denotes the usual l-adic field, and since B ⊗Q Ql = M2(Ql), we have a
natural map:
φl : Γ→ GL2(Zl).
Let Γl be the inverse map of Γ0(l)l in Γ under φl. Then Γl is a subgroup of Γ of
index l. We consider the Shimura curve Xl with
Xl(C) = Γl \ h.
It admits an integral model over L and so can be defined over L. Hence, its
reduction Xl,p modulo p is good and it is defined over the residue class field OL/(p)
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of p, which is isomorphic to Fq since p is inert in L. Moreover the supersingular
Fp-points of XΓ,p split completely in the natural projection
πl : Xl,p → XΓ,p.
Thus, the number of the rational points of Xl,p(Fq2) is:
N1(Xl,p(Fq2)) ≥ l(q − 1)(g + 1).
Moreover, since l is greater than the maximum order of a fixed point of Γ on h, the
projection πl is unramified and thus by Hurwitz formula,
gl = 1 + l(g − 1)
where gl is the genus of Xl (and also of Xl,p).
Note that since the field L is abelian over Q, there exists an integer N such that
field L is contained in a cyclotomic extension Q(ζN ) where ζN denotes a primitive
root of unity with minimal polynomial ΦN . Let us consider the reduction ΦN,lk of
ΦN modulo the prime lk. Then, the prime lk is totally split in the integer ring of
L if and only if the polynomial ΦN,lk is totally split in Flk = Z/lkZ i.e if and only
if Flk contains the Nth roots of unity which is equivalent to N | lk − 1. Hence, any
prime lk such that lk ≡ 1 mod N is totally split in Q(ζN ) and then in L. Since lk
runs over primes in an arithmetical progression, the ratio of two consecutive prime
numbers lk ≡ 1 mod N tends to one.
Then for any real number ǫ > 0, there exists an integer k0 such that for any
integer k ≥ k0, lk+1 ≤ (1 + ǫ)lk where lk and lk+1 are two consecutive prime
numbers congruent to one modulo N . Then there exists an integer nǫ such that for
any integer n ≥ nǫ, the integer k, such that the two following inequalities hold
lk+1(q − 1)(g + 1) > 2n+ 2glk+1 − 2
and
lk(q − 1)(g + 1) ≤ 2n+ 2glk − 2,
satisfies k ≥ k0 where gli = 1 + li(g − 1) for any integer i. Let us consider the
algebraic function field Fk/Fq2 defined over the finite field Fq2 associated to the
Shimura curve Xlk of genus glk . Let Ni(Fk/Fq2) be the number of places of degree
i of Fk/Fq2 . ThenN1(Fk+1)/Fq2) ≥ lk+1(q−1)(g+1) > 2n+2glk+1−2 where g is the
genus of the Shimura curve XΓ,p(Fq2). Moreover, it is known that there exists an
integer n0 such that for any integer n ≥ n0, Nn(Fk+1/Fq2) > 0. Consequently, for
any integer n ≥ max(nǫ, n0) this algebraic function field Fk+1/Fq2 satisfies Theorem
3.9 and so µq2(n) ≤ 2n+glk+1−1 ≤ 2n+ lk+1(g−1) ≤ 2n+(1+ǫ)lk(g−1) with lk <
2n
(q−1)(g+1)−2(g−1) . Thus, for any real number ǫ > 0 and for any n ≥ max(nǫ, n0),
we obtain µq2(n) ≤ 2n+ 2n(1+ǫ)(g−1)(q−1)(g+1)−2(g−1) which gives Mq2 ≤ 2
(
1 + 1
q−3
)
. 
Proposition 4.21. Let q = pm be a prime power with odd m such that q ≥ 5 .
Then
Mq ≤ 3
(
1 +
2
q − 3
)
.
Proof. It is sufficient to consider the same families of curves that in Proposition
4.20. These families of curves Xk are defined over the residue class field of p which
is isomorphic to Fq. Hence, we can consider the associated algebraic function
fields Fk/Fq defined over Fq. If q = p, we have N1(Fk+1/Fp2) = N1(Fk+1/Fp) +
2N2(Fk+1/Fp) ≥ (p−1)(lk+1+1) > 2n+2lk+1−2 since Fk+1/Fp2 = Fk+1/Fp⊗FpFp2 .
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Then, for any real number ǫ > 0 and for any integer n sufficiently large, we have
µp(n) ≤ 3n + 3glk+1 ≤ 3n + 3(1 + ǫ)lk by Theorem 3.9 since Nn(Fk+1/Fq2) > 0.
Then, by using the condition lk ≤ 2np−3 − p+1p−3 , we obtain Mp ≤ 3
(
1 + 2
p−3
)
. If
q = pm with odd m, we have N1(Fk+1/Fq2) = N1(Fk+1/Fq) + 2N2(Fk+1/Fq) ≥
lk+1(q−1)(g+1) > 2n+2glk+1−2 since Fk+1/Fq2 = Fk+1/Fq⊗FqFq2 . Then, for any
real number ǫ > 0 and for any integer n sufficiently large as in Proof 4.20, we have
µq(n) ≤ 3n+3glk+1 ≤ 3n+3(1+ǫ)lk by Theorem 3.9 sinceNn(Fk+1/Fq2) > 0. Then,
by using the condition lk < 2n(q−1)(g+1)−2(g−1) we obtain Mq ≤ 3
(
1 + 2
q−3
)
. 
Proposition 4.22.
M2 ≤ 13.5.
Proof. Let q = pm = 4. We also use the Shimura curves. Let L = Q(
√
d) be a
totally real quadratic number field such that d ≡ 1 mod 8. Then the prime p = 2
is totally split in L and so the residue class field OL/(p) of p, where OL denotes
the ring of integers of L, is isomorphic to the finite field F2. Then, let ℘ be a prime
of L which does not divide p and let B be a quaternion algebra for which
B ⊗Q R = M2(R)⊗H
where H is the skew field of Hamilton quaternions. Let B be also unramified outside
infinity and ℘. Then, over L one can define the Shimura curve by its complex points
XΓ(C) = Γ\h, where h is the Poincaré upper half-plane and Γ is the group of units
of a maximal order O of B with totally positive norm modulo its center. Hence,
the considered Shimura curve admits an integral model over L and it is well known
that its reduction XΓ,p(Fp2m) modulo p is good and is defined over the residue class
field OL/(p) of p = 2, which is isomorphic to F2 since p = 2 is totally split in
L. Moreover, by [26], the number N1(XΓ,p(Fq2) of Fq2 -points of XΓ,p is such that
N1(XΓ,p(Fq2)) ≥ (q− 1)(g+1), where g denotes the genus of XΓ,p(Fq2). Let now l
be a prime which is greater than the maximum order of stabilizers Γz, where z ∈ h
is a fixed point of Γ and let ℘ ∤ l. Let Γ0(l)l be the following subgroup of GL2(Zl):
Γ0(l)l =
{(
a b
c d
)
∈ GL2(Zl), c ≡ 0 (mod l)
}
.
Suppose that l splits completely in L. Then there exists an embedding F −→ Ql
where Ql denotes the usual l-adic field, and since B ⊗Q Ql = M2(Ql), we have a
natural map:
φl : Γ→ GL2(Zl).
Let Γl be the inverse map of Γ0(l)l in Γ under φl. Then Γl is a subgroup of Γ of
index l. We consider the Shimura curve Xl with
Xl(C) = Γl \ h.
It admits an integral model overL and so can be defined over L. Hence, its reduction
Xl,p modulo p = 2 is good and it is defined over the residue class field OL/(p) of
p = 2, which is isomorphic to F2 since p = 2 is totally split in L. Moreover the
supersingular Fp-points of XΓ,p split completely in the natural projection
πl : Xl,p → XΓ,p.
Thus, the number of the rational points of Xl,p(Fq2) is:
N1(Xl,p(Fq2)) ≥ l(q − 1)(g + 1).
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Moreover, since l is greater than the maximum order of a fixed point of Γ on h, the
projection πl is unramified and thus by Hurwitz formula,
gl = 1 + l(g − 1)
where gl is the genus of Xl (and also of Xl,p). Note that since the field L is abelian
over Q, there exists an integer N such that field L is contained in a cyclotomic
extension Q(ζN ) where ζN denotes a primitive root of the unity with minimal
polynomial ΦN . Let us consider the reduction ΦN,lk of ΦN modulo the prime
lk. Then, the prime lk is totally split in the integer ring of L if and only if the
polynomial ΦN,lk is totally split in Flk = Z/lkZ i.e if and only if Flk contains the
Nth roots of the unity which is equivalent to N | lk − 1. Hence, any prime lk such
that lk ≡ 1 mod N is totally split in Q(ζN ) and then in L. Since lk runs over
primes in an arithmetical progression, the ratio of two consecutive prime numbers
lk ≡ 1 mod N tends to one. Then for any real number ǫ > 0, there exists an
integer k0 such that for any integer k ≥ k0, lk+1 ≤ (1 + ǫ)lk where lk and lk+1
are two consecutive prime numbers congruent to one modulo N . Then there exists
an integer nǫ such that for any integer n ≥ nǫ, the integer k, such that the two
following inequalities hold
lk+1(q − 1)(g + 1) > 2n+ 2glk+1 + 6
and
lk(q − 1)(g + 1) ≤ 2n+ 2glk + 6,
satisfies k≥k0 where gli = 1 + li(g − 1) for any integer i.
Let us consider the algebraic function field Fk/F2 defined over the finite field F2
associated to the Shimura curve Xlk of genus glk . Let Ni(Fk/Ft) be the number
of places of degree i of Fk/Ft where t is a prime power. Then, since Fk+1/Fq2 =
Fk+1/F2⊗F2Fq2 for q = 4, we haveN1(Fk+1/Fq2) = N1(Fk+1/F2)+2N2(Fk+1/F2)+
4N4(Fk+1/F2) ≥ lk+1(q − 1)(g + 1) > 2n+ 2glk+1 + 6 where g is the genus of the
Shimura curve XΓ,p(Fq2 ). Moreover, it is known that there exists an integer n0
such that for any integer n ≥ n0, Nn(Fk+1/Fq2) > 0. Consequently, for any integer
n ≥ max(nǫ, n0) this algebraic function field Fk+1/F2 satisfies Theorem 3.2 in [12]
and so µ2(n) ≤ 92 (n+glk+1+5) ≤ 92 (n+ lk+1(g−1)+6) ≤ 92 (n+(1+ǫ)lk(g−1))+27
with lk < 2n+8(q−1)(g+1)−2(g−1) . Thus, for any real number ǫ > 0 and for any n ≥
max(nǫ, n0), we obtain µ2(n) ≤ 92 (n+ 2n (1+ǫ)q−3 + 8q−3 ) + 27 ≤ 92 (1 + 2(1 + ǫ))n+63
which gives M2 ≤ 13, 5. 
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