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Abstract 
An algorithm based on the concept of Kalman filtering is proposed in this paper for the estimation of power system 
signal attributes, like amplitude, frequency and phase angle. This technique can be used in protection relays, digital 
AVRs, DSTATCOMs, FACTS and other power electronics applications. Furthermore this algorithm is particularly 
suitable for the integration of distributed generation sources to power grids when fast and accurate detection of small 
variations of signal attributes are needed. Practical considerations such as the effect of noise, higher order harmonics, 
and computational issues of the algorithm are considered and tested in the paper. Several computer simulations are 
presented to highlight the usefulness of the proposed approach. Simulation results show that the proposed technique can 
simultaneously estimate the signal attributes, even if it is highly distorted due to the presence of non-linear loads and 
noise. 
1. Introduction 
Control and protection of power system include real time estimates of system frequency. The faster and more precise 
are the estimates, the more reliable are the related control and protection schemes. Harmonic and noise contamination 
have become a major concern for power system since this affects the accuracy of the estimates and the speed of 
estimation. Besides, the integration of power electronic devices to utility grids necessitates a reliable estimator not only 
to provide service to linear loads but also to compensate/cater for nonlinear loads. Various techniques have been 
introduced in the literature to estimate the power frequency. One of the most common techniques to estimate the 
frequency of signal is the zero crossing detection method and its modifications [1-3]. Multiple zero crossing and 
inaccuracies due to noise and harmonic distortions are the major issues that these methods should take care of. Zero-
crossing methods do not respond quickly to the frequency changes in a distorted signal [4] and their performance is 
sensitive to the type of signal transients [1,5]. Linear estimation of phase (LEP) [6,7], Decomposition of Single Phase 
into Orthogonal Components (DSPOC) [8,9], Discrete Fourier Transform (DFT) with Phase Compensation [1] and the 
modifications of this method [1], [10,11] perform extremely well but they all suffer from a periodic error in the 
estimated frequency if it departs from the assumed frequency. This can be cancelled using a low pass filter although it 
would introduce delays and obscure any real oscillations in the fundamental frequency [12].  
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 Kalman filtering [13-15], phase locked loop (PLL) [4], least square (LS) [16,17], Newton type algorithms [18], and 
adaptive notch filters [19] are among the other existing techniques. References [2] and [20-22] review these techniques. 
These methods have their strengths and drawbacks. This paper conducts an in-depth analysis on the PM technique 
which reveals its strengths and drawbacks. The analysis will be followed by a new technique proposed to enhance the 
speed of the PM technique while the input signal is free of even-order harmonics.   
The rest of the paper is organized as follows. In Section II, the algorithm of the phasor measurement method is 
derived. The analysis of this technique calls for setting some crucial parameters and models in the simulation tests. 
These issues and recommended solutions are explained in Section III. Performance of this method is evaluated for 
different simulated conditions. Its immunity to noise and distortion as well as its tracking speed in response to any 
changes in the signal attributes are highlighted in Section IV. Section V summarizes the main conclusions of the paper. 
2. Development of the algorithm  
A typical power system or grid-connected power-electronic signal can be expressed as follows. 
       tvtnthftatv off 2sin)( 1          (1) 
where a1 and f denote the amplitude and frequency of the fundamental component, respectively. Symbols h(t), n(t) and 
voff(t) represent the harmonic, noise and offset parts of the signal, respectively. The offset is often produced in the 
measurement and data conversion process using A/D devices. The signal is theoretically modelled in this paper as the 
combination of the fundamental component, odd harmonics up to the 9th order and the offset component. Harmonics 
higher than the ninth order are unaccounted for. The modelled signal can then be summarized as 
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where ak denotes the amplitude of the kth harmonic component and θk denotes the initial phase angle of the harmonic 
component when the phase angle of the fundamental component is zero. The offset signal, vd, is taken as a dc term since 
the data window is sufficiently small to let us neglect the variations of the offset.  
The sampling rate chosen here is 40 kHz. Hence, the sampling interval, denoted by ∆T, is 25μs. 
2.1 Frequency Estimation Algorithm 
The basic sub-algorithm in [14,20] called “sample counting and interpolation technique” is used here for the 
frequency estimation. If a zero crossing takes place between the two consecutive samples of a signal such as Si-1 and Si 
or at the leading sample, Si, the frequency can be calculated in the following manner. 
  jjj Tpf   1
5.0           (3) 
where p denotes the number of samples located between two consecutive zero crossings. It should be noted that values 
of p less than 0.9pu or more than 1.1pu will be rejected to avoid inaccurate frequency estimation due to multiple zero 
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crossing or large phase angle steps. Also, the correction factors αj and βj are calculated in [14] as functions of Si-1 and Si. 
In this paper Si-1 and Si are defined as: 
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where yi is the ith digital sample of y(t) defined in (2) .  
Equation (4) can be rewritten in the following manner. 
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Let us also define the following relations 
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Therefore, following relations can be derived. 
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From (5), (7) and (8) the following equation is obtained. 
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Therefore, the following equation can be derived. 
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It can be shown that the signal S(t) whose digital samples are expressed as Si, is periodical with the same period as 
y(t). Finally, the correction factors can be calculated using following condition: 
If Si×Si-1 ≤ 0 and Si-1 ≠ 0, then  
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2.2 Amplitude and Phase Angle Estimation Algorithm 
Let us define an 11×1 vector in the following manner. 
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It can be assumed that the frequency does not change considerably in a small duration of ∆T. Thus, 
ii mmii
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From (6), (12) and (13) the following equations are derived. 
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From (14) and (15) the following equation is derived. 
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From (12) and (16) the following equation can be derived. 
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where F is the state transition matrix of Kalman filter and diag. denotes the diagonal elements of a square matrix. 
Equations (16) and (17) reveal that X can be deemed as a process state vector of a Kalman filter. The Appendix 
describes briefly the details of Kalman filter. H, the connection matrix between the measurement vector and state-
process vector of Kalman filter, can be arranged in the following manner. 
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Let us define another 11×1 vector with the elements specified as follows 
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Definitions (12) and (19) can give: 
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The amplitude and phase angle of the signal components can be calculated using the components of Y. 
3. Discussion on the choice of parameters and computational issues 
There are a number of parameters that should be considered in the development of the proposed algorithm. In this 
section what these parameters are and how they should be defined or modeled are being discussed. 
3.1 Parameter n 
The term, 2n+1, indicates the number of samples that are being summed in (4). The larger is n, the less is the error 
imposed by noise and unaccounted-for harmonics on the estimates, albeit at the expense of a longer delay. In this study, 
n is chosen 40. Thereby, summing up across a period of 80∆T, which is actually one tenth of the nominally fundamental 
period of the signal, implements a digital low-pass filter whose cut-off frequency is about 500Hz. Therefore, some 
negative effects of both noise and harmonics higher than the tenth order can be mitigated. 
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3.2 Noise parameters 
A random noise with zero mean and Gaussian distribution with 0.02pu standard deviation is the typical model of 
noise used in the simulations of this paper. This signal conventionally models the noise related to the measurement and 
signal conversion in A/D. Furthermore, an unconventional noise which relates to the high frequency sampling rate of 
A/Ds is also applied. In spite of reliable clocks and accurate counters used by microprocessors to define the exact 
instant of performing the sampling subroutines, in practice a variable, slight time delay due to internal loading of 
microprocessors and the internal hardwired interfaces of the system exists for an A/D to receive the sampling command. 
Therefore, the sampling interval in the simulations has been supposed to be a random signal with 40-kHz mean and 
Gaussian distribution of 2.1% standard deviation. 
Moreover, the load variation, which can affect the amplitude of current signal and even the amplitude of voltage 
signal in case of a weak source, can be modelled as a random noise. Therefore, a random signal of Gaussian distribution 
with zero mean and 0.02pu standard deviation has been set for the variant part of the signal amplitude in the 
simulations. 
3.3 Phase unbalance and three-phase signals 
The proposed technique can be modified to be utilized in the estimation of parameters in a three phase system. It is 
worth mentioning that the three-phase-based algorithm not only does not produce any further error related to the phase 
unbalance unlike the PLL-based techniques [15], but also can provide quicker estimates of the system frequency than 
can the single-phase-based algorithm. In fact, in a three-phase case, normally one zero crossing takes place in one sixth 
of a cycle but in a single-phase-data case a half cycle time is essentially required for a zero crossing to be detected. 
Therefore, (3) can be updated more often for a three-phase system than a single-phase system, albeit at the expense of 
more computational burden on the microprocessor. Fortunately however, the current state of the art microprocessors are 
very fast and have large memory capacity to handle such large computations. However, the remedies proposed in the 
next sub-section can be used if slower processors are to be used. 
3.4 Computational load on microprocessor 
Three methods are proposed here to lower the computational load on the microprocessor. The first method involves 
storing some matrices in the offline mode and retrieving them for the on-line computations. Matrices D in (20) and F in 
(17) can be sorted by frequency and stored in the memory of microprocessor. Several versions of these matrices can be 
produced as a function of frequency that is assumed to vary in the range of 49Hz to 51Hz at the steps of 0.01Hz. Thus, 
202 versions for each matrix can be obtained offline in the initialization stage. 
The second method recommends that sampled data are logged until the microprocessor becomes free to process them. 
In this case, upon the arrival of a fresh sample in the middle of processing older samples, it will be logged for the next 
course of computation. The logged samples will be counted to identify the interval between two process states to 
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incorporate in the state transition matrix. Accordingly, estimates for the next state vector must be obtained using the 
following equation rather than by the routine formula of Kalman filter normally used for the predictive estimation. 
  cii XcxFX                           (21) 
where iX

is the predicted estimates of the state vector and ciX 

denotes the result for the state vector from the last, 
complete Kalman-filter iteration. Parameter c denotes the number of samples logged in the queue during the last 
Kalman-filter iteration. 
The third solution proposes the idea of producing the Kalman gains and error covariance matrices in the offline mode 
and save them in the memory of the microprocessor. In the philosophy of Kalman filtering, these two are supposed to 
be developed in a recursive manner which does not leave a chance to somehow store their real series in a memory with 
a limited capacity. However, the Kalman gains as well as the error covariance matrices can be sequentially chosen from 
a limited set of periodic data. To constitute the appropriate set of data necessary to allocate for the Kalman gains and the 
error covariance matrices, the initial effort is to produce these data recursively starting from the initial information, as 
per (44), (45) and (46) in the Appendix. The result of several simulations reveal that the initial Kalman gains are so 
sensitive that can make the Kalman filter track the target more quickly than can non-initial gains. At the same time, the 
initial Kalman gains give estimates more sensitive to the information of disturbances. An experience based on the 
simulation effort reveals that if the data series starts orderly from 400th Kalman gain and ends at the 1200th one, it can be 
a good choice. Actually, this is a trade-off for the Kalman filter between providing fast results and maintaining less 
sensitivity against the variations imposed by noise and other disturbances. However, using the following condition the 
pointer to determine the saved data addresses can be reset to the address of the first record when necessary. 
If Si ≤ 0 and Si-1 > 0, then: 
  400PPi 1400400 )(   RHHPHPK TTi                   (22) 
where iP is the estimation error covariance matrix at time ti, 

400P  is a particular estimation error covariance matrix, coming primarily from the 400
th iteration but it is repeated 
whenever the negative half-cycle of the signal starts, 
Ki denotes the Kalman gain at time ti, 
R denotes the covariance matrix of the measurement error vector in the Kalman filter which is assumed to be a white 
noise sequence. 
4. Simulation studies 
In this section, the proposed algorithm is tested for various simulated signals. Appropriate software programs to 
generate test signals and develop the software algorithm of the proposed method are coded in MATLAB. 
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4.1 Change of frequency 
The test signal with the following characteristics is applied to test the ability of the proposed technique for frequency 
estimation purposes. 
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where nk(t) for k = 1,2,…,8 are random noise signals with zero mean and standard deviation of 2 percent of the 
amplitude of the kth order harmonic component. These noises are intended to simulate the random changes in the 
customer load. The offset of 0.1pu, in conjunction with n(t), another random noise with zero mean and 0.02pu standard 
deviation, have been added to simulate low frequency and measurement noises, respectively. Furthermore, the sampling 
interval is set to have a randomly variant value rather than its fixed value because of the issue related to the high 
frequency sampling. 
The test signal experiences a sudden rise in frequency at t=500ms. The frequency changes from 50Hz to 50.03Hz to 
simulate switching a considerable load off the power system which can take place particularly in distributed generations 
or Micro-grids being controlled through the droop-method. Fig. 1 shows the performance of the algorithm in this case 
where the proposed method (solid-line) is compared with the method of [14] (dotted line). It should be noted that the 
supplementary techniques proposed in this paper have improved the performance in tracking frequency changes in spite 
of high distortions. 
Fig. 2 shows the response of the proposed algorithm to a sudden frequency rise of 0.3Hz where the proposed method 
(solid-line) is compared with the phasor measurement method proposed in [2] (dotted line). As shown in Fig. 2, a delay 
of 2 cycles is indispensible for the phasor measurement technique to track the frequency when the signal is distorted 
especially by low frequency noises. However, the proposed technique can track the frequency of the same signal within 
2/3 of a cycle.  
4.2 Change of amplitude and phase angle 
In this case, the test signal experiences a sudden phase angle changes on the components of the signal at t=400ms. In 
the following equations, y1(t) and y2(t) are respectively the test signals applied before t=400ms and between t=400ms 
and t=700ms. In addition, the amplitude of the fundamental component in y2(t) also drops suddenly from 1pu to 0.95pu 
at t=700ms. 
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Fig. 3(a) shows the results of amplitude estimation process of the proposed technique. In this paper, the results for the 
amplitude estimates of the third up to the ninth order harmonics have been 10 times scaled up for better presentation. 
Although large noises from different sources in conjunction with the harmonic pollution have distorted the input signal, 
significantly accurate results are being delivered by the proposed estimation technique. Error of estimation on the 
amplitude estimates during the steady state is less than one percent. However, the amplitude estimates are found to be 
relatively affected for about 2 cycles after t=400ms. The algorithm is also able to track successfully the sudden change 
in the amplitude of the fundamental component at t=700ms and converge to the new target in less than a cycle without 
any substantial side effects on the estimates of the other components. 
Fig. 3(b) shows the results of estimation for the phase angles of the components from fundamental to the ninth order 
harmonic. For ease of presentation, the difference between the estimated phase angles of any component and its actual 
phase part of kωt (where k is the harmonic order) has been utilized for all of the phase angle estimates in this paper. The 
results have also been prepared in degrees.  
Fig. 3(c) shows the frequency estimation result delivered by the proposed algorithm. The obtained result is reliable 
although the algorithm is totally blind for the half cycle containing the point at which phase angles change suddenly. In 
case, the frequency estimate results of the former half cycle will be repeated while the algorithm detects large changes 
in the phase angles of signal. Also, the frequency estimate is found to be relatively affected at t=700ms. However, Fig. 
3(d), illustrating the response of phasor measurement method [2] to the same signal, has been provided for the 
comparison purposes. The transient response to the sudden phase angle changes shows significant error of about 6Hz 
for the phasor measurement method. 
4.3 Simultaneous change in frequency and amplitude 
In this test, the same signal as described in (23) is utilized for the simulation but at t=500ms the frequency drops 
suddenly from 50Hz to 49.98Hz and simultaneously the amplitudes of components change, too. The amplitude of the 
fundamental component drops from 1pu to 0.9pu and the amplitudes of the other components drop by 20 percent. Fig. 4 
shows the results of frequency and amplitude estimations. In this case, the steady state error of frequency estimation is 
less than 0.006Hz. Besides, the error of amplitude estimation is less than ±0.25% for the fundamental component (the 
best) and less than ±1% for the ninth order harmonic (the worst). 
4.4 Change of offset signal 
In this case, the offset part of signal is exposed to variation. An offset of 0.12pu appears in the signal of (23) at 
t=300ms and suddenly drops in to 0.06pu at t=600ms. Moreover, the efficiency of the proposed technique when offset 
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is composed of a dc and a low-frequency component is also being tested. In this regard, the offset changes according to 
the characteristics specified by the following equation from t=800ms onwards. 
)10sin(05.006.0)( ttvoff                        (26) 
Fig. 5 shows the response of the algorithm to the above described offset signal. Sinusoidal and noise parts of the 
applied test signal are the same as those in (23) but offset term varies as described above. The dash-style graph in Fig. 5 
shows the actual changes of the offset signal and the solid-style graph shows the estimates obtained by the algorithm. 
4.5 Extraction of the fundamental component 
Most of the control and protection decisions in power system are made based on the fundamental component that 
may be extracted from a distorted signal. Power quality enhancement techniques also intend to extract the fundamental 
components of the power system signals to compensate deficiencies or generate desirable output signals. Although the 
proposed method experiences some minor transient errors in estimating the attributes of harmonic components, it is 
found to be strong and robust in estimating the parameters of the fundamental component. Using the online estimates 
for the amplitude and phase angle of the fundamental component, its real-time variation can be identified and then 
synthesized. Fig. 5 shows the real-time signals, the grey colored solid style graphs, applied in the tests of subsections 
4.2, 4.3 and 4.4 respectively along with the extracted fundamental components, the dot-style graphs. 
The signal amplitude can also change suddenly due to short circuits in power system since a large amount of current 
is fed to the fault. Also during a faulted condition, the frequency can drift from the nominal frequency, since the power 
supplied to the loads drops suddenly. Fault currents usually contain decaying DC parts which depend on the X/R ratio of 
system, along with the sinusoidal components. In the following case, a test signal with the characteristics, specified 
below, has been applied. 
    



mstty
mstty
ty
500
500
*
3
1
3
                     (27) 
where y1 is given by (24) and 
)(12.08)
5
215sin()](32.0[)
9
13sin()](27.0[
)
10
11sin()](22.0[)
3
9sin()](18.0[)
2
7sin()](45.0[
)
3
5sin()](54.0[)
3
23sin()](72.0[sin)](12[)(
*10**
8
**
7
**
6
**
5
**
4
**
3
**
2
**
1
*
3
tnettnttn
ttnttnttn
ttnttnttnty
t 





              (28) 
in which ω*=2π ×49.97 rad/sec and t*= t - 0.5  
It is assumed that the fault happens at t=500ms with the signal specified in (27) that includes a decay DC term. Fig. 
7(a) shows both pre-fault and post-fault forms of the signal in a gray-colored graph and the extracted fundamental 
component in a black-colored graph, rebuilt using the online estimates for the amplitude and phase angle of the signal. 
Also, the amplitudes of the fundamental and decay-DC components are shown in Fig. 7(b). The gray-colored graphs 
show the true values that should be tracked and the black-colored ones show the estimation results. 
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5. Conclusions 
A new technique is proposed for the estimation of signal attributes and its performance is evaluated. The method is 
based on the Kalman filter to provide comprehensive estimates. The drawbacks of the Kalman filter related to its 
sensitivity to the information of disturbances, has been improved by the proposed method. In this regard, a special 
summation is made on the samples of the original signal to produce another periodic signal that meets the requirements 
of the Kalman filter. The fictitious signal is less distorted than the original signal which is also good for the frequency 
estimation purpose. The results obtained from various simulation studies demonstrate the effectiveness of the proposed 
technique.  
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7. Appendix 
The Kalman filtering basic theory and model development is described here. More detailed theory can be found in 
standard text books [21,22]. 
The design of a Kalman filter requires a state-space model of the signal to be estimated in the form of: 
iii NFXX 1                         (29) 
iii MHXZ                          (30) 
where: 
Xi is an n×1 process state vector at time ti, 
F is an n×n state transition matrix, 
Ni is an n×1 noise vector–assumed to be a white sequence with known covariance matrix Q, 
Zi is an m×1 measurement vector at ti, 
H is an m×n matrix giving the noiseless connection between the measurement and the state vector, 
Mi is an m×1 measurement error vector–assumed to be a white noise sequence with known covariance matrix R and 
uncorrelated with Ni sequence, 
n represents the order of system and m represents the number of outputs being measured. 
The covariance matrices for Ni and Mi vectors are given as follow: 




ji
jiQ
NNE Tji 0
][                        (31) 




ji
jiR
MME Tji 0
][                        (32) 
where E denotes the expected value. 
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Having the prior knowledge of initial estimation error covariance matrix 0P , the Kalman gains can be computed 
recursively as follows. 
1)(   RHHPHPK TiTii                       (33) 
 iii PHKIP )(                        (34) 
QFFPP Tii 1                        (35) 
where: 
Pi is the error covariance matrix for the updated estimate at time ti, 
I denotes the identity matrix. 
Having an initial state estimate, 0X

, the Kalman filter equation, which recursively estimates new values of the state 
vector, is as follows. 
)(   iiiii XHZKXX

                      (36) 
ii XFX
 1                         (37) 
where iX

is the estimate of Xi. 
The discrete-time state-space representation of a periodic signal having odd harmonic components up to (2k-1)th order 
with samples Zi at time ti is given as (29) and (30), where Xi is a (2k+1) state vector and 
]1...,),5(),3(),(.[ xfxfxfdiagF                       (38) 
where diag. denotes the diagonal elements of a square matrix and Tx   . The matrix function f and the connection 
matrix H is stated as follow. 





])12cos[(])12sin[(
])12sin[(])12cos[(
])12[(
xkxk
xkxk
xkf                     (39) 
]1,0,1,0,1,0,1,0,1,0,1[H                       (40) 
The amplitudes of the components are given by: 
)2()12()12( 222 kXkXkh iii                       (41) 
In addition, the phase angles of the components are given by:  







0)12(,0)2(2)12(
0)2()12(
0)12(,0)2()12(
)12(
kXkXk
kXk
kXkXk
k
iii
ii
iii
i



                    (42) 
where: 
 )]2(/)12([)12( 1 kXkXtgk iii                        (43) 
In order to find the matrices R and 0P , it is required to have the actual signals under various conditions. In this study, 
an 11-state (n=11, m=1) Kalman filter has been designed to estimate the fundamental and up to the ninth harmonic 
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components (only odd harmonics). The model parameters (R and 0P ) were computed for a specific case which resulted 
from some trial and error experiments. These parameters may vary slightly depending on the power system signals to be 
estimated and the associated noise. In the proposed method, since signal samples are refined prior to being fed to the 
measurement vector, small variances can be chosen for the model parameters. Accordingly, the following matrices have 
been chosen in the software program developed for the proposed method. 
 R = 0.0001 pu2                        (44) 

0P = diag.[1, 1, 0.0001, 0.0001, …, 0.0001] pu
2                    (45) 
Q = 0  pu2                        (46) 
However, the matrices, R, 0P and Q, can be optimized if the statistical information about the disturbances and noises 
affecting the system are deemed to be known in advance. 
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Figures 
 
 
 
 
 
 
 
Fig. 1. Response to a step change in frequency; solid line: the proposed method, dotted-line: the method of [14] 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Response to a step change in frequency; solid line: proposed method, dotted-line: the phasor 
measurement method [2] 
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Fig. 3. Response to step changes in phase angle and amplitude 
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Fig. 4 Response to simultaneous change in frequency and amplitude 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Response to changes in offset of signal 
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Fig. 6 Fundamental components extracted for distorted signals that also experience sudden simultaneous 
changes in the amplitude and phase angle (a), the amplitude and frequency (b), and the DC offset (c) 
 
 
 
 
 
 
Fig. 7 Pre-fault and post-fault signals with their fundamental components synthesized (a); Fundamental 
amplitude and decaying DC estimates (b) 
 
 
