INTRODUCTION
Throughout the entire world, the electric power industry has undergone a considerable change in the past decade, and will continue to do so for the next several decades. In the past, the electric power industry has been either a governmentcontrolled or a government-regulated Industry which existed as a monopoly in its service region. All people, businesses, and industries were required to purchase their power from the local monopolistic power company. This was not only a legal requirement, but a physical engineering requirement as well. It just did not appear feasible to duplicate the resources required to connect everyone to the power grid. Over the past decade, however, countries have begun to split up these monopolies in favor of the free market [1] - [3] . Optimal Power Flow (OPF) solution methods have been developed over the years to meet this very practical requirement of power system operation [4] - [7] . The optimal power flow problem has been discussed since its introduction by Carpentier [8] . Because the OPF is a very large, non-linear mathematical programming problem, it has taken decades to develop efficient algorithms for its solution. Many different mathematical techniques have been employed for its solution. The majority of the techniques discussed in the literature use one of the following five methods [9] - [12] : 1. Lambda iteration method, also called the equal incremental cost criterion (EICC) method. Newly developed heuristic approaches called particle swarm optimization (PSO) has been introduced. This method combines social psychology principles and evolutionary computation to motivate the behavior of organisms such as fish schooling, bird flocking, etc. Particle swarm optimization, abbreviated as PSO, is based on the behavior of a colony or swarm of insects, such as ants, termites, bees, and wasps; a flock of birds; or a school of fish. The particle swarm optimization algorithm mimics the behavior of these social organisms. The word particle denotes, for example, a bee in a colony or a bird in a flock. Each individual or particle in a swarm behaves in a distributed way using its own intelligence and the collective or group intelligence of the swarm. As such, if one particle discovers a good path to food, the rest of the swarm will also be able to follow the good path instantly even if their location is far away in the swarm. Optimization methods based on swarm intelligence are called behaviorally inspired algorithms as opposed to the genetic algorithms, which are called evolutionbased procedures. The PSO algorithm was originally proposed by Kennedy and Eberhart in 1995 [13] . In the context of multivariable optimization, the swarm is assumed to be of specified or fixed size with each particle located initially at random locations in the multidimensional design space. Each particle is assumed to have two characteristics: a position and a velocity. Each particle wanders around in the design space and remembers the best position (in terms of the food source or objective function value) it has discovered. The particles communicate information or good positions to each other and adjust their individual positions and velocities based on the information received on the good positions [14] . This paper presents a Particle Swarm Optimization -based Optimal Power Flow for generation cost minimization using as control variable the generator active power. The PSO based OPF proposed in this paper improves the accuracy of the convergence of an objective function. The proposed approach has been examined and tested on Iraqi Super High Voltage (SHV) grid. The potential and effectiveness of the proposed approach are demonstrated. Additionally, the results are compared to Linear Programming (LP) method.
PROBLEM FORMULATION
The objective function contains real power generation cost. Mathematically, it is formulated as follows: 
BASIC ELEMENTS OF THE PSO TECH-NIQUE
The basic elements of PSO technique are briefly stated and defined as follows:  Swarm: It is an apparently disorganized population of moving particles that tend to cluster together while each particle seems to be moving in a random direction [16] .
 Particle velocity,
: It is the velocity of the moving particles represented by an m-dimensional vector. At time i, the jth particle velocity can be described as = [ ,
, where is the velocity component of the jth particle with respect to the kth dimension.
It is a control parameter that is used to control the impact of the previous velocities on the current velocity. Hence, it influences the trade-off between the global and local exploration abilities of the particles [16] . For initial stages of the search process, large inertia weight to enhance the global exploration is recommended while, for last stages, the inertia weight is reduced for better local exploration.
 Individual best, : As a particle moves through the search space, it compares its fitness value at the current position to the best fitness value it has ever attained at any time up to the current time. The best position that is associated with the best fitness encountered so far is called the individual best, . For each particle in the swarm, can be determined and updated during the search. In a minimization problem with objective function f, the individual best of the jth particle is determined such that f( ) ≤ f( ) , e ≤ j . For simplicity, assume that f* = f( ). For the jth particle, individual best can be expressed as = [ , ..., ].
 Global best, : It is the best position among all individual best positions achieved so far. Hence, the global best can be determined such that f ( ) ≤ f ( ), j=1……,n . for simplicity, assume that, f** = f ( ) .
 Stopping criteria: these are the conditions under which the search process will terminate. The search will terminate if one of the following criteria is satisfied : (a) the number of iterations since the last change of the best solution is greater than a pre-specified number or (b) the number of iterations reaches the maximum allowable number [2&5].
COMPUTATIONAL IMPLEMENTATIO-N OF PSO
The computational flow of PSO technique can be described in the following steps:
Step 1 ( Number of Particles) : Assume the size of the swarm (number of particles) is N. To reduce the total number of function evaluations needed to find a solution, we must assume a smaller size of the swarm. But with too small a swarm size it is likely to take longer to find a solution or, in some cases, it may not be able to find a solution at all. Usually a size of 20 to 30 particles is assumed for the swarm as compromise.
Step 2 (Initial position) : Generate the initial population of X in the range and randomly as , , . . . , . Hereafter, for convenience, the particle (position of) j and its velocity in iteration i are denoted as and , respectively. Thus the particles generated initially are denoted , , . . . , . The vectors (j = 1, 2, . . . ,N) are called particles or vectors of coordinates of particles(similar to chromosomes in genetic algorithms).
Step 3 (Initial velocity) : Find the velocities of particles. All particles will be moving to the optimal point with a velocity. Initially, all particle velocities are assumed to be zero.
Step 4 (Set local and global best positions) Each particle in the initial population is evaluated using the objective function, f. For each particle, set = and = , j = 1,...,n. Search for the best value of the objective function Set the particle associated with as the global best, , with an objective function of . Set the initial value of the inertia weight w(0).
Step 5 (Updating the Iteration) Update the iteration number as i = i + 1.
Step 6 (Weight updating): Update the inertia weight
= -( ) * i
Step 7 (velocity updating): Using the global best and individual best of each particle, the jth particle velocity in the kth dimension is updated according to the following equation:
where c 1 and c 2 are positive constants and r 1 and r 2 are uniformly distributed random numbers in [0,1]. It is worth mentioning that the second term represents the cognitive part of PSO where the particle changes its velocity based on its own thinking and memory. The third term represents the social part of PSO where the particle changes its velocity based on the social-psychological adaptation of knowledge. If a particle violates the velocity limits, set its velocity equal to the limit.
Step 8 (Position updating): Based on the updated velocities, each particle changes its position according to the following equation: = + (8) If a particle violates its position limits in any dimension, set its position at the proper limit.
Step 9 (individual best updating): Each particle is evaluated according to its updated position. If, < j=1,…….,N then update individual best as : = and = and go to step 10; else go to step 10.
Step 10 (Global best updating): Search for the minimum value among , where min is the index of the particle with minimum objective function. If < then update global best = and = and go to step 11; else go to step 11.
Step 11 (Stopping criteria) If one of the stopping criteria is satisfied then stop; else go to step5. Figure 1 . shows the flowchart of optimal power flow using particle swarm optimization.
CASE STUDY
The Iraqi 400kV (SHV) network was chosen to implement the proposed PSO algorithm for OPF. The Iraqi SHV network consists of 24 Bus-bars, 38 transmission lines and 11 generating stations. Two operational case studies for the Iraqi network were chosen to be studied by this paper for optimal power flow solution. These two case studies are with cheap and expensive international fuel price conditions. All the data for this work was taken from the Iraqi National Control Center (INCC) that belongs to the ministry of electricity. Table 1 indicates transmission system parameters in p.u. / km (at a base of 100 MVA) for the three types of the transmission lines used in the Iraqi network. 
RESULTS
The algorithm described in this paper has been coded in MATLAB (R2008a) language. The performance of the algorithm is illustrated considering for a state of load of the operation of the Iraqi power system. The results obtained from using Particle Swarm Optimization (PSO) method are compared with the results obtained from optimal power flow using Linear Programming (LP) method. There are four power plants run on two types of fuel to generate electric power, so we compared the results when they operate on the cheap fuel type and expensive fuel type. 
CONCLUSIONS
The Particle Swarm Optimization (PSO) algorithm is used for the first time on the Iraqi Extra High Voltage (EHV 400kV) Grid for optimal power flow to minimize the active power generation cost. paper has presented a PSO based. The problem constraints are the coupled power flow equations and the system variable limits. . It can be also note that the results of the production cost are significantly decreased when using Particle Swarm Optimization (PSO) with the results derived in the case of Linear Programming (LP) Method. From Table 2 there is about 1.57% decrease in the production costs when using cheap fuel type, whereas there is about 1.556% decrease in production costs when using expensive fuel type as given in Table 3 . 
