The Peaceman-Rachford splitting method is very efficient for minimizing sum of two functions each depends on its variable, and the constraint is a linear equality. However, its convergence was not guaranteed without extra requirements. Very recently, He et al. (SIAM J. Optim. 24: 1011 -1040 proved the convergence of a strictly contractive Peaceman-Rachford splitting method by employing a suitable underdetermined relaxation factor. In this paper, we further extend the so-called strictly contractive Peaceman-Rachford splitting method by using two different relaxation factors, and to make the method more flexible, we introduce semi-proximal terms to the subproblems.
Introduction
We consider the convex minimization problem with linear constraints and a separable objective function min θ 1 (x) + θ 2 (y), s.t. Ax + By = b, x ∈ X , y ∈ Y, (1.1)
where θ 1 : R n1 → R and θ 2 : R n2 → R are continuous closed convex (could be nonsmooth) functions;
A ∈ R m×n1 and B ∈ R m×n2 are given matrices; b ∈ R m is a given vector; X and Y are nonempty closed convex subsets of R n1 and R n2 , respectively. Throughout, the solution set of (1.1) is assumed to be nonempty; and X and Y are assumed to be simple in the sense that it is easy to compute the projections under the Euclidean norm onto them (e.g., positive orthant, spheroidal or box areas).
Let L β (x, y, λ) be the augmented Lagrangian function for (1.1) that defined by L β (x, y, λ) := θ 1 (x) + θ 2 (y) − λ, Ax + By − b + β 2 Ax + By − b 2 , (1 2) in which λ ∈ R m is the multiplier associated to the linear constraint and β > 0 is a penalty parameter.
Based on the classic Douglas-Rachford operator splitting method [4] , the alternating direction method of multipliers was proposed by Gabay and Mercier [8] , Glowinski and Marrocco [10] in the mid-1970s, which generates the iterative sequence via the following recursion: 
Based on another classic operator splitting method, i.e., Peaceman-Rachford operator splitting method [18] , one can derive the following method for (1.1): While the global convergence of the alternating direction method of multipliers (1.3a)-(1.3c) can be established under very mild conditions [1] , the convergence of the Peaceman-Rachford-based method (1.4a)-(1.4d) can not be guaranteed without further conditions [2] . Most recently, He et al. [12] propose a modification of (1.4a)-(1.4d) by introducing a parameter α to the update scheme of the dual variable λ in (1.4b) and (1.4d), yielding the following procedure: Note that when α = 1, (1.5a)-(1.5d) is exactly the same as (1.4a)-(1.4d). They explained the nonconvergence behavior of (1.4a)-(1.4d) from the contract perspective, i.e., the distance from the iterative point to the solution set is merely nonexpansive, but not contractive. The parameter α in (1.5a)-(1.5d) plays the essential role in forcing the strict contractiveness of the generated sequence. Under the condition that α ∈ (0, 1), they proved the same sublinear convergence rate as that for ADMM [14] . Particularly, they showed that (1.5a)-(1.5d) achieves an approximate solution of (1.1) with the accuracy of O(1/t) after t iterations 1 , both in the ergodic sense and the nonergodic sense.
Note that the parameter α plays different roles in (1.4b) and (1.4d): the former only affects the update of the variable y in (1.3b) while the latter is for the update of the dual variable λ. Hence, it is natural to choose different parameters in these two equalities. In this paper, we give such a scheme by introducing a new parameter γ in (1.4d), i.e., the dual variable is updated by the following manner:
1 As the work [16, 17] and many others, a worst-case O(1/t) convergence rate means the accuracy to a solution under certain criteria is of the order O(1/t) after t iterations of an iterative scheme; or equivalently, it requires at most O(1/ǫ) iterations to achieve an approximate solution with an accuracy of ǫ.
For convenience, we first introduce the whole update scheme of the modified strictly contractive semi-
where S and T are two positive semi-definite matrices. In applications, by choosing different matrices S and T customizing the problems' structures, we can obtain different efficient methods.
Our main contributions are twofold.
1. Motivated by the nice analysis techniques in [12] and [19] , we proved that the sequence generated by sP-PRSM is strictly contractive and thus convergent, under the requirement that
Moreover, we proved that sP-PRSM is O(1/t) sublinearly convergent both in the ergodic and nonergodic sense. Note that the nonergodic convergence rate requires that γ ∈ (0, 1]. We remark that the convergence of sP-PRSM (1.7) can unify that of several existing splitting methods.
• Choosing α = 0, γ ∈ (0, (1 + √ 5)/2) and T = 0, S = 0, sP-PRSM (1.7) reduces to the classical ADMM while the convergence coincides with that of ADMM [9] ;
• Setting α = 0, γ ∈ (0, (1 + √ 5)/2) and T 0, S 0, sP-PRSM (1.7) covers the semi-proximal ADMM considered in [3, 7, 14, 19] and the corresponding convergence results;
• Setting α = γ ∈ (0, 1), and T = 0, S = 0, sP-PRSM (1.7) reduces to the strictly contractive PRSM proposed in [12] and the convergence of the two methods is identical.
2. We added a proximal term to each of the two main subproblems in updating the x and the y variables. In fact, for ADMM, Eckstein [5] and He et al. [11] have already considered to add proximal terms to the subproblems for different purpose. Recently, Fazel et al. [7] proposed to allow S and T to be positive semi-definite, in contrast to the positive definite requirements in the classical algorithms, which makes the algorithm more flexible.
The rest of this paper is organized as follows. In Sect. 2, we give the optimality condition of (1.1) by using the variational inequality and also list some assertions which will be used in later analysis. In Sect.
3, we first give the contraction analysis of sP-PRSM (1.7), and then establish the global convergence. We discuss the sublinear and linear convergence rate in Sects. 4 and 5, respectively. In Sect. 6, we test a variety of problems to show the efficiency of the proposed sP-PRSM (1.7). Finally, we make some conclusions in Sect. 7.
On May 25, after attending the first author's thesis defense, Prof. He told us that they had also considered to use different stepsizes α and γ in (1.7) with T = 0 and S = 0, and we got their manuscript on May 26 [13] . We found that they established the convergence when
Notice that (1.9) covers the case when α < 0. If we restrict α ≥ 0 in (1.9), then the corresponding relation will be
By some simple calculations, it is easy to see that the domain defined by (1.10) is a bit smaller than that defined by (1.8) . By some private communications with Prof. He, we learned that they also discovered the formula (1.8). However, to provide the intuitive understanding and the unified convergence analysis, they presented (1.9) in [13] which connects α and 1 − γ + γ 2 directly.
Preliminaries
In this section, we give the optimality condition of (1.1) and some notations or relations which will be frequently used in our analysis. Let Ω = X × Y × R m . Throughout this paper, we make the following assumption.
Assumption 2.1. Let Ω * ⊂ Ω be the set whose elements are the optimal solutions of (1.1) and the associating dual solutions of (1.1). Throughout the paper, we assume that Ω * is non-empty.
Optimality condition of (1.1)
Owing to the convexity of θ 1 (·) and θ(·), there exist two positive semidefinite matrices Σ 1 and Σ 2 such that for any x,
where
, and for any y, y
where ξ y ∈ ∂θ 2 (y), ξ
Due to the convexity of θ 1 (·) and θ 2 (·), it is easy to show that the operator F (·) is monotonic. Specifically, for any w, w ′ ∈ Ω, we have
where Σ = Σ 1 0 0 Σ 2 and the inequality is due to (2.1) and (2.2). As shown in [12] , we say that
From Theorem 2.3.5 in [6] or Theorem 2.1 in [14] , we can see that Ω * is closed and convex, and it can be reformulated as
Let S denote the feasible set of (1.1), namely,
and denote D = S × R m . Let us restrict w ∈ Ω in (2.4) and (2.5) to be w ∈ D ⊂ Ω. By some suitable modification of the proof of Theorem 2.1 in [14] , it is easy to show that the optimal solution set Ω * can be characterized as
Similarly, we say that w * ∈ Ω * if there holds that
Note that the optimality condition (2.7) will be frequently used in the convergence analysis. Owing to (2.7), we callw to be an ǫ solution of (1.1) if
Some notations
Given two real matrices C and D of the same dimension, we define C, D = tr(C T D), where tr(·) is the trace operator. We use · to denote the 2-norm of a vector. We denote z
For a real symmetric matrix S, we mark S 0 (S ≻ 0) if S is positive semidefinite (positive definite). To make the analysis more elegant, we use r k = Ax k + By k − b for short. Similarly, for any w ∈ D, we denote r(w) = Ax + By − b. Obviously, there holds that r(w) = 0 for any w ∈ D. For ease of the analysis, we define the following matrices as
We can easily verify that H is positive semidefinite if 0 ≤ α ≤ 1 and γ > 0, and
Denote P = S 0 0 T and define
and 13) where the dimension of zero matrix can be easily identified from the context. For any w, w ′ ∈ Ω, there hold that
and
Finally, we present some relations of the iterates. They will play a crucial role in the convergence analysis. With the update scheme (1.7b) and (1.7d), it is easy to have
Recalling the definition of v, with (2.16) and (2.10), we conclude that
With (2.11) and (2.17), we thus have
Convergence of sP-PRSM
In this section, we first show that the sequence {w k } generated by sP-PRSM (1.7) is strictly contractive and thus can establish the convergence of the method. With the help of the contraction property, we further discuss the convergence rate in the ergodic and nonergodic sense.
Contraction analysis
We first give the contraction result as follows, and then complete its proof at the end of this section.
Note that the following result will play a key role in proving the convergence of (1.7).
Theorem 3.1. Let the sequence {w k } be generated by sP-PRSM (1.7). If we choose α and γ according to (1.8), then for any w * ∈ W * , there holds that
where τ α,γ = min( 1 2 , τ α,γ ), and ρ α,γ , η α,γ ≥ 0 and 0 < τ α,γ < 1 are some constants which only depend on α and γ.
To prove Theorem 3.1, several lemmas should be established first. The following Lemma 3.1 is mainly based on the optimality conditions of (1.7a) and (1.7b).
Lemma 3.1. Let the sequence {w k } be generated by sP-PRSM (1.7). If α ≥ 0 and γ > 0, then for any w ∈ D, there holds that
Proof. Consider any ξ k+1 x ∈ ∂θ 1 (x k+1 ) and ξ k+1 y ∈ ∂θ 2 (y k+1 ). We then obtain respectively from the optimality conditions for (1.7a) and (1.7c) that
Substituting (2.16) and λ k+ 1 2 = λ k+1 + γβr k+1 which follows from (1.7d) into the above two inequalities, respectively, we obtain the new formulations of the optimality conditions for (1.7a) and (1.7c) as
Rewriting (2.16) to be
Combing (3.3), (3.4) and (3.5) in a suitable way, and recalling the definition of F (w), we see that for any w ∈ Ω there holds that
With the relation (3.5) and the definition (2.9) of H, by some easy calculations, we obtain that
Considering the definition of r k+1 and r(w), we have (A, B, 0)(w k+1 − w) = r k+1 − r(w). This, together with (3.6) and (3.7) indicates that
Notice that r(w) = 0 for any w ∈ D, we can immediately obtain (3.2) from (3.8) since The proof is completed.
Lemma 3.2. Let the sequence {w k } be generated by sP-PRSM (1.7). If α ≥ 0 and γ > 0, then for any w ∈ D, there holds that
Proof. Using the identity
with a = w − w k and b = w − w k+1 , we have
Plugging (3.2) into (3.10) with (2.14) and (2.18), we have (3.9). The proof is completed.
With (2.10) and (2.17) , the inequality (3.9) can be expressed as
Our task now is to estimate the first term in the righthand side of the inequality in (3.11).
Consider the case where 0 ≤ α < 1 and 0 < γ < 1. It is easy to see that K ≻ 0. Moreover, by some tedious calculations, we conclude that
Thus we obtain from (3.11) and (2.14) that 12) which is sufficient to establish that the sequence { w k − w * 2 G } is strictly contractive by choosing w = w * in (3.12) and further to show the convergence of sP-PRSM (1.7).
Consider the case when 0 < α < 1 but γ ≥ 1. The matrix K is not positive semidefinite any more. Instead of establishing the strictly contractive property of the sequence { w k − w * 2 G }, we consider to prove the property of another sequence related to the sequence { w k − w * 2 G }. To do so, we need to give a more careful estimation of the intersection term r k+1 , B(y k − y k+1 ) .
Lemma 3.3. Let the sequence {w k } be generated by sP-PRSM (1.7). If α ≥ 0 and γ > 0, then for any w ∈ Ω, there holds that
Proof. Note that the optimality condition (3.4) also holds with k := k − 1, then we have
where ξ k y ∈ ∂θ 2 (y k ). Choosing y to be y k and y k+1 in (3.4) and (3.14) and then rearranging the obtained inequalities, respectively, we have that
Summing (3.15) and (3.16) over the both sides and then using the relation (2.16), we obtain that (3.17) where the second inequality is due to (2.2) and the Cauchy-Schwarz inequality. It is trivial to obtain (3.13) from (3.17). The proof is completed.
With the help of Lemma 3.3, we are ready to have the following theorem.
Theorem 3.2. Let the sequence {w k } be generated by sP-PRSM (1.7). If we choose α and γ according to (1.8) , then for any w ∈ D, there holds that
where ρ α,γ , η α,γ ≥ 0 and 0 < τ α,γ < 1 are some constants which only depend on α and γ.
Proof. We consider three cases.
, the inequality (3.18) coincides with (3.12) which has been proved. Before we proceed, by combining (3.13) and (3.9), we derive the useful inequality as
II). γ = 1. It is not difficult to see from (3.19), (2.14) and(2.18) that (3.18) holds with ρ α,γ = 0 and
. Let us choose any δ ∈ γ−1
Note that this interval is well-defined due to the range of γ. With the Cauchy-Schwarz inequality, we know that
Plugging the above inequality into (3.19), we obtain that
which with (2.14) and (2.18) implies that (3.18) holds with ρ α,γ = δ(γ − 1)
The proof is completed.
Finally, we end this subsection by finishing the proof of Theorem 3.1.
Proof of Theorem 3.1. Consider any w * ∈ Ω * , recalling the monotonicity (2.3) of F (w), we thus obtain from the optimality (2.4) of w * that
With the above statement, choosing w = w * in (3.18), we can easily obtain (3.1).
Adding the term
Σ on both sides of (3.21), we have
which with (2.13) and (2.15) leads to (3.1). The proof is completed.
Global convergence
Theorem 3.3. Let the sequence {w k } be generated by sP-PRSM (1.7). If we choose α and γ according to (1.8) , then {w k } converges to an optimal solution of (1.1).
Proof. We divide the proof into three steps. 
Besides, it is straightforward to see from (3.1) that w k − w * 2 G is bounded. This together with (3.24) shows that
are all bounded. Obviously, we claim that {λ k } is bounded. Moreover, we see that {y k } is bounded as
bounded, it is safe to say that {x k } is also bounded.
(ii) To show that any cluster point of the sequence {w k } is an optimal solution of (1.1). Let {w ki } be a subsequence of the sequence {w k } and lim ki→∞ w ki = w ∞ . Since the graphs of ∂θ 1 (·) and ∂θ 2 (·) are both closed, taking the limit with respect k i → ∞ on both sides of (3.2) and using (3.23), we have that
which means that w ∞ is an optimal solution of (1.1).
(iii) To show that the sequence {w k } has only one cluster point. We first replace x * with x ∞ in the analysis of Steps (i) and (ii). It follows from w ki → w ∞ that w ki − w
Owing to the monotonicity of the sequence w k − w
T , we can see that lim
. This together with (3.24) shows that
Using again the inequality Ax
Combing (3.25) and (3.26), and using that S + Σ 1 + βA T A ≻ 0 and T + Σ 2 + βB T B ≻ 0, we immediately have
Sublinear convergence of sP-PRSM
The rate of convergence of an algorithm can help us have a deeper understanding of the algorithm.
Thus, in this section, we establish the sublinear rate of convergence of sP-PRSM, in ergodic sense and nonergodic sense, respectively.
Convergence rate in the ergodic sense
We now give the sublinear rate of convergence of sP-PRSM in the ergodic sense, which is very easy due to the key inequality (3.18).
Theorem 4.1. Let the sequence {w k } be generated by sP-PRSM (1.7). For any integer t > 0, definē
Then for any w ∈ D, we have that
Proof. It follows from (3.18) and (
For all k = 1, . . . , t, summing the above inequality from both sides and noting the notation ofw t , we derive that
Since (4.2) holds for any w ∈ D, we can easily have (4.1). The proof is completed.
Remark: Consider the case when the set D is compact, (4.1) implies the O(1/t) ergodic convergence of sP-PRSM (1.7).
Convergence rate in the nonergodic sense
Lemma 4.1. Let the sequence {w k } be generated by sP-PRSM (1.7). If 0 ≤ α ≤ 1 and γ > 0, then w k+1 ∈ Ω * , namely, w k+1 is one optimal solution of (1.1), if
Proof. Following from (2.14) and (2.18), the statement w k − w k+1 G = 0 indicates that r k+1 = 0.
Noting that G is always positive semidefinite, it is trivial to have G(w k − w k+1 ) = 0. Plugging the above two assertions into (3.2), we see that w − w k+1 , F (w k+1 ) ≥ 0 holds for any w ∈ D. Following the optimality condition (2.7), we immediately see that w k+1 ∈ Ω * . The proof is completed.
Based on this lemma, we can use w k − w k+1 G to measure the accuracy of w k+1 . Similarly to the definition (2.8) of ǫ-solution of (1.1), we also call w k+1 as an ǫ-solution of (1.1) when w k − w k+1 G ≤ ǫ.
Together with (2.14) and (2.18), this also provide a practical stopping condition for sP-PRSM (1.7) as
where tol is some tolerance. Note that in (4.3), we may pay some more price to compute
Thus, when the spectral norm of S or T is bounded, we can also simply stop the method when
Lemma 4.2. Let the sequence {w k } be generated by sP-PRSM (1.7). If we choose α and γ according to (1.8), then there holds that
Proof. Note that (3.8) also holds with k := k + 1, then we have
Choosing w to be w k+2 and w k+1 , respectively, in (3.8) and (4.6) leads to
Adding (4.7) and (4.8) and noting w k+2 − w k+1 , F (w k+2 ) − F (w k+1 ) ≥ 0, following from (2.3), we obtain that
Following the deriving process of (2.18), we have that
Thus we conclude that
where the first inequality is due to (4.9) and (4.10), the second inequality is trivial and the last inequality owes to (4.10). The proof is completed.
Theorem 4.2. Let the sequence {v k } be generated by sP-PRSM (1.7). If γ ∈ (0, 1], then there holds that
Proof. Summing (3.21)over k = 1, . . . , t leads to
Observe that γ ∈ (0, 1], it follows from (4.5) that w k+1 − w
G , which together with (4.12) can easily suggest (4.11). The proof is completed.
Linear convergence of sP-PRSM (1.7)
For simplicity, we only consider the case when T = 0 and S = 0. In this case, we always have that
Assumption 5.2. The gradient ∇θ 2 (·) is Lipschtiz continuous on R n2 with L > 0. Thus for any y 1 , y 2 ∈ R n2 there holds that
Assumption 5.3. The function θ 2 (·) is strongly convex on R n2 with constant µ > 0. Thus for any y 1 , y 2 ∈ R n2 there holds that 
Proof. Letting v = v * in (3.18), with (5.1), we can obtain
Next we will estimate the two terms of the righthand side of (5.7), respectively. Firstly, with (2.18), we
It follows from (2.3), (2.4) and the convexity of θ 1 (·) that
For any 0 ≤ t ≤ 1, consider the convex combination of (5.4) and (5.3), we know from (5.9), (5.5) and (5.6) that there holds that
By applying the inequality
Plugging (5.11) into (5.10) , we further have 12) where
With the definition (2.9) of H, we can easily see that there exits a positive constant c α,γ =
Combing (5.8), (5.12) and (5.13), we see that
where c = min 2c 1 c α,γ , 2c2+α+γ ρα,γ β . The proof is completed.
Remark. Let us consider as a special case, namely, 0 ≤ α < 1, γ = 1. Here, ρ α,γ = 0 and (5.11) reduces
, we have that
where κ B = λ(BB T )/λ min (BB T ), κ θ2 = L/µ and the equality attains when β = µL B 2 λmin(BB T )
. The
which reduces to (3.16) in [3] when α = 0.
Numerical results
In this section, we demonstrate the potential efficiency of our method sP-PRSM (1.7) by solving the l 1 -regularized least square problem:
where A ∈ R m×n is the data matrix, m is the number of the data points, n is the number of features,
x ∈ R n is the vector of feature coefficients to be estimated and
is the observation vector and µ ∈ R is the regularization parameter. Given n, m = n/2 and a p-sparse vector x ∈ R m (p is the number of nonzero elements in x over m), the Matlab codes for generating the data of By introducing an auxiliary variable y ∈ R n , we reformulate the problem (6.1) as
We consider to apply the sP-PRSM (1.7) to solve (6.2). In our implementation, we always choose T = 0 and β = 1. Starting from x 0 = y 0 = 0 and λ 0 = 0, with some suitably chosen proximal matrix S, the iterative scheme is given as
where the shrinkage operator is defined as S ν (y) i = sgn(y i ) · max{|y i | − ν, 0} and sgn(y i ) = 1 if y i ≥ 0 and sgn(y i ) = −1 if y i < 0. According to (4.4), we stop the iterative scheme when
or the iterative counter k ≥ 1000.
Considering that the role of α and γ in the sP-PRSM (1.7) are equal, we can easily extend the convergence domain to
Note that [13] also establish the convergence of the sP-PRSM (1.7) with S = 0 and T = 0 when
The union domain defined by (6.5) and (6.6) will be considered below. We generate the mesh grid with respect to α and γ by equally dividing the intervals [−1, 0] and [0, 1.618] into 10 parts, respectively. We set n = 2000, p = 0.2. The corresponding scatter diagram is depicted in Figure 1 . For consideration of space, only the detailed results for (6.5) are shown in Table 1 . From this table, we see that when α + γ = 1.618 and min(α, γ) ≥ 0.485, the sP-PRSM (1.7) always perform best; when α and γ satisfy (6.6), the results are not so good. Note that the 'iter'-axis and 'alpha'-axis are both in reverse order.
Based on the above observation, we below focus on the choice of α = 0.618 and γ = 1. For simplicity, we call the corresponding sP-PRSM (1.7) as sP-PRSM*. Recall that the classical ADMM always take the dual stepsize as 1 or 1.618 (named by ADMM-1, ADMM-2), covered by our sP-PRSM by taking α = 0, γ = 1 or α = 0, γ = 1.618, we next compare these three methods for solving (6.1).
We first consider the sP-PRSM (1.7) without proximal terms, namely, S = 0. The comparison results are shown in Table 2 . Comparing with ADMM-1, sP-PRSM* can always reduce the number of iterations in 40%. While as compared to ADMM-2, sP-PRSM* can reduce the number of iterations at about 40% for the hard case when the sparsity level p is 0.2 or 0.3, and lead to about 2-7% reduction for the easy case when p is 0.1.
We now consider the sP-PRSM (1.7) with semi-positive proximal matrix S, which takes the form as 
Conclusions
In this paper, we proposed a modification of the Peaceman-Rachford splitting method by introducing two different parameters in updating the dual variable, and by introducing semi-proximal terms to the subproblems in updating the primal variables. We established the relationship between the two parameters under which we proved the global convergence of the algorithm. We also analyzed the sublinear rate convergence under ergodic and non-ergodic senses, respectively. Under further conditions of one of the objective functions, we proved the linear convergence of the algorithm. Finally, we reported extensive numerical results, indicating the efficiency of the proposed algorithm. Note that the parameters α and γ are essential to the efficiency of the algorithm, which should be variable along with the iteration. Allowing the parameter α and γ varying with the process of the iterate may give us the freedom of choosing them in a self-adaptive manner. Suitable updating rules are among our future research tasks.
On the other hand, considering that the main task in the algorithm is to solve the x-optimization problem (e.g., (1.5a)) or the y-optimization problem (e.g., (1.5c)), solving them in an inexact manner may improve the efficiency of the algorithm. An approximate version of the proposed sP-PRSM with practical accuracy criteria is also our future research topic.
