Modeling event dynamics is central to many disciplines. Patterns in observed event arrival times are commonly modeled using point processes. Such event arrival data often exhibits self-exciting, heterogeneous and sporadic trends, which is challenging for conventional models. It is reasonable to assume that there exists a hidden state process that drives different event dynamics at different states. In this paper, we propose a Markov Modulated Hawkes Process (MMHP) model for learning such a mixture of event dynamics and develop corresponding inference algorithms. Numerical experiments using synthetic data and data from an animal behavior study demonstrate that MMHP with the proposed estimation algorithms consistently recover the true hidden state process in simulations, and separately captures distinct event dynamics that reveal interesting social structures in the real data.
Introduction
Understanding event dynamics, such as event occurrences with a temporally heterogeneous intensity, has become an important topic in many research disciplines. For example, user behaviors and interactions on social networking platforms and online service providers are of great importance for resource allocation and user experience improvement. Many real-world event dynamics are sporadic in nature, rife with irregular event-intense intervals, and heterogeneous in event densities. Packet streams in local area networks (LANs) exhibit self-similar or fractal-like behaviors (Leland et al., 1993) . The occurrence times of earthquakes have been found to have sizable fluctuations in the numbers of shocks per time unit (Ogata, 1999) . The timing of many human actions demonstrates a bursty and heavy-tailed pattern (Barabasi, 2005) . It is easy to explain the bursty nature of many event dynamics through the example of an email network: during active hours, one individual sends an initial email to engage another individual, which acts as a trigger that leads to a stream of interactions that follows. These active hours will eventually give way to an inactive intersession, during which email arrivals have no trigger effects. Such sporadic event dynamics with stochastic inactive-active transitions can be found in many real-world scenarios, whose irregularity poses challenges for modeling and understanding of the underlying data generating mechanisms.
In this paper, we motivate the proposed model using social interactions among mice studied by Williamson et al. (2016) . This study investigated male mice which are group-housed in a large vivarium, observing sporadic fighting patterns among the mice over long time periods. Figure 1 -(a) displays social interactions over time for a pair of male mice in this study, where the black crosses are the interaction instances over the observation period. These event times suggest two types of engagements, isolated (inactive) and clustered (active) incidents.
Common practices in modeling event dynamics are generally grouped into two categories. The first type computes aggregated counts of events that are captured in fixed-length time intervals, and then applies time series models for count data (e.g., Blei and Lafferty 2006) . The second type directly models continuous-time event occurrences via conditional intensity functions (e.g., Weiss et al. 2012 ). The first approach requires unnecessary aggregation of the data, which inevitably leads to information loss. In most cases, the time series models make assumptions about the true data generating process that are hard to validate. Another common challenge with the first approach is choosing the "right" length of time intervals that strikes a balance between count sparsity and information loss. The continuous-time approach is a more direct modeling of event dynamics. In recent literature, efforts along this line often treat the observed event arrival times as (heterogeneous) point processes and model their intensity functions with incorporated excitatory triggers (Simma and Jordan, 2012; Zhao et al., 2015) , event history (Perry and Wolfe, 2013) , and/or latent Markov processes (Scott and Smyth, 2003) .
Poisson processes are the most widely used models for event arrival times. These models assume a constant event intensity over time and independent event arrivals. For a Poisson process with rate λ, the waiting time between events follows an exponential distribution with mean 1/λ. However, in practice, the timing of events often follows nonPoisson patterns (Barabasi, 2005) . Figure 1 -(b) displays the distribution of interevent waiting times for the social interactions between a pair of mice shown in Figure 1 -(a).
There are pronounced departures from an exponential distribution, with the rate being the maximum likelihood estimate. Most notably are departures at the two ends of the distribution that correspond to bursty arrivals and a heavy-tail in waiting times, which have been noted in the literature (Barabasi, 2005) .
Hawkes process (Hawkes, 1971) , a self-exciting process, has been proposed as an alternative to address non-Poisson bursts in event dynamics. In a Hawkes process, at the arrival of an event, the event occurrence intensity is elevated. This boost in event rate is sustained for a short period of time that follows. Hawkes processes have been shown to capture bursty patterns in human activities reasonably well (Linderman and Adams, 2014; Wang et al., 2016) , but are inadequate to address the existence of extended 'silent period' and isolated events. Under a Hawkes process, once an event has occurred, it will always induce an incentive for future events to occur in a short period of time immediately following the "triggering" event. However, in reality, long intervals of inactivity or low activity rate between bursts of events are ubiquitous. We need a more flexible model to address the heavy-tailed distribution of interevent waiting times.
One model that addresses such heterogeneity in interevent waiting times is the Markov Modulated Poisson Process (MMPP) (Fischer and Meier-Hellstern, 1993) , which is a doubly stochastic Poisson process with its arrival rate modulated by an underlying Markov process. MMPP assumes that the rate of event arrivals depends on a latent state variable. Conditioning on a given latent state, the arrival of events follows a homogeneous Poisson process. We fit MMPP to Williamson et al. (2016) data on interactions from the same pair of mice in Figure 1 , see Figure 2 -(a). The inferred latent MMPP state (grey line) fails to capture the different event dynamics patterns. In other words, the observed sporadic event dynamics cannot be explained simply by different rates of incidents.
Rather, they suggest different levels of temporal dependence. (Fischer and Meier-Hellstern, 1993 ) with latent trajectory (grey line) and one-standard-error band (grey shade)(b) The estimated latent state using Markov Modulated Hawkes Process with stepwise decay (MMHPSD) (Wang et al., 2012) . Both MMPP and MMHPSD failed to detect segments of different types of social interactions.
In this paper, we address the modeling of sporadic interevent waiting times, commonly found in real-world event dynamics. Combining Markov modulation and the Hawkes process, we propose a Markov Modulated Hawkes Process (MMHP) model and develop corresponding inference algorithms. As shown in Figure 2 , the interevent time density from real data includes both short "bursty periods" and extented "silent periods" with isolated events. Our model, on one hand, will address the limitation of the Hawkes process in capturing "silent periods" and isolated events. On the other hand, it will extend the flexibility of the MMPP to allow "bursty periods". Wang et al. (2012) considered a related strategy, where a Hawkes process with step-wise decay was introduced into the MMPP framework (MMHPSD). From a modeling perspective, MMHPSD assumes that each event occurrence creates a constant influence on the intensity function that accumulates with that of other events. This influence is reduced to a lower constant by each event that occurs afterwards. This assumption is not reasonable since it ignores time-decaying effects of previous events as time elapses. The estimation of MMHPSD was implemented using the EM algorithm (Dempster et al., 1977) , where the M-step computation highly relies on the piece-wise constant assumption.
It is therefore difficult to generalize this procedure to the more widely-used exponential kernel for Hawkes processes. The red line in Figure 2 -(b) shows the fitted latent state using the MMHPSD model, where we can see that the latent process is 'activated' by nearly every event occurrence. When there is no event, the state immediately drops to state 0. This is the drawback in using a piece-wise constant intensity function that renders the inference dependent only on local patterns (event versus no events). It fails to detect a stable global latent process that represents a mixture of event dynamics.
Our proposed model considers the Hawkes process with exponential decay, which is the original and more general definition of the Hawkes process. This allows us to efficiently and explicitly model the extent of influence that past events have on the arrival intensity of future events. We derive a novel inference algorithm to solve the computational challenge, by providing a close mean-field variational approximation (Blei et al., 2017) of the original likelihood. This novel approximation allows the model inference to be carried out using the forward-backward algorithm (Rabiner, 1989) and the Viterbi algorithm (Rabiner, 1989) , which can be easily generalized to estimate other related models, e.g., MMPP and MMHP with stepwise decay or other kernel functions. This inference procedure can be incorporated into posterior inference under a Bayesian framework that allows us to quantify uncertainty in the model estimates, especially for the latent state process. We evaluate the performance of MMHP using experiments on synthetic data and real data from Williamson et al. (2016) .
MMHP is shown to have excellent model estimation and reliable recovery of the latent states (active versus inactive) for synthetic event dynamics with ground truth. When applied to interaction dynamics among cohorts of male mice, MMHP identifies two types of fighting activity states with different social structures.
Markov Modulated Hawkes Processes
In this section, we introduce the proposed MMHP model for sporadic event dynamics given observed event arrival times. We start with the notation that is necessary for our discussion. Then, we lay down the background on point processes in general with a focus on the Hawkes process. Finally, we introduce the proposed MMHP, a latent variable model with Hawkes process modulated by a Markov process.
Notation for event arrival time data. We consider event arrival time data that consists of all event history up to a final-observation time T :
, where t 0 = 0, t M = T , and M is the total number of events. The sequence of interevent waiting times is denoted by {∆t m :
, which is equivalent to the event time H(T ).
Background on point process models. An equivalent representation of a point process
is via a counting process. Let N (t) be a right-continuous point process that records the number of events observed during the interval [0, t] . The conditional intensity function given the history up to time t, H(t), is
The likelihood function for a sequence of events up to time
Hawkes process (Hawkes, 1971 ) is a self-exciting process with an exponential kernel that can explain bursty patterns in event dynamics. For a univariate model, the intensity function is defined as
where λ 1 > 0 specifies the baseline intensity, α > 0 calibrates the instantaneous boost to the event intensity at each arrival of an event, and β > 0 controls the decay of past events' influence over time.
When computing the terms related to Hawkes process, we introduce Poisson process whose arrival rate is given by λ Z(t) . It is an irreducible Markov process with R-states that is independent of the arrival process. When the Markov process Z(t)
is in state r (r = 1, ..., R), arrivals occur according to a Poisson process of rate λ r . In this paper, we will consider a two-state Z(t) that takes 0 or 1. All the following discussion can be easily generalized to an R-state Z(t).
MMPP assumes a constant event intensity conditioning on the latent state Z(t). For sporadic event dynamics with bursts, isolated incidents and long waiting times, we propose to use Hawkes process to model a self-exciting λ 1 (t) instead of using a constant rate λ 1 , when the underlying Markov process is in the active state (Z(t) = 1). This Hawkes process λ 1 (t) considers the whole event history up to current time t, i.e., H(t). When Z(t) = 0, the point process follows homogeneous Poisson process with rate λ 0 . Modulating the intensity function using a latent two-state Markov process Z(t) allows us to extract segments with heterogeneous event dynamics. Z(t) is described by an initial probability vector δ := (1 − δ 0 , δ 0 ), and an infinitesimal generator matrix Q, where
For each t ≥ 0, there is a probability transition matrix, denoted as P(t) := [P ij (t)] i,j∈{0,1} . Each entry P ij (t) is defined as the probability that the chain will be in state j at time u + t (t > 0) given the chain is in state i at time u, i.e. for each u ≥ 0,
The likelihood of the full trajectory of the hidden state {Z(t), t ≤ T } := Z(T ) can be written in terms of the following sufficient statistics: initial state Z(0), the number of jumps K and the successive transition time points {u 1 , ..., u K }, given parameters δ, q 1 and Figure 3 . Then the likelihood function is written as
Let Θ denote the entire set of parameters, i.e., {λ 0 , λ 1 , α, β, δ, q 1 , q 0 }. The completedata likelihood for Θ, under MMHP, is then where P (Z(T )|Θ) is for the latent Markov process, which is not dependent on the observation H(T ). P (H(T )|Θ, Z(T )) is for observed event data conditioning on the latent process. More specifically,
3 Bayesian inference of MMHP
In this paper, we adopt a Bayesian framework for the inference of MMHP. We are interested in the posterior distribution of parameter set Θ, given a proposed prior distribution π(Θ) and observed H(T ). It can be written that,
However, the exact marginalization is computationally infeasible over the entire set of possible full trajectories of continuous-time Markov chains (CTMC), S := {Z(T )}. In practice, we are more interested in the latent state at the time of each event (and also the initial state), i.e.Z(T ) := {Z 0 , Z 1 , Z 2 , ..., Z M }. In order to find an efficient approximation of (5), we divide the computation into the subsets of S as
The summation in (5) over a CTMC family of infinite dimension is then divided into 2 M +1 parts,
For each part in (6), a variational approximation solution is proposed in section 3.1 (Cohn et al., 2009 ). Based on these approximated likelihood summands, in section 3.2,
we construct an inference procedure for the whole marginalization in (5), utilizing the forward-backward algorithm (Rabiner, 1989) . This allows us to implement an MCMC sampling algorithm and derive the posterior distribution of Θ. The latent Markov process trajectory is then estimated by the Viterbi algorithm (Rabiner, 1989) and interpolated by maximizing the likelihood of Z(T ), as outlined in section 3.3.
Likelihood approximation
Working with each summand in (6),
The calculation of P (Z(T )|Θ)). This is the likelihood of the Markov process embedding at event times, which can be calculated as
Following Kolmogorov's forward equation
we can easily calculate the matrix P(t) as
Variational approximation of E Z|Z [P (H(T )|Θ, Z(T ))]. We need to approximate the marginalization of all possible trajectories of Z(T ) given aZ(T ). More specifically, we are going to approximate the expectation part in the following equation,
where, for
In the following, we derive a variational approximation for
Variational approximation is a general numerical tool for approximating any integral and has been widely used for approximating full posteriors (Blei et al., 2017 ). For our approximation task, we consider the Markov process density family defined in Cohn et al.
:
Here, 
by Taylor expansion
Following Theorem 6 of Cohn et al. (2009) , (8) can be approximated by the integral (9) evaluated at the fZ that minimizes the Kullback-Leibler divergence (Kullback and Leibler, 1951 ) from the process of interest givenZ(T ). fZ satisfies the condition that,
This variational approximation allows the calculation of (6) to be computationally tractable, which can be carried out in linear time by using the forward-backward algorithm as shown in the following section 3.2.
Inference of the model parameters
The forward-backward algorithm. The forward-backward algorithm is a dynamic programming algorithm for computing the marginal likelihood of a sequence of observations from complete-data likelihood, by iteratively marginalizing out hidden state variables. For convenience, we denote the interevent time up to m-th event as ∆t 1:m := {∆t i := t i − t i−1 , i = 1, ..., m} and the probability function given inferred parameter and event history up to m-th event P (·|Θ, H(t m )) as P Θ (·|∆t 1:m ). For our approximated likelihood outlined above, the forward variable A and backward variable B are
The initial conditions are
Also, we have
Bayesian inference of MMHP using MCMC. We impose weakly informative priors for the model parameters: δ 0 ∼ U (0, 1), α ∼ N(0, 5), β ∼ log N(0, 0.5), λ 1 ∼ log N(0, 1), λ 0 < λ 1 , q 0 , q 1 ∼ log N(−1, 1). λ 1 is baseline intensity for the Hawkes process, which is greater than the rate in state 0, λ 0 , in order to address model identifiability issue. As part of the MCMC sampler, we incorporate the above likelihood approximation algorithm to obtain posterior draws of the parameters. See Algorithm 1 for more details. The computation was carried out using the probabilistic programming language Stan (Guo et al., 2014) .
Inference of the latent process
Given a posterior drawΘ from the posterior draws, we may infer the most likely sequence of hidden states,ẑ 1:M , corresponding to the observed events,ẑ 1:M . We apply the Algorithm 1 Posterior sampling of parameters for MMHP. Inputs: M (number of events), ∆t 1:M (interevent time) Prior: δ 0 ∼ U (0, 1), α ∼ N(0, 5), β ∼ log N(0, 0.5), λ 1 ∼ log N(0, 1), λ 0 < λ 1 , q0, q1 ∼ log N(−1, 1).
Likelihood:
Initialize: m ← 1;
Use MCMC to sample from posterior distribution.
Outputs:
Posterior draws of Θ.
Viterbi algorithm (Forney, 1973) , which maximizes the conditional probability: P (Z 1:M = z 1:M |Θ, ∆t 1:M ), as shown in Algorithm 2. Then, the full latent trajectory Z(T ) givenΘ andẑ 1:M is interpolated by maximizing the likelihood of there being no event between two observed events, given the estimated states at these two events' times and the parameter estimate, i.e., P (Z(t)|Z m =ẑ m , Z m+1 =ẑ m+1 ,Θ, ∆t 1:m+1 ), t ∈ [t m , t m+1 ). Based on the posterior latent trajectories corresponding to a sample of the posterior draws ofΘ, Z(T )
can be estimated by their majority vote at each t.
Experiments

Experiments on synthetic data
To evaluate the proposed algorithms for estimating MMHP, we simulate event arrival times from a generative MMHP model. The simulation of point processes is based on the thinning algorithm (Ogata, 1981) , one of the most common approaches for simulating inhomogeneous Poisson processes.
Algorithm 2 Viterbi algorithm for Markov Modulated Hawkes Process
Inputs: Θ(Estimation of parameters), M (number of events), ∆t 1:
Global optimal sequence of latent state (z * 1 , ..., z *
M )
Estimation of model parameters. Given a set of parameter values Θ, we simulate S = 50 independent sets of synthetic MMHP processes and let them run up to M = 50 events.
Model estimation was carried out using Algorithm 1 with MCMC sampling. We run four parallel chains with random initial values and 1000 iterations per chain. We used the first half of each chain for burn-in. The convergence of the algorithm is obtained aŝ R max < 1.1 (Gelman et al., 2013) . For each estimated posterior distribution, we derive the posterior mean as the parameter estimate. Since the posterior distributions are highly skewed, we calculated simulation-efficient Shortest Probability Intervals (SPIn) (Liu et al., 2015) for the parameter estimates. For our 95% posterior probability interval using SPIn, the coverage rates of true values are all above 95%.
We further examined the sampling distribution of the posterior means from the S = 50 independent simulated data sets. For comparison, we include in Figure 5 -(c) the inferred trajectories on the same simulated data sets using MMPP, which suffers from biases and high variability. The inference of the latent process deviates more from the ground truth when events are more bursty in the state 1. This is because MMPP assumes a constant intensity in each state and is not flexible enough to capture the highly heterogeneous event time data that is generated by the MMHP model. As a result, MMPP systematically underestimates the intensity in the state 1 and overestimates the intensity in the state 0. This causes the estimated mean latent process to regress towards 0.5, with the most sizable deviation taking place during the transition period. We also evaluated the performance of MMHPSD (Wang et al., 2012) , with results shown in Figure 5 -(d). MMHPSD suggests transitions between states that are much more frequent than the ground truth. To quantify this difference between our MMHP model and MMHPSD, we calculate the integrated absolute error of the inferred latent process, i.e., T 0 |Z(t) −Ẑ(t)|dt, as shown in Figure 6 -(a). Figure 6 -(b) shows the comparison between MMHP and MMHPSD, from which we can see that the overly sensitive state-transition of MMHPSD leads to a larger integrated absolute error. 
|Z(t)−Ẑ(t)|dt.
Here, the black line indicates the true trajectory, the red and blue lines represents the estimated latent process by MMHP and MMHPSD correspondingly, and the red and blue shaded areas correspond to the absolute error of the inferred states using these two methods. 
Experiments with social interaction data among mice
In Williamson et al. (2016) , twelve male mice were placed in a large vivarium at the age of nine weeks. These mice fight each other to establish a social hierarchy. For twentyone consecutive days, observations were taken during the dark phase of the light cycle when mice are most active. During each observation interval, trained observers recorded the location, time stamp and action of pair-wise mice interactions. For each interaction, the actor (i.e., winner) and recipient (i.e., loser) were recorded. The goal of this study was to understand how mice collectively establish and navigate their social hierarchy over time and to identify inconsistent deviations from a linear order.
Based on our study of the dataset, we conjecture that the social interaction dynamics of mice exhibit two states: active and inactive, which can be detected using the proposed MMHP model. After we separate all the interactions into two states, we expect the active state interactions to follow a linear hierarchy more closely than with all interactions combined, which suggests an explanation on how social dominance is established among a group of mice. Using multiple measurements of linearity for an animal social hierarchy, we show that it is indeed the case. In addition, the inactive state interactions offer insights on social structures among the mice that deviate from the dominance hierarchy. A cluster analysis of the inactive state interactions shows that, as time progresses, the extent of between-cluster interactions decreases, which suggests that the social structure may be stabilizing.
From this dataset, we considered the relational event dynamics on a fixed set of actors V = {1, 2, ..., N = 12}. The data consist of all historic events up to a termination time
. For each directed pair of actors (i → j), the sequence of interaction event times is denoted by
m=0 , where t and obtained similar modeling results with that from a continuously simulated process.
Assume that, for each directed pair (i → j), the dyadic events H (i→j) (T ) follow the MMHP model. The parameters of each process share the same prior distribution and vary across pairs. To improve the estimation of the state trajectories, we assume that
where ∆t (i→j) max is the maximum over all interevent times for (i → j). We assume that the latent state transitions should be less frequent than the fight frequencies, and set q 0 = w 0 λ 0 , q 1 = w 1 λ 1 , where w 0 ∼ Beta(0.5, 0.5), w 1 ∼ Beta(0.5, 0.5). The other parameters share the following priors: α ∼ log N(µ α , σ α ), β ∼ log N(µ β , σ β ). A common approach to test the goodness-of-fit of point process models is the time rescaling theorem (Brown et al., 2002) . As it states, the compensators {Λ m := inconsistency between mice interaction behaviors and their hierarchy ranks. Given a set of fights among a group of mice, one can calculate the win/loss matrix, which is a frequency sociomatrix of wins and losses (So et al., 2015) . The (i, j)-th entry in the win/loss matrix represents the number of times i won against j. For one cohort, Figure 8 plots the win/loss matrices for all fights and by the active/inactive state. The order of rows and columns corresponds to the ranks of mice using the I &SI method (de Vries, 1998) . If the interactions strictly follow the social hierarchy, we expect to see all the interactions in the upper triangle with a few exceptions that are close to the diagonal. This is not the case in the overall panel ( Figure 8-(a) ). The upper triangular structure in This suggests that these interactions might be motivated by the mice's need to explore the social hierarchy without intensive engagements.
To better quantify how closely a set of interactions follow a linear hierarchy, we calculate the following three measures of social hierarchy linearity for the win/loss matrix as in Figure 8 : Directional consistency (Leiva et al., 2008) Table 1 shows the results of the above measures corresponding to the win/loss matrix shown in Figure 8 . Figure 9-(a) shows the boxplots of these three measurements for ten cohorts, which are calculated using all interactions, active interactions and inactive interactions. We can see that all three measurements suggest a stronger linear hierarchy among the active-state interactions comparing to that of all interactions combined. Figure 10 shows the estimated community structure by applying spectral clustering to the inactive interactions during three time periods, for the same cohort as in Figure 8 .
It has been found in Williamson et al. (2016) that day 5 and day 10 were the start and end of social hierarchy stabilization. We can see a shift in social structure in Figure 10 , where more between-cluster explorations were observed during the first period and more confined explorations were observed during the last period. Figure 9 -(b) summarized this trend for all cohorts: each line in the plot indicates a cohort's evolving ratio of between-cluster interactions and within-cluster interactions. The thicker line segments represent the ratio values calculated for each day by using interactions within a sliding one-hour time window.
Due to the fact that the study has different observation times within a day across cohorts, we align all the cohorts by interpolating the calculated segments (thick lines) with a thin line. We can see that all cohorts show stability in the clustering after the 10th day. Figure 10: Evolution of community structure based on exploratory inactive interactions among a cohort of mice over time. For each plot, mice in the same cluster are shaded using a linear color palette (e.g. 7,9,6 in (b)). The direction of the interactions is encoded by the initiating mouse's color. The thickness of the line is proportional to the counts of interactions. Each individual's total number of wins is indicated by the size of the segment of the colored circular sector in the inner ring.
influence. A potential extension of the proposed model could be introducing covariates into α and β. Subsequent inference can be easily conducted under our framework. Although our current work emphasizes more on the model interpretation due to the motivation from the animal behavior data, our model can also make predictions on the expected number of future events with measures of uncertainty.
In this paper, we focused on modeling the sporadic dynamic of one sequence of event history. We assumed independence structure when applying the model to a network of animals. However, more research can be carried out in terms of introducing a dependence structure among different animal pairs in a network. Such a network-structured MMHP will lead to improvements in model estimates and interpretability. On the other hand, combining with network models, MMHP provides a way of inferring network structure based on continuous-time event data.
