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Abstract
The affine su(3) modular invariant partition functions in 2d RCFT are associated
with a set of generalized Coxeter graphs. These partition functions fall into two classes,
the block-diagonal (Type I) and the non block-diagonal (Type II) cases, associated, from
spectral properties, to the subsets of subgroup and module graphs respectively. We intro-
duce a modular operator Tˆ taking values on the set of vertices of the subgroup graphs. It
allows us to obtain easily the associated Type I partition functions. We also show that all
Type II partition functions are obtained by the action of suitable twists ϑ on the set of
vertices of the subgroup graphs. These twists have to preserve the values of the modular
operator Tˆ .
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1 Introduction
The classification of 2d modular invariant partition functions of affine su(3) WZWN model
has been established in [20]. These partition functions fall into two classes. In the first
one, called Type I, the partition functions are block-diagonal with respect to an ambichiral1
algebra B. Let χλ be the affine characters of su(3), the extended characters χˆc are defined
as linear combination of the χλ’s: χˆc =
∑
λ bc,λ χλ. The modular invariant partition
function reads Z = ∑c∈B |χˆc|2. In the second class, called Type II, the partition functions
are given by Z = ∑c∈B χˆc χˆϑ(c), where ϑ(c) is a non-trivial twist of elements of B. We
show in this paper, from the association of modular invariants with graphs, that the am-
bichiral algebra B and the twists ϑ can be characterized by the values of a modular operator Tˆ .
The so-called ADE classification of affine su(2) modular invariants [6] bears its name from
the fact that spectral properties of these Dynkin diagrams (Coxeter exponents) are encoded
in the diagonal elements of the modular invariants. The affine su(3) classification has also
been related to a set of (generalized) Coxeter graphs, whose empirical list was proposed from
similar spectral properties [14, 15, 32]. Later on, in a rather different approach, the Ocneanu
construction associated to every ADE Dynkin diagram a special kind of finite dimensional
weak Hopf algebra (WHA) [29] (see also [35, 36, 12]). In this construction, vertices of the A
graphs are labelled by irreps of SU(2)q at roots of unity, the quantum version of irreps of
SU(2); while vertices of the other graphs are labelled by irreps of “modules” or “subgroups”
of SU(2)q (the quantum McKay correspondance [26]). It is generalizing these notions to
the su(3) case that the set of generalized Coxeter graphs proposed in [14] has been slightly
amended in [30], where the final list is published. They can be seen as labelling “modules”
or “subgroups” of SU(3)q. For the su(2) model, subgroup graphs are An,D2n, E6 and E8,
while module graphs are D2n+1 and E7. For the su(3) model, we have the A series, which
are truncated Weyl alcoves, at level k, of su(3). There are two operations defined on these
graphs, the conjugation and the Z3-symmetry. The entire list of SU(3)-type graphs consists
of 4 infinite series: the Ak series and its conjugated A∗k, the orbifold Dk = Ak/3 series and
its conjugated D∗k; and 7 exceptional graphs E5, E∗5 = E5/3, E9, E∗9 = E9/3, E21,Dξ9 and Dξ∗9 .
The subset of subgroup graphs is the infinite series Ak (for all k) and Dk (for k = 0 mod 3),
and the three exceptional graphs E5, E9 and E21.
In this paper, we show how to obtain all modular invariant partition functions from the
subset of subgroup graphs. We determine the coefficients bλ,c from induction-restriction
maps, and the ambichiral algebra B and the twists ϑ from the action of a modular operator Tˆ
on the vertices of the subgroup graphs. We therefore do not discuss the module graphs. They
are defined from well-known conjugation (see [14, 3, 34]) and orbifold (see [27, 18]) methods
1Some authors call it the extended algebra.
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from the subgroup graphs. The subgroup graphs are taken here as initial data. The infinite
series Ak and its orbifold series Dk = Ak/3 for k = 0 mod 3 are constructed from primary
data. The exceptional subgroup graphs E5, E9 and E21 are taken from [14] or [30]. We are
not aware of any written formulae for the explicit construction of the WHA associated with
a generalized Coxeter graphs. Nevertheless, its structure maps have to satisfy well-defined
equations [30, 35, 36]. One interesting structure of the WHA is the algebra of quantum
symmetries. The expressions for Type I and Type II modular invariant partition functions
can be shown to come from the bimodule structure of the algebra of quantum symmetries
under the fusion algebra [36], which furthermore allows the determination of more general
partition functions, corresponding to systems on a torus with two defect lines [33]. It is not
the purpose of this article to study the algebra of quantum symmetries of the generalized
Coxeter graphs. But let us mention that Type II partition functions can be obtained from
a special twist of the Type I ones is due to the fact that quantum symmetries of module
graphs are constructed from a twist of the quantum symmetries of a subgroup graph, called
its parent graph (see for example [35, 10, 36]). The modular operator Tˆ defined in this paper
is a usefull tool for a realization of the algebra of quantum symmetries (see [9, 10, 36]), whose
study will be presented in a forthcoming article [22].
The method presented in this article is the following. Vertices of the Ak graph are
labelled by irreps λˆ of ŝu(3)k. The modular matrix T – one of the two generators of the
modular group PSL(2,Z) – is a diagonal matrix that acts on the characters of an irrep λˆ of
ŝu(3)k. This allows us to define a value, called modular operator value Tˆ , on each vertex
of the Ak graph. We call G a subgroup graph. The vector space spanned by the vertices
of the graph G is a module under the action of the graph algebra of the graph Ak with
same norm. We can therefore define branching rules Ak →֒ G. For λ ∈ Ak and c ∈ G,
we have: λ →֒ ∑c bλ,c c. The branching coefficients bλ,c can be encoded in a matrix E0,
called essential matrix or intertwiner. From the induction-restriction maps between Ak and
G, one can try to define a modular operator value on vertices of G. This is only possible
for a subset B of vertices of G. This subset B is an algebra, called the ambichiral algebra
(a subalgebra of the graph algebra of G). Type I partition functions can then easily be
obtained from the previous block-diagonal relations. We then analyse all involutions ϑ that
one can define on the subset of vertices of G belonging to B, such that they leave invariant
the modular operator Tˆ . We obtain in this way all Type II modular invariant partition
functions. To our knowledge, restricting the association of all affine su(3) modular invariants
to the subset of subgroup graphs and twists ϑ characterized by the modular operator Tˆ is new.
Finally, let us notice that several constructions used here can be understood in terms
of planar algebras [24], modular tensor categories [19], or in particular in terms of nets of
subfactors [4, 5, 17, 16], but we shall not use these notions.
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The article is organized as follows. Section 2 is a short review on modular invariant
partition functions in 2d RCFT. Section 3 treats explicitely the affine su(3) model. We define
the conjugation, the Z3-symmetry and the modular operator Tˆ on irreps of affine su(3). In
Section 4 are introduced the generalized Coxeter graphs associated to the su(3) classification.
We define the induction-restriction mechanism and the modular properties of the subset of
subgroup graphs. The explicit analysis of the different cases is made in the last three sections.
In Section 5 we treat the Ak series. It leads to diagonal modular invariants. Three types of
twists ϑ preserving Tˆ can be defined, namely conjugation, a twist ρ related to the Z3 symmetry
and the combination of conjugation and ρ. We obtain the Type II modular invariant series
A∗k (for all k) and Dk = Ak/3 and D∗k (for k 6= 0 mod 3). In Section 6 we describe the
Z3-orbifold procedure defining the graphs Dk = Ak/3. These graphs have a fusion graph
algebra for k = 0 mod 3 (subgroup case). The Tˆ -invariant twist is the conjugation, leading
to the D∗k series. There is also an exceptional Tˆ -invariant twist ξ at level k = 9, together with
its conjugate. The modular invariants obtained in these two sections are sometimes denoted
by ADE7 in the litterature [21]. The three exceptional subgroup graphs E5, E9 and E21 and
their Tˆ -invariant conjugation and twist are treated in Section 7. We finish with concluding
remarks and open questions. The correspondance between the affine su(3) classification and
the generalized Coxeter graphs is presented in the appendix.
2 RCFT data and partition functions
Rational Conformal Field Theory (RCFT) in 2d can be conventionally described by a set of
data of different nature. Considering only the chiral half of the theory (only holomorphic
or anti-holomorphic variables), the chiral set of data is: the chiral algebra g, its finite set I
of irreducible representations {Vi}i∈I and the characters χi(q) of a given representation Vi,
where q = exp(2iπ/τ), with τ a complex number in the upper half-plane.
For the WZWN models the chiral algebra g is an affine Lie algebra ĝk of rank r at level
k (Kac-Moody algebra). Integral highest weight representations λˆ (that we will call irreps)
of ĝk are labelled by λˆ = (λ0, λ1, . . . , λr), where λi are the Dynkin labels. In a level k the
number of irreps is finite and we denote its set by Pk+. The λ0 label is fixed once the level
is known, so we write λ = (λ1, . . . , λr) for λˆ. The normalized characters χ
k
λ in an irrep λ
of ĝk have a simple transformation property with respect to the modular group PSL(2,Z),
generated by the two transformations S and T :
T : τ 7→ τ + 1 , S : τ 7→ −1
τ
, (1)
satisfying the relations S2 = (ST )3 = C, with C2 = l1. These characters define a unitary
3
representation of the modular group:∑
µ∈Pk+
Tλµ χkµ(τ) = χkλ(τ + 1) ,
∑
µ∈Pk+
Sλµ χkµ(τ) = χkλ(−1/τ) . (2)
Expression for the modular matrices Sλµ and Tλµ for any Kac-Moody algebra ĝk at level k
may be found in [13, 25]. The fusion of representations of chiral algebras in RCFT reads:
λ⊗ µ =
∑
ν∈Pk+
N νλµ ν , N νλµ ∈ N , (3)
where the multiplicities N νλµ are called the fusion coefficients. They can be obtained from the
elements of the modular S matrix through the Verlinde formula [37]:
N νλµ =
∑
β∈Pk+
Sλβ Sµβ S
∗
νβ
S0β
, (4)
where λ = 0 is the trivial representation.
A physically sensible conformal theory is defined on a Hilbert spaceH which is constructed
combining the holomorphic and anti-holomorphic sectors of the theory:
H =
⊕
λ,µ∈Pk+
Mλµ λ⊗ µ∗ , (5)
where Mλµ specifies the multiplicity of λ ⊗ µ∗ on H (µ∗ is the conjugated irrep of µ). The
ĝk WZWN partition function is given by:
Z(τ) =
∑
λ,µ∈Pk+
Mλµ χλ(τ) χµ(τ) . (6)
Z is modular invariant if the |I| × |I| matrix Mλµ satisfies the following 3 properties:
(P1) Mλµ ∈ N .
(P2) M00 = 1, where λ = 0 is the trivial representation (unicity of the vacuum).
(P3) M commutes with the generators S and T of the modular group (modular invariance).
The search of modular invariant partition functions is reduced to the classification of the
matrices Mλµ satisfying properties (P1)-(P2)-(P3).
3 The affine su(3) case
We label integral highest weight representations λˆ of ŝu(3)k by their finite part λ = (λ1, λ2).
Its set Pk+ is given by:
Pk+ = {λ = (λ1, λ2) |λ1, λ2 ∈ N , λ1 + λ2 ≤ k} , (7)
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of cardinality (k + 1)(k + 2)/2. The trivial representation is λ = 0 = (0, 0) and the two
fundamental irreps are (1, 0) and (0, 1). Irreps shifted by ρ = (1, 1) are denoted by λ′, so that
λ′ = (λ1+1, λ2 +1). The altitude κ is defined by κ = k+3. It will also be called generalized
Coxeter number. The explicit values of the modular matrices S and T for ŝu(3)k, using the
shifted irreps λ′, are given by:
Tλµ = exp
[
2iπ
(
λ
′2
1 + λ
′
1λ
′
2 + λ
′2
2
3κ
− 1
3
)]
δλµ = eκ
[
κ− (λ′21 + λ′1λ′2 + λ
′2
2 )
]
δλµ (8)
Sλµ = −i√
3κ
{
eκ[2λ
′
1µ
′
1 + λ
′
1µ
′
2 + λ
′
2µ
′
1 + 2λ
′
2µ
′
2]− eκ[−λ
′
1µ
′
1 + λ
′
1µ
′
2 + λ
′
2µ
′
1 + 2λ
′
2µ
′
2]
−eκ[2λ′1µ
′
1 + λ
′
1µ
′
2 + λ
′
2µ
′
1 − λ
′
2µ
′
2] + eκ[−λ
′
1µ
′
1 + λ
′
1µ
′
2 − 2λ
′
2µ
′
1 − λ
′
2µ
′
2]
+eκ[−λ′1µ
′
1 − 2λ
′
1µ
′
2 + λ
′
2µ
′
1 − λ
′
2µ
′
2]− eκ[−λ
′
1µ
′
1 − 2λ
′
1µ
′
2 − 2λ
′
2µ
′
1 − λ
′
2µ
′
2]
(9)
where eκ[x] := exp[
−2ipix
3κ ]. The 6 outer automorphisms of the ring of su(3) irreps are generated
by C (order 2) and A (order 3). C is the conjugation automorphism (corresponding to charge
conjungation in CFT):
C(λ1, λ2) = (λ2, λ1) , (10)
that we will also write sometimes C(λ) = λ∗. A is the Z3 automorphism:
A(λ1, λ2) = (k − λ1 − λ2, λ1) . (11)
Notice that A2(λ1, λ2) = (λ2, k − λ1 − λ2) and A3 = l1. The triality t(λ) is defined by:
t(λ1, λ2) = λ1 − λ2 mod 3 . (12)
The modular T matrix (8) being diagonal, each irrep λ of ŝu(3)k carries a well-defined value
of T , that we call the modular operator value Tˆ of λ.
Definition 1 The modular operator value Tˆ of an irrep λ = (λ1, λ2) is defined by:
Tˆ [λ] = (λ1 + 1)
2 + (λ1 + 1)(λ2 + 1) + (λ2 + 1)
2 mod 3κ . (13)
An important property, derived from Equation (8), is that the modular invariantM commutes
with the modular matrix T iff the following condition is satisfied [20]:
Tˆ [λ] = Tˆ [µ] , whenever Mλµ 6= 0 . (14)
Definition 2 The twist operator ρ acting on an irrep λ = (λ1, λ2) is defined by:
ρ(λ) = Akt(λ)(λ) , (15)
where k is the level and t(λ) is the triality of λ.
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A straightforward calculation shows that ρ is an involution, i.e. ρ2(λ) = λ. In fact, like the
conjugation, it is a Tˆ -invariant involution:
Property 1 The modular operator Tˆ has the same values in an irrep λ, its conjugated C(λ) =
λ∗ and “its twisted” ρ(λ):
Tˆ [λ] = Tˆ [λ∗] = Tˆ [ρ(λ)] . (16)
Proof The conjugated case is trivial from the definition of the modular operator. The
triality of an irrep λ is t(λ) ∈ {0, 1, 2}:
i- For kt(λ) = 0 mod 3 (i.e. k = 0 mod 3 or t(λ) = 0 mod 3), because A3 = l1, we have
Akt(λ) = l1, so ρ(λ) = λ.
ii- For kt(λ) = 1 mod 3 (i.e. k = 1 mod 3 and t(λ) = 1 mod 3, or k = 2 mod 3
and t(λ) = 2 mod 3), we have ρ(λ) = A(λ) , a straightforward computation gives
Tˆ [A(λ)] = Tˆ [λ] − (k − t(λ) − 3λ2)(k + 3) = Tˆ [λ] + 3(k + 3)λ2 = Tˆ [λ] because k − t(λ) = 0
mod 3, λ2 ∈ N, and Tˆ [λ] is defined mod 3(k + 3).
iii- For kt(λ) = 2 mod 3 (i.e. k = 1 mod 3 and t(λ) = 2 mod 3, or k = 2 mod 3
and t(λ) = 1 mod 3), we have ρ(λ) = A2(λ), and we find Tˆ [A2(λ)] = Tˆ [λ] − (k−
2t(λ)− 3λ2)(k + 3) = Tˆ [λ] + 3(k + 3)λ2 = Tˆ [λ] because k − 2t(λ) = 0 mod 3.
So Equation (16) is verified in all cases. 
The affine su(3) classification obtained in [20] consists of 4 infinite series (for all levels)
and 6 exceptional cases (at levels k = 5, 9 and 21). To this classification has been associated
a set of generalized Coxeter graphs, called the Di Francesco-Zuber graphs (see next sections).
Notice that two different graphs can be associated with the same partition function. Using
the conventions adopted in this paper, the affine su(3) classification and its associated graphs
are presented in the appendix.
4 Classifications, nimreps and graphs
We present in this section the relation between the classification of affine su(3) partition func-
tions and nimreps (“numerical integer valued matrix representations”) of algebra structures
and graphs.
4.1 Fusion matrices Nλ and Ak graphs
Consider the finite set of irreps λ ∈ Pk+ of ŝu(3)k, of cardinality |I| = (k + 1)(k + 2)/2. The
fusion of irreps of ŝu(3)k is given by:
λ⊗ µ =
∑
ν∈Pk+
N νλµ ν , (17)
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where the fusion coefficients N νλµ can be calculated by the Verlinde formula using the modular
S matrix (9), but are also given by simple recurrence relations (see below). The fusion
algebra is a commutative and associative algebra, with generators gλ, λ = 0, . . . , |I| − 1,
unity g0 and structure coefficients given by the fusion coefficients: gλ gµ =
∑
ν N νλµ gν . The
fusion matrices Nλ are |I| × |I| matrices defined by (Nλ)µν = N νλµ. They form a faithfull
representation of the fusion algebra:
NλNµ =
∑
ν∈Pk+
N νλµNν . (18)
From the properties of the fusion algebra and of the S matrix, the fusion coefficients N νλµ
satisfy the following properties:
N νλµ = N νµλ = N ν
∗
λ∗µ∗ = N µλ∗ν . (19)
For the trivial representation λ = 0 = (0, 0) we have N(0,0) = l1. There are two fundamen-
tal irreps (1, 0) and (0, 1) = (1, 0)∗. The fusion matrix N(0,1) is the transposed matrix of
N(1,0). Once N(1,0) is known, the other fusion matrices can be obtained from the truncated
recursion formulae of SU(3) irreps, applied for increasing level up to k:
N(λ,µ) = N(1,0)N(λ−1,µ) −N(λ−1,µ−1) −N(λ−2,µ+1) if µ 6= 0
N(λ,0) = N(1,0)N(λ−1,0) −N(λ−2,1) (20)
N(0,λ) = (N(λ,0))
tr
where it is understood that N(λ,µ) = 0 if λ < 0 or µ < 0.
Coefficients of the fusion matrices being non-negative integers, we can naturally consider
them as the adjacency matrices of graphs. The correspondance is as follows. The graph
associated to Nf has |I| vertices labelled by irreps λ, and there is ℓ arcs joigning λ to µ
whenever (Nf )λµ = ℓ. Since only the fusion matrix associated to the fundamental irrep (1, 0)
(or its conjugate) is needeed to determine the others, we can focus on the graph related to
N(1,0). It is called the Ak graph for ŝu(3)k – the truncated Weyl alcove of su(3) at level k
– and is displayed in Figure 1. Notice that the graph associated to (0, 1) is the same graph
with reversed edges.
Triality is well defined on the graph, in the sense that there are only arrows connecting
vertices of increasing triality (mod 3). Eigenvalues of the adjacency matrix are given by the
following expression:
γ(λ1,λ2) =
1 + exp
(
2ipi(λ1+1)
κ
)
+ exp
(
2ipi(λ1+1+λ2+1)
κ
)
exp
(
2ipi(2(λ1+1)+λ2+1)
3κ
) , (λ1, λ2) ∈ Pk+ . (21)
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Figure 1: The Ak graph of ŝu(3)k for the irrep (1, 0).
The norm β is defined as the maximum eigenvalue. It satisfies 2 ≤ β < 3 (for k > 2) and its
value is given by:
β = γ(0,0) = [3]q = 1 + 2 cos
(
2π
κ
)
, (22)
where q = exp(iπ/κ) is a root of unity and [x]q =
qx−q−x
q−q−1
are q-numbers. Notice that in
the quantum algebra approach, vertices of the Ak graphs are labelled by irreps of SU(3)q, a
finite dimensional quotient of the quantum group Uq(sl(3)) at roots of unity q
2κ = 1. The
components of the eigenvector corresponding to β (Perron Frobenius vector) give the quantum
dimensions of the irreps, and the fusion algebra corresponds to the tensorisation of irreps.
4.1.1 Fused matrices Fλ and the Di Francesco-Zuber graphs
The modular invariants have been classified for the affine su(2) and su(3) models. The
first one bears the name of ADE classification [6]. This terminology arose from the fact
that spectral properties of the ADE Dynkin diagrams (eigenvalues of the adjacency matrix)
are encoded in the diagonal terms of the modular invariant M. In the same spirit, a first
attempt to relate graphs to affine su(3) modular invariants was made in [14]. The list of
proposed graphs was found empirically by “computed aided flair” and bears the name of
generalized Coxeter graphs or Di Francesco - Zuber diagrams (we refer to [32] for a list of
general conditions that these graphs have to satisfy). The list of graphs proposed in [14] has
later been corrected2 by Ocneanu, from the condition that these graphs have tu support a
Weak Hopf Algebra structure [29]. We refer to [30] to the final list.
2One of these graphs had to be removed because it does not satisfy local conditions of cohomological nature.
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Let G be a graph of this list. The norm of G (maximum eigenvalue of its adjacency
matrix) is:
β = 1 + 2 cos
(
2π
κ
)
. (23)
This equation defines the generalized Coxeter number κ of the graph and its level k = κ− 3.
The eigenvalues of the graph G are a subset of the eigenvalues of the Ak graph of same
level. They are of the form γ(r1,r2), with (r1, r2) ∈ Exp(G) ⊂ Pk+. This set matches with the
diagonal terms of the modular invariant associated to the graph.
Vertices of these graphs are labelled by elements of an (integral) basis of irreps of the
modules of SU(3)q . The vector space V(G) spanned by the vertices of a graph G is a module
under the action of the fusion algebra of the Ak graph with same level. If we note λ, µ the
vertices of Ak and a, b those of the G graph, we have:
Ak × V(G) →֒ V(G)
λ · a =
∑
b
(Fλ)ab b ,
(24)
where (Fλ)ab are non-negative integers. The module property (λ · µ) · a = λ · (µ · a) implies
that the r× r matrices Fλ – called fused matrices – form a representation of dimension r2 of
the fusion algebra:
Fλ Fµ =
∑
ν∈Pk+
N νλµ Fν . (25)
The fused matrix F(1,0) associated to the fundamental irrep (1, 0) is the adjacency matrix of
the graph G. In the CFT approach, the fused matrices give a solution to the Cardy equation
[7]. In this context, vertices of the graph G can be seen as labelling the boundary conditions
of the corresponding CFT (see discussion in [39, 1, 2]).
Among the Di Francesco-Zuber graphs, some are not only modules under the graph alge-
bra of the corresponding Ak graph, but also possess an associative and commutative algebra
structure (fusion graph algebra). They are proper subgroups of the corresponding quantum
group, in the sense that we can multiply irreps (vertices) of these graphs together and de-
compose the result into a sum of vertices of the graph. For such a graph with r vertices, we
define the r × r matrices Gr. We have a unit G0 = l1 and two generators G1 = F(1,0) and
G1′ = F(0,1). Once the multiplication by these generators are known, we can reconstruct the
whole table of multiplication of the graph algebra of the graph G:
GaGb =
r−1∑
c=0
(Ga)bcGc , (26)
with (Ga)bc non-negative integers. These graph algebras are called Pasquier algebras [31] for
the su(2) case. The corresponding graphs are called subgroup graphs. In the su(2) case,
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subgroup graphs are Ak, D2k, E6 and E8. In the su(3) case, they are the infinite series Ak
(for all k), Dk (for k = 0 mod 3), E5, E9 and E21.
4.2 Intertwiner E0, branching rules, modular operator Tˆ and the ambichiral
algebra B
We take a graph G with r vertices as starting point. Its adjacency matrix is F(1,0). The other
r × r fused matrices Fλ are determined from the truncated SU(3) recursion formulae (20).
We call ℓ the number of vertices of the corresponding Ak graph with same level. The essential
matrices Ea are ℓ× r matrices defined by:
(Ea)λb = (Fλ)ab . (27)
They are related to the notion of essential paths (introduced by Ocneanu in [29]). The element
(Ea)λb counts the number of essential paths associated to the irrep λ, starting from the vertex
a and ending at the vertex b (see for example the explicit study of the exceptionnal E6 graph
of the su(2) case in [8]). One of them is special, the essential matrix E0 associated to the
trivial irrep λ = 0, called intertwiner. It satisfies N(1,0)E0 = E0F(1,0), thus intertwining the
adjacency matrices of the Ak and G graphs. The other essential matrices can be obtained
from E0 and from the graph algebras Ga by:
Ea = E0Ga . (28)
Theorem 1 Let G be a subgroup graph and Ak the corresponding graph of the A series of
same level. The graph algebra of G is a module under the graph algebra of Ak. For a, b ∈ G
and λ ∈ Ak, the branching rules Ak →֒ G are given by:
λ →֒
∑
b
(E0)λb b . (29)
Proof: We write the action of λ ∈ Ak on a ∈ G:
λ · a =
∑
c
(Fλ)ac c =
∑
c
(Ea)λc c =
∑
c
(E0Ga)λc c
=
∑
c
∑
b
(E0)λb (Ga)bc c =
∑
b
(E0)λb b · a . 
The essential matrix E0 is a rectangular matrix with (k + 1)(k + 2)/2 lines labelled by
vertices of Ak and r columns labelled by vertices of G. The restriction Ak →֒ G (branching
rules) of an irrep λ is given by the elements of the line of E0 corresponding to λ. The induction
mechanism Ak ←֓ G, i.e. the elements λ ∈ Ak for which a ∈ G appears in the branching
rules, is given by elements of the column of E0 corresponding to a. The vertices of Ak have a
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well defined modular operator value, given by Equation (13). We want to assign a modular
operator value to the vertices a of the G graph. Suppose a appears in the branching rules of λ
and β of Ak, we can define Tˆ (a) by Tˆ (λ) or Tˆ (β), but this value is ill-defined if Tˆ (λ) 6= Tˆ (β).
We call B the subset of vertices of G for which the modular operator is well-defined [10]. We
find that B is always a sub-algebra of the graph algebra of G, and its complement P in the
graph is B− invariant, i.e.:
G = B ⊕ P , B · B ⊂ B , B · P = P · B ⊂ P . (30)
The algebra B is called the ambichiral algebra. Using the branching rules λ →֒ ∑b(E0)λb b,
we define the extended characters χˆc, for c ∈ B, as the following linear combination of affine
characters χλ:
χˆkc =
∑
λ∈Pk+
(E0)λcχ
k
λ . (31)
4.3 Modular invariant M
The modular invariant partition functions fall in two classes, the block-diagonal (Type I) and
the non block-diagonal (Type II). They are respectively associated to subgroup and module
graphs. For subgroup graphs, the modular invariant is given by:
Mλµ =
∑
c∈B
(Fλ)0c (Fµ)0c =
∑
c∈B
(E0)λc(E0)µc , (32)
where 0 is the unit vertex of the graph G and B is the subset of the vertices of the graph
G with well-defined modular operator Tˆ . Defining (E0)
red as a rectangular ℓ × r matrix,
called reduced essential matrix (or reduced intertwiner), deduced from E0 by setting to zero
all the matrix elements of the columns labelled by vertices not belonging to the subalgebra
B, the modular invariant can be put in the simple formM = E0 (Ered0 )tr. The corresponding
modular invariant partition function Z = ∑λ,µ χλMλµχµ is block diagonal with respect to
the extended characters (31):
Z =
∑
c∈B
|χˆkc |2 . (33)
To each module graph G corresponds a subgroup graph H called its parent graph. The
modular invariant of a module graph is obtained from its parent graph by letting an auto-
morphism ϑ of vertices of H act on the right components:
Mλµ =
∑
c∈B
(Fλ)0c (Fµ)0ϑ(c) =
∑
c∈B
(E0)λc(E0)µϑ(c) . (34)
The involution ϑ is such that it preserves the value of the modular operator: Tˆ [ϑ(c)] = Tˆ [c],
for c ∈ B. It leads to non block-diagonal partition functions:
Z =
∑
c∈B
χˆkc χˆ
k
ϑ(c) . (35)
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All modular invariant partition functions are obtained from subgroup graphs and from involu-
tions ϑ. We do not discuss the module graphs and how they are constructed. In plain terms,
given a subgroup graph, we look for all involutions preserving the modular operator value.
This is a necessary but not sufficient condition. It leads to a M that commutes with the
modular T matrix, but does not garantee that it commutes with the modular S matrix. The
determination of such involutions is made by an explicit analysis of the values of the modular
operator on the subset B of vertices of the graph G, and then by checking the commutativity
with the S matrix. The suitable involutions ϑ are the conjugation C, a twist ρ related to the
Z3-symmetry or the combination of conjugation and twist. The explicit analysis is made in
the next sections.
4.4 Comments about quantum symmetries and Ocneanu graphs
In this article, the modular invariants are determined by the formulae (32) and (34), leading
to the block-diagonal (33) and the non block-diagonal (35) partition functions. The validity
of these expressions comes from an analysis of the algebra of quantum symmetries of the Di
Francesco-Zuber graphs, which is not the purpose of this paper. Let us just mention the
following. Given such a graph G, the Ocneanu construction associates to it a special kind of
finite dimensional weak Hopf algebra (WHA) [29] (see also [35, 36, 12]). This WHA has a
product ◦ and a product ◦ˆ on the dual space, defined from the coproduct by a pairing. It is a
finite dimensional semi-simple algebra for both structures. The two algebra structures give rise
to two algebras of characters. The first one is a commutative and associative algebra, with
one generator (plus its conjugated), isomorphic to the fusion algebra of the corresponding
affine su(3) CFT, and is encoded by the Ak graph of same level of G. The second one,
called Ocneanu algebra of quantum symmetries, is an algebra with two generators and their
conjugated (only one if G = A). It is an associative but not always commutative algebra.
Multiplication by the generators is encoded by a graph called the Ocneanu graph of G. The
list of Ocneanu graphs for the SU(3) system is known but was never made available in written
form3. The algebra of quantum symmetries Oc(G) of a subgroup graph G can be realized as
a quotient of the tensor square of the graph algebra of G [8, 9, 36]. Elements x ∈ Oc(G) are
writen as a ⊗B b, where a, b ∈ G and B is the ambichiral algebra characterized by modular
properties. The algebra Oc(G) has a bimodule structure under the left-right action of the
graph algebra of the corresponding Ak. For λ, µ ∈ Ak, we have:
λ · x · µ =
∑
y
Wλµ ,xy y , (36)
where Wλµ ,xy are called the double fusion coefficients. The double fusion matrices Vλµ are
defined by (Vλµ)xy =Wλµ ,xy. The associativity property: λ · (λ′ ·x ·µ) ·µ′ = (λ ·λ′) ·x · (µ ·µ′)
3Several cases are analyzed in [10, 36], but we plan to give the full list in a forthcoming publication [22].
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of the bimodule structure implies that the double fusion matrices satisfy:
Vλµ Vλ′µ′ =
∑
λ′′,µ′′∈P
r,k
+
N λ′′λλ′ N µ
′′
µµ′ Vλ′′µ′′ . (37)
This is exactly the compatibility relation that have to satisfy the generalized partition func-
tions, which are defined by Zxy =
∑
λ,µ χλWλµ ,xyχµ. They correspond to systems with two
defect lines labelled by x and y. The modular invariant corresponds to the case with no defect
lines x = y = 0. We can show that Equation (36) leads to the expression (32) used in this
paper [36]. The algebra of quantum symmetries of module graphs are constructed from a
twist of the algebra of quantum symmetries of a subgroup graph, called its parent graph (see
for example [35, 10, 36]). A similar discussion can be made for the corresponding Type II
modular invariants, leading to the expression (34). For example, the complete su(2) model is
analyzed in this way in [36]. Finally, let us mention that Equation (37) can actually be used
as a starting point if we are given the list of modular invariants M (see an example in [11]
and a forthcoming publication [23]). All Ocneanu graphs can be obtained in this way, and
the subgroup and module graphs can be deduced from their Ocneanu graphs.
5 The Ak graphs
TheAk graphs have (k+1)(k+2)/2 vertices labelled by integral highest weight representations
of ŝu(3)k. We recall that each vertex has a well-defined modular operator value, given by:
Tˆ [(λ1, λ2)] = (λ1 + 1)
2 + (λ1 + 1)(λ2 + 1) + (λ2 + 1)
2 mod 3κ . (38)
The Ak graphs are displayed in Figure 2 for k = 1 to 4, together with the values of Tˆ on their
vertices.
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Figure 2: TheAk graphs for k=1 to 4 and the values of the modular operator on their vertices.
The labelling is such that the unit vertex (0,0) is on the top of the triangle.
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The adjacency matrix of the Ak graph is N(1,0). The Ak graph is a trivial module under
itself, the fused matrices Fλ are equal to the fusion matrices Nλ. Branching rules Ak →֒ Ak
are trivial, the essential matrix E(0,0) is the unit matrix. All vertices of Ak having well-defined
modular operator value, we set B = Ak. The modular invariant is diagonal Mλµ = δλµ and
the modular invariant partition function associated to the Ak graph is:
Z(Ak) =
∑
λ∈Pk+
|χkλ|2 , ∀k ≥ 1 . (39)
The conjugated Ak series The value of the modular operator Tˆ on conjugated vertices of
Ak is the same: Tˆ [λ] = Tˆ [λ∗]. The conjugation C is a Tˆ -invariant involution. In Figure 2, it
corresponds to the reflexion by the vertical axis. We get the modular invariant Mλµ = δλµ∗ ,
corresponding to the conjugated graph A∗k, and the corresponding modular invariant partition
function:
Z(A∗k) =
∑
λ∈Pk+
χkλ χ
k
λ∗ , ∀k ≥ 1 . (40)
Notice that we do not discuss or even give the conjugated graph A∗k (see for example [3] for
a discussion of the construction of conjugated graphs.) The corresponding partition function
is obtained here from the conjugation involution defined on vertices of the Ak graph.
The twisted Ak series The twist ρ of the vertices of Ak is defined by ρ(λ) = Akt(λ)(λ),
where k is the level, t(λ) is the triality and A is the Z3 symmetry of the Ak graph. The twist
ρ is a Tˆ -invariant involution, i.e. ρ2 = l1 and Tˆ [ρ(λ)] = Tˆ [λ]. The modular invariant of the
twisted Ak model is given by Mλµ = δλρ(µ). The corresponding Di Francesco-Zuber graphs
are the Z3-orbifold graphs Dk = Ak/3. Notice that, for k = 0 mod 3, ρ(λ) = λ, so the twist
does not produce a new modular invariant. In fact, the orbifold graphs Dk are module graphs
for k = 1, 2 (mod 3), but they are subgroup graphs for k = 0 (mod 3). In the subgroup
case, the corresponding modular invariant is not obtained from a twist of the Ak graph. The
orbifold procedure and the subgroup graphs are analyzed in the next section. The modular
invariant partition functions corresponding to the orbifold graphs Dk, for k 6= 0 (mod 3), are
given by:
Z(Aρk) =
∑
λ∈Pk+
χkλ χ
k
ρ(λ) , for k 6= 0 mod 3 . (41)
For k = 1, we have 3 irreps (0, 0), (1, 0) and (0, 1) and the twisted vertices are: ρ(0, 0) = (0, 0),
ρ(1, 0) = (0, 1) and ρ(0, 1) = (1, 0). So we have ρ(λ) = λ∗, and the twisted modular invariant
is equal to the conjugated one. This is also the case for k = 2. Conjugate and orbifold graphs
are equal for k = 1, 2: D1 = A∗1, D2 = A∗2.
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The A4 twist The twist ρ on the vertices of the A4 graph (see Figure 2) gives:
ρ(0, 0) = (0, 0) ρ(1, 0) = (3, 1) ρ(3, 1) = (1, 0)
ρ(1, 1) = (1, 1) ρ(2, 1) = (1, 2) ρ(1, 2) = (2, 1)
ρ(2, 2) = (2, 2) ρ(4, 0) = (0, 4) ρ(0, 4) = (4, 0)
ρ(3, 0) = (3, 0) ρ(0, 2) = (2, 0) ρ(2, 0) = (0, 2)
ρ(0, 3) = (0, 3) ρ(1, 3) = (0, 1) ρ(0, 1) = (1, 3)
We can verify that the twisted vertex ρ(λ) have the same operator value Tˆ than the vertex
λ. The modular invariant is determined by Mλµ = δλρ(µ). Choosing the following order for
the vertices of Ak: (0,0), (1,0), (0,1), (2,0), (1,1), (0,2), (3,0), (2,1), (1,2), (0,3), (4,0), (3,1),
(2,2), (1,3), (0,4), we get:
M =

1 . . . . . . . . . . . . . .
. . . . . . . . . . . 1 . . .
. . . . . . . . . . . . . 1 .
. . . . . 1 . . . . . . . . .
. . . . 1 . . . . . . . . . .
. . . 1 . . . . . . . . . . .
. . . . . . 1 . . . . . . . .
. . . . . . . . 1 . . . . . .
. . . . . . . 1 . . . . . . .
. . . . . . . . . 1 . . . . .
. . . . . . . . . . . . . . 1
. 1 . . . . . . . . . . . . .
. . . . . . . . . . . . 1 . .
. . 1 . . . . . . . . . . . .
. . . . . . . . . . 1 . . . .

(42)
We can check that this matrix commutes with the modular matrices S and T , the graph
associated is the module orbifold graph D4 = A4/3.
The twisted conjugated Ak series Combining the two Tˆ -invariant involutions ρ and C
also gives a Tˆ -invariant involution: Tˆ [ρ(λ)∗] = Tˆ [λ]. The corresponding modular invariant is
given by: Mλµ = δλρ(µ)∗ . This is valid for k 6= 0 (mod 3). The conjugation of the subgroup
orbifold graphs Dk for k = 0 (mod 3) are discused in the next section. The modular invariant
partition functions of the conjugated twisted Ak model, for k 6= 0 (mod 3), associated to the
graphs D∗k, are given by:
Z(D∗k) =
∑
λ∈Pk+
χkλ χ
k
ρ(λ)∗ for k 6= 0 mod 3 . (43)
For k = 1 and 2, we have ρ(λ)∗ = λ, the twisted conjugated modular invariant is equal to the
diagonal one. Conjugate-orbifold graphs are equal to Ak for k = 1, 2: D∗1 = A1, D∗2 = A∗2.
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6 The orbifold Dk = Ak/3 graphs
The Dk graphs are the Z3-orbifold of the Ak graphs and are also denoted Ak/3. The orbifold
procedure is described in [27, 18, 14]. For k 6= 0 mod 3, these graphs are module graphs
and the corresponding modular invariant is obtained from a twist of the Ak graph of same
level (see previous section). For k = 0 mod 3, they are subgroup graphs, and we denote
them Dk≡0. In the rest of this section, we will only consider the subgroup case, hence take
k = 0 mod 3. The Z3-symmetry is the automorphism A defined in Equation (11). The
central vertex α = (k3 ,
k
3 ) of Ak is Z3-invariant: A(α) = α. The Z3 symmetry corresponds
to a rotation of angle π/3 around this central vertex α. For λ 6= α, the 3 vertices λ,A(λ)
and A2(λ) belong to the same orbit in Ak and lead to a single vertex in the orbifold graph
Dk≡0, denoted by λ˜. The central vertex α (fixed point) is triplicated4 in the orbifold graph.
We introduce 3 copies α(i), i = 1, 2, 3, for the vertex α. The number of vertices of Dk≡0
is therefore equal to ( (k+1)(k+2)2 − 1)/3 + 3. Vertices a ∈ Dk≡0 are denoted {λ˜, α(i)}. The
adjacency matrix of Dk≡0 is constructed as follows. Let N = N(1,0) be the adjacency matrix
of the Ak graph. From the Z3-symmetry of this graph we have Nλµ = NA(λ)A(µ). Consider
the following matrix:
Gλµ =
2∑
a=0
NλAa(µ) , for λ, µ 6= α (44a)
Gλα(i) = Nλα , Gα(i)λ = Nαλ , Gα(i)α(i) = Nαα = 0 , for λ 6= α (44b)
It has the following property: Gλµ = GλA(µ) = GA(λ)µ. Lines and columns corresponding to
vertices of the same orbit are equal. The adjacency matrix of the Dk≡0 graph is obtained
from Gλµ after identifying each point λ with its orbit λ˜, i.e. eliminating identical lines and
columns: D
λ˜µ˜
= Gλµ.
The Dk≡0 are subgroup graphs. We can define a multiplication between vertices of these
graphs, with non-negative integer coefficient structures. The adjacency matrix encodes mul-
tiplication by the left generator, and with these data we can reconstruct the whole table of
multiplication. The vector space generated by the vertices of Dk≡0 is a module under the
graph algebra of Ak. The fused matrices Fλ coding this module property are obtained by the
truncated SU(3) recursion formulae, with starting point F(1,0) given by the adjacency matrix
of Dk. We easily obtain the essential matrix (intertwiner) E0˜. The branching rules Ak →֒ Dk,
obtained from E0˜, are given by: λ →֒ λ˜, α →֒ α(1) +α(2) +α(3). The corresponding induction
rules Dk ←֓ Ak are:
λ˜ ←֓ {λ,A(λ), A2(λ)} , α(i) ←֓ α . (45)
4For k 6= 0 mod 3, there is no fixed point under the Z3-symmetry. The orbifold procedure is more simple
in this case.
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Notice that vertices belonging to the same orbit have the same triality: t(A(λ1, λ2)) =
t(λ1, λ2) + (k − 3λ1) = t(λ) mod 3. Triality is therefore well defined on the orbifold graphs
Dk≡0. The modular operator Tˆ has the following value on the vertex A(λ):
Tˆ [A(λ1, λ2)] = Tˆ [(k − λ1 − λ2, λ1)] = Tˆ [λ] + (k + 3)(k − 3λ2 − t(λ)) . (46)
We have Tˆ [A(λ)] = Tˆ (λ) only for vertices with t(λ) = 0. From the induction mechanism,
the subset B of vertices a ∈ Dk≡0 with well-defined modular operator are those with triality
equal to 0:
B = {α(i), λ˜ | t(λ˜) = 0} . (47)
We can check that the multiplication of elements of B is closed: B is an algebra, called the
ambichiral algebra. The modular invariant is defined by:
Mλµ =
∑
c∈B
(E0˜)λc(E0˜)µc . (48)
The extended characters χˆkc , labelled by vertices c ∈ B, are defined by:
χˆk
λ˜
= χkλ + χ
k
A(λ) + χ
k
A2(λ) , χˆ
k
α(i)
= χkα . (49)
The modular invariant partition functions associated to the subgroup orbifold graphs Dk≡0
are block-diagonal with respect to the extended characters:
Z(Dk≡0) =
∑
c∈B
|χˆkc |2 =
1
3
∑
λ ∈ Pk+
t(λ) = 0
|χkλ + χkA(λ) + χkA2(λ)|2 for k = 0 mod 3 . (50)
6.1 The conjugated Dk≡0 series
Conjugation is defined on the Ak graphs: C(λ) = C(λ1, λ2) = (λ2, λ1) = λ∗. From the induc-
tion rules Dk ←֓ Ak, conjugation is also well defined on the Dk≡0 graphs. The vertices α(i) of
Dk≡0 coming from the induction of the central vertex α = (k3 , k3 ) of Ak are self-conjugated:
C(α(i)) = α(i). Recall that vertices λ˜ come from the induction λ˜ ←֓ {λ,A(λ), A2(λ)}. A
straightforward calculation shows that:
A(λ∗) = A2(λ)∗ , A2(λ∗) = A(λ)∗ . (51)
If λ = λ∗, then A(λ) = A2(λ)∗: the vertex λ˜ of Dk≡0 is self-conjugate: λ˜ = λ˜∗. If λ 6= λ∗, then
the conjugation on elements of the orbit of λ give the elements of the orbits of λ∗. Therefore,
conjugation is well-defined on all vertices of Dk≡0. The modular invariant corresponding
to the conjugated Dk≡0 model is Mλµ =
∑
c∈B(E0˜)λc(E0˜)µc∗ . To this modular invariant is
associated the conjugated orbifold graphs, denoted D∗k≡0, that are module graphs. Once again
we recall that we do not analyze these module graphs D∗k≡0, the associated partition function
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is obtained from a conjugation defined directly on the Dk≡0 graphs. The corresponding
modular invariant partition functions are given by:
Z(D∗k≡0) =
∑
c∈B
χˆkc χˆ
k
c∗ for k = 0 mod 3
=
1
3
∑
λ ∈ Pk+
t(λ) = 0
(χkλ + χ
k
A(λ) + χ
k
A2(λ)) (χ
k
λ∗ + χ
k
A(λ)∗ + χ
k
A2(λ)∗
) . (52)
Notice that for k = 3 and 6, the vertices belonging to the ambichiral subset B are self-
conjugate. Therefore, the modular invariant partition function of the conjugated model D∗k
is equal to the usual one: Z(D∗3) = Z(D3), Z(D∗6) = Z(D6), even if the associated graphs are
different: D∗3 6= D3, D∗6 6= D6.
6.2 The D3 = A3/3 orbifold graph
Let us analyze the k = 3 example. The A3 graph has 10 vertices labelled by irreps of ŝu(3)3,
that we choose in the following order: (0,0), (1,0), (0,1), (2,0), (1,1), (0,2), (3,0), (2,1), (1,2),
(0,3). Its level is k = 3 and its altitude (generalized Coxeter number) is κ = 6. The A3 graph
is displayed at the left hand side of Figure 3.
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Figure 3: The A3 graph and its orbifold graph D3 = A3/3.
The action of the Z3−automorphism A on the vertices of A3 is given by:
A(0, 0) = (3, 0) A(1, 0) = (2, 1) A(0, 1) = (2, 0)
A(3, 0) = (0, 3) A(2, 1) = (0, 2) A(2, 0) = (1, 2) A(1, 1) = (1, 1)
A(0, 3) = (0, 0) A(0, 2) = (1, 0) A(1, 2) = (0, 1)
(53)
We have 4 independent orbits OA(λ), but one of them is special since it is made of a unique
fixed point: the vertex (1, 1) is A− invariant, so this vertex has to be 3-plicated in the orbifold
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graph. The orbifold graph possesses 6 vertices with well defined triality τ :
OA(0, 0) → 00 ∈ A3/3 unity τ = 0
OA(1, 0) → 11 ∈ A3/3 left generator τ = 1
OA(0, 1) → 12 ∈ A3/3 right generator τ = 2
OA(1, 1) → 20, 2′0, 2′′0 ∈ A3/3 τ = 0
(54)
The adjacency matrix of the orbifold graph (for the left generator 11) is obtained from the
one of the A3 graph by Equations (44). We choose the following order for the vertices of D3:
{00, 11, 12, 20, 2′0, 2′′0}. The adjacency matrices are given by:
GA3(1,0) =

. 1 . . . . . . . .
. . 1 1 . . . . . .
1 . . . 1 . . . . .
. . . . 1 . 1 . . .
. 1 . . . 1 . 1 . .
. . 1 . . . . . 1 .
. . . . . . . 1 . .
. . . 1 . . . . 1 .
. . . . 1 . . . . 1
. . . . . 1 . . . .

GD311 =

. 1 . . . .
. . 2 . . .
1 . . 1 1 1
. 1 . . . .
. 1 . . . .
. 1 . . . .

(55)
The corresponding graph D3 = A3/3 is displayed at the right hand side of Figure 3. The set
of exponents of D3 is: Exp(D3) = {(0, 0), (3, 0), (0, 3), (1, 1), (1, 1), (1, 1)}, which is a subset
of Exp (A3). The spectrum of GD3 is then:
Spec(D3) =
{
γ(0,0) = 2; γ(3,0) =
(
γ(0,3)
)∗
= 2exp (2iπ/3) ; γ(1,1) = 0 (triple)
}
. (56)
The norm of the graph is given by β = γ(0,0 = [3]q = 1 + 2 cos(2π/κ) = 2.
Multiplication table of the fusion graph algebra: A faithfull representation of the
fusion graph algebra of D3 is provided by the fusion matrices Ga, a ∈ D3. They are 6 × 6
square matrices subject to the following polynomials:
G00 = l16, G11 = G
D3 , G12 = [G11 ]
T , G20 +G2′0 +G2′′0 = G11 ·G11 −G0 . (57)
The vertices 20, 2
′
0 and 2
′′
0 of D3 come from the split of the vertex (1, 1) of A3, which cor-
responds to a real (self-conjugated) irrep of ŝu(3)3 . So the vertices 20, 2
′
0 and 2
′′
0 are also
self-conjugated, and the corresponding Ga fusion matrices are symmetric. Imposing the inte-
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grality condition on their coefficients, we get a unique solution:
G20 =

. . . 1 . .
. 1 . . . .
. . 1 . . .
1 . . . . .
. . . . . 1
. . . . 1 .

G2′0 =

. . . . 1 .
. 1 . . . .
. . 1 . . .
. . . . . 1
1 . . . . .
. . . 1 . .

G2′′0 =

. . . . . 1
. 1 . . . .
. . 1 . . .
. . . . 1 .
. . . 1 . .
1 . . . . .

We can now complete the multiplication table of the graph algebra of D3.
· 00 20 2′0 2′′0 11 12
00 00 20 2
′
0 2
′′
0 11 12
20 20 00 2
′′
0 2
′
0 11 12
2′0 2
′
0 2
′′
0 00 20 11 12
2′′0 2
′′
0 20 00 20 11 12
11 11 11 11 11 12 + 12 00 + 20 + 2
′
0 + 2
′′
0
12 12 12 12 12 00 + 20 + 2
′
0 + 2
′′
0 11 + 11
Table 1: Multiplication table for the graph algebra of D3.
Branching rules and the modular invariant partition function The action of vertices
λ of A3 over vertices a of D3 is encoded by the set of 10 fused matrices Fλ, obtained by the
SU(3) truncated recursion formula (20), with initial conditions F(1,0) = G11 and F(0,1) = G12 .
They are explicitly given by:
F(0,0) = F(3,0) = F(0,3) = l16 F(1,0) = F(0,2) = F(2,1) = G11
F(0,1) = F(2,0) = F(1,2) = G12 F(1,1) = G20 +G2′0 +G2′′0
(58)
The essential matrix E00 is defined by (E00)λa = (Fλ)00a. It is a rectangular matrix with
10 lines labelled by vertices λ ∈ A3 and 6 columns labelled by vertices a ∈ D3. This matrix
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encodes the branching rules A3 →֒ D3 (lines of E00):
E00(D3) =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 1 0 0 0
0 0 0 1 1 1
0 1 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0

(0, 0) →֒ 00
(1, 0) →֒ 11
(0, 1) →֒ 12
(2, 0) →֒ 12
(1, 1) →֒ 20 + 2′0 + 2′′0
(0, 2) →֒ 11
(3, 0) →֒ 00
(2, 1) →֒ 11
(1, 2) →֒ 12
(0, 3) →֒ 00
(59)
as well as the induction rules D3 ←֓ A3 (columns of E00):
00 ←֓ (0, 0) , (3, 0) , (0, 3) 20 ←֓ (1, 1)
11 ←֓ (1, 0) , (0, 2) , (2, 1) 2′0 ←֓ (1, 1)
12 ←֓ (0, 1) , (2, 0) , (1, 2) 2′′0 ←֓ (1, 1)
(60)
The values of the modular operator Tˆ = (λ1 + 1)
2 + (λ1 + 1)(λ2 + 1) + (λ2 + 1)
2 mod 18 on
the vertices λ = (λ1, λ2) of A3 is given in the next table.
(λ1, λ2) (0, 0) (1, 0) (2, 0) (3, 0) (2, 1) (1, 1)
(0, 1) (0, 2) (0, 3) (1, 2)
Tˆ 15 1 7 15 13 6
Table 2: Modular operator values Tˆ on vertices of the A3 graph.
We see that the only vertices a ∈ D3 for which T is well defined is the set B = {00, 20, 2′0, 2′′0}.
We can check that B is a subalgebra of the graph algebra of D3, and its complement spanned
by {11, 12} is B−invariant. We therefore have a characterization of the ambichiral algebra B
by modular properties. The modular invariant M is obtained by:
Mλµ =
∑
c∈B
(Fλ)00 c(Fµ)00 c = (E00) (E
red
00 )
tr , (61)
where Ered00 is the reduced essential matrix obtained from E00 by setting to zero the entries
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of columns labelled by 11 and 12. We get:
M(D3) =

1 · · · · · 1 · · 1
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·
· · · · 3 · · · · ·
· · · · · · · · · ·
1 · · · · · 1 · · 1
· · · · · · · · · ·
· · · · · · · · · ·
1 · · · · · 1 · · 1

(62)
The corresponding modular invariant partition function Z(D3) reads:
Z(D3) =| χ3(0,0) + χ3(3,0) + χ3(0,3) |2 +3 | χ3(1,1) |2 . (63)
6.3 The orbifold graph D9 and the exceptional twist ξ
The D9 graph is displayed in Figure 4, it is obtained as the Z3-orbifold of the A9 graph.
Triality and conjugation are well-defined. The conjugation corresponds to the symmetry
with respect to the vertical axis going through the unit vertex 00, except for the triplicated
vertices α(i), wich are self-conjugated (they should better be drawn one upon the other).
The subset B of vertices of D9 with well-defined modular operator value Tˆ , de-
termined from the induction mechanism D9 ←֓ A9 and modular properties, is B =
{00, 20, 30, 3′0, 40, 50, α(1)0 , α(2)0 , α(3)0 }. The extended characters are defined through the in-
duction mechanism (see Figure 4). We have for example χˆ900 = χ
9
(0,0) + χ
9
(9,0) + χ
9
(0,9),
χˆ920 = χ
9
(1,1) + χ
9
(7,1) + χ
9
(1,7). The modular invariant partition function associated to the
D9 graph is given by:
Z(D9) =
∑
c∈B
|χˆ9c |2 . (64)
Conjugated vertices of B have the same modular operator value. Elements of B are self-
conjugate except 3∗0 = 3
′
0. The modular invariant partition function of the conjugated D9
model is given by:
Z(D∗9) =
∑
c∈B
χˆ9c χˆ
9
c∗ . (65)
It is associated with the conjugated graph D∗9, which is a module graph and is not studied
in this paper. At this level k = 9, we see that the modular operator value of the triplicated
vertices is equal to the one of another vertex of B, namely 20: Tˆ (α(i)0 ) = Tˆ (20) = 12 (see
Figure 4). This equality leads to the definition of the exceptional twist ξ of D9:
ξ(20) = α
(1)
0 , ξ(α
(1)
0 ) = 20 , ξ(c) = c for c ∈ B, c 6= {20, α(i)0 } . (66)
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B Tˆ
00 ←֓ (0, 0), (9, 0), (0, 9) 3
20 ←֓ (1, 1), (7, 1), (1, 7) 12
30 ←֓ (3, 0), (6, 3), (0, 6) 21
3′0 ←֓ (0, 3), (6, 0), (3, 6) 21
40 ←֓ (2, 2), (5, 2), (2, 5) 27
50 ←֓ (4, 4), (4, 1), (1, 4) 3
α
(1)
0 ←֓ (3, 3) 12
α
(2)
0 ←֓ (3, 3) 12
α
(3)
0 ←֓ (3, 3) 12
Figure 4: The orbifold graph D9 and the subset B.
This exceptional twist is a Tˆ -invariant involution. The modular invariant partition function
of the exceptional twist of D9 is given by:
Z(Dξ9) =
∑
c∈B
χˆ9c χˆ
9
ξ(c) = |χˆ900 |2 + |χˆ930 |2 + |χˆ93′0 |
2 + |χˆ940 |2 + |χˆ950 |2
+ |χˆ9
α
(2)
0
|2 + |χˆ9
α
(3)
0
|2 + (χˆ920 χˆ9α(1)0 + h.c.) .
(67)
It is associated to the exceptional module graph Dξ9. It is the SU(3) analogue of the E7 graph
of the SU(2) series, which is an exceptional twist of the D10 graph (an orbifold of the A17
Dynkin diagram). Combining the conjugation with the exceptional twist ξ, we obtain the
following modular invariant partition function:
Z(Dξ∗9 ) =
∑
c∈B
χˆ9cχˆ
9
ξ(c)∗ , (68)
which is associated to the module graph Dξ∗9 . Let us emphasize that from the subgroup graph
D9, we obtained, combining the Tˆ -invariant involutions conjugation and the exceptional twist
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ξ, 4 modular invariant partition functions. They are asociated to 4 different Di Francesco-
Zuber graphs, the subgroup D9 graph and the 3 modules graphs D∗9 , Dξ9 and Dξ∗9 . We do not
need to analyze these module graphs if we are only interessed in obtaining the corresponding
modular invariant Z.
Other “non-physical” twists The values of the modular operator are also equal for the
vertices 00 and 50 of D9. We can therefore define a Tˆ -invariant twist ψ such that ψ(00) =
50, ψ(50) = 00 and ψ(c) = c. The partition function defined by:
Z(Dψ9 ) =
∑
c∈B
χˆ9c χˆ
9
ψ(c) , (69)
indeed commutes with the modular matrix T . But it does not commute with the modular ma-
trix S, and the corresponding Z is not modular invariant. As exemplified here, the condition
that the twist must be Tˆ -invariant is a necessary but not sufficient condition. Furthermore,
in this particular example, we have twisted the unit vertex 00, so the corresponding M does
not satisfy the axiom (P1): M00,00 6= 1.
7 The exceptional cases
The subgroup graphs Ak and their orbifold Dk = Ak/3 have been constructed from primary
data coming from CFT fusion rules and orbifold methods. This is not the case for the three
exceptional subgroup graphs, namely E5, E9 and E21. They are taken as initial data from [14]
or [30]. Most of this section is taken from [10] or from the thesis [36]. What is new here is
the discussion relative to conjugation and/or twist.
7.1 The E5 graph
The E5 graph has 12 vertices (irreps) denoted by 1i, 2i, i = 0, 1, . . . , 5. Its level k = 5, its
altitude κ = k+3 = 8 and its norm β = 1+2 cos(2π/8) = 1+
√
2. The unity is 10 and the left
and right chiral generators (fundamental irreps) are 21 and 22. The graph is 3–colorable and
is displayed in Figure 5, its orientation corresponding to 21. The graph of the A series with
same norm is A5, which has (k+1)(k+2)/2 = 21 vertices. The eigenvalues of the adjacency
matrix of the E5 graph are a subset of those of the A5 graph. The exponents of E5 are:
(r1, r2) = (0, 0) , (2, 2) , (3, 0) , (0, 3) , (5, 0) , (0, 5)
(2, 1) , (1, 2) , (2, 3) , (0, 2) , (3, 2) , (2, 0).
(70)
The E5 graph is a subgroup graph. It determines in a unique way its graph algebra. The
commutative multiplication table is given by:
1i.1j = 1i+j
1i.2j = 2i.1j = 2i+j i, j = 0, 1, . . . , 5 mod 6
2i.2j = 2i+j + 2i+j−3 + 1i+j−3
(71)
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Figure 5: The E5 graph.
From this multiplication table we get the fusion matrices Ga associated to the vertices a ∈ E5.
The one corresponding to the generator 21 is the adjacency matrix of the graph.
Induction-restriction The module property of the vector space spanned by the vertices a
of the E5 graph under the action of the graph algebraA5 is coded by the set of 21 fused matrices
Fλ for λ = (λ1, λ2) ∈ A5. They are obtained by the truncated SU(3) recursion formulae, with
starting point F(1,0) = G21 . The essential matrix E10 is obtained from (E10)λa = (Fλ)10a. It
contains 21 lines labelled by vertices λ ∈ A5 and 12 columns labelled by vertices a ∈ E5. We
read from this matrix the branching rules A5 →֒ E5 and the induction rules given by:
10 ←֓ (0, 0), (2, 2) 20 ←֓ (1, 1), (3, 0), (2, 2), (1, 4)
11 ←֓ (0, 2), (3, 2) 21 ←֓ (1, 0), (2, 1), (1, 3), (3, 2)
12 ←֓ (1, 2), (5, 0) 22 ←֓ (0, 1), (1, 2), (3, 1), (2, 3)
13 ←֓ (3, 0), (0, 3) 23 ←֓ (1, 1), (0, 3), (2, 2), (4, 1)
14 ←֓ (2, 1), (0, 5) 24 ←֓ (0, 2), (2, 1), (4, 0), (1, 3)
15 ←֓ (2, 0), (2, 3) 25 ←֓ (2, 0), (1, 2), (3, 1), (0, 4)
The modular operator value Tˆ on the vertices λ = (λ1, λ2) ∈ A5 is given in Table 3. We see
(λ1, λ2) (0, 0) (1, 0) (2, 0) (3, 0) (4, 0) (5, 0) (1, 1) (2, 1) (3, 1) (4, 1) (2, 2) (3, 2)
(0, 1) (0, 2) (0, 3) (0, 4) (0, 5) (1, 2) (1, 3) (1, 4) (2, 3)
Tˆ 5 1 19 11 1 13 20 13 4 17 5 19
Table 3: Value of Tˆ on the vertices (λ1, λ2) of the A5 graph.
that the value of Tˆ on the vertices λ = (λ1, λ2) whose restriction to E5 gives a vertex 1i are
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equal. This allows us to define a fixed value of Tˆ from this induction mechanism to the subset
B generated by the vertices 1i. This is not the case for its complement B of E5. The subset
B is also a subalgebra of the graph algebra of E5. We have: E5 = B ⊕B,B · B ⊂ B,B · B ⊂ B.
The modular invariant M is given by:
Mλµ =
∑
c∈B
(Fλ)10c(Fλ)10c . (72)
The extended characters χˆ5a, for a ∈ B, are:
χˆ5a =
∑
λ
(Fλ)10a χ
5
λ =
∑
λ
(E10)λa χ
5
λ . (73)
The corresponding block-diagonal modular invariant partition function is:
Z(E5) =
∑
c∈B
|χˆ5c |2 = |χ5(0,0) + χ5(2,2)|2 + |χ5(0,2) + χ5(3,2)|2 + |χ5(2,0) + χ5(2,3)|2
+ |χ5(2,1) + χ5(0,5)|2 + |χ5(3,0) + χ5(0,3)|2 + |χ5(1,2) + χ5(5,0)|2 .
Conjugation and twist From the conjugation defined on the vertices of the A5 graph:
C(λ1, λ2) = (λ2, λ1), we can define the conjugation on vertices of the E5 graph, such that it
is compatible with the induction-restriction mechanism between A5 and E5. For example, we
have 10 ←֓ (0, 0), (2, 2). The vertices (0,0) and (2,2) being self-conjugate, we set 1∗0 = 10. In
the same way, 11 ←֓ (0, 2), (3, 2), and 15 ←֓ (2, 0), (2, 3), so we set 1∗1 = 15. The conjugation
on the E5 graph corresponds to the symmetry axis going through vertices 10 and 13 (the
only real irreps): 1∗0 = 10,1
∗
1 = 15,1
∗
2 = 14,1
∗
3 = 13 ; 2
∗
0 = 23, 2
∗
1 = 22, 2
∗
4 = 25. As it should,
conjugation corresponds matricially to transposition Ga∗ = G
tr
a . The subset of vertices of
E5 with well-defined modular operator value is B = {1i}, i = 0, 5. The conjugation is a Tˆ -
invariant involution: Tˆ (1i) = Tˆ (1
∗
i ). The modular invariant of the conjugated E5 case is given
by:
Mλµ =
∑
c∈B
(Fλ)10c(Fµ)10c∗ , (74)
and the corresponding modular invariant partition function reads:
Z(E∗5 ) =
∑
c∈B
χˆ5c χˆ
5
c∗ = |χ5(0,0) + χ5(2,2)|2 + |χ5(3,0) + χ5(0,3)|2 + (χ5(0,2) + χ5(3,2))(χ5(2,0) + χ5(2,3))
+ (χ5(2,0) + χ
5
(2,3))(χ
5
(0,2) + χ
5
(3,2)) + (χ
5
(1,2) + χ
5
(5,0))(χ
5
(0,5) + χ
5
(2,1))
+ (χ5(2,1) + χ
5
(0,5))(χ
5
(1,2) + χ
5
(5,0)) .
It is associated to the conjugated graph E∗5 of reference [14, 30], which is a module graph.
The twist operator ρ is defined on the A5 graph by ρ(λ) = A5t(λ), where A is the Z3-
symmetry of A5and t(λ) is the triality. We can also define the operator ρ on vertices of the E5
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graph, in such a way that it is compatible with the induction-restriction mechanism between
A5 and E5. Notice that the E5 graph possesses itself a Z3 symmetry, that corresponds to a
rotation of angle π/3 around its center. The action of the Z3 symmetry on its vertices, that
we still denote by A, is given by: A(1i) = 1i+2 mod 6, A(2i) = 2i+2 mod 6. We find that
the twist operator ρ is defined on the E5 graph in the same way as for A5: ρ(a) = A5t(a)(a),
where t(a) is the triality of the vertex a ∈ E5. The twist operator ρ is an involution and is
Tˆ -invariant for the vertices belonging to B (those with well-defined Tˆ ). The partition function
defined by Z =∑c∈B χˆ5cχˆ5ρ(c) is modular invariant. The graph associated, an orbifold of the
E5 graph, is denoted by E5/3. Notice that we have ρ(c) = c∗ for c ∈ B, therefore the twist
operator and the conjugation are the same on the subset B, and the corresponding partition
functions are equal: Z(E∗5 ) = Z(E5/3). In fact, the module graphs E∗5 and E5/3 are the same:
E∗5 = E5/3. We could also combine conjugation and the twist operator, but this doest not
produce a new modular invariant.
7.2 The E9 graph
The E9 graph has 12 vertices denoted by 0i, 1i, 2i, 3i with i = 0, 1, 2. Its level k = 9 and
altitude κ = 12. The identity is 00 and the left and right chiral generators are 01 and 02. The
graph is 3–colorable, the indice i giving the triality of the vertex ai. The graph is displayed
in Figure 6 with the orientation corresponding to the generator 01.
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Figure 6: The E9 graph.
The graph of the A series with same norm is A9 with (k + 1)(k + 2)/2 = 55 vertices
labelled by λ = (λ1, λ2). The Coxeter exponents of E9 are given by:
(r1, r2) = (0, 0), (4, 4), (1, 4), (4, 1), (9, 0), (0, 9), and twice (2, 2), (2, 5), (5, 2), (75)
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The E9 graph is a subgroup graph. From the graph we can deduce its graph algebra
structure and its graph algebra matrices Ga. Notice that we have to impose that the structure
coefficients are positive integers in order to get a unique result (see discussion in [10]). The
fused matrices Fλ are calculated from the truncated SU(3) recursion formula with starting
point F(1,0) = G01 . The essential matrix E00 has 55 lines labelled by vertices λ ∈ A9 and 12
columns labelled by vertices of E9. From this essential matrix we read the induction E9 ←֓ A9.
For the vertices 00, 10 and 20 it is given by:
00 ←֓ (0, 0), (4, 4), (4, 1), (1, 4), (9, 0), (0, 9)
10 ←֓ (2, 2), (5, 2), (2, 5)
20 ←֓ (2, 2), (5, 2), (2, 5)
We can assign a fixed modular operator value to these vertices: Tˆ (00) = 9 and Tˆ (10) =
Tˆ (20) = 21. But this is not the case for the other vertices. The subset B is defined in by
B = {00, 10, 20}. It is a subalgebra of the graph algebra of E9. The modular invariant of E9 is
defined by:
Mλµ =
∑
c∈B
(Fλ)00c(Fµ)00c . (76)
The extended characters χˆ9c are given by:
χˆ900 = χ
9
0,0 + χ
9
0,9 + χ
9
9,0 + χ
9
1,4 + χ
9
4,1 + χ
9
4,4 ,
χˆ910 = χˆ
9
20 = χ
9
2,2 + χ
9
2,5 + χ
9
5,2 ,
and the modular invariant partition function reads:
Z(E9) =
∑
c∈B
|χˆ9c |2 = |χˆ900 |2 + 2 |χˆ910 |2 . (77)
Conjugation and twist From the conjugation and the twist operator ρ defined on the A9
graph, we can define their analogue on the E9 graph, in the same way as for the E5 graph.
Conjugation is well-defined: vertices of triality 0 are self-conjugated a∗0 = a0, and a
∗
1 = a2.
The twist operator defined from the A9 graph however is trivial, since here the level is k = 9
and A3 = l1. The conjugation C is a Tˆ -invariant involution for vertices c ∈ B. Notice that
we have c∗ = c for c ∈ B, the conjugation reduces to the identity in B, therefore we find
Z(E9) = Z(E∗9 ). However, the subgroup graph E9 and the module graph E∗9 of references
[14, 30] are different, event if they are associated to the same Z. Notice that vertices 10 and
20 have the same modular operator value Tˆ . We can therefore define a Tˆ -invariant involution
ρ such that ρ(00) = 00 and ρ(10) = 20 on vertices ∈ B (this ρ is not the one coming from
the Z3-symmetry of A9). But notice that χˆ9c = χˆ9ρ(c), so the corresponding modular invariant
partition function Z(Eρ9 ) =
∑
c∈B χˆ
9
c χˆ
9
ρ(c) = Z(E9). In fact, the E9 graph possesses a Z3-
symmetry, corresponding to the symmetry around the axis formed by vertices 30, 31 and 32
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(Z3-invariant vertices). If Figure 6 was drawn in 3D, the Z3-symmetry will correspond to the
symmetry around the axis formed by these vertices. The graph associated to Z(Eρ9 ) is the
Z3-orbifold of the E9 graph. These fixed vertices are triplicated in the orbifold graph, and the
other vertices are identified with their orbit. The orbifold graph (module graph) has therefore
3 + (3 × 3) = 12 vertices and is denoted by E9/3 in [30]. It is equal to the conjugated graph
E∗9 . Its adjacency matrix can be calculated from the orbifold mechanism described in the Dk
section.
7.3 The E21 case
The E21 graph has 24 vertices labelled by a ∈ {0, 1, 2, · · · , 23}, its level k = 21, altitude κ = 24
and its norm β = 1 + 2 cos(2π/24) = 1 + 12
√
2 + 12
√
6. E21 graph is 3− colorable, the triality
of a vertex a is t(a) = a mod 3. The unity is 0 and the left and right chiral generators are
1 and 2. The graph is displayed in Figure 7 with the orientation corresponding to the left
generator 1.
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Figure 7: The E21 graph.
The graph of the A series with same norm is A21, with 22 × 23/2 = 253 vertices. The
eigenvalues of the adjacency matrix of E21 is a subset of those of the A21 graph. The Coxeter
exponents of E21 are:
(r1, r2) = (0, 0) , (21, 0) , (0, 21) , (4, 4) , (13, 4) , (4, 13) , (6, 6) , (9, 6)
(6, 9) , (10, 10) , (10, 1) , (1, 10) , (6, 0) , (15, 6) , (0, 15) , (0, 6)
(15, 0) , (6, 15) , (4, 7) , (10, 4) , (7, 10) , (7, 4) , (10, 7) , (4, 10) .
(78)
The E21 graph is a subgroup graph, it determines in a unique way its graph algebra. The
determination of the graph algebra matrices Ga is straightforward up to vertex 9 (for example
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1 · 1 = 2 + 5 gives G5 = G1.G1 −G2). The graph possesses a symmetry around the center of
the central star. We call a′ the symmetric of a (for example 0’=21, 1’=22). At multiplication
level, we have the following property:
a · b = a′ · b′ (79)
Multiplication of a vertex a by the vertex 21 gives its symmetric a′, i.e Ga′ = G21.Ga. Such
data allows us to compute easily all the graph algebra matrices. G0 is the identity matrix and
G1 is the adjacency matrix of the graph. The others are given by the following polynomials:
G2 = (G1)
tr , G3 = G1(G1)
tr −G0 , (G4)tr = G5 = G1G1 −G2 , (G9)tr = G6 = G1G5 −G3 ,
(G8)
tr = G7 = G2G5 −G1 , G21 = G9G−16 , G18 = G21G3 , (G17)tr = G16 = G21G7 ,
(G19)
tr = G20 = G21G5 , (G23)
tr = G22 = G21G1 , (G10)
tr = G11 = G1G7 −G5 −G8 −G17 ,
(G15)
tr = G12 = G1G11 −G6 , (G14)tr = G13 = G21G10 .
(80)
Induction-restriction The action of the graph algebra A21 on E21 is coded by the 253
matrices Fλ = F(λ1,λ2) obtained by the truncated SU(3) recursion formulae, with F(1,0) = G1.
The essential matrix (intertwiner) E0 has 253 lines labelled by vertices of A21 and 24 columns
labelled by vertices of E21, it gives the induction-restriction rules between A21 and E21. We
can verify that the values of the modular operator Tˆ is constant over the vertices of A21 whose
restriction to E21 gives the vertex 0 and 21. We find Tˆ (0) = 3 and Tˆ (21) = 57. This is not the
case for the other vertices. This induction mechanism characterizes the subset B = {0, 21}.
This subset is a subalgebra of E21. The modular invariant M is given by:
Mλµ =
∑
c∈B
(Fλ)0c (Fµ)0c , (81)
and the extended characters χˆc
21, for c ∈ B, by:
χˆ
21
0 = χ
21
(0,0) + χ
21
(4,4) + χ
21
(6,6) + χ
21
(10,10) + χ
21
(0,21) + χ
21
(21,0) + χ
21
(1,10) + χ
21
(10,1) + χ
21
(4,13) + χ
21
(13,4) + χ
21
(6,9) + χ
21
(9,6) ,
χˆ
21
21 = χ
21
(0,6) + χ
21
(6,0) + χ
21
(0,15) + χ
21
(15,0) + χ
21
(4,7) + χ
21
(7,4) + χ
21
(4,10) + χ
21
(10,4) + χ
21
(6,15) + χ
21
(15,6) + χ
21
(7,10) + χ
21
(10,7) .
The corresponding modular invariant partition function is given by:
Z(E21) =
∑
c∈B
|χˆ21c |2 = |χˆ210 |2 + |χˆ2121|2 . (82)
Conjugation and twist Conjugation is well-defined on the E21 graph. It corresponds to
the symmetry axis going through vertices {0− 3− 18− 21}. Vertices ∈ B are self-conjugated,
so Z(E∗21) = Z(E21). There is no twist operator related to a Z3-symmetry. The one coming
from the A21 graph is trivial since the level k = 21 is modulo 3, and, unlike the E9 graph, the
graph itself does not possess a Z3-symmetry. Furthemore, we have Tˆ (0) 6= Tˆ (21), so no Tˆ -
invariant twist exists (except the identity). The only exceptional modular invariant partition
function at this level is given by Equation (82).
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8 Conclusions and outlook
The affine su(3) modular invariants are associated to a set of generalized Coxeter graphs. Sub-
group and module graphs, from their spectral properties, are related to Type I and Type II
modular invariants respectively. But all modular invariants can be determined from the sub-
set of subgroup graphs and suitable twists. We determine the ambichiral algebra B from
induction-restriction maps and from modular properties of the subgroup graphs, defined
through a modular operator Tˆ taking values on its set of vertices. We obtain all Type I
modular invariants. The twists ϑ are the involutions of elements of B that leave invariant the
modular operator Tˆ . A simple analysis of all such twists allow us to obtain all type II modular
invariants. Thinking of generalizations towards higher rank affine algebras, we believe that
the use of the modular operator Tˆ can simplify the association between graphs and modular
invariants. It is also a useful tool for the construction of the quantum symmetries of the
generalized Coxeter graphs.
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A The affine su(3) modular invariants and the associated
graphs
Ak Z =
∑
λ∈Pk
+
|χkλ|2
A∗k Z =
∑
λ∈Pk
+
χkλ χ
k
λ
Dk≡1,2 Z =
∑
λ∈Pk
+
χkλ χ
k
ρ(λ)
D∗k≡1,2 Z =
∑
λ∈Pk
+
χkλ χ
k
ρ(λ)∗
Dk≡0 Z = 1
3
∑
λ ∈ Pk+
t(λ) = 0
|χkλ + χkA(λ) + χkA2(λ)|2
D∗k≡0 Z =
1
3
∑
λ ∈ Pk+
t(λ) = 0
(χkλ + χ
k
A(λ) + χ
k
A2(λ)) (χ
k
λ∗ + χ
k
A(λ)∗ + χ
k
A2(λ)∗)
Dξ9 Z = |χ9(0,0) + χ9(9,0) + χ9(0,9)|2 + |χ9(3,0) + χ9(6,3) + χ9(0,6)|2 + |χ9(0,3) + χ9(6,0) + χ9(3,6)|2
+|χ9(2,2) + χ9(5,2) + χ9(2,5)|2 + |χ9(4,4) + χ9(4,1) + χ9(1,4)|2 + 2 |χ9(3,3)|2
+
[
(χ9(1,1) + χ
9
(7,1) + χ
9
(1,7))χ
9
(3,3) + h.c.
]
Dξ∗9 Z = |χ9(0,0) + χ9(9,0) + χ9(0,9)|2 + |χ9(2,2) + χ9(5,2) + χ9(2,5)|2 + |χ9(4,4) + χ9(4,1) + χ9(1,4)|2
+2 |χ9(3,3)|2 +
[
(χ9(0,3) + χ
9
(6,0) + χ
9
(3,6)) (χ
9
(3,0) + χ
9
(6,3) + χ
9
(0,6)) + h.c.
]
+
+
[
(χ9(1,1) + χ
9
(7,1) + χ
9
(1,7))χ
9
(3,3) + h.c.
]
E5 Z = |χ5(0,0) + χ5(2,2)|2 + |χ5(0,2) + χ5(3,2)|2 + |χ5(2,0) + χ5(2,3)|2 + |χ5(2,1) + χ5(0,5)|2
+|χ5(3,0) + χ5(0,3)|2 + |χ5(1,2) + χ5(5,0)|2
E∗5 = E5/3 Z = |χ5(0,0) + χ5(2,2)|2 + |χ5(3,0) + χ5(0,3)|2 +
[
(χ5(0,2) + χ
5
(3,2)) + (χ
5
(2,0) + χ
5
(2,3)) + h.c.
]
+
[
(χ5(2,1) + χ
5
(0,5)) (χ
5
(1,2) + χ
5
(5,0)) + h.c.
]
E9 , E∗9 = E9/3 Z = |χ9(0,0) + χ9(0,9) + χ9(9,0) + χ9(1,4) + χ9(4,1) + χ9(4,4)|2 + 2|χ9(2,2) + χ9(2,5) + χ9(5,2)|2
E21 Z = |χ21(0,0) + χ21(4,4) + χ21(6,6) + χ21(10,10) + χ21(0,21) + χ21(21,0) + χ21(1,10) + χ21(10,1) + χ21(4,13)
+χ21(13,4) + χ
21
(6,9) + χ
21
(9,6)|2 + |χ21(0,6) + χ21(6,0) + χ21(0,15) + χ21(15,0) + χ21(4,7) + χ21(7,4)
+χ21(4,10) + χ
21
(10,4) + χ
21
(6,15) + χ
21
(15,6) + χ
21
(7,10) + χ
21
(10,7)|2
Table 4: The affine su(3) modular invariants and the associated Di Francesco-Zuber graphs.
Subgroup graphs, related to block-diagonal modular invariants, are the Ak, Dk≡0, E5, E9 and
E21 graphs. The others are module graphs. The notation k ≡ 0 means k = 0 mod 3.
33
References
[1] R. E. Behrend, P. A. Pearce, V. Petkova, J.-B. Zuber, On the classification of Bulk and
Boundary Conformal Field Theories, Phys. Lett. B444 (1998) 163–166.
[2] R. E. Behrend, P. A. Pearce, V. Petkova, J.-B. Zuber, Boundary Counditions in Rational
Conformal Field Theories, Nucl. Phys. B579 (2000) 707–773.
[3] R. E. Behrend, D. E. Evans, Integrable lattice models for conjugate A
(1)
n , J. Phys. A 37
(2004) 2937–2947.
[4] J. Bo¨ckenhauer, D. E. Evans, Modular invariants, graphs and α-induction for nets of
subfactors I, Commun. Math. Phys. 197 (1998) 361–386; II, Commun. Math. Phys. 200
(1999) 57–103; III, 205 (1999) 183–200.
[5] J. Bo¨ckenhauer, D. E. Evans, Y. Kawahigashi, On α-induction, chiral generators and
modular invariants for subfactors, Commun. Math. Phys. 208 (1999) 429–487.
[6] A. Cappelli, C. Itzykson, J.-B. Zuber, The ADE classification of minimal and A
(1)
1 con-
formal invariant theories, Commun. Math. Phys. 113 (1987) 1–26.
[7] J. L. Cardy, Boundary conditions, fusion rules and the Verlinde formula, Nucl. Phys.
B324 (1989) 581–596.
[8] R. Coquereaux, Notes on the quantum tetrahedron, Moscow Math. J. 2, no.1 (2002)
41–80.
[9] R. Coquereaux, G. Schieber, Twisted partition functions for ADE boundary conformal
field theories and Ocneanu algebra of quantum symmetries, J. of Geom. and Phys. 781
(2002) 1–43.
[10] R. Coquereaux, G. Schieber, Determination of quantum symmetries for higher ADE
systems from the modular T matrix, J. of Math. Physics 44 (2003) 3809–3837.
[11] R. Coquereaux, E. Isasi, On quantum symmetries of the non-ADE graph F4,
hep-th/0409201.
[12] R. Coquereaux, R. Trinchero, On quantum symmetries of ADE graphs, Advances in
Theor. and Math. Phys., volume 8 issue 1 (2004).
[13] P. Di Francesco, P. Matthieu, D. Senechal, Conformal Field Theory, Springer, 1997.
[14] F. Di Francesco, J.-B. Zuber, SU(N) Lattice integrable models associated with graphs,
Nucl. Phys B338 (1990) 602–646.
34
[15] F. Di Francesco, J.-B. Zuber, SU(N) Lattice Integrable Models and Modular Invari-
ance, Recents Developments in Conformal Field Theories, Trieste Conference (1989), S.
Randjbar-Daemi, E. Sezgin, J.-B. Zuber eds., World Scientific (1990).
[16] D.E. Evans, Critical phenomena, modular invariants and operator algebras,
math.OA/0204281.
[17] D.E. Evans, P.R. Pinto, Subfactor realization of modular invariants, Commun. Math.
Phys. 237 (2003) 309–363.
[18] P. Fendley, P. Ginsparg, Non-critical orbifolds, Nucl. Phys. B324 (1989) 549–580.
P. Fendley, New exactly solvable models, J. Phys. A22 (1989) 4633–4642.
[19] J. Fuchs, I. Runkel, C. Schweigert, TFT construction of RCFT correlators I: Partition
functions, Nucl. Phys. B646 (2002) 353–497; II: Unoriented world sheets, Nucl. Phys.
B678 (2004) 511–637.
[20] T. Gannon, The classification of affine su(3) modular invariants, Commun. Math. Phys.
161 (1994) 233–263; The classification of SU(3) modular invariants revisited, Annales
de l’Institut Poincare´, Phys. Theor. 65 (1996) 15–55.
[21] T. Gannon, Modular data: the algebraic combinatorics of conformal field theory,
math.QA/0103044.
[22] D. Hammaoui, G. Schieber, E. H. Tahri, Quantum symmetries of Higher Coxeter graphs
of SU(3)-type, in preparation.
[23] E. Isasi, G. Schieber, From modular invariants to graphs: the modular splitting method,
in preparation.
[24] V. F. R. Jones, Planar Algebras, math.QA/990902.
[25] V. G. Ka˘c, Infinite dimensional algebras, Cambridge University Press, 1990.
[26] A. Kirillov Jr., V. Ostrik, On a q-analog of the McKay correspondence and the ADE
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