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В данной статье предлагается к рассмотрению двуклассификационная искусственная иммунная система. 
Описываются понятия базового элемента и элемента с памятью. Задается метрика между элементами 
системы, называемая аффинностью, с соответствующим пределом меры (порогом аффинности). Дается 
определение операциям клонирования и мутации. Исследуется зависимость базовых элементов и эле-
ментов с памятью при наличии метрики между ними и воздействии на них операций клонирования и 
мутации. 
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Введение 
В современных системах по передаче информации крайне актуально стоит задача, 
связанная с классификацией блоков данных и электронных сообщений, передающихся 
от отправителю к адресату через разного рода системы (mail, web, irq и т.д.). Для ее 
решения применяется множество как неадаптивных (методы графов сценариев атак, 
методы анализа систем состояний, экспертные системы, методы на спецификациях, 
сигнатурные методы и т.д.), так и адаптивных (искусственные нейронные сети, искус-
ственные иммунные алгоритмы, генетические алгоритмы и т.д.) методов [1-15].  
Задача классификации электронных сообщений в рамках информационной системы 
сводится к отнесению входящего потока данных к соответствующему классу (напри-
мер, по релевантности, по отправителю, по содержимому и объему).  
Наиболее актуальным направлением в анализе и классификации сообщений выделяют 
классификацию по их содержимому, когда можно без знания об источнике сообще-
ния, с определенной долей вероятности определить к какому классу она относится и 
либо отправить сообщение дальше, либо остановить его движение по информацион-
ной системе.  
Одной из основных задач классификации блоков данных и электронных сообщений 
заключается в их распределении по соответствующим классам достоверности [16-19]:  
1. Класс достоверной (актуальной, легитимной и т.д.) информации; 
2. Класс недостоверной (неактуальной, нелегитимной и т.д.) информации. 
Под достоверной (легитимной) информацией понимается набор данных, который не 
представляет из себя угрозы для информационной системы, в которой происходит ее 
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циркуляция, с точки зрения доступности, целостности и конфиденциальности. В про-
тивном случае информация называется недостоверной (нелегитимной). 
Классический пример подобной классификации представляет из себя антиспам систе-
му или программно-аппаратный комплекс антивирусной защиты, задача которых так-
же сводится к определению достоверности входящего в информационную систему со-
общения по его содержимому. Как было обозначено выше, существует большое коли-
чество как адаптивных, так и неадаптивных алгоритмов, способных классифицировать 
блоки данных (электронные сообщения) по содержимому. В работе [20] предлагается 
для решения данного рода задачи использовать двуклассификационную искусствен-
ную иммунную систему.  
Двуклассификационная искусственная иммунная система 
Двуклассификационная искусственная иммунная система (2КИИС) - адаптивный алго-
ритм с учителем, позволяющий классифицировать блоки данных (электронные сообще-
ния) на два класса: класс достоверных сообщений и класс недостоверных сообщений.  
Алгоритм двуклассификационной искусственной иммунной системы разрабатывался как 
аналог биологической иммунной системы. Базовыми понятиями  2КИИС являются: β-
элемент (базовый элемент) и β
m
-элемент (элемент с памятью) – аналоги B-лимфоцита и 
B-лимфоцита с памятью в биологических системах.  
В-лимфоцит и B-лимфоцит с памятью, с биологической точки зрения, являются «флагами 
безопасности», в случае изменения которых подается сигнал организму о необходимости 
создания антител, способных бороться с возникшей угрозой (антигенами). Перевод В-
лимфоцита в В-лимфоцит с памятью обеспечивается за счет иммунной системы в случае, 
если последний успешно осуществляет борьбу (с большей вероятностью реагирует) с той 
или иной угрозой. Перевод В-лимфоцита в В-лимфоцит с памятью производится иммун-
ной системой за счет наличия некоторого весового параметра. Принцип следующий, чем 
эффективнее лимфоцит действует, тем выше его «вес», и наоборот. В случае, если лим-
фоцит не обеспечивает эффективный уровень обнаружения угрозы, иммунная система 
понижает значение весового параметра, вплоть до достижения момента, когда он может 
быть устранен из системы вообще. 
Исходя из представленной аналогии В-лимфоцит соответствует β-элементу, а В-
лимфоцит с памятью - β
m
-элементу.  
Также, по аналогии, неотъемлемой частью β-элемента является понятие возраста (мощ-
ности, веса) – и как ненулевого значения, характеризующего вес элемента и выполняю-
щего условие "гибели" элемента в случае его нулевого значения, и как оценки его эффек-
тивности. В 2КИИС также вводятся операции мутации и клонирования. 
Под мутацией элемента понимается процесс случайного изменения части его структу-
ры. Мощность элемента конечна, и процесс мутации затрагивает только определенное 
количество сущностей. Данное определенное количество задается в процентном соотно-
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шении на этапе инициализации алгоритма 2КИИС. Операция мутации (Mutating) эквива-







     (1) 
где знак пересечения эквивалентен операции замены,  
α – множество сущностей из β
 
– элемента,  
m – коэффициент мутации. 
Операция клонирования (Cloning(β)) в рамках искусственной иммунной системы необ-
ходима для создания новых β-элементов. Данная операция применяется сразу после опе-
рации мутации и заключается в копировании новых полученных β-элементов во множе-
ство уже имеющихся элементов. Важным параметром операции клонирования является 
коэффициент клонирования, который говорит, сколько элементов относительно исходно-
го будет создано. 
Таким образом, мутация обеспечивает создание новых элементов, потенциально способ-
ных распознавать новые угрозы, а клонирование отвечает за их «распространение» в 
рамках системы. 
Именно благодаря этим операциям и обеспечивается вариативность между β
m
-
элементами и простым β-элементами. Вариативность заключается в процессе формиро-
вания: β
m
-элемент - элемент с памятью, это наиболее устоявшийся "слепок" угрозы, ко-
торый эффективно способен ее детектировать. Если простой β-элемент получается путем 
комбинации случайного выбора слов из электронного сообщения и применения операций 
клонирования и мутации, то β
m
-элемент это элемент, полученный из итеративного изме-
рения эффективности β-элемента при применении на выборочном множестве электрон-
ных сообщений.  
Для расчета расстояния между β-элементами введем понятие метрики, называемое аф-
финностью элементов.  
Аффинность двух элементов в рамках 2КИИС задается как отношение между количе-
ством общих сущностей, из которых состоят эти элементы к норме. Норма двух элемен-
тов – минимальное количество сущностей, образующих каждый из элементов. Следова-




















        (2) 
где i, j – порядок следования сущностей в элементе; 
Count – функция количества пересечений элементов;  
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|βj| - мощность элемента (количество сущностей в элементе). 
Если значение аффинности между антигеном (угрозой, потенциальное сообщение из 
класса недостоверной информации) и любым β-элементом выше некоторого, заранее за-
данного на этапе инициализации, порогового значения (порог аффинности), то это 
означает, что β-элемент распознал угрозу, и далее система маркирует этот блок (элек-
тронное сообщение) как недостоверный, в противном случае блок маркируется как до-
стоверный. 
Наличие метрики в виде аффинности позволяет обнаружить угрозу и тем самым осуще-
ствить процесс первичной классификации. С другой стороны, стоит вопрос связанный с 
исследованием зависимости между процессами формирования β-элементов и β
m
-
элементов. Другими словами, существует задача, которая требует однозначно сказать – 
существует ли зависимость между базовыми (простыми) β-элементами и β
m
-элементами 
с памятью при наличии метрики в виде аффинности и существовании операций клониро-
вания и мутации в рамках решения задачи классификации электронных сообщений на 
два класса: класс достоверных сообщений и класс недостоверных сообщений. 
Для решения поставленной задачи о нахождении зависимости между β-элементами и β
m
-
элементами докажем Утверждение 1. 
Утверждение 1.  




Введем ряд обозначений. 
Рассмотрим исходное множество сообщений (электронных сообщений, блоков данных) S 
из которых происходит инициализация β – элементов, где |S| = s, s>0 и Ns . Пусть k – 
возраст β – элемента, и n – порог, при котором m  (порог аффинности), а r = n – k, 








тов (слов текста электронного сообщения).  
Пусть α – значение аффинного расстояния функции Affinity() двух элементов. Pα – веро-
ятность появления двух таких β-элементов, аффинное расстояние между которыми будет 
больше или равно α, а pi – ее соответствующее значение. За l обозначим коэффициент 
клонирования при применении функции клонирования Cloning(β) (далее кратко обозна-
чим как функцию C(β)). За переменную m – обозначим коэффициент мутации с соответ-
ствующими вероятностными характеристиками возникновения новых β-элементов при 
применении операции мутации       Mutating(β) (далее кратко обозначим как функцию 
M(β)). 
Общий алгоритм получения β и β
m
-элементов выглядит следующим образом: 
Шаг 1. Инициализация множества β-элементов из множества S; 
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Шаг 2. Применение функции мутации и клонирования к множеству β-элементов; 
Шаг 3. Расчет вероятности Pα к полученному множеству β-элементов; 
Шаг 4. Переход к Шагу 2. 
Рассмотрим процесс итеративно. На Шагах 1 и 2 к последовательности β-элементов при-








         (3) 
На Шаге 3, к полученному множеству β-элементов применяется расчет вероятности Pα. 
Таким образом, будет получено новое множество β-элементов, возрасты которых могут 
быть не равны между собой вследствие наличия порога аффинности. Далее проделываем 
ту же последовательность начиная со второго шага. Алгоритмически, последователь-

































       (4)  
На первой итерации было получено множество M1, состоящее из двух подмножеств β-
элементов: возраст которых равен k-1 (если аффинное расстояние меньше α) и k+1 (если 
аффинное расстояние больше или равно α), и где s1≥s из-за операции клонирования. 
Мощность множества M1 конечна и равна (вследствие конечности множества S): 
|)1(||)1(|1111  kkmlpM      (5) 
где p1 – значение вероятности Pα , 
l1 – коэффициент клонирования на первом шаге, 
m1 – коэффициент мутации на первом шаге, 
β(k – 1) – количество β-элементов, возраст которых равен k-1, 
β(k + 1) – количество β-элементов, возраст которых равен k+1. 
Итерация 2 рассчитывается исходя из повторного применения операций клонирования и 













    (6) 
Таким образом, результат итерации 2 имеет вид: 














































    (7) 
а мощность множества M2 конечна и равна: 
|)1(||)(||)2(||| 2222  kkkmlpM     (8) 



















































   (9) 
Именно на данном этапе происходит получение β
m
-элементов вследствие наличия β-
элементов возраст которых равен n = k + r – порога, при котором m .  










           (10) 
где |β| - мощность всех β-элементов: 
|β
m
| - мощность все β
m
-элементов.  
Зависимость между количеством β и β
m
-элементов есть величина (коэффициент), зави-
сящая от коэффициентов клонирования, мутации и аффинного расстояния больше или 
равной заданной величины. Таким образом, утверждение, что для любого ε > 0 суще-
ствует ]1,0[  такое, что |β| = λ|β
m
| справедливо. 
Вторым важным вопросом является установление зависимости количества простых β-
элементов и β
m
-элементов с памятью от тех множеств, в рамках которых происходит их 
формирование. То есть, стоит задача определения зависимости мощности β-элементов и 
β
m
-элементов двух конечных множеств электронных сообщений, имеющих отношение 
вложенности между собой. Для этого сформулируем Утверждение 2. 
Утверждение 2.  






Информационные технологии и нанотехнологии-2016 
404 
Доказательство.  
Доказательство сводится к повторению итераций из Утверждения 1, но уже для двух 
множеств S1 и S2 со сравнением полученных результатов. 
Таким образом, наличие прямой зависимости простых β-элементов от β
m
-элементов поз-
воляет оценить количество порождаемых β-элементов от выбранного множества и в 
дальнейшем прогнозировать количество β
m
-элементов с целью проектирования инфор-
мационных систем классифицирующих электронные сообщения лимитированного мас-
штаба.  
Заключение 
Таким образом, существует прямая связь между β-элементами и βm-элементами в рамках 
конечного множества электронных сообщений, что позволяет более точно спрогнозиро-
вать количество выделяемой памяти для создания и хранения β-элементов и βm-
элементов в рамках двуклассификационной искусственной иммунной системы. Постро-
енные на этом основании информационные системы, способны классифицировать элек-
тронные сообщения на достоверные и недостоверные классы, обеспечивая тем самым 
процесс непрерывного обнаружения вторжений на основе их содержимого. 
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