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ABSTRACT 
We review and complete t h e  approximation r e s u l t s  f o r  s t o c h a s t i c  
programs with recourse.  Since t h i s  no te  i s  t o  se rve  a s  a  preamble t o  
t h e  development of software f o r  s t o c h a s t i c  programming problems, we 
a l s o  address  the  ques t ion  of how t o  e a s i l y  f i n d  a  ( s t a r t i n g )  so lu t ion .  
"Supported i n  p a r t  by a  g r a n t  of t h e  National Science Foundation. 
We consider  t h e  stochastic program with ( f i xed)  recourse [ I ]  : 
( 1  f i n d  x f R:' such t h a t  Ax = b 
and z = cx + 2(x)  i s  minimized 
where A i s y x  n bf Rm', and 1 ' 
with P a p r o b a b i l i t y  measure defined on Z C R " ~ ,  and 
W i s m  x n2, T i s m  x n E Rn2 and E f R n 2 .  We t h i n k  of B a s  t h e  s e t  of 
2 2 l Y q  
poss ib l e  va lues  of a  random vector .  Technical ly t h i s  means t h a t  3 is t h e  
support of t h e  p r o b a b i l i t y  measure P.. We shall assume t h a t  = E{E) e x i s t s .  
Many p r o p e r t i e s  a r e  known about problems of t h i s  type [ I ] ,  f o r  our 
purposes, t h e  most important ones being 
( 4  5 b Q(x, E) i s  a convex piecewise l i n e a r  funct ion  
f o r  a l l  f e a s i b l e  x ,  i . e . ,  x  f K = I$ n K2 
where 
K1 = {X I Ax = b, x 2 0 )  
K2 = {X 1 QEfZ,  z y  - > 0  such t h a t  Wy = 5 - %}, 
and 
(5) x b ~ ( x ,  E) i s  a  convex piecewise l i n e a r  func t ion  which impl ies  t h a t  
(6) x I+ 2(x) i s  a convex func t ion ,  f i n i t e  on K (as  fol lows from t h e  2 
i n t e g r a b i l i t y  condi t ion  on E) , 
It i s  a l s o  u s e f u l  t o  consider  an equiva lent  formulat ion of (1) t h a t  
s t r e s s e s  t h e  f a c t  t h a t  choosing x corresponds t o  genera t ing  a  tender x = Tx 
t o  be bid by t h e  dec is ion  maker aga ins t  t h e  outcomes 5 of t h e  random events ,  
(7 f i n d  x  E R!', x € Rm2 such  t h a t  Ax = b ,  Tx = X ,  
and z  = c x  + Y (x )  i s  minimized, 
where 
and 
The f u n c t i o n s  $ and Y have b a s i c a l l y  t h e  same p r o p e r t i e s  a s  Q and Q, 
r e p l a c i n g  n a t u r a l l y  K by t h e  set 2  
L2 = {X 1 VEE3, 3 y  2 0  such t h a t  Wy = 5 - XI .  
Let z* denote  t h e  op t ima l  v a l u e  of  (1 )  o r  e q u i v a l e n t l y  ( 7 ) .  W e  a r e  
i n t e r e s t e d  i n  f i n d i n g  bounds on z* by approximat ing Q o r  Y .  
1. LOWER BOUNDS 
A lower bound f o r  z* can be ob t a ined  by s o l v i n g  t h e  l i n e a r  program 
(10) f i n d  x > O  - , y l O  
such  t h a t  Ax = b  
Tx + Wy = 5 
and c x  + qy = z i s  minimized. 
To see this  n o t e  that (10) can a l s o  be expressed  as 
(11 f i n d  x  € R:' such t h a t  Ax = b  
- 
and z = cx + Q(x, 6) i s  minimized, 
and w i th  z denot ing  t h e  op t ima l  v a l u e  of  (11) .  W e  c e r t a i n l y  have t h a t  
z < z* i f  w e  show t h a t  
- 
(12) ac-,E, 2 Q(-1. 
But t h i s  f o l l ow s  from ( 4 )  and Jensens '  i n e q u a l i t y :  
(13 Q(x,ES> 5 E{Q(X,<)} 
f o r  every x  f K2. There is  ano the r  way t o  o b t a i n  t h i s  i n e q u a l i t y ,  
r e l y i n g  on t h e  dua l  s o l u t i o n  t o  (10) : 
(14) f i n d  o € R ~ ' ,  ?T R~~ 
such t h a t  OA + ITT < c  
- 
Trw < q  
- 
- 
ob + ~5 = w i s  maximized. 
Let (3,:) be an op t imal  s o l u t i o n  t o  t h i s  l i n e a r  program. S ince  ?iW - < q ,  
it f o l l ows  a g a i n  from t h e  d u a l i t y  t heo ry  of  l i n e a r  p r o g r a m i n g  t h a t  
L ?i(5 - Tx) 




cx  + q (x )  - > cx + ?i*E< - GTX = ?T< + (C - nT)x 
- 
=?it +&=:: + a b = w  = z .  
o p t  
Hence 
Madansky [2] w a s  t h e  f i r s t  t o  p o i n t  ou t  that t h i s  t y p e  of  r e a son ing  pro- 
v ided  e r r o r  bounds f o r  s t o c h a s t i c  programs. We can  r e f i n e  t h i s  lower 
bound i n  a number of ways. 
The f i r s t  one i s  t o  u s e  a sha rpe r  v e r s i o n  of  Jensens '  i n e q u a l i t y .  
V -2 Let S = {E,, 2 = 1, ..., V ]  be a  p a r t i t i o n  of  E and l e t  u s  deno t e  by 5 
- t h e  c o n d i t i o n a l  e x p e c t a t i o n  of 5 given  t h a t  i t s  v a l u e s  are i n  c,, i.e., 
- 2 5 = EIS/~C: , I  
and l e t  
f ,  = P(5,) 
i.e., f ,  i s  t h e  p r o b a b i l i t y  that 5 € ,. The convex i t y  o f  ~ ( x , . )  y i e l d s  
a s  f o l l o w s  from a g e n e r a l i z a t i o n  o f  Jensens '  i n e q u a l i t y  [3 ] .  Let u s  deno t e  
by zV t h e  op t imal  v a l u e  of t h e  l i n e a r  program: 
(17) f ind x > O  - 
such  t h a t  Ax = b  
Tx + R Wy = c" Ra-1,  ..., v 
v 
and R c x  + CblfRqy = z is minimized, 
which c a n  a l s o  be w r i t t e n  in t h e  form 
(18 f i n d  x C R:' such t h a t  Ax = b 
v -R 
and z = cx + CR=lfRQ(x,5 ) i s  minimized. 
I n  view of (16) ,  i t  f o l l o w s  t h a t  
- 
(19) z - < z - < z * .  
v The same reason ing  shows t h a t  i f  S k = l ,  ..., VO} i s  a f i n e r  p a r t i -  
t i o n  of 5, i.e., f o r  a l l  k = l ,  ..., vO,  C f o r  some - CS', and i f  
'k -R -R 
-vO 
z is t h e  op t ima l  v a l u e  of t h e  l i n e a r  program of t y p e  (17) that c o r r e s -  
ponds t o  t h i s  p a r t i t i o n .  Then 
v V I n  f a c t  t h e  z converge t o  z* provided t h a t  t h e  p a r t i t i o n s  S a r e  such  
that t h e  p r o b a b i l i t y  measures  t h e y  gene ra t e ,  v i z .  
converge i n  d i s t r i b u t i o n  t o  P, as f o l l o w s  from Theorem (3.9) t h a t  we prove  i n  
[ I ,  Se c t i on  31. The sugges t ion  t o  r e l y  on cond i t  i ona l  e x p e c t a t i o n s  t o  
r e f i n e  (15) is  due t o  Kal l  [ 4 ]  and t o  Huang, Ziemba and Ben-Tal [5] who 
g i v e  a d e t a i l e d  a n a l y s i s  of t h e s e  bounds when '4 is s epa rab l e .  
Another method is t o  proceed a s  fo l lows :  For every 5 E: 5, and 
A 
some S f  co: ( the  convex h u l l  of :), we def ine  
wi th  phc [O,:L] . I f  (1) i s  so lvable ,  so i s  (21) f o r  a l l  5 € 5 a s  fol lows 
d i r e c t l y  from [ 6 ,  Section 2 1 .  Let x 0  solve- (1) and f o r  a l l  5, 
yo (5) € argmin n2 {qy I W Y  = 5 - T ~ O  1 Y E  R+ 
It i s  w e l l  known that t h e  yO(E) can be chosen so that a s  a  func t ion  of 
A 
5, yo ( 0 )  i s  measurable, c f .  [6] .  Now l e t  5 = 5 and 
a0  = E { ~ O  (5) 1 .  
The t r i p l e  (xO, a', y o  (5) )  i s  a  f e a s i b l e  s o l u t i o n  of t h e  l i n e a r  program 
(21) when = 5. However i n  general  it is  not an opt imal  so lu t ion .  
Whence 
(22 $(T,C.) 5 x0 + BqYO + (1-B)qyO (0 
and i n t e g r a t i n g  t h i s  on both s i d e s  with r e spec t  t o  P w e  obta in  
which g ives  u s  a  new lower bound f o r  z*. This bound can be r e f i n e d  in 
- 
many ways: f i r s t  ins tead  of using j u s t  one point  5 we can use  a  c o l l e c t i o n  
of p o i n t s  obtained a s  cond i t iona l  expecta t  ions of a  p a r t i t i o n  of E. Second 
w e  can inc rease  t h e  number of p o i n t s  t h a t  a r e  taken t o  bui ld  (21) a s  an 
approximation t o  (1 ) .  These bounds a r e  due t o  Birge,  c f .  [7 ]  where a  
d e t a i l e d  d iscuss ion  appears.  
A lower bound of a  somewhat d i f f e r e n t  n a t u r e  s t i l l  using t h e  con- 
vex i ty  of Q, but no t  based on Jensens' i nequa l i ty  per  s e ,  can be obtained 
R 
a s  follows. Let (5 , R = l ,  . . . , V }  be a  c o l l e c t i o n  of p o i n t s  i n  5 and l e t  
R R Then r E a 5 ~ ( x , 5  1, i.e. t h e  subg rad i en t  o f  Q w i t h  r e s p e c t  t o  5 at  5 R 
( f o r  given x ) .  We have t h a t  
R R R Q(x ,5  ) = r ( 5  - Tx) 
and 
(24 R 7 Q(x,5)  ,ii ( 5  - Tx) f o r  a l l  5 C z. 
The last  i n e q u a l i t y  f o l l ows  from t h e  s imple  obse rva t i on  t h a t  
Q(X,  5) = SUP h ( 5  - TX) ( ~ w  5 q l  
and t h a t  iiR i s  a f e a s i b l e ,  but n o t  n e c e s s a r i l y  op t ima l ,  s o l u t i o n  f o r  t h e  
sup-problem d e f i n i n g  Q. Since  (24) holds  f o r  every  R,  we have 
I n t e g r a t i n g  on both s i d e s  y i e l d s  
R Q(x> - > E{ max ii ( 5  - TX) l o  
1<R<v 
- - 
I n  g e n e r a l  f i n d i n g  t h e  maximum f o r  each 5 may be d i f f i c u l t .  But we may 
R 
a s s i g n  each  ii t o  a subreg ion  of I; t h i s  bound i s  n o t  as t i g h t  as (25) 
but we can r e f i n e  it by t a k i n g  s u c c e s s i v e l y  f i n e r  and f i n e r  p a r t i t i o n s .  
However one should n o t  f o r g e t  t h a t  (25) i nvo lve s  a r a t h e r  s imp le  i n t e g r a l  
and t h e  exp re s s ion  t o  t h e  r i g h t  cou ld  be eva lua t ed  numer ica l ly  ( t o  an  
a c c e p t a b l e  degree  of accuracy)  wi thout  major d i f f i c u l t i e s .  Note t h a t  t h e  
c a l c u l a t i o n  of  t h i s  lower bound does  n o t  r e q u i r e  t h e  5 5 0  be c o n d i t i o n a l  
e x p e c t a t i o n s  o r  chosen in any s p e c i f i c  manner, however i t  should  be obvious  
R 
t h a t  a  w e l l  chosen spread  of t h e  15 , R = l ,  ..., V )  w i l l  g i v e  u s  sha rpe r  
bounds. Also,  t h e  u s e  of l a r g e r  samples,  i . e .  by i n c r e a s i n g  V ,  w i l l  a l s o  
y i e l d  a  b e t t e r  lower bound. 
2. UPPER BOUNDS 
I f  Q(x) i s  e a s i l y  computable,  a s imple  upper  bound i s  given by 
z* - < cx  ^ + Q(2) 
f o r  any f e a s i b l e  i? i n  K. I n  p a r t i c u l a r ,  i f  x s o l v e s  (10) and it t u r n s  ou t  
t h a t  x € K, t h en  we have t h a t  
- - 
- 
(26) z = cx + Q(G,E;) - < z* - < c x  + ~ ( z ) .  
I n  g e n e r a l  we cannot  i n f e r  t h a t  x < K simply from knowing t h a t  s o l v e s  ( l o ) ,  
u n l e s s  we h o w  t h a t  we are d e a l i n g  w i th  a s t o c h a s t i c  program w i t h  complete 
r e cou r se ,  o r  more g e n e r a l l y  w i t h  r e l a t i v e l y  complete r e cou r se  [ I ] ,  i.e. 
when K = {x(A.x = b ,  x - > 0 ) .  Refinements of t h i s  bound, r e l y i n g  on d i f f e r e n t  
v a l u e s  of x may be found i n  [81 and [9 ] ,  but they  always i nvo lve  t h e  
eva lua t i on  of Q(x) . 
Without e v a l u a t i n g  Q, we may f i n d  upper  bounds f o r  Q by cons ide r i ng  
t h e  extreme p o i n t s  of  co:. Let u s  assume i n  what f o l l ows  t h a t  E i s  compact, 
- 
t h en  so i s  i t s  convex h u l l  and 2 = co (ex t  2) where e x t  =. are t h e  extreme 
- p o i n t s  of  c. Since  Q(x,<) i s  convex i n  5, we have t h a t  f o r  a l l  5 E 
Q ( x , < )  5 supE; c t Q(x,  E ; )  , 
- 
= ~ ( x , e ( ~ ) ) ,  f o r  some e ( X ) ~  e x t  c .  
= max text Q ( x y e )  
Now e ( X )  may depend on x ,  bu t  w e  always have t h a t  
(27 Q(x 5 max =Q(x ,e )  = Q ( x , e  (XI )  e c e x t  - 
and hence 
(28 z*< i n f  [CX + (max 
- x c K  -Q(x , e ) ) l .  e e x t z  
- I f  t h e r e  a r e  o n l y  a f i n i t e  number of extreme p o i n t s  of 2, a s  i s  u s u a l l y  
t h e  c a s e  in p r a c t i c e ,  t h e  f u n c t i o n  appear ing  on t h e  r i g h t  hand s i d e  of t h e  
i nequa l i ty  can be minimized without major d i f f i c u l t i e s .  Let {eJ , j=l,  . . . , 
J )  = ext  E be t h i s  f i n i t e  c o l l e c t i o n  of extreme poin ts .  We have t o  solve 
t h e  mathematical program 
(29) f i n d  x E  R:' and 8CR such t h a t  Ax = b, 
Q(x,eJ) - < 8 f o r  j=l,  ..., J, 
and cx + 8 is minimized 
The l a s t  cond i t ion  can a l s o  be expressed a s  
e lqyJ, ~ y j  = eJ - TX, yJ 2 0 f o r  j=1, ..., J. 
Thus (29) becomes equiva lent  t o  t h e  l i n e a r  program 
(30) f i n d  XCR:' 8 E R and (~'CR:~, 1 ,  ..., J )  such t h a t  
Ax = b, Tx + b$ = e j ,  8 2 qy j  f o r  j=l ,  ..., J 
and cx + 8 i s  minimized. 
The optimal value y i e l d s  t h e  upper bound f o r  z*. 
This i s  a very  crude bound. We can improve on t h i s ,  a s  fol lows:  
every 5 EE a l s o  belongs t o  co(ext  E). We can t h u s  f i n d  {A.(S), j=l ,  ..., 
J 
J )  such t h a t  
and 
We wr i t e  A .  (5) t o  i n d i c a t e  t h e  dependence of t h e  A on 5. By convexity of 
J j 
Q(x,*) we have t h a t  
Taking t h e  expecta t ion  on both s i d e s  we have 
where G i s  t h e  d i s t r i b u t i o n  funct ion  induced by P on A = {A E R ~ ~ E ~  A. = 1, i=l J 
If  c o  i s  a simplex, t hen  each 5 € E is  obta ined  by a unique convex 
combination of  t h e  extreme p o i n t s  and i t  is not  d i f f i c u l t  t o  a c t u a l l y  de r ive  
G, c a l c u l a t e  the  l a s t  i n t e g r a l  and then minimize t h e  r e s u l t i n g  funct ion  t o  
ob ta in  an upper bound f o r  z*. In general  I is not  a simplex, and w e  s h a l l  
see  l a t e r  w h a t  t o  do i n  the  genera l  ca se ,  but t h e r e  i s  an important c l a s s  of 
problems t h a t  reduces t o  t h e  case  when H is a simplex. 
Suppose t h e  random v a r i a b l e s  (of t h e  m2 v e c t o r )  a r e  independent. 
Then the  d i s t r i b u t i o n  funct ion  (or the  p r o b a b i l i t y  measure) is separable  
and (31) can be wr i t t en  a s  
where 
m 
- - 2 z  
and f o r  each i, r = [ai,Bi] and 2 = Xi=l- i  i 
Since 
= ( 1  - a1 + A a ,  
we get  t h e  fol lowing expression f o r  A1(Sl), 
c1 - a1 
A1 = and 1 - A - B l  - S1  . B1 - a 1 - B 1 - q  
Hence, with p 1 = ~ 1 ~ ~ } ,  
(33 Q (x.(hl.  E 2 ,  * . . ,  9)) Gl(dXl) = l1 0 (i: 1 :$ Q(xy(a iyE2 , . .  , i m  2 1) + 
which we can s u b s t i t u t e  in (32) f o r  t h e  i n t e g r a l  w i th  r e s p e c t  t o  X We can 1 ' 
r epea t  t h i s  process  f o r  each 5 t o  ob ta in  a  bound on Q involving only  t h e  i 
eva lua t ion  of t h e  func t ion  Q ( x Y a )  a t  t h e  v e r t i c e s  of t h e  r ec t angu la r  reg ion  
- +. . 
The whole argument r e a l l y  b o i l s  down t o  t h e  use  of t h e  simple in-  
e q u a l i t y  f o r  real-valued convex func t ions  @ of a  random v a r i a b l e  5, with 
d i s t r i b u t i o n  P on [a ,  B] and expec ta t ion  p. 
This i n e q u a l i t y  i s  due t o  Edmundson. Madansky [2] used i t  in t h e  context  
of s t o c h a s t i c  programs (with s imple recourse)  t o  o b t a i n  a  s imple ve r s ion  
of (32). A much r e f i n e d  ve r s ion  of t h i s  upper bound can be obta ined  by 
p a r t i t i o n i n g  t h e  i n t e r v a l  [a ,  61 and us ing  (34) f o r  each i n t e r v a l  i n  t h e  
p a r t i t i o n ,  s u b s t i t u t i n g  t h e  end p o i n t s  of t h e  s u b i n t e r v a l  f o r  a and B, 
and t h e  cond i t i ona l  expec ta t ion  (with r e spec t  t o  t h i s  s u b i n t e r v a l )  f o r  p. 
I n  t h e  c a s e  of s t o c h a s t i c  programs wi th  simple recourse  t h i s  was c a r r i e d  
o u t  by Huang, Ziemba and Ben-Tal [ 5 ]  and by Kall  and Stoyan [ l o ]  who 
a l s o  cons ider  s t o c h a s t i c  problems of a  more gene ra l  na ture .  
Also, when P is  no t  s epa rab le  we can improve somewhat on (28) by 
observing t h a t  we can u s e  (34) w i th  r e spec t  t o  one random v a r i a b l e ,  say 
5. We have 
< sup 
- 
]Q(x ,~ )  P(dS1. C 2 ,  ..., 5 1 
{(St* ..., 5 115 € E l  
m, 
m2 
j where p ( e  ) i s  t h e  c o n d i t i o n a l  e x p e c t a t i o n  of 5 given  ZJ ( t h e  l a s t  (m2-1) 1 1 
coo rd ina t e s  of e j )  . From t h i s  i t  f o l l ows  t h a t  
min sup -j 
1 <i <m 
- - 2 {e ( e  
(x,  ( a i y ~ j ) )  
€ e x t  El 
1 
where it must be unders tood t h a t  GJ c o n s i s t s  of t h e  (m2-1) components of e  j 
t h a t  a r e  n o t  indexed by i. Fur the r  r e f i nemen t s  t h rough  t h e  p a r t i t i o n i n g  of 3 
and t h e  u s e  of  t h e  cor responding  c o n d i t i o n a l  means, t i g h t e n  up t h i s  i n e q u a l i t y .  
Another re f inement  of (28) ,  i n  t h e  c a s e  of nonseparab le  measure P, 
can  be ob t a ined  by cons ide r i ng  s i m p l i c i a 1  decomposi t ions  of , assuming 
n a t u r a l l y  t h a t  E admi t s  such a  decomposi t ion (which means t h a t  E should be 
R po lyhed ra l ) .  Let S={S , R = l ,  . . . , L) be such  a  decomposi t ion ( t e c h n i c a l l y  
R R R S i s  a complex whose c e l l s  S  a r e  s i m p l i c e s ) .  Let {eo, .. . , e } be t h e  
m, 
R L 
v e r t i c e s  of t h e  simplex S , assuming t h a t  dim - Then each  E, C S  R 
= = m2' 
R R 
de te rmines  a unique v e c t o r  of  b a r y c e n t r i c  coo rd ina t e s  (Ao, .. . , X ) such 
m2 
t h a t  
R On S , we a r e  t h u s  g iven  a  simple formula f o r  t h e  r e l a t i o n s h i p  between t he  
2,  d i s t r i b t i o n  of 5 and t h e  induced d i s t r i b u t i o n  f o r  t h e  X s. W e  have j 
m2+1 m 2 R 
where A =  {XER lLj,ohj = I, ha > 0 1 and G i s  t h e m e a s u r e  induced by j - R 
t h e  preced ing  t rans format ion .  I f  we assume that t h e  measure P is  a b s o l u t e l y  
m 2 
cont inuous (wi th  r e s p e c t  t o  t h e  Lebesgue measure on R ), t hen  P a s s i g n s  
zero  measure t o  eve ry  f a c e  (of dimension less t han  m ) of t h e  s i m p l i c e s  2  
SR and hence 
J 
This  new upper  bound can  aga in  be r e f i n e d  i n  two ways, f i r s t  by cons ide r ing  
f i n e r  s i m p l i c i a 1  decomposi t ions ,  and second by cons ide r ing  f o r  every 5 
t h e  smallest upper bound given by a number of p o s s i b l e  s i m p l i c i a l  r ep re -  
s e n t a t i o n s .  W e  s k e t c h  t h i s  ou t .  
- 1 R Suppose r: i s  a convex po ly tope  (of dimension m ) and {v , .. . , v 2 
is a f i n i t e  c o l l e c t i o n  of p o i n t s  i n  E t h a t  i nc ludes  t h e  extreme p o i n t s  of 
- 1 R 
. Let P be t h e  set of  a l l  (m2 + 1 )  s u b s e t s  of {v , ... , v such t h a t  
J 
c o ( v J 0 ,  ..., v m2) i s  a m -simplex. The convexi ty  of Q(x,-) y i e l d s  2  
where 
1 3  
i.e. 5 f c o ( v J o ,  ..., v  jm2)  With P(c)  denot ing  t h e  e lements  of P  that 
have 5 i n  t h e i r  convex h u l l ,  we g e t  
Each element of P(5) induces  a measure on A,  w e  can  i n t e g r a t e  on bo th  
s i d e s  t o  o b t a i n  an upper  bound on 2 and t h u s  a l s o  on z*. 
3. GETTING A STARTING SOLUTION 
The i n e q u a l i t i e s ,  and t h u s  t h e  r e s u l t i n g  e r r o r  bounds, p r e sen t ed  
above depend upon t h e  chosen sample p o i n t s  of 3 o r  t h e  p a r t i t i o n i n g  scheme 
used. Choices f o r  i n i t i a l  samples  can be based on t h e  s o l u t i o n s  of 
s i m p l i f i e d  problems i n  which t h e  c o n s t r a i n t s  have been re laxed .  It i s  
convenien t  t o  u se  h e r e  v e r s i o n  (7)-(8)-(9) of t h e  o r i g i n a l  problem. W e  
shall assume t h a t  we a r e  d e a l i n g  w i t h  s t o c h a s t i c  programs w i th  r e l a t i v e l y  
complete  r e c o u r s e  (K = K1). I n  terms of  (7)  t h i s  means that i f  x f  K1 
and x = Tx, t h e n  x f L2, c f .  t h e  exp re s s ion  f o r  L  fo l lowing  (9) .  2 
Suppose X o  i s  a  gues s  a t  t h e  op t imal  t e n d e r ,  i.e. a s  p a r t  of a p a i r  
0  0 (x  , X  ) s o l v i n g  ( 7 ) .  Cost c o n s i d e r a t i o n s  might l e a d  u s  t o  such a  cho i ce ,  
but t h e r e  is no gua ran t ee  t h a t  Xo i s  a c t u a l l y  p a r t  o f  a  f e a s i b l e  p a i r  f o r  
problem (7 ) ,  t h a t  we r e p e a t  h e r e  f o r  convenience sake :  
(7) f i n d  XER:', X ~ ~ m 2  such that Ax = b ,  Tx = x 
and z  = cx  + Y(x) i s  minimized. 
To o b t a i n  a  f e a s i b l e  s o l u t i o n  we might  s o l v e  t h e  l i n e a r  program (w i th  
h+ - > 0, h- - > 0)  
+ f i n d  x f R Y 1 ,  u  E R:', U-f ~~2 - such t h a t  
+ + 
and z  = cx + h  u  - h-u-is minimized. 
W e  can u s e  t h e  r e s u l t i n g  s o l u t i o n  t o  start t h e  o p t i m i z a t i o n  a lgor i thm.  I n  
+ 
t h e  c a s e  of s imp le  r e cou r se ,  a s u i t a b l e  cho i ce  of h  and h- may be t h e  
v e c t o r s  q+ and q- t h a t  de te rmine  t h e  r ecou r se  c o s t s .  R e c a l l  t h a t  f o r  
s t o c h a s t i c  programs w i th  s imp le  r ecou r se ,  t h e  f u n c t i o n  1C, as d e f i n e d  by ( 9 ) ,  
i s  given  by 
m2 $(x, S) = ci=,4Ji (xi, Si) 
and 
I n  t h i s  s i t u a t i o n ,  we could proceed a s  f o l l ows :  f o r  every  i=l, . . . , m 2 ,  
s o l v e  t h e  s i n g l e  c o n s t r a i n t  s t o c h a s t i c  program 
(38 n  f i n d  x€R+l ,  x i € R  such t h a t  Tix = xi, 
and z  = cx + Y. (x. ) i s  minimized, i 1 1  
h e r e  Ti i s  t h e  i - t h  row of T  and 
This  problem i s  e q u i v a l e n t  t o  
(39) n  f i n d  x€R+' ,  xi€  R such t h a t  x = T.x,  i 1 
with Fi denot ing t h e  marginal  d i s t r i b u t i o n  func t ion  of  5.. The opt imal  
1 
0 0 
s o l u t i o n  of (38) i s  t h e  p a i r  (x ,x . )  such that 
1 
xo > 0 f o r  j=1, ..., n ,  
J - 
> 0 c j  - e t i j  - f o r  j=l ,  . . .. , n ,  
( C  - €It. .)x = 0 f o r  j=l, ..., n. j 13 j 
+ - 
where q = qi + qi, F i ( ~ )  = PICi < 21 , and F:(z) = PISi 5 21.  i 
In  o r d e r  t o  s imp l i fy  t h e  p r e s e n t a t i o n ,  w e  make t h e  fo l lowing  
assumptions : 
( i )  Fi i s  s t r i c t l y  cont inuous ly  i nc reas ing  on i t s  suppor t ,  
( i i )  T > 0, i - 
The l a s t  assumption i s  on ly  introduced t o  render  t h e  problem n o n t r i v i a l .  
Without such a  cond i t i on  t h e  problem i s  e i t h e r  unbounded o r  of a  type 
t h a t  has  no prac t ica l .  i n t e r e s t .  With t h i s ,  we have 
e = i n f .  [c .  I t i j  I = cS/t is  
J J  
0 
This  method g i v e s  u s  a  s t a r t i n g  vec to r  x , which we can then  u s e  t o  
genera te  a  f e a s i b l e  p a i r  ( i ? , ; ) ,  a s  i nd i ca t ed  a t  t h e  beginning of t h i s  
sec t ion .  Some j u s t i f i c a t i o n  f o r  t h i s  choice  comes from t h e  f a c t  t h a t  we 
a r e  so lv ing  f o r  each i t h e  problem "optimally". This  b o i l s  down t o  
f i nd ing  t h e  s o l u t i o n  t o  a  newsboy problem (having more than one supply 
source) .  For a  d e t a i l e d  s tudy  of t h i s  c l a s s  of  problems, when viewed a s  
simple s t o c h a s t i c  programs, consu l t  [ l l ] .  
I f  w e  a r e  no t  d e a l i n g  wi th  s imple  r ecou r se  we may s t i l l  proceed i n  a  
very s i m i l a r  manner. For each i, t h e  problem t o  be solved i s  
(40) f i n d  XER:~, X .  E R such t h a t  Tix = x and I. i 
~x + [ in f  [qy /wiy = E~ - xi]dpi(ti)  i s  minimized. 
- 
- i 
- Here aga in  P i s  t h e  marginal  d i s t r i b u t i o n  of 5 and r: C R i t s  support .  i i i 
W e  n o t e  t h a t  t h e  in tegrand  above i s  
( t i  - xi)dpi(Ei) + 4 x[&) (5, - xi)dPi ( t i )  , i j  max 
assuming here  t h a t  (+) = in f  [&, j= l ,  . . * , n g  
i j  min i j 
(+) = s u p  [+, j= l ,  ...,n.] 
i j  max i j 
and t h a t  t h e  c o e f f i c i e n t s  w appear ing  i n  (q./wijlmin and (q./wijlmax a r e  i j J J 
nega t ive  and p o s i t i v e  r e s p e c t i v e l y .  The infimum i n  (40) then occu r s  a t  
a  p o i n t  such t h a t  
I f  we r e s t r i c t  x t o  xi = t . x .  f o r  f i x e d  j ,  we g e t  i J J  
0 X .  argmin j 





X i j  = F 
0 Again t h i s  l e a d s  u s  t o  a v e c t o r  x . The i n t u i t i v e  j u s t i f i c a t i o n  f o r  t h e  
u s e  of t h i s  v e c t o r  be ing  t h e  same as i n  t h e  c a s e  of s t o c h a s t i c  programs 
w i th  s imple  recourse .  
0 After t h e  i n i t i a l  cho i ce  o f  x , o t h e r  v a l u e s  of x may be chosen by 
minimizing t h e  expec ted  e r r o r  i n  approximat ing t h e  f u n c t i o n  Y(x), by 
u s ing  a n  a p r i o r i  d i s t r i b u t i o n  on X. A s  new x v a l u e s  are found i n  an 
o p t i m i z a t i o n  procedure ,  t h i s  d i s t r i b u t i o n  may be changed u s i n g  Bayesian 
upda tes ;  i n  t h e  c a s e  o f  s imple  r e c o u r s e  t h e  expec ted  e r r o r  i s  e a s i l y  
measurable  s i n c e  +(x)  can  be eva lua t ed  p r e c i s e l y  on each  subregion.  
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