We systematically analyze the molten salt database of Janz to gain a better understanding of the relationship between molten salts and their properties. Due to the multivariate nature of the database, the intercorrelations amongst the molten salts and their properties are often hidden and defining them is challenging. Using principal component analysis (PCA), a data dimensionality reduction technique, we have effectively identified chemistry-property relationships. From the various patterns in the PCA maps, it has been demonstrated that information extracted with PCA not only contains chemistryproperty relationships of molten salts, but also allows us to understand bonding characteristics and mechanisms of transport and melting, which are difficult to otherwise detect.
Introduction
Molten salts have many unique characteristics advantagous in industrial applications, such as improving the processing of metals where thermodynamic or kinetic constraints exist. Molten salts can be used in the electrodeposition of metals and composites, for better waste processing and recycling, and in enhancing a wide range of energy applications. The ever-growing field constituted by low-temperature multi-component molten salts [1] as well as room-temperature ionic liquids [2] should be stressed in view of the even larger possible applications related to the organic nature of cations in the latter. In the past, a huge demand to collect and publish all known properties of molten salts existed. In the present paper, we will use data mining tools to systematically analyze this data to extract new knowledge that will permit a better understanding of molten salts, related to aspects such as chemistry, processing and properties.
In the study of molten salts for any given chemistry, there exist corresponding structural, chemical, physi-0932-0784 / 09 / 0700-0467 $ 06.00 c 2009 Verlag der Zeitschrift für Naturforschung, Tübingen · http://znaturforsch.com cal, and thermodynamic attributes ( Table 1 ). The analysis of pre-existing empirical and theoretical data as well as the virtual design of new materials is a multivariate problem, which requires the use of data mining tools to find new information regarding the properties, both microscopic and macroscopic. Following the series of books published in the pioneering activity of G. J. Janz, an early version of a molten salt database was released, which is still the most comprehensive compilation of property data on molten salts available today. Some twenty years later, this numerical information was converted into a relational database, with Web-access capability [3 -5] . In this paper, PCA is applied to this database, originally designed as a static compilation of materials data, to search for trends that can be useful in guiding future work to advance the molten salts field.
The data sets used in the present study are composed of seven variables for 1658 samples [6] . Since data of viscosity is limited in this database, two different cases are shown to illustrate applications of the PCA. While the data matrix having 473 samples for all seven vari- Fig. 1 . Data of molten salts shown in multivariate arrays. This scatter plot is used to identify mutual relationships between two variables in each cell, and strong outliers can be detected (ex. BiCl 3 -high viscosity). Because of the effect of strong outliers, the correlations between viscosity and other variables are not clearly identified. Relative behaviours (e. g. trends with respect to all attributes) between variables and samples cannot be easily detected due to the numerous combinations in the scatter plot. ables including viscosity was used as the first example, the second case studied does not include viscosity and is comprised of 1377 samples and six variables. As an example of traditional data visualization, all of the data in Fig. 1 is shown in the form of a scatter plot to see in a bivariate manner the relationships existing between variables. While some correlations can be seen, it is difficult to describe the relationship among multiple parameters and extract this information so as to guide future work. For this reason, we are analyzing this data through a systematic data mining methodology. Future work will look to apply the statistical techniques developed here to more recent databases of molten salts [7 -11] .
Principal Component Analysis: Informatics Tool for Multivariate Data
The multivariate data analysis method used in this paper is PCA, which is a useful projection tool in qualitatively guiding the interpretation of huge amounts of multivariate data with interrelated variables. By reducing the information dimensionality in a way that minimizes the loss of information, PCA constructs uncorrelated axes leading to the transformation (i. e. rotation) of the original coordinate system. The constructed PCA axis is referred to as a "latent variable" (LV) or "principal component" (PC). LVs which are independent (i. e. orthogonal) of each other are the linear combinations of original variables. By using just a few LVs, the dimensionality of the original multivariate data sets are reduced and visualized by their projections in the 2-dimensional (2D) or 3-dimensional (3D) space with a minimal loss of information. Therefore, PCA allows dimensionally reduced mapping of multivariate data sets. PCA is used in this paper because of the multiple physical parameters in the molten salts data. PCA relies on the fact that most of the variables are intercorrelated. As shown in Fig. 2 , we can derive a set of N uncorrelated variables (the principal components) from a set of N correlated variables. Each selected parameter is then combined to make latent variables in the form of linear combinations. Therefore, each PC is a suitable linear combination of all the original variables. The first principal component (PC1) accounts for maximum variance (information in data) in the original dataset. The second principal component (PC2) is orthogonal (uncorrelated) to the first one and accounts for the largest amount of remaining variance. Thus, the m-th PC is orthogonal to all others and has the m-th largest variance in the set of PCs. Once the N PCs have been populated using eigenvalue/ eigenvector matrix operations, only PCs with variances above a critical level determined from a scree plot are retained. By exploiting the low dimensionality of data sets formed by a few PCs, molten salts are easily classified by the effects of variables, and variables are clustered with their statistical similarities as well. Through the process of eigenvector decomposition in PCA, the original data is decomposed by two matrices, loadings and scores.
The loadings are the weights of each original variable while scores contain information of original samples in a rotated coordinate system. Thus, PCA loading plots are mapping the correlation between variables, and score plots are mapping the correlation between samples (Fig. 3) . Interpretations of the loading plot are twofold:
• Degree of correlation between variables: angle between variable-origin-variable.
• Relative impact of variables on the PCA model: distance from the origin to variable.
Degree of correlation between variables:
Angle between arrows (loading position) 1) Similar properties (correlated) are grouped together.
2) Inversely correlated variables sit on opposite (or diagonal) sides.
3) These relations can be explained using cosine angle between arrows from origin to variables. The degree of correlation between variables is determined by the angles (cosine) between them. If the angle between two variables at the origin is θ , then θ = 0 • for highly positively correlated variables, θ = 180 • for highly inversely correlated variables, and θ = 90
• if no correlation exists. A PCA loading plot captures all the possible bivariate correlations within a multivariate data set in the 2D space. Since PCA reduces the dimensionality of variables with a minimum loss of information, it should be noted that correlations on the PCA map depend on the variance captured by the confined dimensions, which means that they could be different from bivariate correlation coefficients (e. g. Pearson's). On the other hand, the relative impact of each variable can be identified by measuring the distance from the origin. For instance in Fig. 3 , the PC1 axis mainly measures variable 1 and 10 while the PC2 axis captures variables 2 and 4. Therefore, information contained by the first two PCs is highly related to these four variables.
The same logic can be applied to the score plot. Samples having similar properties sit closely in the score plot and samples of different behaviours sit separately. Outliers generally exist at a long distance from the origin. The key point in loading and score plots is that all the variables and samples are simultaneously explained by their relative behaviours in terms of correlations in reduced dimensions. More detailed mathematical description of PCA can be found in literatures [12, 13] .
Results and Discussion

Case Study 1: (473 × 7) Data Matrix including Viscosity
In this section, we provide examples of our analysis using the PCA technique. The impact of a multivari- ate analysis of seven descriptors was explored on conductivity and density behaviour. These are presented in Fig. 4 and contain all seven descriptors as a function of the temperature of the measurement. The first two PCs explain 68.24% (PC1: 47.27%, PC2: 20.97%) of the variance (information) in the data. These PCs are linear combinations of seven variables according to: score on PC1 = −0.301Eq.wt + 0.455MP + 0.469T + 0.420Eq.con + 0.378Spe.con
score on PC2 = 0.602Eq.wt + 0.033MP + 0.088T + 0.356Eq.con + 0.270Spe.con
where Eq.wt is the equivalent weight, MP the melting point, T the temperature of the measurements, Eq.con the equivalent conductance, Spe.con the specific conductance, D the density, and V the viscosity. Each coefficient in the linear combination is defined by the loading value and is used to create loading plots such as in Figure 4b . In the score plot, Fig. 4a , most of the trajectories for temperature appear to lie at around 30 • to the chemistry trajectory due to the combined effect of viscosity and temperature, as seen in Figure 4b . BiCl 3 , an outlier in the PC space of Fig. 4a , also appears as an outlier in the bivariate plot of Fig. 1 , confirming our results. In the loading plot, Fig. 4b , melting point, temperature of the measurement, and equivalent/specific conductance are strongly correlated. Most molten salts are classical examples of this behaviour since they have high density but low viscosity. We see this relationship from the loading points through the PC2 axis of loadings, as well as the relationships between viscosity and other variables with the PCA plot of Fig. 4b . Viscosity has negative correlations with melting point, temperature of the measurement, and equivalent/specific conductance, according to their PC values in diagonal quadrants. Correlations between density (or equivalent weight) and conductance are not strong because they have positive PC2 values, although they have different signs in PC1 values.
To screen the relationships between samples and variables, we should explore the scores and loadings simultaneously (i. e. Figs. 4a and b) . For instance, samples in the third quadrant have high viscosity. Similarly, samples in the second quadrant have relatively high density and equivalent weight. Consequently, the PCA plot serves as a correlation map of samples, variables, and samples-variables for qualitative and quantitative interpretations of physical behaviours of molten salt systems. These correlations can be found by plotting parameters against each other, as shown in Fig. 1 , but that requires many plots and is inefficient.
Case study 2: (1377 × 6) Data Matrix without Viscosity
In the second example, we perform PCA using all the single-salt records without any viscosity information in the Janz data set. The size of this data matrix is 1377 × 6. In this case, we use PC1, PC2, and PC3 because PC3 accounts for over 19% of the variance. In Fig. 5 , all the Janz data without viscosity is compressed and visualized in the 3D space in a way that minimizes the loss of information. From Fig. 5 , we choose two interesting projections, PC1-PC2 and PC1-PC3 for interpretation (Figs. 6 and 7, respectively) . As shown in Fig. 6a and Fig. 7a , changes in bonding characteristics along the PC1 axis are observed. The compounds on the right-hand side in the score plot have typical ionic characteristics while more covalent compounds sit on the left-hand side of the plot.
In Fig. 7 , scores and loadings spanned by PC1 and PC3 are shown. Two described compounds on the PC1-PC3 projection in Fig. 7a are not in the 95% confidence limit. These melts are LiCl and LiBr, which have the most ionic bonds compared to the other compounds presented here. Our procedure and the descriptors mentioned above describe the melts well, with the exception of those with the most extreme bonding (high ionicity). For possible improvement, we could integrate new descriptors that are characteristic of ionic compounds. Fig. 5 . The 3D score plot for complete data without the viscosity information. This dimensionally compressed plot contains most of the sample trends with respect to six variables, with a minimal loss of information. Black, for raw data; gray, for PC1-PC2, PC1-PC3, and PC2-PC3 projection as appropriate. Different slopes for each molten salt in the score plots, Fig. 6a and Fig. 7a , explain different behaviours of molten salts. For example, the trajectory for each sample describes the conduction mechanism and transport coefficients. Differences in slopes for each sample are more clearly seen on the PC1-PC3 projection, , their conductivity change with temperature is minor, as seen by a trajectory parallel to the PC1 axis. While samples having a positive slope of trajectory (i. e. increasing conductance against temperature) are on the positive side of the PC3 axis, samples with a negative slope of trajectory are on the negative side of the PC3 axis. While transport properties are very high in ionic melts, they are low in molecular liquids (ex. HgI 2 and GaI 2 ) and in the network type of melts, similar to the case of polymers (ex. halides of zinc). Since the thermal and specific conductivity are directly temperature-dependent properties, the same trends in conductivity are observed on the loading plots ( Fig. 6b and Fig. 7b ).
Comparing the effect of ionicity-covalency on melting points (PC1 axis) for all compounds, we observed that increased covalency is consistent with a decrease in melting point. The highest melting points pertain to ionic materials (for instance, LiF, NaF, CsF, BaCl 2 with melting points in the range 1000 -1200 K) and covalent melts have lower melting points (HgI 2 , TlNO 3 , and SnCl 2 with melting points in the range 450 -600 K). Materials in the middle range of the plot (score values of PC1 nearly zero) were identified as corresponding to the melting range 600 -1000 K.
The well-known linear relationship between entropy of melting (∆S m ) and estimated volume change (∆V m /V ) on melting can be used to describe different behaviours of the systems in this study. For the systems with a special melting mechanism, i. e. from disordered solid or a network-forming liquid into a molecular liquid, some exceptions from linearity are observed [14, 15] . The same melts also deviate from the others as shown in Fig. 8 , a magnified version of Figure 7a . In this figure, a steeper slope is observed when the melting system goes through a transition from ionic crystal to molecular liquid (ex. HgI 2 and BiBr 3 ). The melting mechanisms of MgCl 2 and YCl 3 , which have relatively gentle slopes, can be viewed as a transition from an ionic crystal to an ionic liquid without any drastic difference in behaviour during the melting, as compared with the other molten salts. Even in the absence of those values, these observations confirm our descriptions of selected molten salts through PCA.
Most patterns of samples converge to a single type of melt on the left-hand side in the PC1-PC3 score plots of Figure 7 . We also assume that melts around this converging region should be molecular liquids without any change of the molecular structure during the melting process. These melts would also have a high molar mass, limited conductivity, high density and low melting point and might even be liquid at room temperature.
Conclusions
We have provided examples of statistical approaches for identifying chemistry-property relationships in a classic materials database (molten salts). By using PCA, we described multiple physical parameters easily, helping us to identify outliers, find global and local patterns in the samples, and study the correlations between the variables. The results showed that extracted information from PCA captures bonding characteristics, transport mechanisms, and the melting of molten salts. Consequently, it has been demonstrated that the classical Janz's molten salts database is a good template for applying data mining for design and analysis of molten salts. It is desirable to include structural data into Janz's database or incorporate it into other databases for further study.
