Pauli blockade microscopy of quantum dots by Wach, E. & Szafran, B.
Pauli blockade microscopy of quantum dots
E. Wach and B. Szafran
AGH University of Science and Technology,
Faculty of Physics and Applied Computer Science,
al. Mickiewicza 30, 30-059 Kraków, Poland
We propose a spin-sensitive scanning probe microscopy experiment on double quantum dots in
Pauli blockade conditions. Electric spin resonance is induced by an AC voltage applied to the
scanning gate which induces lifting of the Pauli blockade of the current. The stationary Hamiltonian
eigenstates are used as a basis for description of the spin dynamics with the AC potential of the
probe. For the two-electron system we evaluate the transitions rates from triplet T+ state to singlet
S or triplet T0 states, i.e. to conditions in which the Pauli blockade of the current is lifted. The
rates of the spin-flip transitions are consistent with the transition matrix elements and strongly
dependent on the tip position. Probing the spin densities and identification of the final transition
state are discussed.
I. INTRODUCTION
The potential landscape within the electron gas buried
shallow beneath the surface of semiconductor1–9, quan-
tum wires10,11, carbon nanotubes12–14, graphene15–17
can be modified in a controllable manner by poten-
tial of an external gate. This fact was used for devel-
opment of a scanning gate microscopy technique18,19,
in which the current or conductance maps are taken
as a function of the position of a charged tip of an
atomic force microscope floating above the surface of the
system18,19. The technique produces spatial information
on the charge transport in open systems, including quan-
tum point contacts1,2,6,7, or quantum rings18, magnetic
focusing5,16,17, etc. The method was also used to probe
the states localized in quantum dots3,4,8,10–12,14,15, where
the potential of the tip switches on or off the Coulomb
blockade20 of the current flow. The technique was nick-
named a Coulomb blockade microscopy21–24.
In the present paper we propose to use the external
gate of the atomic force microscope on the system in
which the flow of the current is blocked by the Pauli ex-
clusion principle. The most elementary system in which
the Pauli blockade25–31 is the double quantum dot biased
in a manner that each of the dots stores a single electron
and the electrons possess identical spins [see Fig. 1(a)].
The electron hopping from one dot to the other can oc-
cur only provided that the spin of one of the electrons
is flipped. The spin-flip can be intentionally induced by
electron spin resonance using microwave radiation31 or,
in spin-orbit coupled systems, by electric-dipole spin res-
onance driven by the AC voltage applied to one of the
gates27–30,32,33. The idea investigated in this paper is to
use the scanning probe as the gate which provides the
AC perturbation [see Fig. 1] that drives the spin polar-
ized triplet T+ to systems in which the Pauli blockade is
lifted: the singlet S or T0, which in III-V materials are
mixed by the hyperfine field34. The maps of the tran-
sition rates bear signatures of the single-electron wave
functions or the convolution of the majority and minor-
ity spin components with the potential of the tip. We
demonstrate that it is possible to perform imaging of the
spatial distribution of the spin in a confined spin-orbit
coupled system and to identify the final state S or T0 of
the spin-transition lifting the Pauli blockade by the form
of the map.
(a) |T+〉 (b) |S〉 ∨ |T0〉 VT
FIG. 1. Schematic drawing of the system: the confining po-
tential Vc(x, 0) of a double quantum dot, each dot stores a sin-
gle electron. (a) The system is prepared in the spin-polarized
triplet state |T+〉. Both spins are identical (up), the electron
hopping is forbidden. (b) The AC voltage is applied to the
AFM tip and causes the spin-flip; the Pauli blockade is lifted.
II. THEORY
A. Solution of the time-independent Schrödinger
equation
We investigate a single electron confined in a rect-
angular quantum dot and an electron pair in two
tunnel-coupled quantum dots assuming a strictly two-
dimensional model of confinement. The one-electron
Hamiltonian
h =
(
(−ih¯∇+ eA)2
2m∗
+ Vc(r)
)
1+HSO +
1
2
g∗µBBσz
(1)
is taken in the effective-mass-approximation form, where
m∗ and g∗ stand for the effective mass and Landé fac-
tor, respectively, 1 is the identity matrix, Vc(r) is the
confinement potential, and HSO introduces Dresselhaus
spin-orbit interaction35. The last term describes the spin
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2Zeeman effect in the presence of a static magnetic field B
oriented perpendicular to the plane of confinement. The
symmetric gauge A = B
(−y2 , x2 , 0) is used.
We account for the linear Dresselhaus SO term
HSO = γ
〈
k2z
〉
[σxkx − σyky] . (2)
The cubic component of the Dresselhaus term produces
small effects as compared to the linear one and thus is
neglected36. σx, σy, σz are Pauli matrices and kx, ky, kz
are the components of the wave vector k, while h¯k = p =
−ih¯∇ + eA. The linear Dresselhaus constant γ 〈k2z〉 for
two-dimensional Hamiltonian is obtained by
γ
〈
k2z
〉
= γ
pi2
d2
, (3)
where γ is the Dresselhaus bulk SO coupling constant and
d means the height of the QD (d = 5.42 nm is taken).
We use γ = 32.2 meVnm3 assuming the QD is made of
In0.5Ga0.5As alloy37, for which γ
〈
k2z
〉 ≈ 10.82 meVnm.
The other parameters are calculated as arithmetic av-
erage of GaAs and InAs values, i.e. m∗ = 0.0465m0,
g∗ = −8.9738,39 and dielectric constant  = 13.540. We
assume that the 2DEG is symmetrically doped. The po-
tentials inducing the lateral confinement in quantum dots
are shallow and the corresponding electric fields are weak
which allows us to neglect the Rashba spin-orbit interac-
tion.
In the following we consider confinement potential of
the profile
Vc(r) = − V0(
1 +
[
x2
R2x
]10)(
1 +
[
y2
R2y
]10)
+
Vb(
1 +
[
x2
R2b
]10)(
1 +
[
y2
R2y
]10) , (4)
with the depth of the quantum dot/dots V0 = 50 meV
and a flat bottom of nearly rectangular shape with di-
mensions 2Rx × 2Ry (Rx = 45 nm, Ry = 20 nm).
Rb = 5 nm defines the interdot barrier thickness (2Rb)
and Vb is the barrier height. In the case of a single quan-
tum dot Vb = 0. For two tunnel-coupled quantum dots
we assume Vb = 10 meV. The confining potential and
the ground-state charge density for both the single and
the double quantum dot are shown in Fig. 2.
We solve the one-electron eigenequation by diagonal-
ization using the basis of multicenter Gaussian functions
fp(r):
fp(r) =
1
αG
√
pi
exp
[
− (r−Rp)
2
2α2G
+
ieB
2h¯
(xYp − yXp)
]
.
(5)
The centers of Gaussians Rp = (Xp, Yp) are distributed
on a rectangular mesh of M ×N points. We use 25× 11
basis functions. The n-th eigenfunction is expanded as
ψn(r, s) =
M×N∑
p
∑
s∈{↑,↓}
a(n)p,sχsfp(r), (6)
Vb = 0, N = 1, B = 0.5 T
y  
[ n m
]
x [nm]
-25
 0
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(a)
Vb = 10 meV, N = 2, B = 1.2 T
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-50
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V
c
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(b)
FIG. 2. The contours of the charge density for (a) a single
electron (N = 1) confined in the single rectangular elongated
quantum dot at B = 0.5 T; (b) two electrons (N = 2) in two
tunnel-coupled quantum dots at B = 1.2 T. The shades of
blue show the confining potential Vc(x, y).
where χs are the eigenstates of σz matrix. The param-
eter αG and the distance between the centers Rp are
optimized variationally.
The eigenequation of two-electron Hamiltonian
H = h1 + h2 +
e2
4pi0|r1 − r2| (7)
is solved by the configuration-interaction method. Two-
electron wave functions are expressed by the linear com-
binations of the Slater determinants formed from the
spin-orbitals ψk(r, s):
Ψn(r1, r2, s1, s2) =
1√
2
∑
k
b
(n)
k [ψk1(r1, s1)ψk2(r2, s2)
−ψk2(r1, s1)ψk1(r2, s2)] . (8)
We take 30 single-electron spin-orbitals which give con-
vergence of the energies with a precision better than
0.1 µeV and produce
(
30
2
)
= 435 Slater determinants.
We assume the effective tip potential is short-range41
and use the Lorentzian formula
VT (r; rtip) =
Vtip(
x−xtip
dtip
)2
+
(
y−ytip
dtip
)2
+ 1
, (9)
where Vtip = 5 meV is the height of the potential
maximum induced by the tip placed at position rtip =
(xtip, ytip) above the confinement plane. dtip = 20 nm de-
fines the width of the Lorentzian. The time dependence
is introduced to Hamiltonian by the periodic modulation
of the tip potential:
h′(t) = h+ VT (r; rtip) sin(ωt) (10)
for the one-electron Hamiltonian, and
H ′(t) = H +
[
VT (r1; rtip) + VT (r2; rtip)
]
sin(ωt) (11)
for the two-electron case.
For the single electron the system is prepared in an
initial state ψi(r, s) = ψ0(r, s) ≡ ψ(r, s, t = 0). The
expansion in the basis given by the eigenstates ψn(r, s)
ψ(r, s, t) =
∑
n
cn(t)ψn(r, s) exp
(
− iEnt
h¯
)
(12)
3describes time evolution of the wave function. By insert-
ing the expansion (12) to the time-dependent Schrödinger
equation
ih¯
∂ψ(r, s, t)
∂t
= h′(t)ψ(r, s, t) (13)
one can obtain a system of differential equations
dck(t)
dt
= − i
h¯
∑
n
cn(t) sin(ωt) ·
·〈ψk|VT (r; rtip) |ψn〉 exp (−iωnkt) , (14)
where ωnk = En−Ekh¯ . The equations are solved for the ex-
pansion coefficients ck(t) using finite-difference methods:
iterative Crank-Nicolson scheme and the Askar-Cakmak
method42.
Finally, the probability of effecting a transition from
state ψi(r, s) to state ψk(r, s) after time t is given by
Pi→k(t) = |〈ψk|ψ(t)〉|2 = |ck(t)|2. (15)
The two-electron time-dependent Schrödinger equa-
tion for Ψ(r1, r2, s1, s2, t) is solved in the same way.
B. Time-dependent perturbation theory
The exact solution of Eq. (14) produces the direct
(single-photon) and the fractional (multiphoton) reso-
nances for the frequencies ω = ωki and ω = ωki/m
(m ∈ {2, 3, . . .}), respectively. The direct resonances,
that are distinctly wider then the fractional ones, can be
explained within the time-dependent perturbation theory
of the first order. In the perturbation expansion
ck(t) = c
(0)
k + c
(1)
k (t) + . . . (16)
c
(0)
k is independent of time and corresponds to the initial
state: c(0)k = δki. The formula for the first-order correc-
tion reads as
c
(1)
k (t) = −
i
h¯
∫ t
0
〈ψk|VT|ψi〉 sin (ωt′) exp (iωkit′) dt′.
(17)
In particular, for k 6= i the probability Pi→k(t) in the
first-order approximation depends mainly on the matrix
elements 〈ψk|VT|ψi〉.
III. RESULTS AND DISCUSSION
This Section is organized in the following way. First we
discuss the spin-flipping transition for a single electron in
a single quantum dot [Fig. 2(a)]. Then, we proceed to
description of spin transitions in the two-electron system
for a double quantum dot [Fig. 2(b)].
A. Single electron in elongated quantum dot
The single-electron energy spectrum for the quantum
dot of Fig. 2(a) is displayed in Fig. 3. The energy
effect of the spin-orbit coupling is small and amounts in
a shift of the energy levels for B = 0, and opening of
the avoided crossings between energy levels that possess
opposite spins in the absence of SO coupling.
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FIG. 3. The lowest single-electron energy levels as functions
of the magnetic field for the rectangular elongated quantum
dot (Vb = 0). Blue (red) lines show the levels obtained with-
out (with) spin-orbit coupling. Blue arrows indicate the spin
directions for corresponding energy levels without SO cou-
pling. Green arrows mark the resonant frequency in the case
of SO coupling for B = 0.5 T, ω10 = E1−E0h¯ .
The ground-state and the first excited state at B = 0
remain two-fold degenerate in presence of the SO cou-
pling. The states of the Kramers doublets correspond to
opposite eigenvalues of Pσz operator43, where P stands
for the parity operator Pf(r) = f(−r). The components
of the wave functions are given in Fig. 4. The majority
and minority spin components possess opposite symme-
tries with respect to point inversion across the origin.
We now consider the spin-flip or the transition between
the ground state energy level and the first-excited energy
level separated by h¯ω10 [see Fig. 3]. For the initial con-
dition of the spin-flip process we set the system in the
ground-state, then we turn on the AC perturbation by
the tip as given by Eq. (10). The maximal occupation
of the spin-down state as calculated by the exact solu-
tion of the Schrödinger equation is plotted in Fig. 5(a)
for varied tip locations and the AC pulse of 300 ps. For
the tip at the center of the QD potential no spin transi-
tions are observed (green line). When the tip is moved
slightly off the origin (blue line) the transition becomes
visible. For the tip off the symmetry axis of the QD po-
tential (red line) the transition occurs much faster. The
inset to Fig. 5(a) shows the results for the duration of
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FIG. 4. Spin up (left column) and spin down (right column)
components of single-electron wave functions for B = 0.5 T.
The color scales give the real part of wave functions in units
of [10−2 nm−1]. The ground state is denoted as |0〉 ≡ |ψ0〉
(cf. first row of plots), first excited state as |1〉, etc.
the AC signal increased to 250 ns. The transition prob-
ability reaches 1 for the tip off the origin, only the width
of the transitions depends on the tip position. Besides
the first order transition near h¯ω = h¯ω10 the fractional
resonances corresponding to multiphoton transitions are
seen at lower energy side.
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FIG. 5. Maximal probability of finding the electron in |1〉
state as a function of the AC frequency for three positions
of the tip that are defined in a color legend. Vertical dashed
lines indicate a few resonant frequencies: h¯ω10, h¯ω10/2, . . ..
(a) Results of the solution of the time-dependent Schrödinger
equation for a single electron. (b) Results obtained with the
time-dependent perturbation theory of the first order. The
simulations with the initial state |ψi〉 = |0〉 lasted 300 ps
(250 ns for the insets).
The transition probability as a function of the tip po-
t = 75 ps
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FIG. 6. Maximal occupation of the first excited state |1〉 for
simulation lasting (a) 75 ps, (b) 150 ps, (c) 300 ps as function
of the tip position. The frequency h¯ω = 0.2392 meV used
in the calculations corresponds to the direct resonance (see
Fig. 5(a)).
sition for h¯ω = h¯ω10 is displayed in Fig. 6. In order to
understand the dependence we use the first order per-
turbation theory, which correctly reproduces the direct
spin-flipping transition – see Fig. 5(b). The transition to
the excited state according to the first order perturbation
[Eq. (17)] depends on the matrix element 〈1|VT|0〉 which
is plotted in Fig. 7(a). The transition matrix element is
strictly zero for xtip = ytip = 0 since the integrands for
the spin-up and spin-down components [Fig. 4(a-d)] are
of opposite parity. For that reason the transition ma-
trix element for the tip at the symmetry center of the
system vanishes. The matrix element possesses maxima
off the xtip = 0 axis of the plot [Fig. 7(a)] in consis-
tence with the results of the time-dependent simulation
[Fig. 6(a-c)]. Concluding, the spin-flip probability maps
as functions of the tip position extract the form of the
matrix elements with the integrands corresponding to the
convolution of the minority/majority spin components of
the wave functions with the potential of the tip. For the
latter in the delta-like limit the matrix element tends to
the overlap of the minority/majority spin components of
the wave function. The form of the integrand of the ma-
trix element for the adopted tip width of dtip = 20 nm is
displayed in Fig. 7(b).
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FIG. 7. (a) The absolute value of 〈1|VT|0〉 matrix element;
panel (b) shows its integrand for x = xtip, y = ytip.
5B. Double quantum dot
The energy spectrum for the two-electron system in
the double quantum dot is displayed in Fig. 8. We con-
sider the magnetic field of 1.2 T with the system in the
T+ ground state in which the flow of the current across
the two quantum dots is blocked by Pauli exclusion, the
hopping of the electron pair into one of the dots is for-
bidden by the fact that their spins are parallel. We focus
on transitions to both states with zero component of the
total spin in the z direction of the applied magnetic field,
T0 and S. In presence of the hyperfine coupling to the
nuclear spin field these two states are actually mixed34, in
both the Pauli blockade is lifted29 and the experimental
EDSR spectra resolve both these lines.
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FIG. 8. The lowest two-electron energy levels as function
of the magnetic field for two tunnel-coupled quantum dots
(Vb = 10 meV). Blue (red) lines show the levels obtained
without (with) spin-orbit coupling. Blue labels |S〉 and |T+〉,
|T0〉, |T−〉 indicate the energy levels of a singlet and the triplet
states without SO coupling. Green arrows mark the resonant
frequencies in the case of SO coupling for B = 1.2 T: ω10 =
E1−E0
h¯
and ω20 = E2−E0h¯ ; E0, E1 and E2 stand for the energies
of |T+〉, |S〉 and |T0〉 states, respectively.
In Fig. 9(a) and (b) we present the transition probabil-
ities to the S and T0 states, respectively. The dependence
of the transition rate on the tip position is found as in
the single-electron case and for the transition to T0 state
the transition is absent for the tip at the center of the
system. The transition maps as functions of the tip posi-
tion are given in Figs. 10 and 11 for S and T0 in the final
state, respectively. The maps differ for the tip above the
central part of the system, where a maximum (for S in
Fig. 10) or a minimum (for T0 in Fig. 11) is observed.
Local maxima for the tip above the ends of the quantum
dots are observed for both the final states, although for
T0 these maxima are more pronounced.
The corresponding matrix elements for the direct tran-
sitions are given in Fig. 12(a,b). The general positions
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FIG. 9. Results of the solution of the time-dependent
Schrödinger equation for the electron pair; B = 1.2 T is as-
sumed. The simulations with the initial state |Ψi〉 = |T+〉
lasted 300 ps (250 ns for the insets). Maximal probabilities of
finding the electron in |S〉 (upper panel) and |T0〉 (lower panel)
states as functions of the AC frequency for two positions of
the tip that are defined in a color legend. Vertical dashed
lines indicate a few resonant frequencies: h¯ω10, h¯ω10/2, . . .,
and h¯ω20, h¯ω20/2, . . ..
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FIG. 10. Maximal occupation of the singlet state |S〉 for sim-
ulation lasting (a) 100 ps, (b) 200 ps, (c) 300 ps as function
of the tip position. The frequency h¯ω = 0.4486 meV used
in the calculations corresponds to the direct resonance (see
Fig. 9(a)).
of the local extrema of the transition probability [Figs.
10 and 11] agree with the map of the matrix elements
[Fig. 12(a,b)]. The characteristic arc-shaped features of
Fig. 10(c) result from the Bloch-Siegert shifts44–46 of the
resonant frequency (cf. the dashed line in Fig. 9(a) and
the actual position of the direct resonance peak) which
vary with the tip position. The maps in Figs. 10 and 11
6are taken for fixed AC voltage frequency.
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FIG. 11. Maximal occupation of the triplet state |T0〉 for
simulation lasting (a) 100 ps, (b) 200 ps, (c) 300 ps as function
of the tip position. The frequency h¯ω = 0.602 meV used
in the calculations corresponds to the direct resonance (see
Fig. 9(b)).
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FIG. 12. The absolute values of (a) 〈S|VT|T+〉 and
(b) 〈T0|VT|T+〉 matrix elements as functions of the tip
position. (c), (d) The corresponding approximations of
|〈S|VT|T+〉| and |〈T0|VT|T+〉| obtained with the formulas
(18), (19).
In order to explain the form of the maps one has to an-
alyze the contributions of the single-electron wave func-
tions to the two-electron states. Figure 13 presents the
spin-up and spin-down components of the single-electron
states for the double quantum dot. The wave functions
are still eigenstates of Pσz operator, with eigenvalues 1
for the ground state |0〉 and the third excited state |3〉 and
−1 for the first and the second excited states (|1〉 and |2〉).
In Table I we listed the contributions of the Slater
determinants to the two-electron states S, T+ and
T0. The two-electron states are eigenstates of the
P (1)σz(1)P (2)σz(2) with eigenvalues −1 for S and T+
and +1 for T0. For the tip located at the center of the
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FIG. 13. Spin up (left column) and spin down (right col-
umn) components of the single-electron wave functions for
B = 1.2 T in double quantum dot. The color scales give
the real part of wave functions in units of [10−2 nm−1]. The
ground state is denoted as |0〉 (cf. first row of the plots), first
excited state as |1〉, etc.
system, the symmetry of the potential is unaffected and
the transition matrix element 〈T0|VT|T+〉 vanishes for
the symmetry reasons. Only for the tip moved off the
center the transition can be induced by the AC voltage
applied to the tip. This explains the minimum of the
transition maps from T+ to T0 in the center of the map
[Fig. 11]. On the contrary, the transition from T+ to S
is allowed for the central position of the tip.
|T+〉
1√
2
(|02〉 − |20〉) 0.8806
Other Slater determinants 0.1194
|S〉
1√
2
(|01〉 − |10〉) 0.5658
1√
2
(|23〉 − |32〉) 0.2792
Other Slater determinants 0.1550
|T0〉
1√
2
(|03〉 − |30〉) 0.4925
1√
2
(|12〉 − |21〉) 0.4940
Other Slater determinants 0.0135
TABLE I. Slater determinants forming the basis and their
contributions to |T+〉, |S〉 and |T0〉 states. The values are
found by solving the eigenproblem of two-electron Hamilto-
nian for a double dot; B = 1.2 T.
For the two-electron wave functions reduced to the
7principal contributions listed in Table I the form of the
matrix elements can be expressed in terms of the single-
electron matrix elements
〈S|VT|T+〉 ≈ α〈1|VT|2〉 − β〈3|VT|0〉, (18)
and
〈T0|VT|T+〉 ≈ γ〈3|VT|2〉 − δ〈1|VT|0〉, (19)
where α, β, γ and δ are determined by the diagonaliza-
tion of the two-electron Hamiltonian matrix in the Slater
determinants basis. The form of the matrix elements for
the approximated two-electron wave functions is given in
Fig. 12(c,d) with a good agreement with the exact maps
of Fig. 12(a,b).
IV. SUMMARY AND CONCLUSIONS
We have considered resonant spin transitions driven
by the AC potential applied to tip of a scanning probe
for a quantum dot in a semiconductor with spin-orbit
coupling. The single-electron states were determined us-
ing a mesh of Gaussian functions and the two-electron
states were determined by the configuration-interaction
method. The stationary Hamiltonian eigenstates were
used for solution of the system dynamics with AC pertur-
bation introduced by the probe. We demonstrated that
the spin-transition rate strongly depends on the tip po-
sition and that the transition maps correspond closely to
transition matrix elements with the tip potential. The
latter involve the overlaps of the minority and major-
ity spin components of the wave functions for the initial
and final states with the tip potential. This opens an
opportunity of experimental probing of the spatial dis-
tribution of the spin components for the confined wave
functions. An experiment for the two-electron states in
double quantum dot should resolve separate maps for the
T+ → S and T+ → T0 transitions lifting the Pauli block-
ade of the current flow. The maps bear signatures of the
two-electron spin-orbital symmetries and can be used for
identification of the separate transition lines.
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