ABSTRACT Active learning aims at obtaining high-accuracy models with as a few labeled data as possible, by iteratively and elaborately selecting most valuable data to query labels during the learning process, thereby the cost of labeling data can be reduced. Most previous active learning approaches consider the situation of centralized processing, where all the unlabeled data are supposed to be gathered together in one place. Due to the development of distributed applications, distributed processing has attracted a lot of interests given the situation that data are distributed at different nodes over network. In this paper, we focus on the issue of distributed active learning (DAL) for the classification problem. We propose a fully decentralized active learning approach, which consists of two parts, namely, a distributed sample selection strategy and a distributed classification algorithm. The former helps nodes to cooperatively select data based on uncertainty, diversity, and representativeness of data. Due to the introducing of a randomized preselection method in the strategy, we can achieve diversity of the selected data without any information exchange among nodes. The latter helps each node to train its local multi-class classification model in a global sense without transmitting original data among nodes. We demonstrate the effectiveness of the proposed DAL approach on several real data sets. Simulation results show that the proposed approach can significantly reduce the number of labeled data needed for obtaining a high-accuracy classifier in distributed case.
I. INTRODUCTION
For many machine learning problems, e.g. classification problems, having a sufficient number of labeled data is a precondition for obtaining satisfactory learning performance. In many real-world applications, it is easy to obtain plenty of unlabeled samples, while labeling those samples is laborconsuming or expensive. For example, one single magnetic resonance scan can produce many medical images, however, annotating these images often requires much expertise and a lot of time. Similar situation also happens in speech recognition [1] , multimedia retrieval [2] , text categorization [3] , etc. In most of these applications, we need to train a classifier model with labeled data. In such a case, active learning was developed aiming at obtaining high-accuracy classifiers with as few labeled data as possible. It achieves this goal by iteratively selecting most valuable data from a given large pool of unlabeled data to query labels, during the learning process.
In previous studies, many active learning approaches have been proposed, including single-mode approaches [4] - [9] and batch-mode approaches [2] , [3] , [10] - [16] . In singlemode active learning, the classifier selects a single sample and queries its label in each learning round. There are two kinds of criteria commonly used in designing single-sample selection strategies, namely, the uncertainty sampling [6] , [7] , [9] and the representative sampling [6] , [8] , [12] . Under the former criterion, sample with the greatest uncertainty is preferentially selected for the current learned classifier, while under the latter criterion, samples which can well represent the overall pattern of unlabeled data are selected with priority. Active learning approaches which combine both of the two criteria have shown superior performance [6] , [8] . However, for the single-mode active learning, it is a tedious work to retrain the classification model each time when a new sample is selected and labeled. To reduce the overall costs of model training, in batch-mode active learning, a batch of samples are selected in each learning round before retraining the classification model. In such a case, a good sample selection strategy should additionally consider the redundancy of information among the multiple selected samples. There are various kinds of methods developed to deal with this issue. For examples, in [13] , the authors apply the Fisher information matrix to select a set of low-redundancy samples. To overcome the computational challenge in identifying the most valuable set of unlabeled data, they develop a heuristic algorithm based on submodular functions. In [14] , the authors formulate the batch-mode active learning as an explicit mathematical optimization problem, and employ a quasi-Newton method to obtain a local optimum solution.
Nevertheless, most of the previous active learning approaches, if not all, consider the situation of centralized processing, where all the unlabeled data are supposed to be available for selection in one place. Nowadays, due to the development of distributed applications, such as wireless sensor network and multi-agent network, sometimes data are collected and stored by different nodes distributed over a geographic region and connected as a network. Given this situation, the centralized processing approaches may be not suitable since they would require all nodes to transmit all data to one powerful central node, which not only brings heavy burden on communication but also yields privacy risk of data. In such a case, many distributed algorithms have been proposed, covering various problems in the fields of signal processing [17] - [26] and machine learning [27] - [33] . In these distributed algorithms, each node only accesses to a part of the whole data, in other words, the locally stored data. These nodes use the local data and limited information exchanging with other nodes to perform the tasks of signal processing or machine learning. Compared with centralized processing, this type of processing can make full use of the local resource of individual node, and meanwhile reduce the costs of communication and energy brought by data transmission. Besides, it is more flexible to the node/link failure and can protect data privacy to some extent.
In this paper, we propose an active learning approach for the situation of distributed processing. It consists of a distributed sample selection strategy and a distributed classification algorithm. The proposed distributed sample selection strategy takes uncertainty, diversity and representativeness of data into consideration. Specifically, to achieve diversity of the multiple selected data without information exchanging among nodes, a randomized preselection method is introduced in the strategy. The proposed distributed classification algorithm is developed based on multi-class logistic regression. In the algorithm, with a simple two-step iteration process, each node can train its local classifier in a global sense without transmitting the original data. We demonstrate the effectiveness of the proposed distributed active learning approach on several real datasets. Simulation results show that the proposed approach can significantly reduce the number of labeled data needed for obtaining a high-accuracy classifier in distributed case.
The rest of this paper is organized as follows. In Section II, we give a brief introduction to several typical related works. In Section III, we present the details of the proposed distributed learning approach. Results of numerical simulations are shown in Section IV to illustrate the effectiveness of the proposed approach. Finally, conclusions and discussions are drawn in Section V.
II. RELATED WORKS
To the best of our knowledge, the issue of distributed active learning (in a fully decentralized manner) has not been studied before. Nevertheless, there are some literatures focusing on similar, but not exactly the same, issues. Before presenting our work, here we provide a concise introduction to several typical related works, in order to illustrate the difference between their works and ours.
In [34] , the authors studied the distributed active learning in the application of battery health management. In their problem setting, each distributed active learner is allowed to access to all unlabeled data and set importance weights on each data. They develop a special boosting strategy to fuse the importance weights made by different active learners and then yield the final selection results. To some extent, it is similar to the type of ''query by committee'' active learning [35] and the term ''distributed'' has totally different meanings compared with that used in our paper. Under the topic of saving communication costs in transmitting measured samples over WSN, there is a series of literatures which introduce the censoring method in distributed data selection [36] - [38] . In their methods, each node censors its latest measured sample before deciding whether or not to transmit it to the fusion center to perform centralized estimation tasks. Only the samples with large prediction errors can pass the censor and be transmitted. Note that in such a process, there is no need for querying the label of sample. So, in essential, these works do not belong to the category of active learning. Besides, in their sample selection strategy, due to the different settings of learning problem from ours, the diversity and the representativeness of data are totally not considered.
III. DISTRIBUTED ACTIVE LEARNING A. LEARNING PROCEDURE
In the distributed case, we consider a network composed of J nodes distributed over a geographic region. Without loss of generality, the network is modelled as a connected graph G(J , E), where J denotes the node set and E denotes the edge set [27] . If two nodes are connected by an edge, then they are the one-hop-communication neighbor for each other. All the one-hop neighbors of node j and itself constitute its neighbor set B j . Every node j has a pool of unlabeled data denoted by
, where m is the dimension of data and N j is the number of unlabeled data at node j.
Given the above setting, we describe the learning procedure of the proposed distributed active learning approach in the following. At the beginning, we assume that each node in the network has a very small number of labeled data X L j .
VOLUME 4, 2016
Then, by using a distributed classification algorithm proposed in the following, each node initializes its own classification model based on its own labeled data as well as cooperation with its neighboring nodes. The proposed distributed classification algorithm can make the classification models obtained by different nodes achieve consensus. After that, each node employs a distributed sample selection strategy to select a new sample of data from X U j \X L j to query its label. The new selected sample is then added to X L j . Again, each node retrains its own classification model based on data in X L j and the corresponding labels, by using the proposed distributed classification algorithm. The querying process with the model-training process form one whole round of active learning. These two processes are alternatively repeated until a preseted termination criterion is satisfied. An example for the termination criterion is that the parameters of the aftertraining classification models do not change obviously (smaller than a threshold value) when adding new labeled samples.
B. DISTRIBUTED SAMPLE SELECTION STRATEGY
Here we describe the details of the proposed distributed sample selection strategy. The sample selection strategy is supposed to make the set of samples simultaneously selected by all nodes over network most valuable. In the centralized case, three indexes are usually adopted to measure the value of a set of samples, which are uncertainty, diversity, and representativeness, respectively. When all data samples are available, many sample selection strategies employ two or three of these indexes and result in good learning performance [2] , [6] , [8] , [10] , [11] . However, in the distributed case, since the data are distributed over different nodes and exchanging data samples among nodes is not preferred, the selection strategies developed for the centralized case are not suitable anymore. In the following, we first introduce how to measure uncertainty and representativeness of data as well as achieve diversity of data in the distributed case, and then we present the specific distributed sample selection strategy which takes all these three indexes into consideration.
The idea of uncertainty sampling is to give selection priority to those samples which cannot be classified so sure by the current classifier. Some probability based measures are often used to describe the uncertainty, like the entropy [16] and the BvSB (Best versus Second Best) [9] . Here we adopt BvSB as the uncertainty measure since it has shown better performance than the entropy in the previous empirical studies [7] , [9] . To calculate the BvSB value of an unlabeled sample x j,n , we first need to obtain the conditional probability that the sample belongs to each class y ∈ {1, . . . , K }, denoted by p(y|x j,n ). Then the BvSB value of x j,n is defined as the difference between two highest conditional probabilities,
where y 1 is the most likely guess for the class label corresponding to the highest value of conditional probability, and y 2 is the class label corresponding to the second highest value of conditional probability. A small value of BvSB means that the current classifier is vague in determining the final class label of the sample, so knowing the true label of the sample will bring much information. The key problem here is how to estimate the probabilities {p(y|x j,n )} in a global sense at each node, while only with the local labeled data X L j being available. We address this problem by an efficient distributed classification algorithm based on MultiClass Logistic Regression (MCLR). We present the details of the algorithm in the next subsection.
The idea of representative sampling is to give priority to those samples which can represent the overall patterns of unlabeled data. The patterns of data can be described by density distributions [2] , [10] , [39] or cluster structures [8] , [12] . The samples located at high-density regions or near cluster centers are considered to be of high ''representativeness''. Here, we choose to calculate the representativeness of samples based on clustering results of each node. Specifically, we first let each node use the simple K-means method to cluster its local unlabeled data into C clusters. The value of C is set much larger than the number of class, K . Then we calculate the distances from sample x j,n to each local cluster center z j,c , denoted as d(x j,n z j,c ), c ∈ {1, . . . , C}. Inspired by the BvSB measure, we define the representativeness of the sample as
where z j,c 1 is the cluster center nearest to x j,n , and z j,c 2 is the second nearest cluster center. The notation NvSN is the shorthand for ''Nearest versus Second Nearest''. Given a sample, a large value of NvSN indicates that the distance ratio from this sample to its two nearest cluster centers is large, and thus this sample can be judged as a member of the cluster c 1 with a high confidence. So, to some extent, this sample can be viewed as a good representation for the cluster c 1 of node j. Note that the defined representativeness value is just in a local sense, since the cluster centers of different nodes can be very different. Now we explain why we use such a local definition of representativeness but not a global one. Consider two cases, namely, the case that data distributions over different nodes are balanced and the case that the data distributions over different nodes are obviously imbalanced. In the former case, the sets of cluster centers at different nodes would be similar with each other and similar to that obtained by clustering the whole data, since the local data distributions are similar to the global data distribution. So, to some extent, in this case the obtained representativeness value is actually in a global sense. In the latter case, the representative samples at different nodes may be quite different, but the combination of all representative samples from different nodes is still an effective representation for the overall patterns of unlabeled data. Besides, in such a case, the diversity of all representative samples increases. Thus if we select the representative samples from different nodes to query labels, the redundancy of selected samples can be reduced, which may be beneficial to the active learning.
For an individual sample, given the above respective definitions of the indexes of uncertainty and representativeness, we can define a score to combine the two indexes as below,
where α ≥ 0 is a weight coefficient, BvSB * (x j,n ) and NvSN * (x j,n ) are the normalized versions of BvSB(x j,n ) and NvSN(x j,n ), respectively. A large value of the score indicates that the sample is valuable in terms of uncertainty and representativeness.
The diversity of data is usually considered in batch-mode active learning where the active learner needs to select a set of new samples, but not a single new sample, to query before starting a new model-retraining process. In this case, the redundancy in the set of selected samples needs to be taken into consideration. The previous approaches proposed to keep the diversity of multiple selected samples are all based on the latent assumption that all unlabeled data are available. Unfortunately, this assumption is not satisfied in distributed active learning. In the distributed case, J new samples need to be selected simultaneously over the whole network, with one new sample selected by one node, while exchanging the original data among nodes are not preferred. The key problem here is how to implement diversity sampling for an individual node without knowing the selection of other nodes. In the following, we propose a randomized preselection method to address this problem.
The idea is that in each learning round, for each node j, we preselect unlabeled data belonging to parts of the clusters from X U j \X L j to form a candidate pool before sample selection. The preselection of clusters is randomized. In detail, a cluster c at node j is selected with probability p j (c). There are several choices for the designing of probabilities {p j (c)}. A simplest choice is to give each cluster equal selection probability, which results in p j (c) = 1/C. Alternatively, we can set the probability p j (c) according to the average NvSN value of cluster c. If the value is large, it indicates that the corresponding cluster can be well represented by its representative samples, so we can reduce the opportunity for the other samples in the cluster to be selected. Thus we can set p j (c) inversely proportional to the average NvSN value of cluster c. After determining the candidate pools, each node is allowed to select one new sample from its own candidate pool. Due to the randomness in the preselection of clusters, generally, the candidate pools at different nodes would not be too similar even when the data are evenly distributed at different nodes over the network. By changing the number of preselected clusters, C , in the range of [1, C], we can increase or decrease the difference among the candidate pools of different nodes. Consider two extreme cases, which are the case that C = 1 and the case that C = C. In the former case, the difference among candidate pools can be large with a high probability and thus the samples selected from these candidate pools by different nodes are very likely to have high diversity, but meanwhile many samples of high uncertainty in classification may be excluded from the candidate pools.
In the latter case, the difference among candidate pools may be small, but all the samples of high uncertainty are kept in the candidate pools. So, there is a tradeoff between the diversity and the uncertainty. In all, with a proper value of C , the diversity of data can be achieved in the distributed case.
Next, we present the specific procedure of the distributed sample selection strategy (DSS strategy). Roughly, the whole strategy can be divided into the following three parts.
• At the beginning, all nodes cooperatively initializes the classification models. Meanwhile, each node performs local K-means clustering and then calculates the NvSN value for each sample in X U j \X L j based on the clustering results.
• At the first T 1 active learning round, we give preference to those samples which are of high representativeness as well as high uncertainty, and meanwhile we let the set of samples selected by different nodes has high diversity. In detail, we set a relatively large value of α (refer to the equation (3)), e.g. α = 1, and set the probabilities p j (c) as 1/C or inversely proportional to the average NvSN value of each cluster. In each active learning round, we let each node preselect a relatively small number of clusters, which means a small value of C , to form its candidate pool. Then, each node calculates the BvSB value for those unlabeled samples in its candidate pool and updates the corresponding scores according to equation (3). After that, each node selects the sample with highest score in the candidate pool to query its label.
• After obtaining a rough sketch of the overall data pattern, from the (T 1 + 1)-th active learning round, we give preference to those samples which are of high uncertainty, and meanwhile we let the multiple selected samples have a proper degree of diversity. In detail, α is set as 0 and the value of C is set relatively large but not too large, in order to make the most samples of high uncertainty be included in the candidate pools while keep a necessary degree of diversity. In each learning round, after the candidate pools are formed, each node calculates the scores of samples in its pool and selects the sample with highest score in its candidate pool to query its label.
C. DISTRIBUTED CLASSIFICATION BASED ON MULTI-CLASS LOGISTIC REGRESSION
In this subsection, we describe the details of the proposed distributed classification algorithm. To obtain the conditional probability p(y|x j,n ), we employ a probabilistic classifier. Specifically, we model the conditional probability by multiclass logistic regression, as below,
where W = {w k } are the model parameters 1 to be estimated. The logistic regression model based classifier is commonly used in active learning [3] , [5] , [9] , [14] . Usually, the model parameters can be estimated by minimizing the regularized log-likelihood of all labeled samples,
where y j,n is the label of the sample x j,n and λ ≥ 0 is a weight coefficient. Note that the above objective function relies on the labeled data of different nodes, so it cannot be directly calculated at individual node in the distributed case. However, it can be decentralized as
where
is the local objective function which only depends on the local labeled data at node j. For the objective function (6), we use the following two-step iteration to obtain a distributed optimization solution, as below,
In the above equations,Ŵ j (i) are the estimates of model parameters at note j in the i-th iteration, andW j (i) serve as intermediate estimates. The parameter µ > 0 is the learning step size, and {c l,j } are non-negative combination coefficients satisfying the conditions and obtains the intermediate estimates. For the specific parameter w k , the gradient can be calculated as below,
where I(y j,n = k) is an indicator function whose value equals 1 when y j,n = k and equals zero when y j,n = k. Note that the gradient can be calculated only based on the local labeled data of node j. In equation (8b), each node fuses the intermediate estimates of its neighboring nodes to obtain final estimates of the i-th iteration. In such a process, each node needs to broadcast its intermediate estimates to all neighboring nodes before beginning the fusion. Each node repeats the above two steps until the estimates convergence. Previous studies have proven that such a type of iterative algorithm can make the estimates {Ŵ j } of different nodes asymptotically converge to a same minimum of the objective function (5), under some kinds of assumptions [40] - [44] . So, actually, the proposed algorithm provides a fully decentralized solution to the centralized parameter estimation (or model training) problem. By this algorithm, each node can train a classification model in a global sense without transmitting the original data. We present the pseudo-code of the proposed distributed classification algorithm in Algorithm 1.
Combining the distributed sample selection strategy with the distributed classification algorithm, we summarize the procedure of the proposed distributed active learning approach in Fig. 1 .
IV. EXPERIMENTS
In this section, we empirically investigate the performance of the proposed approach for distributed active learning. We conduct the experiments on various datasets coming from the UCI Machine Learning Repository [45] . The detailed profiles of the used datasets are presented in Table 1 . In each simulation, for each dataset, we randomly select 80% of the (unlabeled) data to be available for querying and use the left 20% of data as testing data. To simulate the distributed case, the unlabeled data are uniformly and randomly assigned to different nodes over the network. At the very beginning of distributed active learning, each node randomly chooses one sample from its local unlabeled data to query its label, and then all nodes use these few labeled samples to cooperatively initialize their own classifiers.
We consider a network composed of 10 nodes arranged on a circle. We let each node connect to its nearest 4 nodes, and then randomly add some between-node connections with a probability of 0.1. For the distributed MCLR-based classification algorithm, we set the linear combination coefficients 
where n j and n l are degrees of nodes j and l, respectively. These settings are similar to those used in the literatures on distributed processing [20] , [26] , [30] . In each active learning round, after estimating the conditional probabilities {p(y|x j,n )} at each node j, we classify all testing data (each data is classified into the class of the highest conditional probability) and calculate the classification accuracy. For the DSS strategy, we set T 1 = 2 and C = min(5K ,
, where |X U j | denotes the size of the local unlabeled data pool. The second component in the minimum function is to keep the number of samples in an individual cluster would not be too small. We let C be an integer which varies from 0.2C to 0.7C during the active learning. We employ two types of settings for p j (c), namely, the type that p j (c) = 1/C (equal) and the type that p j (c) is inversely proportional to the average NvSN of the cluster (unequal). We denote the proposed approach as DAL, which is the abbreviation for distributed active learning.
We compare the two types of DAL approaches with the following four baseline approaches (for these approaches, the classification algorithms are all based on the multi-class logistic regression):
• Random: In each learning round, each node randomly selects an unlabeled sample to query.
• BvSB (distributed): In each learning round, each node selects a local sample with the highest BvSB value to query.
• BvSB (centralized): Suppose that all data are gathered together and the centralized active learner selects J samples with the highest BvSB values to query in each learning round.
• All (centralized): The centralized learner queries the labels of all unlabeled samples, and then use all the labeled samples to train the MCLR-based classifier.
For each approach, we run the simulations 30 times on every dataset, and show the average classification accuracy with varied numbers of learning round in Fig. 2-5 . We observe that the performance advantages of the DAL approaches over the other tree active learning approaches (Random, BvSB (distributed), BvSB (centralized)) is obvious on parts of the four datasets, especially on the hypothyroid dataset. Though the degree of advantages varies with different datasets, roughly, the DAL approaches consistently outperform the other tree active learning approaches on all the four datasets. Besides, the DAL approach with equal p j (c) achieves similar performances to that with unequal p j (c), which indicates that in practical, we can simply employ the equal p j (c) and avoid the complicated designing of p j (c). Moreover, the two types of DAL approach can achieve classification accuracy close to that of the approach which needs to query all unlabeled data, within a few number of learning round. Note that in each learning round, only ten samples (one sample for each node) are selected and labeled. Considering the total number of unlabeled data of each dataset, see Table 1 , we find that by using the DAL approaches, the number of samples need to be labeled for achieving high-accuracy classification is significantly reduced.
V. CONCLUSION
In this paper, we have proposed an active learning approach for the situation of distributed processing. The proposed distributed active learning approach includes a distributed sample selection strategy and a distributed classification algorithm. In the sample selection strategy, we take the uncertainty, diversity and representativeness of data into consideration. Specifically, by introducing a randomized preselection method, we achieve diversity of the multiple selected data without exchanging information among nodes. The proposed distributed classification algorithm is developed based on multi-class logistic regression. We introduce a two-step iteration process to efficiently estimate the parameters of the regression models in a global sense at each node. The proposed approach is fully decentralized and does not require transmission of the original data among nodes. So, to some extent, it can accomplish the task of distributed active learning while protecting the data privacy for each node. We illustrate the effectiveness of the proposed approach on several UCI datasets. The simulation results show that the proposed approach can significantly reduce the number of labeled data needed for obtaining a high-accuracy classifier in the distributed case. He is currently a Professor with the College of Information Science and Electronic Engineering, Zhejiang University. He has authored or coauthored more than 150 refereed journal and conference papers in the above areas. His current research interests are mainly focused on network information theory and advanced coding theory, network signal processing, cognitive radio networks and cooperative relay networks, as well as their applications in next generation wireless communication systems.
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