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ALMOST EVERYWHERE CONVERGENCE OF
BOCHNER–RIESZ MEANS ON HEISENBERG-TYPE GROUPS
ADAM D. HORWICH AND ALESSIO MARTINI
Abstract. We prove an almost everywhere convergence result for Bochner–
Riesz means of Lp functions on Heisenberg-type groups, yielding the existence
of a p > 2 for which convergence holds for means of arbitrarily small order. The
proof hinges on a reduction of weighted L2 estimates for the maximal Bochner–
Riesz operator to corresponding estimates for the non-maximal operator, and
a ‘dual Sobolev trace lemma’, whose proof is based on refined estimates for
Jacobi polynomials.
1. Introduction
The study of Bochner–Riesz means is a classical topic in harmonic analysis.
Recall that the Bochner–Riesz means of order λ ≥ 0 of any function f ∈ L2(Rd)
are defined by
T λr f := (1− rL)λ+f, (1.1)
where L = ∆ := −∑dj=1 ∂2j is the Euclidean Laplacian and r ∈ R+ := (0,∞). The
associated maximal Bochner–Riesz operator is then given by
T λ∗ f := sup
r>0
|(1− rL)λ+f |. (1.2)
The problem of under what conditions and in which sense one may ensure that T λr f
converges to f as r→ 0+ is a key part of the investigation of summability methods
for the Fourier inversion formula, with connections to many other fundamental
problems in harmonic analysis and PDE (see, e.g., [19, 31, 47, 67, 71]).
A question of particular interest is the range of λ ≥ 0 and p ∈ [1,∞] for which
T λr and T
λ
∗ are bounded on L
p(Rd); the believed best bound on this is known as the
Bochner–Riesz conjecture (respectively, maximal Bochner–Riesz conjecture). It is
conjectured that, for λ > 0, the operator T λr is bounded on L
p(Rd) if and only if
d− 1
d
(
1
2
− λ
d− 1
)
<
1
p
<
d+ 1
d
(
1
2
+
λ
d+ 1
)
, (1.3)
and, for p ≥ 2, the same Lp boundedness range is conjectured for T λ∗ . A number of
partial results in this direction have been obtained, including recent breakthroughs
(see [5, 8, 11, 16, 32, 44, 45, 72] and references therein), but the full conjectures
remain open.
A weaker property than Lp boundedness of T λ∗ is the almost everywhere conver-
gence of T λr f to f as r → 0+ for all f ∈ Lp. While the maximal Bochner–Riesz
conjecture remains open, almost everywhere convergence has been proved [9] in the
range (1.3) for p ≥ 2 (see also [2, 46] for more recent endpoint results).
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Theorem (Carbery, Rubio de Francia and Vega). Let L be the Laplacian on Rd.
Let λ > 0 and 2 ≤ p ≤ ∞ be such that
d− 1
d
(
1
2
− λ
d− 1
)
<
1
p
≤ 1
2
.
Then T λr f converges to f almost everywhere as r → 0+ for all f ∈ Lp(Rd).
As the Laplacian on Rd is a positive self-adjoint operator, it has a spectral
resolution that may be used to define the Bochner–Riesz operators (1.1) and (1.2).
As such, we may extend the notion of Bochner–Riesz operators to other positive
self-adjoint operators L on L2(X) for some measure space X . This corresponds to
investigating ‘Fourier summability’ for more general eigenfunction expansions than
the one determined by the Euclidean Laplacian.
Here we are concerned with (homogeneous left-invariant) sub-Laplacians L on
stratified Lie groups. The current understanding of the optimal ranges for Lp
boundedness and almost everywhere convergence of Bochner–Riesz means is rather
limited in this context, compared to the Euclidean case. A particularly significant
result is that of Gorges and Mu¨ller [30], that extends the result of Carbery, Rubio
de Francia and Vega to the setting of Heisenberg groups Hm.
Theorem (Gorges and Mu¨ller). Let L be the sub-Laplacian on the Heisenberg group
Hm. Let Q = 2m+ 2 and D = 2m+ 1. Let λ > 0 and 2 ≤ p ≤ ∞ be such that
Q− 1
Q
(
1
2
− λ
D − 1
)
<
1
p
≤ 1
2
. (1.4)
Then T λr f converges almost everywhere to f as r → 0+ for all f ∈ Lp(Hm).
We remark that the quantities represented by Q and D, namely the homoge-
neous and topological dimension of the group Hm respectively, make sense for any
stratified Lie group (see Section 2 below for details) and are both equal to d for Rd.
The above theorem should be compared with the following general result by
Mauceri and Meda [57, Corollary 2.8], which is valid for any stratified group and
concerns Lp boundedness of the maximal Bochner–Riesz operator on such groups
(see also [36, 55, 56, 60]).
Theorem (Mauceri and Meda). Let L be a sub-Laplacian on a stratified group G
of homogeneous dimension Q. Let λ > 0 and 2 ≤ p ≤ ∞ be such that
1
2
− λ
Q− 1 <
1
p
≤ 1
2
. (1.5)
Then the maximal operator T λ∗ extends to a bounded operator on L
p(G). In partic-
ular, T λr f converges almost everywhere to f as r → 0+ for all f ∈ Lp(G).
The condition (1.5) is more restrictive than (1.4); however, Mauceri and Meda’s
result applies to a larger class of groups and gives in the range (1.5) a stronger
property than almost everywhere convergence. A natural question is to what extent
it is possible to obtain almost everywhere convergence beyond the range (1.5) for
groups other than the Hm. A particularly elusive problem is obtaining a range with
the same ‘trapezoidal’ shape as (1.4), that is, such that a p > 2 exists for which
all λ > 0 are admissible (see Figure 1); apart from the pioneering work by Gorges
and Mu¨ller, we are not aware of results of this kind for nonelliptic sub-Laplacians
L, even outside the context of stratified groups.
Here we succeed in proving almost everywhere convergence in a ‘trapezoidal’
range in the setting of Heisenberg-type (henceforth H-type) groups. This is a class
of 2-step stratified Lie groups that includes the Heisenberg groups Hm, as well as
groups with higher-dimensional centre [37]. Our main result reads as follows.
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Figure 1. Range of almost everywhere convergence of Bochner–
Riesz means on H-type groups given by Theorem 1.1. The diagram
also depicts the results by Gorges and Mu¨ller (valid for Heisenberg
groups only) and Mauceri and Meda.
Theorem 1.1. Let L be the sub-Laplacian on an H-type group G of homogeneous
dimension Q and topological dimension D, and set Q∗ = 2Q −D. Let λ > 0 and
2 ≤ p ≤ ∞ be such that
Q∗ − 1
Q∗
(
1
2
− λ
D − 1
)
<
1
p
≤ 1
2
. (1.6)
Then T λr f converges almost everywhere to f as r → 0+ for all f ∈ Lp(G).
Observe that, if 2m and n are the dimensions of the first and second layers of
the H-type group G, then D = 2m + n, Q = 2m + 2n and Q∗ = 2m + 3n. The
range (1.6) is smaller than (1.4); however Gorges and Mu¨ller’s result only applies
for n = 1, while Theorem 1.1 applies for arbitrary n ≥ 1.
As in other works on the subject, the proof of our almost everywhere convergence
result is obtained by considering Lp to L2loc boundedness of the maximal Bochner–
Riesz operator. As a matter of fact, it is enough to consider the ‘local’ maximal
Bochner–Riesz operator defined by
T λ• f := sup
0<r<1
|T λr f |. (1.7)
Indeed, if ‖1KT λ• ‖Lp→L2 < ∞ for all compact sets K ⊆ G (here 1K denotes the
characteristic function of K), then Sobolev embeddings for sub-Laplacians [26] and
a standard three-ǫ argument imply the almost everywhere convergence of T λr f to
f as r → 0+ for all f ∈ Lp(G).
As usual in this context, we consider a dyadic decomposition of the Bochner–
Riesz multiplier: for ζ > 0 and D0 := {2−k : k ∈ N0}, we may write
(1− ζ)λ+ =
∑
δ∈D0
δλmδ(ζ), (1.8)
where, for all j ∈ N0 and δ ∈ D0, the function mδ ∈ C∞c (R) is real-valued and
satisfies
‖m(j)δ ‖∞ .j δ−j and supp(mδ) ⊆
{
[1− δ, 1] if δ < 1,
[−1, 1] if δ = 1. (1.9)
Note that the functions mδ in (1.8) depend on λ, but satisfy (1.9) with implicit
constants independent of λ; hence, with a slight abuse of notation, we suppress the
dependence on λ of the functions mδ in their notation.
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Let us define the maximal operators corresponding to the dyadic decomposition:
M∗δ f := sup
r>0
|mδ(rL)f |, M•δ f := sup
0<r<1
|mδ(rL)f | (1.10)
In view of (1.8), for any given p ∈ [2,∞] and λ0 ∈ R, the Lp to L2loc boundedness
of T λ• for all λ > λ0 would follow from an estimate of the form
‖1KM•δ ‖Lp→L2 . δ−λ0 (1.11)
for all δ ∈ D0 and all compact sets K ⊆ G, where the implicit constant depends
only on those in (1.9) and on the compact set K, but not on δ. In order to prove
Theorem 1.1, it is then enough to prove (1.11) for all pairs (1/p, λ0) lying in the
‘infinite trapezoid’ depicted in Figure 1.
As a matter of fact, thanks to interpolation [7], it suffices to consider just the
vertices of the trapezoid, i.e., the estimates
‖1KM•δ ‖L∞→L2 / δ−(D−1)/2 (1.12)
‖1KM•δ ‖L2Q∗/(Q∗−1)→L2 / 1, (1.13)
‖1KM•δ ‖L2→L2 / 1, (1.14)
where / stands for . C(ǫ) δ−ǫ for all arbitrarily small ǫ > 0.
Among these, the estimates (1.12) and (1.14) actually follow from stronger Lp es-
timates for the ‘global’ maximal operatorM∗δ , which can be obtained in a relatively
straightforward way using available estimates for functions of a sub-Laplacian.
More precisely, for a general stratified group G and sub-Laplacian L, one can prove
the estimates
‖M∗δ ‖L∞→L∞ / δ1/2−ς+(L), ‖M∗δ ‖L2→L2 . 1, (1.15)
where ς+(L) is the “Mihlin–Ho¨rmander threshold” for L defined as in [51]; it is
known that D/2 ≤ ς+(L) ≤ Q/2 for arbitrary stratified groups and sub-Laplacians
[15, 53, 57], that ς+(L) < Q/2 for all 2-step stratified groups [51], and that ς+(L) =
D/2 for several classes of 2-step stratified groups, including the H-type groups
[34, 49, 50, 52, 62]. In view of (1.8), the estimates (1.15) immediately lead to the
following improvement of the result by Mauceri and Meda.
Theorem 1.2. Let L be a sub-Laplacian on a stratified group G. Let λ > 0 and
2 ≤ p ≤ ∞ be such that
1
2
− λ
2ς+(L)− 1 <
1
p
≤ 1
2
.
Then the maximal operator T λ∗ extends to a bounded operator on L
p(G). In partic-
ular, T λr f converges almost everywhere to f as r → 0+ for all f ∈ Lp(G).
The estimate (1.13), instead, requires a more delicate analysis, which we develop
for an H-type group G. By Ho¨lder’s inequality, it is readily seen that (1.13) follows
from the estimate
‖1KM•δ ‖L2(ω∗)→L2 / 1, (1.16)
where ω∗(z, u) = (1+ |z|)−2m/Q∗(1+ |u|)−n/Q∗ in the usual exponential coordinates
(here z and u correspond to the first and second layer of G respectively); in turn
(1.16) can be easily deduced by interpolating the weighted estimates
‖M•δ ‖L2((1+|·|)−a)→L2((1+|·|)−a) / 1, ‖M•δ ‖L2((1+ρ)−b)→L2((1+ρ)−b) / 1, (1.17)
where | · | is a homogeneous norm on G, ρ(z, u) = |z|, a = 2/3 and b = 1.
As it turns out, the estimates (1.17) reduce, roughly speaking, to the correspond-
ing estimates for the ‘nonmaximal’ operator:
‖mδ(L)‖L2((1+|·|)−a)→L2((1+|·|)−a) / 1, ‖mδ(L)‖L2((1+ρ)−b)→L2((1+ρ)−b) / 1,
(1.18)
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1[1−δ,1](L)RJδ R1R2. . .
Figure 2. Joint spectrum of L and U and spectral cut-offsMδ,j =
1[1−δ,1](L)Rj , where Rj = 1[2j ,2j+1)(2πL/U ) for j < Jδ.
More precisely, in Section 4 below we prove that for a certain class of weights w on
an H-type group G, the following estimate holds:
‖M•δ ‖2L2(w)→L2(w) . sup
s∈(0,1)
‖mδ(sL)‖L2(w)→L2(w) sup
s∈(0,1)
‖m˜δ(sL)‖L2(w)→L2(w)
(1.19)
for all δ ∈ D := D0 \ {1}, where the implicit constant may depend on w, and
m˜δ(ζ) := δζm
′
δ(ζ); note that the m˜δ satisfy the same conditions (1.9) as the mδ. The
‘maximal-to-nonmaximal’ reduction estimate (1.19) actually applies to the weights
in (1.18) only if a ∈ 4N0 and b ∈ 2N0; however a more sophisticated ‘interpolation’
argument, presented in Section 5, allows us to work around this restriction and
consider fractional powers as well. While the idea of reducing estimates for the
maximal operator to those for the nonmaximal operator is implicit in both the
works of Carbery, Rubio de Francia and Vega [9] and Gorges and Mu¨ller [30], an
explicit estimate such as (1.19) does not seem to appear in either work, and may
be of independent interest (cf. also [54]).
We are now down to proving the weighted estimates (1.18). Through this paper,
this will be reduced to proving suitable ‘dual Sobolev trace inequalities’, stated as
Theorems 7.1 and 7.2 below. To briefly explain the idea, in addition to the sub-
Laplacian L, let us fix an orthonormal basis U1, . . . , Un of the second layer g2 of
the Lie algebra of the H-type group G. The operators L and Uj/i all commute and
admit a joint functional calculus [61]. We define the pseudo-differential operator
U := (−(U21 + . . .+ U2n))1/2 (1.20)
and the spectral cut-off operators Mδ,j by
Mδ,j :=
{
1[1−δ,1](L)1[2j ,2j+1)(2πL/U ) for j = 1, . . . , Jδ − 1,
1[1−δ,1](L)1[2Jδ ,∞)(2πL/U ) for j = Jδ,
where δ ∈ D, and Jδ ∈ N is such that 2Jδ ≃ δ−1 (see Figure 2). We wish to prove,
for all δ ∈ D and j = 1, . . . , Jδ, the estimates
‖Mδ,jf‖22 / (2−jδ)a/2‖f‖2L2((1+|·|)a), (1.21)
‖Mδ,jf‖22 / (2−j)b‖f‖2L2((1+ρ)b), (1.22)
where a = 2/3 and b = 1 as before. Theorems 7.1 and 7.2 are minor technical
modifications of these inequalities.
In the case of Heisenberg groups, a stronger version of the estimate (1.21), where
a = 1, appears in Gorges and Mu¨ller’s paper [30, Lemmas 7 and 8], arising as a
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replacement for the following Euclidean ‘dual Sobolev trace inequality’
‖1[1−δ,1](∆)f‖22 / δ‖f‖2L2(1+|·|); (1.23)
note that (1.23) is an immediate consequence of the Sobolev trace lemma applied
in frequency space, where the norm in the left-hand side of (1.23) turns into the L2
norm of a function on an annulus of thickness δ, while the norm in the right-hand
side becomes the L2 Sobolev norm of order 1/2 of the function. The method of
Carbery, Rubio de Francia and Vega in the Euclidean case hinges on an estimate
such as this [9, Lemma 3].
In the case of Heisenberg(-type) groups, the proof of the ‘trace lemmas’ (1.21)
and (1.22) is significantly more complicated than that of (1.23) in the Euclidean
case. Among other things, the group Fourier transform on a noncommutative
stratified Lie group has substantially different features from the Euclidean Fourier
transform, and describing the effect on the ‘Fourier side’ of multiplication by a
power of the homogeneous norm | · | is not as straightforward as in the Euclidean
case, where it can be interpreted as (fractional) differentiation or integration.
The method used by Gorges and Mu¨ller to prove (1.21) involves considering
negative fractional powers of a difference-differential operator on the Fourier-dual
space to the Heisenberg group Hm, which corresponds on the group side to the
multiplication operator by the function |z|2 − 4iu. Here we are adopting the usual
exponential coordinates (z, u) ∈ Cm × R for the Heisenberg group Hm, and we
remark that ||z|2 − 4iu|1/2 = (|z|4 + 16|u|2)1/4 is a homogeneous norm on Hm. As
it turns out, if one restricts to ‘radial’ functions on Hm (i.e., functions depending
only on |z| and u), then simple explicit formulas for the Schwartz kernel of these
fractional powers can be found [30, Theorem 11], and an application of Schur’s Test
would readily lead to the estimate (1.21) for radial functions f ; a more delicate
argument based on complex interpolation allows Gorges and Mu¨ller to dispense
with the radiality constraint and obtain (1.21) with a = 1 in full generality.
In the case of Heisenberg-type groups, additional obstacles appear. Here, loosely
speaking, (z, u) ∈ Cm×Rn, where nmay be larger than 1 (indeed n > 1 is the case of
interest), and the expression |z|2−4iu no longer makes sense. One could consider the
function |z|4 + 16|u|2 as a replacement; however, while relatively explicit formulas
may be found for the Schwartz kernel of negative fractional powers corresponding
to |z|4 + 16|u|2, when n > 1 these formulas become significantly harder to handle.
For this reason, here we instead consider the ‘fractional integration operators’ on
the Fourier-dual space corresponding to multiplication on the group side by negative
powers of |z| and |u|, i.e., ‘pure’ first and second layer ‘weights’. While the resulting
formulas remain substantially more complicated than those dealt with by Gorges
and Mu¨ller in the Heisenberg group case, we nevertheless manage to estimate them
and deduce (1.21) with a = 2/3, as well as (1.22) with b = 1. In particular, the
formulas for the Schwartz kernels of the fractional powers corresponding to the
second-layer weight |u| involve Jacobi polynomials, and our results are ultimately
based on the combination of a number of classical and more recent estimates on
Jacobi polynomials [21, 33, 40, 39].
It is a natural question whether the stronger estimate (1.21) with a = 1 can be
proved for general H-type groups; this would imply the almost everywhere conver-
gence result in wider range (1.4). There is some evidence that this may actually be
possible: indeed, we can prove (1.21) with a = 1 in a restricted range of j, namely
for j ≤ 3Jδ/4, and also for j = Jδ. We remark that the case j ≤ 3Jδ/4 is dealt with
by using pure second-layer weights, while the case j = Jδ follows by considering
pure first-layer weights; this suggests that the missing range 3Jδ/4 < j < Jδ could
perhaps be recovered by exploiting ‘mixed’ weights jointly depending on z and u.
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Another related question is whether the estimates and machinery developed in
this paper can be used to prove a ‘localisation principle’ for Bochner–Riesz means on
H-type groups, in the spritit of Carbery and Soria’s results in the Euclidean setting
[10]; recent investigation in this direction in the context of Heisenberg groups can
be found in [28].
A further natural question is whether the almost everywhere convergence result
from Theorem 1.1 can be ‘upgraded’ to an Lp boundedness result for the maximal
operator T λ∗ , going beyond the range given by Theorem 1.2. As a matter of fact, in
analogy with the Euclidean case [16], it is possible [14] to deduce in great generality
Lp boundedness results for the maximal Bochner–Riesz operators associated with
a ‘Laplace-like’ operator L from the validity of Lq → L2 restriction estimates of
Tomas–Stein type for L, provided 2 ≤ p < q′. In the case of the Heisenberg groups,
however, no nontrivial restriction estimates of this kind hold for the sub-Laplacian
L [59]; for H-type groups with higher-dimensional centre, some estimates of Tomas–
Stein type do hold [12], but the corresponding Lp boundedness results for T λ∗ given
by [14] are strictly included those given by Theorem 1.2. This seems to indicate once
more that the investigation of Bochner–Riesz means for sub-Laplacians requires
substantially new ideas and methods compared to the Euclidean case.
Structure of the paper. In Section 2, we recall basic definitions and results
about stratified groups, H-type groups and sub-Laplacians thereon. Among other
things, we introduce a number of weights we will be working with and see how they
interact with convolution (so-called Leibniz rules) and the group Fourier transform.
Section 3 shows how the estimates (1.15) can be proved for an arbitrary sub-
Laplacian L on a stratified group G, leading to the proof of Theorem 1.2.
In Sections 4 and 5, we restrict to the case of Heisenberg-type groups and we dis-
cuss the aforementioned ‘maximal-to-nonmaximal’ reduction, showing in particular
that (1.17) essentially reduces to (1.18).
In Section 6, we show how the weighted L2 estimates (1.18) follow from ‘dual
trace lemmas’ as discussed above. The trace lemmas are finally proved in Section
7, thus completing the proof of Theorem 1.1. The proof the trace lemmas are based
on a number of estimates for Jacobi polynomials that are discussed in Section 8.
Notation. We write N0 and N for the sets of nonnegative and positive integers,
respectively; R+ denotes the positive half-line (0,∞). For two quantities A and
B, the expression A . B indicates that there exists a constant C > 0 such that
A ≤ CB; we also write A .p B to indicate that the implicit constant C may depend
on the parameter p. Moreover A ≃ B is the conjunction of A . B and B . A
2. Analysis on stratified and H-type groups
2.1. Stratified groups and sub-Riemannian structure. We briefly recall a
number of standard definitions and results. For details, we refer the reader to
[27, 29, 75].
A stratified group G is a connected, simply connected nilpotent Lie group whose
Lie algebra g is stratified, i.e.,
g =
k⊕
j=1
gj (2.1)
for certain subspaces g1, . . . , gk of g, called layers, such that
[ga, gb] ⊆ ga+b
for all a, b = 1, . . . , k (here ga = {0} for a > k) and the first layer g1 generates g as a
Lie algebra; if gk 6= {0}, we say that g and G have step k. Via the exponential map
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we may and shall normally identify a stratified Lie group G with its Lie algebra g.
Group multiplication onG is then given by the Baker–Campbell–Hausdorff formula,
xy = x+ y +
1
2
[x, y] + . . . ,
which due to nilpotency is a finite sum, while group inversion is simply given by
x−1 = −x,
and any Lebesgue measure on g is a (left and right) Haar measure on G.
The choice of a Haar measure on a stratified groupG allows us to define Lebesgue
spaces Lp(G) for 1 ≤ p ≤ ∞. As it is known, L1(G) is a Banach ∗-algebra with
respect to convolution and involution, given by
f ∗ g(x) :=
∫
G
f(y) g(y−1x) dy, f∗(x) := f(x−1)
for almost all x ∈ G and f, g ∈ L1(G). We record here the useful identity
〈f, g ∗ h〉 = 〈f ∗ h∗, g〉, (2.2)
where 〈·, ·〉 denotes the L2 inner product, i.e.,
〈f, g〉 =
∫
G
f(x) g(x) dx.
We will also consider weighted Lp spaces on G; for a locally integrable nonnegative
function w : G→ R, we will normally write Lp(w) in place of Lp(G,w(x) dx).
If we write x ∈ G ∼= g as (x1, . . . , xk) according to the decomposition (2.1),
automorphic dilations δr (r ∈ R+) on g and G are defined by setting
δr(x1, . . . , xk) = (r
1x1, . . . , r
kxk). (2.3)
With respect to these dilations, the Haar measure scales according to the dimen-
sional parameter Q given by
Q :=
k∑
j=1
j dim(gj),
called the homogeneous dimension of G. We also define D to be the topological
dimension of G given by
D :=
k∑
j=1
dim(gj).
Since the first layer g1 generates g as a Lie algebra, the choice of an inner
product on g1 determines a left-invariant sub-Riemannian structure on G and a
corresponding Carnot–Carathe´odory distance d. By left-invariance we have actually
d(x, y) = |y−1x|
for a nonnegative proper continuous function | · | : G→ R, which is but one example
of a (subadditive) homogeneous norm on G, since it satisfies
|xy| ≤ |x|+ |y|, |δrx| = r|x|,
for all x, y ∈ G and r ∈ R+, and in particular
|x| ≃
k∑
j=1
|xj |1/j .
In what follows we will write B(x, r) and B(x, r) to denote the open and closed
balls associated with the Carnot–Carathe´odory distance.
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Due to left-invariance and homogeneity,
|B(x, r)| = rQ|B(0, 1)|
for all r ∈ R+ and x ∈ G, where |B(x, r)| denotes the Haar measure of B(x, r). In
particular, G with the Carnot–Carathe´odory distance d and the Haar measure is
a doubling metric measure space, with ‘doubling dimension’ Q, and the theory of
singular integrals and weights on spaces of homogeneous type can be applied to G.
In particular, the Hardy–Littlewood maximal operator M on G, given by
Mf(x) := sup
r>0
r−Q
∫
|x|≤r
|f(xy)| dy,
is of weak type (1, 1) and bounded on Lp(G) for p ∈ (1,∞]. This implies the
following boundedness result for maximal operators [27, Corollary 2.5], where, for
any function f : G→ C and r > 0, we denote by Drf the function given by
Drf(x) = r
−Q/2f(δr−1/2(x)). (2.4)
Lemma 2.1. Let G be a stratified Lie group with a sub-Riemannian structure,
and Q be its homogeneous dimension. Let K : G → C be a measurable function
satisfying the estimate
|K(x)| ≤ C
(1 + |x|)Q+ǫ
for some C, ǫ > 0. Let T ∗ be the operator defined by
T ∗f(x) := sup
r>0
|f ∗ (DrK)(x)|,
Then, for all x ∈ G,
T ∗f(x) .ǫ CMf(x).
In particular,
‖T ∗f‖p .ǫ,p C‖f‖p
for all p ∈ (1,∞].
Recall that a weight on G is a nonnegative locally integrable function w : G→ R.
The Muckenhoupt class A2(G) is the set of weights on G for which the Hardy–
Littlewood maximal function on G is bounded on L2(w); an equivalent characteri-
sation is that w ∈ A2(G) if and only if
sup
x∈G
r>0
r−2Q
∫
B(x,r)
w(y) dy
∫
B(x,r)
w(y)−1 dy <∞ (2.5)
[67, 70]. Then we have the following result (cf. [67, Chapter V]).
Lemma 2.2. Let G be any stratified group and let | · | be a homogeneous norm on
G. Then the weights | · |a and (1 + | · |)a are in A2(G) for |a| < Q. In addition, if
ρ : G→ R is defined by ρ(x1, . . . , xk) = |x1| for any norm on g1, then the weights
ρa and (1 + ρ)a are in A2(G) for |a| < dim g1.
2.2. Sub-Laplacians and their functional calculus. LetG be a stratified group
with a sub-Riemannian structure as before. Recall that the Lie algebra of G may
also be thought of as the space of left-invariant vector fields on G. If we take an
orthonormal basis X1, . . . , Xd of g1, then we define the sub-Laplacian L on G as
L := −
d∑
j=1
X2j .
It can be shown that L does not depend on the choice of the orthonormal basis.
We may also consider the sub-Laplacian L via its spectral decomposition. One
can show that L is positive and (essentially) self-adjoint on L2(G), with core the
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Schwartz class S (G) of rapidly decaying functions on G. Hence, L has a spectral
decomposition
L =
∫ ∞
0
λdE(λ). (2.6)
We can then define a functional calculus for L by defining operators
F (L) :=
∫ ∞
0
F (λ) dE(λ)
for all bounded Borel functions F : R→ C. Such operators F (L) are left-invariant
and so are convolution operators; that is, there exists K ∈ S ′(G) such that
F (L)f = f ∗ K. By homogeneity then we have the following result [27, Lemma
6.29].
Lemma 2.3. Let G be a stratified Lie group and L be a sub-Laplacian. Let F :
R → C be a bounded Borel function and let K denote the convolution kernel of
F (L). Then, for all r > 0,
F (rL)f = f ∗ (DrK) = DrF (L)Dr−1f. (2.7)
Here we briefly recall a number of results concerning the functional calculus of
sub-Laplacians L on stratified groups. A property of the sub-Laplacian L which we
will use is the ‘finite propagation speed’ of solutions of the associated wave equation
(see, e.g., [58, 66]).
Lemma 2.4. Let G be a stratified group and L be a sub-Laplacian. For t ∈ R, let
Kt denote the convolution kernel of the operator cos(t
√L). Then
supp(Kt) ⊆ B(0, |t|).
Another important property is that, if F : R→ C is in the Schwartz class, then
the convolution kernel of the operator F (L) is in the Schwartz class on G [35]. A
particular instance of this result is stated below in a quantitative form.
Lemma 2.5. Let L be a sub-Laplacian on a stratified group G. Then there exists
k ∈ N such that, if an even function F : R→ R satisfies
‖F‖∗k := sup
λ∈R+
j=0,...,k
(1 + λ)k|F (j)(λ)| <∞
then the convolution kernel K of the operator F (
√L) satisfies the estimate
|K(x)| . ‖F‖
∗
k
(1 + |x|)Q+1 (2.8)
for all x ∈ G, where the implicit constant does not depend on F .
Proof. This is an immediate consequence of [35, Lemmas 1.2 and 2.4] and [76]. 
Note that the estimate (2.8) implies integrability of K. A number of works have
been devoted to determining the minimal smoothness requirement on a compactly
supported F : R → C so that the convolution kernel of the operator F (L) is
integrable (see [51, 53] and references therein). We recall here the definition of
ς+(L) from [51] as the infimum of all s0 ∈ R+ such that, for all s > s0 and all
F : R→ C supported in [−1, 1],
‖K‖L1(G) .s ‖F‖L2s(R) (2.9)
where K is the convolution kernel of F (L), and L2s(R) is the L2 Sobolev space on
R of (fractional) order s. As mentioned in the introduction, D/2 ≤ ς+(L) ≤ Q/2
for all stratified groups G and sub-Laplacians L, and the equality ς+(L) = D/2 is
known to hold for a number of 2-step stratified groups, including the H-type groups.
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The next lemma regards weightedL2 boundedness of a square function associated
to a Littlewood–Paley decomposition for a sub-Laplacian. The result is analogous
to Euclidean results found in, for example, [67]; a proof in our setting can be
derived, e.g., from the results of [41] and [69].
Lemma 2.6. Let L be a sub-Laplacian on a stratified group G. Let ϕ ∈ C∞c (R+)
be such that ∑
l∈Z
ϕ(2−lλ) = 1 for all λ > 0,
and let ω ∈ A2(G). Then∑
l∈Z
‖ϕ(2−lL)f‖2L2(ω) ≃ ‖f‖2L2(ω) (2.10)
for all f ∈ L2(ω), where the implicit constant may depend on ϕ and ω.
2.3. H-type groups. An H-type group is a 2-step stratified Lie group whose Lie
algebra g is endowed with an inner product 〈·, ·〉 satisfying the following conditions.
First, the layers g1 and g2 are orthogonal. Secondly, if we define, for each µ ∈ g∗2,
the skew-symmetric endomorphism Jµ of g1 by
〈Jµ(z), z′〉 = µ([z, z′]) ∀z, z′ ∈ g1,
then we require that, for all µ ∈ g∗2,
J 2µ = −|µ|2 Id .
Note that, under these assumptions, µ([·, ·]) is a symplectic form on g1 for all
µ ∈ g∗2\{0}, hence the dimension of g1 is even. Moreover, the restriction of the inner
product to g1 determines a sub-Riemannian structure on G and a distinguished sub-
Laplacian L, which we will use throughout.
We refer to [17, 18, 37, 38] for additional information on H-type groups.
2.3.1. The Fourier transform on H-type groups. We now recall some facts regarding
Fourier analysis on H-type groups. Let G be an H-type group with dim g1 = 2m
and dim g2 = n. Following [3], for each µ ∈ g∗2 \ {0} ≃ Rn \ {0} there exists an
orthonormal basis E1(µ), . . . , E2m(µ) of g1 such that
JµEi(µ) =
{
|µ|Em+i(µ) if i ≤ m,
−|µ|Em−i(µ) otherwise.
Here we do not assume that the Ej(µ) depend continuously on µ, however we may
and shall assume that Ej(λµ) = Ej(µ) for all λ > 0. For all µ ∈ g∗2 \ {0}, this
choice of an orthonormal basis induces an isometric identification of g1 with C
m:
to all z ∈ g1 we associate the element z(µ) = (z1(µ), . . . , zm(µ)) ∈ Cm such that
z =
m∑
j=1
[(Re zj(µ))Ej(µ) + (Im zj(µ))Ej+m(µ)].
It is easily checked that, for all µ ∈ g∗2, the map (z, u) 7→ (z(µ), |µ|−1µ ·u) defines a
Lie group epimorphism from G to Hm. In particular, if we define (cf. [25, 30]) the
Schro¨dinger representation ̟0s of Hm with parameter s ∈ R \ {0} on L2(Rm) by
[̟0s(z, t)ϕ](x) = e
2πis(t+Im(z)·x+Re(z)·Im(z)/2)ϕ(x +Re(z))
for all ϕ ∈ L2(Rm) and (z, t) ∈ Hm, then a family ̟µ (µ ∈ g∗2 \ {0}) of pairwise
inequivalent irreducible unitary representations of G on L2(Rm) is given by
̟µ(z, u) = π
0
|µ|(z(µ), |µ|−1µ · u) (2.11)
for all (z, u) ∈ G.
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This family of representations is enough to write a Plancherel formula for the
group Fourier transform. Namely, if we define the group Fourier transform of
f ∈ L1(G) as the operator-valued function given by
f̂(µ) :=
∫
G
f(g)̟µ(g) dg
for all µ ∈ g∗2 \ {0}, then the following properties hold (see, for instance, [3, 24]),
where T † denotes the adjoint operator to T .
Lemma 2.7. For all f, g ∈ L1(G) and µ ∈ g∗2 \ {0},
f̂ ∗ g(µ) = f̂(µ) ĝ(µ), (2.12)
f̂∗(µ) = f̂(µ)†. (2.13)
Moreover, for all f, g ∈ L1 ∩ L2(G),
〈f, g〉 =
∫
Rn
tr(f̂(µ) ĝ(µ)†) |µ|m dµ, (2.14)
‖f‖22 =
∫
Rn
‖f̂(µ)‖2HS |µ|m dµ. (2.15)
Note that from (2.11) it follows that, for all f ∈ L1(G) and µ ∈ g∗2 \ {0},
f̂(µ) =
∫
Hm
Pµf(g)̟
0
|µ|(g) dg, (2.16)
where Pµf ∈ L1(Hm) is defined by
Pµf(z(µ), t) =
∫
µ⊥
f(z, t+ v) dv
for all z ∈ g1 and t ∈ R. In other words, the group Fourier transform of f ∈ L1(G)
at µ ∈ g∗2 \ {0} is the same as the group Fourier transform of Pµf ∈ L1(Hm) at |µ|.
It is convenient to express the ‘matrix components’ of the group Fourier trans-
form f̂(µ) of a function f ∈ L1(G) in terms of suitably rescaled Hermite functions.
We start by defining Hermite functions on the real line by
hk(x) := (2
kk!
√
π)−1/2(−1)kex2/2 d
k
dxk
e−x
2
, x ∈ R, k ∈ N0,
and their m-dimensional versions as
hα(x) :=
m∏
j=1
hαj (xj), x ∈ Rm, α ∈ Nm0 .
We then renormalise these Hermite functions by defining, for all s > 0,
hsα(x) := (2πs)
m/4hα((2πs)
1/2x), x ∈ Rm, α ∈ Nm0 . (2.17)
For each s > 0, the family (hsα)α∈Nm0 forms an orthonormal basis of L
2(Rm). Now,
for all f ∈ L1(G), µ ∈ g∗2 \ {0} and α, β ∈ Nm0 , we define
f̂(µ, α, β) := 〈f̂(µ)h|µ|α , h|µ|β 〉 =
∫
G
f(g) 〈πµ(g)h|µ|α , h|µ|β 〉 dg. (2.18)
For later convenience we extend the definition of f̂(µ, α, β) to all α, β ∈ Zm by
f̂(µ, α, β) := 0 for all (α, β) /∈ Nm0 × Nm0 .
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From (2.12) and (2.13) we immediately derive the following identities:
f̂∗(µ, α, β) = f̂(µ, β, α), (2.19)
f̂ ∗ g(µ, α, β) =
∑
γ∈Nm0
ĝ(µ, α, γ)f̂(µ, γ, β). (2.20)
for all f, g ∈ L1(G), µ ∈ g∗2 \ {0} and α, β ∈ Nm0 .
One can show that the Hermite functions h
|µ|
α are eigenfunctions for L̂(µ) :=
d̟µ(L), the group Fourier transform of the sub-Laplacian; namely,
L̂(µ)h|µ|α = c(|α|)|µ|h|µ|α ,
where |α| = α1 + · · ·+ αm for all α ∈ Nm and, for all k ∈ N0,
c(k) := 2π(2k +m). (2.21)
In addition, if U is the ‘central pseudodifferential operator’ defined in (1.20), then
Û (µ) := d̟µ(U ) = 2π|µ| Id. The group Fourier transform is compatible with the
joint spectral decomposition and functional calculus of L and U , and so
(F (L,U )f )̂ (µ, α, β) = F (c(|α|)|µ|, 2π|µ|) f̂(µ, α, β). (2.22)
It will often be convenient to consider functions on G that depend only on
|z| and u; we shall call such functions radial. In the case that f is radial, the
off-diagonal matrix coefficients of f̂(µ), are zero, and furthermore the diagonal
coefficients depend only on the magnitude |α| =∑j αj of the index α ∈ Nm0 :
f̂(µ, α, β) = δα,β f̂(µ, |α|e1, |α|e1)
for all µ ∈ g∗2 \ {0} and α, β ∈ Nm0 , where e1 = (1, 0, . . . , 0) (this is true for
Heisenberg groups [73, Theorem 1.4.3], hence for general H-type groups by (2.16)).
In this case, we adopt the notation
f̂(µ, k) := f̂(µ, ke1, ke1) (2.23)
for all (µ, k) ∈ (g∗2 \{0})×N0. These simplifications correspond to the fact that the
Banach ∗-algebra L1rad(G) of integrable radial functions on G is commutative [18];
indeed (2.23) expresses a relation between the Gelfand transform and the group
Fourier transform of f ∈ L1rad(G), where (g∗2 \ {0})× N0 parametrises a subset of
full measure of the Gelfand spectrum of L1rad(G).
For radial functions we have simpler expressions for the Fourier coefficients and
the Plancherel formula. We recall that the Laguerre polynomial Lak of type a > −1
and degree k is defined by
Lak(x) :=
1
k!
exx−a
dk
dxk
(e−xxk+a), x ∈ R.
Then, for all radial f ∈ S (G),
f̂(µ, k) =
(
k +m− 1
k
)−1 ∫
G
e2πiµ·uf(z, u)Lm−1k (π|µ||z|2) e−
π|µ||z|2
2 dz du. (2.24)
This now gives us an alternative Plancherel theorem and inversion formula for radial
functions, which may also be found in [61]. Specifically, if f ∈ L2(G) is radial, then
‖f‖22 =
∫
Rn\{0}
∑
k∈N0
(
k +m− 1
k
)
|f̂(µ, k)|2 |µ|m dµ (2.25)
and, if f ∈ S (G) is radial, then
f(z, u) =
∫
Rn\{0}
∑
k∈N0
f̂(µ, k) e−2πiµ·u Lm−1k (π|µ||z|2) e−
π|µ||z|2
2 |µ|m dµ. (2.26)
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We recall from (2.14) that
〈f, g〉 =
∫
Rn
∑
α,β∈Nm0
f̂(µ, β, α) ĝ(µ, β, α) |µ|m dµ. (2.27)
Observe that, if one of f, g is a radial function, then the only non-zero terms would
be the diagonal ones, where α = β. Thus, if one of f, g is radial, then
〈f, g〉 =
∫
Rn
∑
α∈Nm0
f̂(µ, α, α) ĝ(µ, α, α) |µ|m dµ. (2.28)
Furthermore, from (2.20) and the Cauchy–Schwarz inequality, we deduce that∫
Rn
∑
α∈Nm0
|f̂ ∗ g(µ, α, α)| |µ|m dµ ≤ ‖f‖2‖g‖2. (2.29)
2.3.2. Differentiation on the Fourier dual. A complex valued function on an H-type
group G will be called a polynomial if it is a polynomial in exponential coordinates.
In the Euclidean case, the Fourier transform intertwines operators of multiplication
by a polynomial with constant coefficient differential operators. In analogy with
this, it is natural to interpret the effect on the Fourier side of multiplication by a
polynomial on G as a sort of ‘differentiation’ on the group Fourier dual.
This idea makes sense also in more general stratified groups (see, e.g., [23]).
However, on H-type groups, explicit formulas for these ‘differential operators’ on
the Fourier side can be written in many cases. In the case of the Heisenberg groups,
a number of these formulas are listed in [30, p. 151] (see also [20, 62] and [65,
Lemma 6.4]). In view of (2.16), these formulas admit straightforward extensions to
H-type groups, which we list below. We need some notation: for all µ ∈ g∗2 \ {0},
j = 1, . . . ,m and l = 1, . . . , n, define
ζµ,j(z, u) = zj(µ), ζµ,j(z, u) = zj(µ), ρ(z, u) = |z|,
ψl(z, u) = ul, ψ(z, u) = |u|.
(2.30)
Here we are identifying g2 with R
n by the choice of an orthonormal basis, so that
the ul are the components of u. Note that ρ and ψ are not polynomials, but their
squares are.
Let us first consider first-layer polynomials, i.e., those depending only on the
first-layer variable z. For all f ∈ S (G), µ ∈ g∗2 \ {0}, j = 1, . . . ,m, α, β ∈ Nm0 ,
(π|µ|)1/2ζ̂µ,jf(µ, α, β) = (αj + 1)1/2f̂(µ, α + ej, β)− β1/2j f̂(µ, α, β − ej) (2.31)
(π|µ|)1/2 ζ̂µ,jf(µ, α, β) = α1/2j f̂(µ, α− ej, β)− (βj + 1)1/2f̂(µ, α, β + ej), (2.32)
where ej ∈ Nm0 is the jth standard basis element. By combining these operators and
summing over j we thus obtain a formula for the operator ∂ρ2 , which is particularly
simple in the case of radial functions f . Specifically, for all µ ∈ g∗2 \{0} and k ∈ N0,
ρ̂2f(µ, k) =
1
π|µ| [(2k +m)f̂(µ, k)− kf̂(µ, k − 1)− (k +m)f̂(µ, k + 1)]. (2.33)
We now pass to second-layer polynomials, i.e., those only depending on u. For
all radial functions f ∈ S (G), l = 1, . . . , n, µ ∈ g∗2 \ {0} and k ∈ N0,
4πiψ̂lf(µ, k)
= 2
∂
∂µl
f̂(µ, k) +
µl
|µ|2 [mf̂(µ, k) + kf̂(µ, k − 1)− (k +m)f̂(µ, k + 1)]. (2.34)
Note that, in the formulas (2.31) and (2.32), the µ in the multiplier ζµ,j must
match the µ in the argument of the Fourier transform f̂ . In applications we will also
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need to consider the case of mismatch. This is discussed in the following lemma,
where we use the notation
ζµ,p,0 := ζµ,p and ζµ,p,1 := ζµ,p. (2.35)
Lemma 2.8. Let µ1, µ ∈ Rn \ {0}. Then there exist Cα,β,j,k(µ, µ1) ∈ C (where
j, k ∈ {1, . . . ,m} and α, β ∈ {0, 1}) such that
ζµ1,j,α =
m∑
k=1
∑
β∈{0,1}
Cα,β,j,k(µ, µ1) ζµ,k,β , (2.36)
and |Cα,β,j,k(µ, µ1)| is bounded uniformly in α, β, j, k, µ, µ1.
Proof. For all µ, µ1 ∈ g∗2 \ {0}, the change of variables z(µ) 7→ z(µ1) is an R-linear
isometry on Cm, whose matrix coefficients are therefore uniformly bounded as well
as those of its inverse. 
2.3.3. Dual Leibniz rules. We now proceed to calculate ‘Leibniz rules’ for the poly-
nomials in (2.30), describing the effect of multiplying by such polynomials a con-
volution product on G (see also [23, Proposition 5.2.10]).
Note first that each ζµ,j : G → C (µ ∈ g∗2 \ {0}, j = 1, . . . ,m) is a group
homomorphism, whence
ζµ,j(f ∗ g) = (ζµ,jf) ∗ g + f ∗ (ζµ,jg).
for all f, g ∈ L1(G). An analogous rule holds for ζµ,j . Iterating and combining the
above formula yields
ρ2(f ∗ g) = (ρ2f) ∗ g+ f ∗ (ρ2g) +
m∑
j=1
(ζµ,jf) ∗ (ζµ,jg) +
m∑
j=1
(ζµ,jf) ∗ (ζµ,jg). (2.37)
The rule for ψl (l = 1, . . . , n) is more involved, due to the fact that ψl is not a
homomorphism. Indeed
ψl((z, u) · (z′, u′)) = ψl((z, u)) + ψl(z′, v′) + 1
2
([z, z′])l.
By explicitly writing ([z, z′])l in terms of the coordinates z(µ), z′(µ) (for any choice
of µ ∈ g∗2 \ {0}) and the structure constants of g, we easily derive
ψl(f ∗ g) = (ψlf) ∗ g + f ∗ (ψlg)
+
m∑
k,j=1
∑
α,β∈{0,1}
c
(l)
µ,k,j,α,β (ζµ,k,αf) ∗ (ζµ,j,βg),
(2.38)
for some constants c
(l)
µ,k,j,α,β ∈ C which are uniformly bounded in µ, k, j, α, β; here
again we are using the notation (2.35).
2.3.4. Dual fractional integration for radial functions. Recall from Section 2.3.1
that the Fourier transformation determines a unitary isomorphism between the
space L2rad(G) of square-integrable radial functions onG and the spaceH = L2((Rn\
{0})× N0, |µ|m dµ
(
k+m−1
k
)
d#(k)), where # denotes the counting measure on N0.
If ω = ω(|z|, u) is a radial function on G, then this unitary isomorphism intertwines
the operator of multiplication by ω with a (possibly unbounded) operator ∂ω on H.
If ω is a radial polynomial, then ∂ω corresponds to one of the ‘differential opera-
tors on the dual’ discussed in (2.3.2). If instead ω is a negative fractional power of
a radial polynomial, then we can think of ∂ω as a ‘fractional integration operator
on the dual’. The formulas below allow us to give a more explicit description of
such operators ∂ω in terms of ω.
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Lemma 2.9. Let ω be a radial function on G, so that ω(z, u) = ω0(|z|2, u). Then,
in the sense of distributions, we can write ∂ω as a generalised integral operator,
∂ωH(µ, k) =
∫
Rn
∑
l∈N0
H(ν, l)Kω(ν, l;µ, k)
(
l +m− 1
l
)
|ν|m dν, (2.39)
with Schwartz kernel
Kω(ν, l;µ, k) :=
C(m)(
k+m−1
k
)(
l+m−1
l
) ∫ ∞
0
F2ω0(t, ν − µ)
× Lm−1l (π|ν|t)Lm−1k (π|µ|t) e−
π(|ν|+|µ|)t
2 tm−1 dt. (2.40)
Here C(m) = πm/(m− 1)! is half the measure of the unit sphere in Cm, and F2ω0
is the partial Euclidean Fourier transform of ω0 in the second variable, that is,
F2ω0(t, µ) :=
∫
Rn
ω0(t, u) e
−2πiu·µ du. (2.41)
Proof. Let f ∈ S (G) by a radial function. Then, by (2.24),
∂ω f̂(µ, k)
=
(
k +m− 1
k
)−1 ∫
G
ω0(|z|2, u) f(z, u) e2πiµ·uLm−1k (π|µ||z|2) e−
π|µ||z|2
2 dz du.
(2.42)
By (2.26) and our identification of G as Cm × Rn, we then obtain that
∂ω f̂(µ, k) =
(
k +m− 1
k
)−1 ∫
Rn
∫
Cm
ω0(|z|2, u)
×
∫
Rn\{0}
∑
l∈N0
f̂(ν, l) e−2πiν·uLm−1l (π|ν||z|2) e−
π|ν||z|2
2 |ν|m dν
× e2πiµ·u Lm−1k (π|µ||z|2) e−
π|µ||z|2
2 dz du.
By (2.41) and using polar coordinates in z, this gives that
∂ω f̂(µ, k) =
C(m)(
k+m−1
k
) ∫
Rn
∑
l∈N0
∫ ∞
0
F2ω0(t, ν − µ) f̂(ν, l)
× Lm−1l (π|ν|t)Lm−1k (π|µ|t) e−
π(|ν|+|µ|)t
2 tm−1 dt |ν|m dν,
as required. 
If we assume that ω(z, u) is a function of only |z| or u, then simplifications occur
in the formula for the Schwartz kernel Kω.
Lemma 2.10. With the notation of Lemma 2.9, if ω0(t, u) = w(t), then
Kω(ν, l;µ, k)
=
C(m) δ(ν − µ)(
k+m−1
k
)(
l+m−1
l
) ∫ ∞
0
w(t)Lm−1l (π|ν|t)Lm−1k (π|ν|t) e−π|ν|t tm−1 dt, (2.43)
where δ is the Dirac delta on Rn.
Proof. Observe that, in this case, F2ω0(t, ν) = w(t) δ(ν). The result is then imme-
diate from (2.40). 
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Lemma 2.11. With the notation of Lemma 2.9, if ω(t, u) = w(u), then
Kω(ν, l;µ, k)
=

(
l+m−1
l
)−1 Fw(ν−µ)
(|ν|+|µ|)m
(
|ν|−|µ|
|µ|+|ν|
)k−l
P
(k−l,m−1)
l
(
1− 2
(
|µ|−|ν|
|µ|+|ν|
)2)
if k ≥ l,(
k+m−1
k
)−1 Fw(ν−µ)
(|ν|+|µ|)m
(
|µ|−|ν|
|µ|+|ν|
)l−k
P
(l−k,m−1)
k
(
1− 2
(
|µ|−|ν|
|µ|+|ν|
)2)
if k ≤ l,
(2.44)
where the P
(a,b)
n are Jacobi polynomials, and Fw is the Euclidean Fourier transform
of w.
Proof. Since F2ω(t, ν − µ) = Fw(ν − µ), in this case (2.40) becomes
Kω(ν, l;µ, k) =
C(m)Fw(ν − µ)(
k+m−1
k
)(
l+m−1
l
) ∫ ∞
0
Lm−1l (π|ν|t)Lm−1k (π|µ|t) e−
π(|ν|+|µ|)t
2 tm−1 dt.
If we set u = πt(|ν|+ |µ|), then
Kω(ν, l;µ, k)
=
π−m C(m)Fw(ν − µ)(
k+m−1
k
)(
l+m−1
l
)
(|ν|+ |µ|)m
∫ ∞
0
Lm−1l (
|ν|
|ν|+|µ|u)L
m−1
k (
|µ|
|ν|+|µ|u) e
−u/2 um−1 du.
The result is then immediate using Lemma 8.1(ii) below. 
3. The basic estimates
In this section we intend to prove the estimates (1.15) for an arbitrary stratified
group G and sub-Laplacian L, which immediately imply Theorem 1.2.
Recall (1.8) and (1.10). Let Kδ be the convolution kernel of mδ(L). Note that,
by Lemma 2.3,
mδ(rL)f = f ∗ (DrKδ). (3.1)
Note that, for each δ ∈ D0, the operator M∗δ is bounded on Lp for all p ∈ (1,∞] by
Lemmas 2.1 and 2.5, so it suffices to consider δ ∈ D = D0 \ {1}.
Now, from the conditions (1.9) and interpolation it immediately follows that
‖mδ‖L2s(R) . δ1/2−s
for all s ∈ R+ and δ ∈ D. Combined with (2.9), this gives
‖DrKδ‖1 = ‖Kδ‖1 / δ1/2−ς+(L)
for all r ∈ R+, whence
sup
r∈R+
‖mδ(rL)f‖∞ / δ1/2−ς+(L)‖f‖∞,
which implies the first estimate in (1.15).
Let us now recall a simple consequence of the Fundamental Theorem of Calculus
(cf. [30, Section 3]).
Lemma 3.1. For all f ∈ S (G), all δ ∈ D, and all x ∈ G,
|M∗δ f(x)|2 ≤ 2δ−1
∫ ∞
0
|mδ(tL)f(x)| |m˜δ(tL)f(x)| dt
t
(3.2)
and
|M•δ f(x)|2 ≤ 2δ−1
∫ 1
0
|mδ(tL)f(x)| |m˜δ(tL)f(x)| dt
t
, (3.3)
where
m˜δ(ζ) := δζm
′
δ(ζ) for all ζ ∈ R+. (3.4)
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It is worth noting that the functions m˜δ defined in (3.4) satisfy the same con-
ditions (1.9) as the mδ. The second estimate in (1.15) is then contained in the
following result.
Proposition 3.2. For all δ ∈ D,
‖M•δ ‖L2→L2 ≤ ‖M∗δ ‖L2→L2 . 1.
Proof. The first inequality is obvious. As for the second one, from the spectral
decomposition (2.6) it is easily seen that, for all f ∈ S (G),∥∥∥∥∫ ∞
0
|mδ(tL)f |2 dt
t
∥∥∥∥
L1
= ‖f‖22
∫ ∞
0
|mδ(t)|2 dt
t
(see, e.g., [1, p. 101]), and moreover from (1.9) it follows that
∫∞
0
|mδ(t)|2 dtt . δ.
Clearly analogous estimates hold if mδ is replaced by m˜δ defined in (3.4), so we
conclude that∥∥∥∥∫ ∞
0
|mδ(tL)f |2 dt
t
∥∥∥∥
L1
. δ‖f‖22,
∥∥∥∥∫ ∞
0
|m˜δ(tL)f |2 dt
t
∥∥∥∥
L1
. δ‖f‖22. (3.5)
The desired estimate ‖M∗δ ‖L2→L2 . 1 then follows by integrating (3.2) over G,
applying the Cauchy–Schwarz inequality to the right-hand side and majorizing
each factor with one of the estimates (3.5). 
4. The ‘maximal-to-nonmaximal’ reduction
For the rest of the paper, we restrict to the case of an H-type group G and the
distinguished sub-Laplacian L thereon. Our aim is proving the estimates (1.17) for
the maximal function M•δ , that is, the estimate
‖M•δ ‖L2(1/w)→L2(1/w) / 1 (4.1)
for the weights w = (1 + | · |)a and w = (1 + ρ)b and suitable values of a, b ≥ 0.
Clearly a necessary condition for this to hold is the uniform estimate
sup
0<s<1
‖mδ(sL)‖L2(1/w)→L2(1/w) / 1 (4.2)
for the norm of the nonmaximal operators, which by (2.7) actually reduces to
‖mδ(L)‖L2(1/w)→L2(1/w) / 1 (4.3)
for “quasi-homogeneous” weights w such as (1 + | · |)a and (1 + ρ)b.
In this section we will show that, for certain polynomial weights w, the im-
plication can be essentially reversed and that, roughly speaking, it is enough to
prove (4.2) to obtain (4.1). This “maximal-to-nonmaximal’ reduction result un-
fortunately does not directly apply to the weights (1 + | · |)a and (1 + ρ)b, unless
a ∈ 4N0 and b ∈ 2N0. Nevertheless the result will play an important role in the
following sections in treating the case of “fractional” a and b, leading to the proof
of (1.17).
Similarly as in [9, 30], one of the main techniques in the proof is the reduction
of the desired estimate to a square function estimate. Namely, from (3.3) and the
Cauchy–Schwarz inequality we immediately deduce that
‖M•δ f‖2L2(1/w) ≤ 2δ−1‖Tδf‖L2((0,1),ds/s)⊗L2(1/w)‖T˜δf‖L2((0,1),ds/s)⊗L2(1/w), (4.4)
where Tδ : f 7→ (mδ(tL)f)t∈(0,1) and T˜δ is the analogous operator with m˜δ in place
of mδ. Note now that
‖Tδ‖L2(1/w)→L2((0,1),ds/s)⊗L2(1/w) = ‖T †δ ‖L2((0,1),ds/s)⊗L2(w)→L2(w), (4.5)
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where T †δ denotes the adjoint operator to Tδ, which is given, for (measurable)
families of functions (ϕs)s∈(0,1), by
T †δ (ϕs)s =
∫ 1
0
mδ(sL)ϕs ds
s
. (4.6)
We are then reduced to the study of norm estimates for operators of the form (4.6),
featuring a decay as δ → 0 that is sufficient to compensate the power δ−1 in (4.4).
Let us first define the class of weights that we will be considering.
Definition 4.1. A polynomial on G is called sum-of-squares if it can be written as
a sum of squares of real-valued polynomials.
For a sum-of-squares polynomial weight w, norm estimates for operators of the
form (4.6) can be deduced from the following result.
Proposition 4.2. Let w be a sum-of-squares polynomial on G. Let I ⊆ R+ be an
interval. Let F ∈ C∞c (R+), and let TF be defined by
TF (ϕs)s :=
∫
I
F (sL)ϕs ds
s
(4.7)
for families (ϕs)s∈I of functions on G. Then
‖TF (ϕs)s‖2L2(w) ≤ (1 + degw)κ
∫
I
‖F (sL)ϕs‖2L2(w)
ds
s
,
where κ is the dss -measure of the support of F , and degw is the degree of the
polynomial w.
The key ingredient of the proof of Proposition 4.2 is the following lemma, which
is based on the group Fourier transform discussed in Section 2.3.1.
Lemma 4.3. Let F ∈ C∞c (R+). Let P be a polynomial on G.
(i) For all α, β ∈ Nm0 , and all f ∈ S (G),
supp ((PF (L)f )̂ (·, α, β)) ⊆
⋃
k∈N0 : |k−|α||≤degP
supp (F (| · |c(k))) ,
where the supports in both left- and right-hand side are meant to be of func-
tions with domain Rn \ {0}.
(ii) For all µ ∈ Rn \ {0}, α, β ∈ Nm0 , and all f ∈ S (G),
supp ((PF (·L)f )̂ (µ, α, β)) ⊆
⋃
k∈N0 : |k−|α||≤degP
supp (F (·|µ|c(k))) ,
where the supports in both left- and right-hand side are meant to be of func-
tions with domain R+.
Proof. Let Kt denote the convolution kernel of F (tL) for all t ∈ R+. Then, by
iteratively applying the Leibniz rules from Section 2.3.3,
PF (tL)f = P (f ∗Kt) =
∑
j
(Qjf) ∗ (RjKt)
for suitable polynomials Qj, Rj (depending only on P ) with degQj, degRj ≤ degP ,
and therefore, by (2.20),
(PF (tL)f )̂ (µ, α, β) =
∑
j
∑
γ∈Nm0
R̂jKt(µ, α, γ) Q̂jf(µ, γ, β).
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Taking any of the Rj in place of P , we are then reduced to proving that
supp
(
P̂K1(·, α, β)
)
⊆
⋃
k∈N : |k−|α||≤degP
supp (F (| · |c(k))) ,
supp
(
t 7→ P̂Kt(µ, α, β)
)
⊆
⋃
k∈N : |k−|α||≤degP
supp (F (·|µ|c(k))) .
(4.8)
By linearity, we may assume that P factorises as P (z, u) = Q(z)R(u).
Let Ht(z, u) = R(u)Kt(z, u). By iteratively applying Lemma 2.8 and the identi-
ties (2.31) and (2.32), we can write
P̂Kt(µ, α, β) =
∑
α′,β′∈Nm0
|α′−α|+|β′−β|≤degQ
cµ,α,β,α′,β′Ĥt(µ, α
′, β′)
=
∑
k∈N0
|k−|α||+|k−|β||≤degQ
cµ,α,β,kĤt(µ, k),
for suitable coefficients cµ,α,β,α′,β′ , cµ,α,β,k ∈ C; the second identity is due to the
fact that Ht is radial. Similarly, by iteratively applying (2.34) and (2.22),
Ĥt(µ, k) =
∑
k′∈N0, γ∈Nn0
|k′−k|+|γ|≤degR
cµ,k,k′,γ
(
∂
∂µ
)γ
K̂t(µ, k
′)
=
∑
k′,ℓ∈N0
|k′−k|+ℓ≤degR
cµ,k,k′,ℓ t
ℓF (ℓ)(t|µ|c(k′)).
Since suppF (ℓ) ⊆ suppF for all ℓ ∈ N0, the containments (4.8) are easily deduced
by combining the previous identities. 
Proof of Proposition 4.2. Let w =
∑
j P
2
j for some real-valued polynomials on G,
so degw = 2maxj degPj . Note that
‖TF (ϕs)s‖2L2(w) =
∑
j
∥∥∥∥∫
I
PjF (sL)ϕs ds
s
∥∥∥∥2
L2(G)
=
∑
j
∑
α,β∈Nm0
∫
Rn\{0}
∣∣∣∣∫
I
(PjF (sL)ϕs)̂ (µ, α, β)ds
s
∣∣∣∣2 |µ|m dµ
by (2.15). By Lemma 4.3(ii), for each µ ∈ Rn \ {0} and α, β ∈ Nm0 , the dss -measure
of the support of s 7→ (PjF (sL)ϕs)̂ (µ, α, β) is controlled by (1+2 degPj)κ. Hence,
by the Cauchy–Schwarz inequality,∣∣∣∣∫
I
(PjF (sL)ϕs )̂ (µ, α, β)ds
s
∣∣∣∣2 ≤ (1 + 2 degPj)κ ∫
I
|(PjF (sL)ϕs)̂ (µ, α, β)|2 ds
s
.
Therefore, again by (2.15),
‖TF (ϕs)s‖2L2(w) ≤
∑
j
(1 + deg 2Pj)κ
∫
I
‖PjF (sL)ϕs‖2L2(G)
ds
s
≤ (1 + degw)κ
∫
I
‖F (sL)ϕs‖2L2(w)
ds
s
,
and we are done. 
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If we apply Proposition 4.2 with F = mδ and I = (0, 1), we immediately deduce
that
‖T †δ ‖L2((0,1),ds/s)⊗L2(w)→L2(w) . δ1/2 sup
0<s<1
‖mδ(sL)‖L2(w)→L2(w). (4.9)
In view of (4.4) and (4.5), this implies the estimate
‖M•δ f‖2L2(1/w)→L2(1/w) . sup
0<s<1
‖mδ(sL)‖L2(w)→L2(w) sup
0<s<1
‖m˜δ(sL)‖L2(w)→L2(w),
(4.10)
which provides the desired ‘maximal-to-nonmaximal’ reduction (note that the norm
of mδ(sL) on L2(w) is the same as that on L2(1/w) by self-adjointness).
It would be interesting to know if estimates of the form (4.9) and (4.10) hold for
wider classes of weights. The methods used in the proof seem to strongly depend
on the polynomial nature of w. In the next section, however, we will see that a sort
of interpolation technique can be used to work around this obstruction in the case
of certain fractional powers of polynomials.
5. The ‘maximal-to-nonmaximal’ reduction, take two
As discussed in the previous section, a necessary condition for the maximal
estimate (4.1) to hold is the validity of nonmaximal estimates such as (4.2) and
(4.3). In this section, instead of trying to revert the implication, we will show that
certain two-weight estimates, from which (4.3) readily follows by interpolation, are
also enough to obtain (4.2) under suitable assumptions on the weight w. These
two-weight estimates involve powers of the weight w, thus allowing us to apply the
results of the previous section even when the weight w is not a polynomial, provided
that some power of w is. As we will see in the next section, in turn these two-weight
estimates may be reduced to a ‘trace lemma’, the proof of which will eventually be
our main objective.
The aforementioned two-weight estimates are expressed in terms of a decompo-
sition of the operators mδ(L). For all δ ∈ D, we define Jδ ∈ N so that
2Jδ−1 ≤ 20δ−1 ≤ 2Jδ (5.1)
and define operators Rδ,j, j = 1, . . . , Jδ, on L
2(G) by
R̂δ,jf(µ, α, β) :=
{
1[2j,2j+1)(c(|α|)) f̂ (µ, α, β) for j = 1, . . . , Jδ − 1,
1[2Jδ ,∞)(c(|α|)) f̂ (µ, α, β) for j = Jδ,
(5.2)
where c(k) is defined as in (2.21). In order to motivate the subsequent developments,
let us first present the simple interpolation argument yielding the ‘nonmaximal’
estimate (4.3).
Proposition 5.1. Let w be a weight on G and N > 1. Suppose that, for all δ ∈ D
and for all 1 ≤ j ≤ Jδ, the estimates
‖Rδ,jmδ(L)f‖22 / C(δ, j)‖f‖2L2(w) (5.3)
and
‖Rδ,jmδ(L)f‖2L2(wN) / C(δ, j)1−N‖f‖2L2(w) + ‖f‖2L2(wN) (5.4)
hold, where C(δ, j) > 0. Then, for all δ ∈ D,
‖mδ(L)‖L2(1/w)→L2(1/w) / 1. (5.5)
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Proof. Define S := {(z, u) ∈ G : C(δ, j)w(z, u) < 1}. Note that, if f is supported
in either S or its complement, then one of the two summands in the right-hand side
of (5.4) dominates the other one. Consequently from (5.4) we deduce
‖Rδ,jmδ(L)(1Sf)‖2L2(wN ) / C(δ, j)1−N‖1Sf‖2L2(w),
‖Rδ,jmδ(L)(1G\S)f‖2L2(wN ) / ‖1G\Sf‖2L2(wN ).
If we interpolate the first estimate with (5.3), and the second estimate with the
trivial L2 estimate ‖Rδ,jmδ(L)‖L2→L2 . 1, then we obtain
‖Rδ,jmδ(L)(1Sf)‖2L2(w) / ‖1Sf‖2L2(w),
‖Rδ,jmδ(L)(1G\Sf)‖2L2(w) / ‖1G\Sf‖2L2(w),
and consequently
‖Rδ,jmδ(L)f‖2L2(w) / ‖f‖2L2(w).
Since Jδ ≃ | log(δ)| / 1, this estimate holds if Rδ,jmδ is replaced by just mδ, and
the desired result follows by self-adjointness of mδ(L). 
In this section we show that, for a certain class of weights w, the assumptions
(5.3) and (5.4) are essentially enough to deduce the maximal estimate (4.1) too.
Definition 5.2. A weight w on G will be called:
• quasi-homogeneous, if w ≃ 1 + wa0 for some a ≥ 0 and some nonnega-
tive function w0 on G, which is 1-homogeneous with respect to the group
dilations;
• temperate, if there exists α ≥ 0 such that, for all x, y ∈ G,
w(x) ≤ w(y) (1 + d(x, y))α;
• admissible, if w ∈ A2(G), w is quasi-homogeneous and temperate.
We denote by Adm(G) the collection of admissible weights on G.
As discussed in the previous section, estimates for the maximal function M•δ can
be reduced to estimates for the operator T †δ defined in (4.6). These are contained
in the following statement.
Proposition 5.3. Let w be a weight on G and N > 1 such that:
• w ∈ Adm(G);
• wN is a sum-of-squares polynomial on G;
• the estimates (5.3) and (5.4) hold for all δ ∈ D and j = 1, . . . , Jδ.
Then, for all δ ∈ D,
‖T †δ ‖L2((0,1),ds/s)⊗L2(w)→L2(w) / δ1/2. (5.6)
As an immediate consequence, in view of (4.4) and (4.5), we obtain the following
estimate for M•δ .
Corollary 5.4. Let w be a weight on G and N > 1 such that:
• w ∈ Adm(G);
• wN is a sum-of-squares polynomial on G;
• the estimates (5.3) and (5.4) hold for all δ ∈ D and j = 1, . . . , Jδ, as well
as the corresponding estimates where mδ is replaced by m˜δ defined as in
(3.4).
Then, for all δ ∈ D,
‖M•δ ‖L2(1/w)→L2(1/w) / 1.
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The proof of Proposition 5.3 will be given at the end of the section, after a
number of preliminary lemmas.
First of all we show that, in place of T †δ , it is enough to consider a ‘portion’ of
it, where the integral in (4.6) is restricted to (1/8, 1).
Lemma 5.5. Let w ∈ A2(G) be a quasi-homogeneous weight. Then, for all δ ∈ D,
‖T †δ ‖L2((0,1),ds/s)⊗L2(w)→L2(w) . δ1/2 + ‖Ψδ‖L2((1/8,1),ds/s)⊗L2(w)→L2(w),
where the implicit constant may depend on w, and
Ψδ(ϕs)s :=
∫ 1
1/8
mδ(sL)ϕs ds
s
.
Proof. We first choose ϑ ∈ C∞c (R) with supp(ϑ) ⊆ (1, 4) and
1 =
∑
k∈Z
ϑ(2−ks), s > 0.
Note that supp(mδ) ⊆ [1/2, 1] (here we use that δ ≤ 12 ), so, for all k ∈ Z,
mδ(tL)ϑ(2−kL) = 0 for t /∈ Ik := (2−k−3, 2−k),
and moreover Ik ∩ [0, 1] = ∅ for k ≤ −4. Hence, from Lemma 2.6 (note that
1/w ∈ A2(G)) we readily deduce
‖T †δ (ϕs)s‖2L2(w) ≃
∑
k∈Z
‖ϑ(2−kL)T †δ (ϕs)s‖2L2(w)
=
∞∑
k=−3
‖Ψ˜δ,k(ϕs)s∈Ik‖2L2(w),
where
Ψ˜δ,k(gs)s :=
∫
Ik
mδ(sL)ϑ(2−kL)gs ds
s
,
and in particular
‖T †δ ‖L2((0,1),ds/s)⊗L2(w)→L2(w) . sup
k≥−3
‖Ψ˜δ,k‖L2(Ik,ds/s)⊗L2(w)→L2(w).
Since w is quasi-homogeneous, w ≃ 1 + wa0 for some nonnegative 1-homogeneous
function w0 on G and some a ≥ 0. In order to conclude, it will be sufficient to
prove that, for all k ≥ −3,
‖Ψ˜δ,k‖L2(Ik,ds/s)⊗L2(1+wa0 )→L2(1+wa0 )
. max
b∈{0,a}
‖Ψδ‖L2(I0,ds/s)⊗L2(1+wb0)→L2(1+wb0), (5.7)
where the implicit constant is independent of k; indeed, the term with b = 0 in the
right-hand side is controlled by a multiple of δ1/2, by Proposition 4.2.
To prove (5.7), note that, by Lemma 2.3,
Ψ˜δ,k(gs)s∈Ik = D2−kΨ˜δ,0(D2kg2−ks)s∈I0 ,
whence
‖Ψ˜δ,k(gs)s‖L2(1+wa0 ) ≃ maxb∈{0,a} ‖Ψ˜δ,k(gs)s‖L2(wb0)
= max
b∈{0,a}
2(Q−b)k/4‖Ψ˜δ,0(D2kg2−ks)s‖L2(wb0)
. max
b∈{0,a}
2(Q−b)k/4‖Ψ˜δ,0(D2kg2−ks)s‖L2(1+wb0)
(5.8)
On the other hand,
‖(D2kg2−ks)s‖L2(I0,ds/s)⊗L2(wb0) = 2
−(Q−b)k/4‖(gs)s‖L2(Ik,ds/s)⊗L2(wb0),
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whence also
‖(D2kg2−ks)s‖L2(I0,ds/s)⊗L2(1+wb0) . 2
−(Q−b)k/4‖(gs)s‖L2(Ik,ds/s)⊗L2(1+wb0) (5.9)
(here we are using that 2bk/4 & 1, since b ∈ {0, a}, a ≥ 0, k ≥ −3). A comparison
of (5.8) and (5.9) immediately yields
‖Ψ˜δ,k‖L2(Ik,ds/s)⊗L2(1+wa0 )→L2(1+wa0 )
. max
b∈{0,a}
‖Ψ˜δ,0‖L2(I0,ds/s)⊗L2(1+wb0)→L2(1+wb0).
On the other hand, since ϑ ∈ C∞c (R+) and w ∈ A2(G), ϑ(L) is bounded on
L2(1 + wb0) for b ∈ {0, a} (see Lemmas 2.1 and 2.5), whence
‖Ψ˜δ,0‖L2(I0,ds/s)⊗L2(1+wb0)→L2(1+wb0) . ‖Ψδ‖L2(I0,ds/s)⊗L2(1+wb0)→L2(1+wb0)
and (5.7) follows. 
Let χ ∈ C∞(R) be even, real-valued and such that
supp(χ) ⊆ (−2, 2), χ(λ) = 1 for λ ∈ (−1, 1).
Define, for λ ∈ R, nδ(λ) = mδ(λ2). We now decompose nδ = nIδ + nIIδ , where
FnIδ(λ) = χ(δ2λ)Fnδ(λ), FnIIδ (λ) = (1− χ(δ2λ))Fnδ(λ)
and F denotes the Euclidean Fourier transform. Then mδ(tL) = nIδ(
√
tL) +
nIIδ (
√
tL), and correspondingly Ψδ = ΨIδ +ΨIIδ , where
ΨIδ(ϕs)s :=
∫ 1
1/8
nIδ(
√
sL)ϕs ds
s
, ΨIIδ (ϕs)s :=
∫ 1
1/8
nIIδ (
√
sL)ϕs ds
s
.
We now show that ΨIIδ is effectively negligible in our analysis.
Lemma 5.6. For all w ∈ A2(G) and k ∈ N0,
sup
s∈R+
‖nIIδ (
√
sL)f‖L2(w) .k δk‖f‖L2(w) (5.10)
and
‖ΨIIδ ‖L2((1/8,1),ds/s)⊗L2(w)→L2(w) .k δk, (5.11)
where the implict constants may depend on w.
Proof. Since nδ is even and vanishes at the origin (δ ≤ 1/2), we can write nδ(λ) =
n+δ (λ) + n
+
δ (−λ), where supp(n+δ ) ⊆ (0,∞). Correspondingly
δ−1FnIIδ (δ−1λ) = 2δ−1(1 − χ(δλ))ReFn+δ (δ−1λ)
= 2(1− χ(δλ))Re
(
e−2πiλδ
−1FNδ(λ)
)
,
(5.12)
where Nδ(λ) := n
+
δ (δλ+ 1) and we have used that n
+
δ is real-valued.
From (1.9) it easily follows that supp(Nδ) ⊆ [−1/2, 0] and ‖N (j)δ ‖∞ .j 1 for
all j ∈ N0 (uniformly in δ). Hence each Schwartz seminorm of FNδ is bounded
uniformly in δ. Since 1 − χ(δλ) vanishes unless |λ| ≥ δ−1, it is readily seen that
each Schwartz seminorm of λ 7→ (1 − χ(δλ)) e−2πiλδ−1FNδ(λ) is majorized by δk
uniformly in δ for arbitrarily large k. By (5.12), this implies that each Schwartz
seminorm of nIIδ (δ·) is majorized by δk uniformly in δ for arbitrarily large k.
Since nIIδ is even, from Lemmas 2.5 and 2.1 we deduce, for all s > 0 and for all
k ∈ N, the estimate
|nIIδ (
√
sL)f(x)| .k δkMf(x) a.e. (5.13)
where M denotes the Littlewood-Hardy maximal operator on G and the implicit
constant in . does not depend on s or δ. Since w ∈ A2(G), M is bounded on L2(w)
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and (5.10) follows immediately from (5.13). Moreover, by the Cauchy–Schwarz
inequality,
‖ΨIIδ (ϕs)s‖2L2(w) .
∫ 1
1/8
‖nIIδ (
√
sL)ϕs‖2L2(w)
ds
s
and (5.11) follows by applying (5.10) to the inner norm. 
The analysis of Ψδ is then essentially reduced to that of the ‘main term’ Ψ
I
δ, for
which we can exploit the support condition on FnIδ and finite propagation speed
for L. This leads to the following result.
Lemma 5.7. Let w ∈ Adm(G), and assume that inf w = 1. Let Al = {x ∈ G :
2l−1 ≤ w(x) < 2l} for all l ∈ N. Then
‖Ψδ(ϕs)s‖2L2(w) / δ ‖(ϕs)s‖2L2((1/8,1),ds/s)⊗L2(w) +
∑
l∈N
‖Ψδ(1Alϕs)s‖2L2(w).
Proof. Note that G =
⋃
l∈NAl, since w ≥ 1. In view of the decomposition Ψδ =
ΨIδ +Ψ
II
δ and Lemma 5.6, it is enough to prove that
‖ΨIδ(ϕs)s‖2L2(w) /
∑
l∈N
‖ΨIδ(1Alϕs)s‖2L2(w). (5.14)
Let Kδ,t be the convolution kernel of n
I
δ(
√
tL). Since suppFnIδ ⊆ [−2δ−1, 2δ−1],
by finite propagation speed (Lemma 2.4) we deduce that, for |t| ≤ 1,
supp(Kδ,t) ⊆ B(0, 4πδ−2). (5.15)
Since w is temperate, there exists α ≥ 0 such that, for all x, z ∈ G,
w(x)
w(z)
. (1 + d(x, z))α. (5.16)
From this it immediately follows that, for a suitable constant κ ≥ 0 and all l ∈ N,
B(Al, 8πδ
−2) ⊆ {x ∈ G : 2l−κ| log(δ)|−1 ≤ 1 + w0(x) ≤ 2l+κ| log(δ)|},
which implies that B(Al, 4πδ
−2) ∩B(Al′ , 4πδ−2) 6= ∅ only if |l′ − l| ≤ κ| log(δ)|.
Observe now that, by (5.15), suppΨIδ(1Alϕs)s ⊆ B(Al, 4πδ−2). This means that,
in the decomposition
ΨIδ(ϕs)s =
∑
l∈N
ΨIδ(1Alϕs)s,
the number of nonvanishing summands at each point of G is / 1, and (5.14) im-
mediately follows. 
Proof of Proposition 5.3. Observe first that (5.3) and (5.4) hold in a slightly en-
hanced form:
‖Rδ,jmδ(sL)f‖22 / C(δ, j)‖f‖2L2(w) (5.17)
and
‖Rδ,jmδ(sL)f‖2L2(wN ) / C(δ, j)1−N‖f‖2L2(w) + ‖f‖2L2(wN ) (5.18)
uniformly in s ∈ (1/8, 1). This is an immediate consequence of the observation that
Rδ,jmδ(sL) = DsRδ,jmδ(L)Ds−1 ,
(cf. Lemma 2.3) and that moreover, by quasi-homogeneity, w ◦ δs ≃ w uniformly in
s ∈ (1/8, 8).
Without loss of generality, we may assume that inf w = 1. Then, by Lemmas
5.5 and 5.7, we are reduced to proving that∑
l∈N
‖Ψδ(1Alϕs)s‖2L2(w) / δ ‖(ϕs)s‖2L2((1/8,1),ds/s)⊗L2(w). (5.19)
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Note now that, for j = 1, . . . , Jδ,
‖Rδ,jΨδ(1Alϕs)s‖L2(w) ≤ ‖Rδ,jΨδ(1Alϕs)s‖(N−1)/NL2(G) ‖Rδ,jΨδ(1Alϕs)s‖
1/N
L2(wN ).
Moreover, by Proposition 4.2 and (5.18),
‖Rδ,jΨδ(1Alϕs)s‖2L2(wN ) . δ
∫ 1
1/8
‖Rδ,jmδ(sL)1Alϕs‖2L2(wN )
ds
s
/ δ max{2(N−1)l, C(δ, j)1−N}‖(1Alϕs)s‖2L2((1/8,1),ds/s)⊗L2(w);
similarly, by Proposition 4.2, (5.17) and the trivial L2 estimate for Rδ,jmδ(sL),
‖Rδ,jΨδ(1Alϕs)s‖2L2(G) . δ
∫ 1
1/8
‖Rδ,jmδ(sL)1Alϕs‖2L2(G)
ds
s
/ δ min{2−l, C(δ, j)}‖(1Alϕs)s‖2L2((1/8,1),ds/s)⊗L2(w).
Hence
‖Rδ,jΨδ(1Alϕs)s‖2L2(w) / δ ‖(1Alϕs)s‖2L2((1/8,1),ds/s)⊗L2(w),
and ∑
ℓ∈N
‖Rδ,jΨδ(1Alϕs)s‖2L2(w) / δ ‖(ϕs)s‖2L2((1/8,1),ds/s)⊗L2(w).
Since Jδ / 1, summing in j = 1, . . . , Jδ gives (5.19). 
6. Reduction to dual trace lemmas
The aim of this section is to reduce proving the estimates we need, that is
(5.3) and (5.4), in the case of the weights w = (1 + | · |)a and w = (1 + ρ)b, to
proving suitable ‘trace lemmas’. It is easily checked (see Lemma 2.2) that such
weights w are admissible. Moreover (1 + |(z, u)|)4 ≃ 1 + |z|4 + |u|2; hence, in
the case w = (1 + | · |)a, if we set N = 4/a, then wN is equivalent to a sum-
of-squares polynomial, so Proposition 5.3 and Corollary 5.4 apply to w. Since
(1 + ρ(z))4 = 1 + |z|4, a similar remark applies in the case w = (1 + ρ)b.
Recall the definition of c(k) in (2.21). We set
cγ(k) := c(k + γ) for γ ∈ {−1, 0, 1}, (6.1)
and define operators Mγδ,j, for γ ∈ {−1, 0, 1}, j = 1, . . . , Jδ and f ∈ S (G), by
M̂γδ,jf(µ, α, β) :=
{
1[1−δ,1](cγ(|α|)|µ|)1[2j ,2j+1)(cγ(|α|))f̂ (µ, α, β) if j < Jδ,
1[1−δ,1](cγ(|α|)|µ|)1[2Jδ ,∞)(cγ(|α|))f̂ (µ, α, β) if j = Jδ.
(6.2)
Note that M0δ,j = Rδ,jmδ(L).
Proposition 6.1. Let a ∈ (0, 2]. Suppose that the estimate
‖Mγδ,jf‖22 / C(δ, j)‖f‖2L2(w), (6.3)
holds for all δ ∈ D, 1 ≤ j ≤ Jδ, γ ∈ {−1, 0, 1}, in one of the following cases:
(i) w = (1 + | · |)a and C(δ, j) = (2−jδ)a/2;
(ii) w = (1 + ρ)a and C(δ, j) = 2−aj.
Then the estimates (5.3) and (5.4) hold with N = 4/a.
The proof will be given at the end of the section, after a number of auxiliary
results.
Let Kδ,j to be the convolution kernel of Rδ,jmδ(L). Recall that, by (2.22),
K̂δ,j(µ, k) =
{
1[2j,2j+1)(c(k))mδ(|µ|c(k)) for j = 1, . . . , Jδ − 1,
1[2Jδ ,∞)(c(k))mδ(|µ|c(k)) for j = Jδ.
(6.4)
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Lemma 6.2. Let
Hδ,j(µ, k) :=

1[2j,2j+1)(c(k))1[1−δ,1](c(k)|µ|) if k ≥ 0, j < Jδ,
1[2Jδ ,∞)(c(k))1[1−δ,1](c(k)|µ|) if k ≥ 0, j = Jδ,
0 if k < 0.
Then, for all δ ∈ D, 1 ≤ j ≤ Jδ, and for all µ ∈ Rn \ {0}, k ∈ N0,
|K̂δ,j(µ, k)| . Hδ,j(µ, k), (6.5)
|ρ̂2Kδ,j(µ, k)| . 22j
∑
γ∈{−1,0,1}
Hδ,j(µ, k + γ), (6.6)
|ψ̂lKδ,j(µ, k)| . δ−12j
∑
γ∈{−1,0,1}
Hδ,j(µ, k + γ), (6.7)
and, if P is any homogeneous first-layer polynomial of degree 1, then
|P̂Kδ,j(µ, α, β)| .P
{
2j [Hδ,j(µ, |α|) +Hδ,j(µ, |β|)] if |α− β| = 1,
0 otherwise.
(6.8)
Proof. The estimate (6.5) is an immediate consequence of (6.4) and (1.9).
As for (6.6), note that, by (2.33) and (6.5),
|ρ̂2Kδ,j(µ, k)| . 1 + k|µ|
∑
γ∈{−1,0,1}
Hδ,j(µ, k + γ).
In the case j < Jδ, the latter sum vanishes unless 1 + k ≃ c(k) ≃ |µ|−1 ≃ 2j , and
(6.6) follows. In the case j = Jδ, a similar argument works provided c(k− 1) < 2Jδ :
indeed the sum vanishes unless c(k + 1) ≥ 2Jδ , so again we deduce 1 + k ≃ c(k) ≃
|µ|−1 ≃ 2Jδ .
Suppose now that j = Jδ and c(k − 1) ≥ 2Jδ . Then, by (6.4) and (2.33),
̂ρ2Kδ,Jδ(µ, k)
=
1
π|µ|
[
(2k +m)mδ(|µ|c(k)) − kmδ(|µ|c(k − 1))− (k +m)mδ(|µ|c(k + 1))
]
.
(6.9)
On the other hand, by Taylor’s Theorem, there exist θ+, θ− ∈ (0, 4π) such that
mδ(|µ|c(k ± 1)) = mδ(|µ|c(k))± 4π|µ|m′δ(|µ|c(k)) + (4π|µ|)2m′′δ (|µ|(c(k)± θ±)).
(6.10)
Substituting into (6.9) and exploiting cancellations, one easily obtains that
| ̂ρ2Kδ,Jδ(µ, k)| . |m′δ(|µ|c(k))| + (1 + k)|µ|
∑
±
|m′′δ (|µ|(c(k)± θ±))|.
By (1.9), the right-hand side vanishes unless 1 + k ≃ c(k) ≃ |µ|−1, and moreover
the first summand is clearly controlled by a multiple of δ−1Hδ,Jδ(µ, k). Moreover,
|m′′δ (|µ|(c(k)± θ±))| vanishes unless |µ|(c(k)± θ±) ∈ [1− δ, 1], which implies
4π|µ| ≤ 4π(c(k)± θ±)−1 ≤ 4π(c(k − 1))−1 ≤ 4π2−Jδ ≤ δ (6.11)
by (5.1), and
|µ|c(k±) ≤ 1, |µ|c(k± + 1) ≥ 1− δ, |µ|c(k± + 1)− |µ|c(k±) ≤ δ
(where k+ = k and k− = k−1), whence |µ|c(k) ∈ [1− δ, 1] or |µ|c(k±1) ∈ [1− δ, 1].
This, together with (1.9), shows that (1+ k)|µ||m′′δ (|µ|(c(k)± θ±))| is controlled by
a multiple of δ−2[Hδ,Jδ(µ, k) +Hδ,Jδ(µ, k ± 1)]. Putting all together, and recalling
that δ−1 ≃ 2Jδ , yields (6.6) in this case too.
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Let us finally consider (6.7). From (2.34), (6.4) and (1.9), we immediately deduce
that
|ψ̂lKδ,j(µ, k)| .
∣∣∣∣ ∂∂µl K̂δ,j(µ, k)
∣∣∣∣+ 1 + k|µ| ∑
γ∈{−1,0,1}
|K̂δ,j(µ, k + γ)|
. (1 + k)δ−1Hδ,j(µ, k) +
1 + k
|µ|
∑
γ∈{−1,0,1}
Hδ,j(µ, k + γ).
So, arguing as in the proof of (6.6), we easily deduce (6.7) in the case j < Jδ, and
also in the case j = Jδ and c(k − 1) < 2Jδ .
Suppose now that j = Jδ and c(k − 1) ≥ 2Jδ . Then, by (2.34),
ψ̂lKδ,j(µ, k) = 4π(2k +m)
µl
|µ|m
′
δ(|µ|c(k))
+
µl
|µ|2
[
mmδ(|µ|c(k)) + kmδ(|µ|c(k − 1))− (k +m)mδ(|µ|c(k + 1))
]
.
By substituting the Taylor expansions (6.10) and exploiting cancellations, we obtain
|ψ̂lKδ,j(µ, k)| . (1 + k)|µ|
∑
±
|m′′δ (|µ|(c(k)± θ±))|,
which, analogously as before, leads to the desired estimate (6.7).
It remains to consider (6.8). First, note that, by (2.31) and the radiality of Kδ,j,
we immediately deduce that ̂ζµ,jKδ,j(µ, α, β) vanishes unless α+ ej = β, in which
case αj + 1 = βj and
̂ζµ,jKδ,j(µ, α, β) .
(
1 + |α|
|µ|
)1/2 ∣∣∣K̂δ,j(µ, |β|) − K̂δ,j(µ, |α|)∣∣∣ .
Similarly, by (2.32), ̂ζµ,jKδ,j(µ, α, β) vanishes unless α = β + ej , in which case an
analogous estimate holds. Hence, by Lemma 2.8, we deduce that P̂Kδ,j(µ, α, β)
vanishes unless |α− β| = 1, in which case
|P̂Kδ,j(µ, α, β)| .P
(
1 + |α|
|µ|
)1/2 ∣∣∣K̂δ,j(µ, |β|)− K̂δ,j(µ, |α|)∣∣∣ .
Noting that |β| = |α| ± 1 when |α − β| = 1, the right-hand side can be estimated
analogously as in the proof of (6.6), by exploiting, in the case where j = Jδ and
c(|α| − 1) ≥ 2Jδ , a first-order Taylor expansion in place of (6.10). 
Lemma 6.3. For all δ ∈ D and 1 ≤ j ≤ Jδ, the estimate
‖Rδ,jmδ(L)f‖L2(ω4)
. ‖f‖L2(ω4) +D(δ, j)2
∑
γ∈{−1,0,1}
‖Mγδ,jf‖2 +D(δ, j)‖f‖L2(ω2) (6.12)
holds in the following cases:
(i) ω = 1 + | · | and D(δ, j) = (2jδ−1)1/2;
(ii) ω = 1 + ρ and D(δ, j) = 2j.
Proof. Note that
‖Rδ,jmδ(L)f‖L2((1+ρ)4) . ‖f‖2 + ‖Rδ,jmδ(L)f‖L2(ρ4),
‖Rδ,jmδ(L)f‖L2((1+|·|)4) . ‖f‖2 + ‖Rδ,jmδ(L)f‖L2(ρ4) +
∑
l
‖Rδ,jmδ(L)f‖L2(ψ2
l
),
where we used the L2 boundedness of Rδ,jmδ(L).
Clearly the term ‖f‖2 is bounded by ‖f‖L2(ω4) in any case.
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Now,
‖Rδ,jmδ(L)f‖L2(ρ4) = ‖ρ2(f ∗Kδ,j)‖2.
By (2.37),
ρ2(f ∗Kδ,j) = f ∗ (ρ2Kδ,j) + (ρ2f) ∗Kδ,j +
∑
s
(Psf) ∗ (QsKδ,j)
for some homogeneous first-layer polynomials Ps, Qs of degree 1. Note that we
trivially have
‖(ρ2f) ∗Kδ,j‖22 . ‖f‖2L2(ρ4)
since Rδ,jmδ(L) is bounded on L2. Next, by (2.20) and (6.6),
|(f ∗ (ρ2Kδ,j))̂ (µ, α, β)|2 = |ρ̂2Kδ,j(µ, |α|)|2 |f̂(µ, α, β)|2
. 24j
∑
γ∈{−1,0,1}
Hδ,j(µ, |α|+ γ) |f̂(µ, α, β)|2
= 24j
∑
γ∈{−1,0,1}
|M̂γδ,jf(µ, α, β)|2,
which implies, by (2.15), that
‖f ∗ (ρ2Kδ,j)‖2 . 22j
∑
γ∈{−1,0,1}
‖Mγδ,jf‖2.
Further, by (2.20) and (6.8),
|((Psf) ∗ (QsKδ,j))̂ (µ, α, β)|2
. 22j
∑
α′ : |α−α′|=1
[
Hδ,h(µ, |α|) +Hδ,h(µ, |α′|)
]
|P̂sf(µ, α′, β)|2,
whence∑
α
|((Psf) ∗ (QsKδ,j))̂ (µ, α, β)|2 . 22j
∑
γ∈{−1,0,1}
∑
α
Hδ,h(µ, |α|+ γ)|P̂sf(µ, α, β)|2
and again, by (2.15), we deduce that
‖(Psf) ∗ (QsKδ,j)‖2 . 2j
∑
γ∈{−1,0,1}
‖Mγδ,j(Psf)‖2.
Combining the above estimates yields
‖Rδ,jmδ(L)f‖L2(ρ4)
. ‖f‖2L2(ρ4) + 22j
∑
γ∈{−1,0,1}
‖Mγδ,jf‖2 + 2j
∑
γ∈{−1,0,1}
∑
s
‖Mγδ,j(Psf)‖2,
whence the estimate (6.12) in the case ω = 1+ρ follows, since theMγδ,j are uniformly
L2-bounded.
Similarly,
‖Rδ,jmδ(L)f‖L2(ψ2l ) = ‖ψl(f ∗Kδ,j)‖2
and, by (2.38),
ψl(f ∗Kδ,j) = (ψlf) ∗Kδ,j + f ∗ (ψlKδ,j) +
∑
s
(Pl,sf) ∗ (Ql,sKδ,j)
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for some homogeneous first-layer polynomials Pl,s, Ql,s of degree 1. Arguing as
above, and using (6.7) in place of (6.6), one deduces
‖Rδ,jmδ(L)f‖L2(ψ2l )
. ‖f‖L2(ψ2l ) + 2
jδ−1
∑
γ∈{−1,0,1}
‖Mγδ,jf‖2 + 2j
∑
γ∈{−1,0,1}
∑
s
‖Mγδ,j(Pl,sf)‖2.
Combining all the above estimates, and observing that 2j . δ−1, we obtain that
‖Rδ,jmδ(L)f‖L2((1+|·|)4) . ‖f‖2L2((1+|·|)4)
+ 2jδ−1
∑
γ∈{−1,0,1}
‖Mγδ,jf‖2 + (2jδ−1)1/2
∑
γ∈{−1,0,1}
∑
s
‖Mγδ,j(P˜sf)‖2
for some homogeneous first-layer polynomials P˜s of degree 1. The estimate (6.12)
in the case ω = 1+ | · | again follows since the Mγδ,j are uniformly L2-bounded. 
Proof of Proposition 6.1. Clearly, (6.3) with γ = 0 implies (5.3).
As for (5.4), noting that wN ≃ ω4 (where ω is 1 + | · | or 1 + ρ as appropriate),
if we combine Lemma 6.3 and the estimate (6.3), then we deduce
‖Rδ,jmδ(L)f‖2L2(wN ) . ‖f‖2L2(wN ) +D(δ, j)4−a‖f‖2L2(w) +D(δ, j)2‖f‖2L2(wN/2),
where D(δ, j) is (2jδ−1)1/2 or 2j as appropriate, so that C(δ, j) = D(δ, j)−a. To
complete the proof of (5.4), it is enough to show that the last summand in the
right-hand side is controlled by the other two. However, this is clear in the case
a = 2, since N/2 = 1 and 4− a = 2 in that case. Otherwise, let
S := {(z, u) ∈ G : w(z, u)N/2 ≤ D(δ, j)2};
since N/2 = 2/a > 1, it is then easy to check that
D(δ, j)2‖1Sf‖2L2(wN/2) ≤ D(δ, j)4−a‖f‖2L2(w),
while
D(δ, j)2‖1G\Sf‖2L2(wN/2) ≤ ‖f‖2L2(wN ),
and we are done. 
7. The dual trace lemmas
Recall from (6.2) the definition of the operators Mγδ,j. The main results of this
section are the following ‘dual trace lemmas’.
Theorem 7.1. For all δ ∈ D, 1 ≤ j ≤ Jδ, γ ∈ {−1, 0, 1} and a ∈ [0, 23 ],
‖Mγδ,jf‖22 / (2−jδ)a/2‖f‖2L2((1+|·|)a). (7.1)
Theorem 7.2. For all δ ∈ D, 1 ≤ j ≤ Jδ, γ ∈ {0, 1,−1} and a ∈ [0, 1],
‖Mγδ,jf‖22 / (2−j)a‖f‖2L2((1+ρ)a). (7.2)
It should be observed that, in the case j = Jδ, the constants (2
−jδ)a/2 and
(2−j)a in the right-hand sides of (7.1) and (7.2) are comparable (since 2−Jδ ≃ δ),
so Theorem 7.2 gives a stronger estimate in this case. In the case j < Jδ, instead,
the two results are not comparable, and Theorem 7.1 requires an independent proof.
In both cases, the proof strategy will be based on the following conditional result.
Here and henceforth, Kγδ,j denotes the convolution kernel of the operator M
γ
δ,j.
Moreover, a function on G is said to be G-homogeneous if it is homogeneous with
respect to the automorphic dilations (2.3).
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Proposition 7.3. Let a ∈ (0,∞). Let ω be a G-homogeneous weight of degree
1, which is a fractional power of a nonnegative polynomial. Suppose that, for all
θ ∈ R, all δ ∈ D, all integers 1 ≤ j ≤ Jδ, all γ ∈ {−1, 0, 1} and all compact I ⊆ R+,
sup
µ,k
c(k)|µ|∈I
|e−θ2∂ω−a/2+iθK̂γδ,j(µ, k)| /I C(δ, j), (7.3)
where C(δ, j) & δκ for some κ ≥ 0, and the implicit constant does not depend on
θ. Then, for all δ ∈ D, all integers 1 ≤ j ≤ Jδ, and all γ ∈ {−1, 0, 1},
‖Mγδ,jf‖22 / C(δ, j) ‖f‖2L2((1+|·|)a); (7.4)
moreover, if ω is first-layer (i.e., depends only on z), then
‖Mγδ,jf‖22 / C(δ, j) ‖f‖2L2((1+ρ)a). (7.5)
In light of this result, the proof of our ‘trace lemmas’ boils down to establishing
the estimate (7.3) for an appropriate choice of the weight ω. More precisely, for
Theorem 7.2 we take ω = ρ, while in the case of Theorem 7.1 (and j < Jδ) we take
ω = ψ. In the proof of the various instances of (7.3), a crucial role is played by the
explicit formulas for ‘dual fractional integral operators’ obtained in Section 2.3.4,
as well as the estimates for Jacobi polynomials discussed in Section 8.
It should be noticed that, starting from the kernel estimate (7.3) with θ = 0,
the ‘trace estimates’ (7.4) and (7.5) could be directly derived using duality and
Schur’s Test (cf. [9, proof of Lemma 3]), provided one restricted to the class of
radial functions f . Indeed, from the estimate in Lemma 7.10 one could derive the
following sharpened version of Theorem 7.1, that only involves second layer weights,
but applies to radial functions only.
Proposition 7.4. Assume that f is radial. For all δ ∈ D, 1 ≤ j < Jδ, γ ∈
{−1, 0, 1} and a ∈ [0, 23 ],
‖Mγδ,jf‖22 / (2−jδ)a/2‖f‖2L2((1+ψ)a). (7.6)
For general functions f , however, the direct approach through Schur’s Test ap-
pears not to be enough; similarly as in [30, proof of Lemma 7], the proof of Propo-
sition 7.3 exploits a more delicate complex interpolation argument (requiring the
estimate (7.3) for arbitrary θ ∈ R), combined with the Leibniz rules of Section
2.3.3. The fact that the Leibniz rule (2.38) for second-layer polynomials produces
first-layer polynomials as well explains why the final trace estimate (7.4) contains
the ‘full weight’ | · |, despite being derived from a kernel estimate (Lemma 7.10)
involving a second-layer weight only.
Before discussing the proofs of the ‘trace lemmas’, Theorems 7.1 and 7.2, and
the conditional result Proposition 7.3, we shall prove a small lemma that will be of
use in what follows.
Lemma 7.5. Let k ∈ Z and x ∈ N0. If c(k) > 0, then c(k+x)c(k) ∈ [1, 1 + 2x]. If
additionally c(k − x) > 0, then c(k−x)c(k) ∈ [ 11+2x , 1].
Proof. Recall the definition of c(k) in (2.21). For the first inclusion, since c(k) > 0
then c(k) ≥ 2π, so
1 ≤ c(k + x)
c(k)
= 1 +
4πx
c(k)
= 1 +
4πx
2π
≤ 1 + 2x. (7.7)
If c(k − x) > 0, then let l := k − x. Then c(l) > 0, so applying the first result of
this Lemma gives
c(k)
c(k − x) =
c(l + x)
c(l)
∈ [1, 1 + 2x], (7.8)
which gives the second result. 
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7.1. The conditional result. In this section we prove Proposition 7.3.
Let ϕ, ϕ0 ∈ C∞c (R) be such that supp(ϕ) ⊆ (1, 3) and
1 =
∑
k∈N0
ϕ2k(t) for t > 0, where ϕk(t) := ϕ(2
−kt) for k ≥ 1. (7.9)
For all r ∈ N0, define the cut-off operators Λr and Λ˜r by
Λrf(z, u) := ϕr(|(z, u)|) f(z, u), Λ˜rf(z, u) := ϕr(|z|) f(z, u) (7.10)
for all functions f : G→ C. We first prove an auxiliary estimate.
Lemma 7.6. Under the assumptions of Proposition 7.3, for all Ψ ∈ C∞c (R+), all
R, θ ∈ R with R ≥ 0, all δ ∈ D, all integers 1 ≤ j ≤ Jδ, all γ ∈ {−1, 0, 1}, and all
r ∈ N0,
|e−θ2〈ωR−a/2+iθKγδ,j,Ψ(L)[(Λrf)∗ ∗ (Λrf)]〉| /Ψ,R C(δ, j) ‖2Rrf‖22, (7.11)
where the implicit constant does not depend on θ. In addition, if ω is first-layer,
then the estimate (7.11) also holds with Λr replaced by Λ˜r.
In the proof, for a G-homogeneous polynomial P , we denote by hdegP its ho-
mogeneity degree with respect to the dilations (2.3).
Proof. Let d ∈ N be such that ωd is a polynomial. By complex interpolation (i.e.,
Hadamard’s three-line theorem) it is enough to consider the case where R = dN
for some N ∈ N0. Let K denote the convolution kernel of Ψ(L). Now, by (2.28),
|〈ωdN−a/2+iθKγδ,j,Ψ(L)[(Λrf)∗ ∗ (Λrf)]〉|
=
∣∣∣∣∣∣
∫
Rn
∑
α∈Nm0
∂ω−a/2+iθK̂
γ
δ,j(µ, |α|) [ωdNΨ(L)[(Λrf)∗ ∗ (Λrf)]]̂ (µ, α, α) |µ|m dµ
∣∣∣∣∣∣ .
By Lemma 4.3(i), [ωdNΨ(L)[(Λrf)∗ ∗ (Λrf)]]̂ (µ, α, α) 6= 0 only if |µ|c(k) ∈ suppΨ
for some k ∈ N0 such that |k − |α|| ≤ 2N , which implies by Lemma 7.5 that
|µ|c(|α|) ∈ I := [(1 + 4N)−1min suppΨ, (1 + 4N)max suppΨ]. We can then apply
(7.3) to deduce that
|e−θ2〈ωdN−a/2+iθKγδ,j,Ψ(L)[(Λrf)∗ ∗ (Λrf)]〉|
/N C(δ, j)
∫
Rn
∑
α∈Nm0
|[ωdNΨ(L)[(Λrf)∗ ∗ (Λrf)]]̂ (µ, α, α)| |µ|m dµ. (7.12)
LetKΨ be the convolution kernel of Ψ(L). Then, by iteratively applying the Leibniz
rules from Section 2.3.3,
ωdNΨ(L)[(Λrf)∗ ∗ (Λrf)] = ωdN [(Λrf)∗ ∗ (Λrf) ∗KΨ]
=
∑
l
[(Pl,1Λrf)
∗ ∗ (Pl,2Λrf) ∗ (Pl,3KΨ)],
where Pl,1, Pl,2, Pl,3 are G-homogeneous polynomials on G with
∑3
s=1 hdegPl,s =
dN . From (7.12), (2.29) and Young’s convolution inequality we then deduce that
|e−θ2〈ωdN−a/2+iθKγδ,j,Ψ(L)[(Λrf)∗ ∗ (Λrf)]〉|
/N C(δ, j)
∑
l
‖Pl,1Λrf‖2‖Pl,2Λrf‖2‖Pl,3KΨ‖1
.Ψ,N C(δ, j)
∑
l
2r(hdegPl,1+hdegPl,2)‖f‖22
.N C(δ, j)‖22Nrf‖22,
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where we used that KΨ ∈ S (G) [35], that |Pl,s| . | · |hdegPl,s . 2r hdegPl,s on the
support of Λrf , and that hdegPl,1 + hdegPl,2 ≤ dN .
If ω is first-layer, then essentially the same proof works with Λr replaced by Λ˜r.
In this case, the polynomials Pl,s given by the Leibniz rules are first-layer as well,
whence |Pl,s| . ρhdegPl,s . 2r hdegPl,s on the support of Λ˜rf . 
Proof of Proposition 7.3. Choose Ψ ∈ C∞c (R+) such that Ψ(x) = 1 for x ∈ [ 16 , 3].
From (6.2) and Lemma 7.5 it is clear that Mγδ,j is an orthogonal projection and
Ψ(L)Mγδ,j =Mγδ,j. Hence, by (7.9),
‖Mγδ,jf‖2 ≤
∞∑
r=0
‖Mγδ,jΛ2rf‖2
=
∞∑
r=0
〈Ψ(L)Mγδ,jΛ2rf,Λ2rf〉1/2
=
∞∑
r=0
〈Kγδ,j,Ψ(L)[(Λ2rf)∗ ∗ Λ2rf ]〉1/2.
We now apply (7.11) with R = a/2 and θ = 0 and the Cauchy–Schwarz inequality
to obtain that
‖Mγδ,jf‖2 / C(δ, j)1/2
∞∑
r=0
2ra/2‖Λrf‖2
≤ C(δ, j)1/2
( ∞∑
r=0
2(a+ǫ)r/2‖Λrf‖22
)1/2( ∞∑
r=0
2−ǫr
)1/2
≃ǫ C(δ, j)1/2 ‖f‖L2((1+|·|)a+ǫ)
for all ǫ > 0. Since C(δ, j) & δκ for some κ ≥ 0, interpolation with the trivial
L2-estimate for Mγδ,j completes the proof.
In the case ω is first-layer, a similar argument works with Λ˜r in place of Λr. In
this case, one exploits the fact that
∑∞
r=0 2
(a+ǫ)r/2‖Λ˜rf‖22 ≃ ‖f‖2L2((1+ρ)a+ǫ). 
7.2. The first-layer trace lemma. In this section we prove Theorem 7.2, which
also implies the case j = Jδ of Theorem 7.1.
Recall that Kγδ,j denotes the convolution kernel of M
γ
δ,j. From (6.2) it is clear
that, if j < Jδ, then
K̂γδ,j(µ, k) = 1[1−δ,1](cγ(k)|µ|)1[2j ,2j+1)(cγ(k)). (7.13)
First, the following estimate will be useful.
Lemma 7.7. Let m ∈ N and let a ∈ [1, 2m]. Then, for all x ∈ N0,
x∑
p=0
(1 + x− p)a−2(1 + p)m−a/2−1 .m,a
{
(1 + x)m+a/2−2 if a 6= 1, 2m,
(1 + x)m+a/2−2 log(2 + x) otherwise.
Proof. The case of x = 0 is trivial, so in what follows we assume that x > 0, and
consequently x+ 1 ≃ x.
Set f(p) = (1 + x− p)a−2(1 + p)m−a/2−1. Then
f ′(p)/f(p) = (2− a)(1 + x− p)−1 + (m− a/2− 1)(1 + p)−1,
whence
|f ′(p)/f(p)| .a,m 1
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for p ∈ [0, x], uniformly in x. Hence, by [13, Lemma 4.1],
x∑
p=0
(1 + x− p)a−2(1 + p)m−a/2−1
.a,m
∫ x
0
(1 + x− p)a−2(1 + p)m−a/2−1 dp
.a,m x
m+a/2−2
[∫ 1/2
0
(1/x+ s)a−2 ds+
∫ 1/2
0
(1/x+ s)m−a/2−1 ds
]
≤ xm+a/2−2
[∫ 3/2
1/x
sa−2 ds+
∫ 3/2
1/x
sm−a/2−1 ds
]
,
since 0 < 1/x ≤ 1. In the case a ∈ (1, 2m), both a− 2 > −1 and m− a/2− 1 > −1,
so both integrals in the last line are bounded uniformly in x, and we are done.
In the case a = 1 or a = 2m, one of the two exponents is equal to −1, so the
corresponding integral is bounded by a multiple of 1 + log(x), and again we are
done. 
As before, let Kγδ,j denote the convolution kernel of M
γ
δ,j, given by (7.13). We
now establish the estimate (7.3) in the case ω = ρ.
Lemma 7.8. Let I ⊆ R+ be compact. Let a ∈ C with 1 < Re(a) < 2m. Then, for
all δ ∈ D and 1 ≤ j ≤ Jδ,
sup
k,µ
c(k)|µ|∈I
|ea2∂ρ−aK̂γδ,j(µ, k)| .I,Re(a) 2−j .
The estimate also holds for Re(a) = 1 and j < Jδ if we replace . with /.
Proof. From Lemmas 2.10 and 8.1(i) we easily deduce that
Kρ−a(ν, l;µ, k) =
Ca,m
(Γ(a/2))2
δ(ν − µ) |ν|a/2−m(
k+m−1
k
)(
l+m−1
l
)
×
min{k,l}∑
p=0
Γ(a/2 + k − p)
(k − p)!
Γ(a/2 + l − p)
(l − p)!
Γ(p+m− a/2)
p!
, (7.14)
where Ca,m =
πa/2
(m−1)! .
Note that |Ca,m| .Re(a) 1. Moreover, by [64, eq. 5.11.9],∣∣∣∣∣ ea
2
(Γ(a/2))2
∣∣∣∣∣ .Re(a) e−(Im(a))2eπ Im(a) . 1. (7.15)
In particular, in view of (2.39) and (7.13),
|ea2∂ρ−aK̂γδ,j(µ, k)| .Re(a) Aa,γδ,j (µ, k),
where, for j < Jδ,
Aa,γδ,j (µ, k) :=
∣∣∣∣∣ |µ|a/2(k+m−1
k
) ∑
l∈N0
cγ(l)∈[2j ,2j+1)
1[1−δ,1](cγ(l)|µ|)
×
min{k,l}∑
p=0
Γ(a/2 + k − p)
(k − p)!
Γ(a/2 + l − p)
(l − p)!
Γ(p+m− a/2)
p!
∣∣∣∣∣, (7.16)
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while, if j = Jδ, then the sum in l is to be restricted to cγ(l) ∈ [2Jδ ,∞) instead. In
any case, the condition cγ(l) ≥ 2j is required.
Note that the conditions c(k)|µ| ∈ I, cγ(l)|µ| ∈ [1 − δ, 1] and cγ(l) ≥ 2j imply
that
1 + k ≃I |µ|−1 ≃ 1 + l & 2j .
Hence, if l, l′ ∈ N0 satisfy cγ(l)|µ|, cγ(l′)|µ| ∈ [1− δ, 1], then
4π|l− l′| = |cγ(l)− cγ(l′)| ≤ δ/|µ|;
in other words, for every fixed µ, the number of the l ∈ N0 satisfying cγ(l)|µ| ∈
[1 − δ, 1] and cγ(l) ≥ 2j is .I 1 + δ/|µ| . 2−j/|µ| (here we use that δ, |µ| . 2−j).
In addition, ∣∣∣∣∣ |µ|a/2(k+m−1
k
) ∣∣∣∣∣ ≃ |µ|Re(a/2)(1 + k)1−m ≃I,Re(a) |µ|Re(a/2)+m−1.
Furthermore, by [64, eqs. 5.6.6 and 5.11.12], for all h, p ∈ N0 with p ≤ h,∣∣∣∣Γ(a/2 + h− p)(h− p)!
∣∣∣∣ .Re(a) (1 + h− p)Re(a/2)−1,∣∣∣∣Γ(p+m− a/2)p!
∣∣∣∣ .Re(a) (1 + p)m−Re(a/2)−1.
Hence
sup
k
c(k)|µ|∈I
Aa,γδ,j (µ, k)
.I,Re(a) 2
−j |µ|Re(a/2)+m−2 sup
k,l∈N0
1+k≃I |µ|−1≃1+l
min{k,l}∑
p=0
(1 + p)m−Re(a/2)−1
× (1 + k − p)Re(a/2)−1(1 + l − p)Re(a/2)−1
.I,Re(a) 2
−j |µ|Re(a/2)+m−2 sup
h∈N0
1+h≃I |µ|−1
h∑
p=0
(1 + h− p)Re(a)−2(1 + p)m−Re(a/2)−1,
since max{l, k} ≃I min{l, k}, and the desired estimate follows from Lemma 7.7 (in
the case Re(a) = 1 and j < Jδ one also uses that |µ| ≃ 2−j, which follows from the
conditions cγ(l)|µ| ∈ [1− δ, 1] and cγ(l) ∈ [2j , 2j+1) in (7.16)). 
Proof of Theorem 7.2. By Lemma 7.8, the assumptions of Proposition 7.3 are sat-
isfied with ω = ρ, C(δ, j) = 2−j (note that 2j . δ−1) and a = 1 + ǫ for any ǫ > 0,
so we get the estimate
‖Mγδ,jf‖22 .ǫ 2−j‖f‖2L2((1+ρ)1+ǫ),
and interpolation with the trivial L2 bound for Mγδ,j gives the result. 
7.3. The second-layer trace lemma. In this section we complete the proof of
Theorem 7.1, by treating the missing case j < Jδ.
As already mentioned, our proof will be based on establishing the estimate (7.3)
in the case where ω = ψ. We first obtain a preliminary estimate, which should be
compared with those obtained in the proof of [9, Lemma 3].
Lemma 7.9. Define, for all β ∈ R and s ∈ R+,
Fβ(s) :=
∫
Sn−1
1
|(s, 0, . . . , 0)− σ|n−β dσ, (7.17)
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where integration is with respect to the surface measure on Sn−1. Then
Fβ(s) ≃

(1 + s)1−n|1− s|β−1 for β < 1,
(1 + (n− 1) log+ 1|1−s| )(1 + s)1−n for β = 1,
(1 + s)β−n for β > 1.
(7.18)
Proof. If n = 1, then Fβ(s) = |1 + s|β−1 + |1− s|β−1 and the estimate is clear.
Assume now that n ≥ 2. By using polar coordinates, it is easily seen that
Fβ(s) ≃
∫ π
0
sinn−2 θ∣∣|1− s|+min{1, s}θ∣∣n−β dθ ≃
∫ 1
0
tn−2∣∣|1− s|+min{1, s}t∣∣n−β dt.
First, suppose s ∈ R+ \ (12 , 32 ). In this case |1− s| & 1 & min{1, s}t, so
Fβ(s) ≃ |1− s|β−n
∫ 1
0
tn−2 dt ≃ |1− s|β−n. (7.19)
Since |1− s| ≃ 1 + s, this proves (7.18) in this case.
Now, we assume 12 < s <
3
2 . In this case, |1− s| ≤ 12 and min{1, s} ≃ 1, whence
Fβ(s) ≃
∫ 1
0
tn−2∣∣|1− s|+ t∣∣n−β dt
≃ |1− s|β−n
∫ |1−s|
0
tn−2 dt+
∫ 1
|1−s|
tβ−2 dt
≃

|1− s|β−1 for β < 1,
log 1|1−s| for β = 1,
1 for β > 1.
(7.20)
Since 1 + s ≃ 1, this again matches (7.18). 
In the next result, we assume that m > 1, due to a technical constraint on one of
the estimates for Jacobi polynomials we will use (Corollary 8.3). However, ifm = 1,
then G is isomorphic to the first Heisenberg group H1, so this case is effectively
already covered by [30].
Lemma 7.10. Assume that m > 1. Let I ⊆ (0,∞) be compact. For all a ∈ C with
Re(a) ∈ (0,min{2, n}) \ { 23}, all δ ∈ D and all j < Jδ,
sup
µ,k
c(k)|µ|∈I
|∂ψ−a/2K̂γδ,j(µ, k)| .I,Re(a)
{
(2−jδ)Re(a)/2 if j ≤ 3Jδ(2−Re(a))4 ,
(2−j)Re(a)/2−2/3δ if j ≥ 3Jδ(2−Re(a))4 .
(7.21)
The estimate (7.21) also holds for Re(a) = 23 if we replace . with /.
Proof. For ω(|z|, u) = w(u) = |u|−a/2, where 0 < Re(a) < n, recall that ŵ(µ) =
Cn,a|µ|a/2−n, where
Cn,a = π
(a−n)/2Γ(n/2− a/4)/Γ(a/4)
[68, §V.1, Lemma 2]. Hence, by (2.44),
|Kψ−a/2(ν, l;µ, k)|
= |Cn,a| |ν − µ|
Re(a)/2−n(
min{k,l}+m−1
m−1
)
(|ν|+ |µ|)m
∣∣∣ |µ|−|ν||µ|+|ν| ∣∣∣|k−l| ∣∣∣∣P (|k−l|,m−1)min{k,l} (1− 2( |µ|−|ν||µ|+|ν|)2)∣∣∣∣ ,
(7.22)
where
|Cn,a| = π(Re(a)−n)/2|Γ(a/4− n/2)/Γ(a/4)| .Re(a) 1
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[64, eq. (5.11.12)]. Thus, in view of (7.13), we are required to estimate
I := sup
µ,k
c(k)|µ|∈I
∫
Rn
∑
l∈N0
|ν − µ|Re(a)/2−n(min{k,l}+m−1
min{k,l}
)
(|ν|+ |µ|)m
∣∣∣ |µ|−|ν||µ|+|ν| ∣∣∣|k−l|
×
∣∣∣∣P (|k−l|,m−1)min{k,l} (1− 2( |µ|−|ν||µ|+|ν|)2)∣∣∣∣
× 1[1−δ,1](cγ(l)|ν|)1[2j ,2j+1)(cγ(l))
(
l +m− 1
l
)
|ν|m dν.
Since the above quantity only depends on a through its real part, in what follows
we may assume that a is real, i.e., a = Re(a).
By changing to spherical coordinates (letting ν = r̺ and µ = sσ for r, s ∈ (0,∞)
and ̺, σ ∈ Sn−1), rotating, rescaling and then applying Lemma 7.9, we obtain that
I ≤ sup
s,k
c(k)s∈I
∑
cγ(l)∈[2j,2j+1)
∫ 1/cγ(l)
(1−δ)/cγ(l)
(1 + sr )
1−n−m|r − s|a/2−1
×
∣∣∣∣r − sr + s
∣∣∣∣|k−l| |P (|k−l|,m−1)min{k,l} (1− 2( r−sr+s )2)|
(
l+m−1
l
)(min{k,l}+m−1
min{k,l}
) dr.
For brevity, we define
K := K (k, l, s) =
∫ 1/cγ(l)
(1−δ)/cγ(l)
(1 + sr )
1−n−m|r − s|a/2−1
×
∣∣∣∣r − sr + s
∣∣∣∣|k−l| |P (|k−l|,m−1)min{k,l} (1− 2( r−sr+s )2)|
(
l+m−1
l
)(
min{k,l}+m−1
min{k,l}
) dr. (7.23)
Fix k ∈ N0. First, note that, if l = k, then the conditions c(k)s ∈ I and
cγ(l)r ∈ [1− δ, 1] imply that s ≃ r (recall that δ ≤ 1/2), whence
1 + sr ≃ 1,
(
l+m− 1
l
)(
min{k, l}+m− 1
min{k, l}
)−1
= 1,
and moreover
1
2
(
1 + (1− 2( s−rr+s )2)
)
= 1− ( r−sr+s )2 = 4rs(r+s)2 ≃ 1.
Then, by Theorem 8.2(i),
K ≃
∫ 1/cγ(l)
(1−δ)/cγ(l)
|r − s|a/2−1|P (0,m−1)l (1− 2( s−rr+s )2)| dr
.
∫ 1/cγ(l)
(1−δ)/cγ(l)
|r − s|a/2−1 dr
. (δ/cγ(l))
a/2 ≃ (2−jδ)a/2
(7.24)
whenever cγ(l) ≃ 2j . In estimating the last integral we used that a > 0 and that the
value of the integral for s /∈ [ 1−δcγ(l) , 1cγ(l) ] is smaller than the one for s ∈ [ 1−δcγ(l) , 1cγ(l) ].
Now, assume that 1 ≤ |k − l| ≤ c1(min{k, l} + m2 ), where c1 > 1 is a constant
to be specified later. Then the conditions c(k)s ∈ I, cγ(l)r ∈ [1 − δ, 1] and cγ(l) ∈
[2j, 2j+1) imply that
1 + k ≃ 1 + l ≃ 2j, r ≃ s ≃ 2−j ,
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and therefore
1 + sr ≃ 1,
(
l+m− 1
l
)(
min{k, l}+m− 1
min{k, l}
)−1
≃ 1.
Moreover, note that
1− 2
(
s− r
r + s
)2
= −1 + 8rs
(r + s)2
≥ −1 + ǫ, (7.25)
for some ǫ ∈ (0, 2) which is independent of r, s since r ≃ s. Thus,
K ≃
∫ 1/cγ(l)
(1−δ)/cγ(l)
|r − s|a/2−1
∣∣∣∣r − sr + s
∣∣∣∣|k−l| |P (|k−l|,m−1)min{k,l} (1 − 2( r−sr+s )2)| dr
= K1 + K2 + K3,
(7.26)
where the above splitting corresponds to whether | r−sr+s | ≥ 4| k−lk+l+m |, | r−sr+s | ≤
1
4 | k−lk+l+m |, or 14 | k−lk+l+m | ≤ | r−sr+s | ≤ 4| k−lk+l+m |. Due to (7.25), we may apply The-
orem 8.4 to estimate the Jacobi polynomial in (7.26).
Consider first the part where | r−sr+s | ≥ 4| k−lk+l+m |, so that
|r − s| & 2−2j|k − l|.
Then, by the first estimate in (8.8),
|r − s|a/2−1
∣∣∣∣r − sr + s
∣∣∣∣|k−l| |P (|k−l|,m−1)min{k,l} (1 − 2( r−sr+s )2)|
. |r − s|a/2−1((k + l+m)2( r−sr+s )2)−1/4
≃ 2−j |r − s|a/2−3/2
. 2−j(a−2)|k − l|a/2−3/2,
whence
K1 . 2
−j(a−1)|k − l|a/2−3/2δ.
Next, consider the part where | r−sr+s | ≤ 14 | k−lk+l+m |. In this region we can apply
the second estimate in (8.8), which gives that
K2 . 2
−|k−l|
∫ 1/cγ(l)
(1−δ)/cγ(l)
|r − s|a/2−1 dr . 2−|k−l|(2−jδ)a/2.
Finally, consider the part where 14 | k−lk+l+m | ≤ | r−sr+s | ≤ 4| k−lk+l+m |, so that
|r − s| ≃ 2−2j|k − l|.
Here we can again apply the first estimate in (8.8) and obtain that
|r − s|a/2−1
∣∣∣∣r − sr + s
∣∣∣∣|k−l| |P (|k−l|,m−1)min{k,l} (1 − 2( r−sr+s )2)|
. |r − s|a/2−1|k − l|−1/3
≃ 2−j(a−2)|k − l|a/2−4/3,
whence
K3 . 2
−j(a−1)|k − l|a/2−4/3δ.
In conclusion, for 1 ≤ |k − l| ≤ c1(min{k, l}+ m2 ),
K . 2−j(a−1)δ|k − l|a/2−4/3 + 2−|k−l|(2−jδ)a/2. (7.27)
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Now, we assume that |k − l| > c1(min{k, l}+ m2 ). We consider two cases. First,
let l < k, so that k > c1(l +
m
2 ) + l. Then,
k +
m
2
> (c1 + 1)
(
l +
m
2
)
,
so by Lemma 7.5, since cγ(l) > 0,
c(k) > (c1 + 1)c(l) ≥ 1
3
(c1 + 1)cγ(l).
Hence, from the conditions c(k)s ∈ I, cγ(l)r ∈ [1−δ, 1] and δ ≤ 1/2 we deduce that
s ≤ max Ic(k) < 3max I(c1+1)cγ(l) ≤ 3max I(c1+1)(1−δ)r ≤ 6max Ic1+1 r,
since δ ≤ 1/2. For c1 sufficiently large, this means that,
s . |r − s| ≃ r ≃ (1 + l)−1 ≃ 2−j ,
(
l+m−1
l
)(min{k,l}+m−1
min{k,l}
) = 1, 1 + s
r
≃ 1.
Hence, recalling (7.23),
K ≃
∫ 1/cγ(l)
(1−δ)/cγ(l)
ra/2−1
∣∣∣∣r − sr + s
∣∣∣∣k−l |P (k−l,m−1)l (1− 2( r−sr+s )2)| dr.
We apply Corollary 8.3 (here we need m > 1) and the fact that
|r − s| ≃ |r + s| ≃ r, 1−
(
r − s
r + s
)2
=
4rs
(r + s)2
≃ s
r
, (1 + l)r ≃ (1 + k)s ≃ 1
to get
K .
∫ 1/cγ(l)
(1−δ)/cγ(l)
ra/2−1(1− ( r−sr+s )2)−m/2+1/4
∣∣∣∣r − sr + s
∣∣∣∣−1/2
× (l + 1)−1/3
(
l + 1
k + 1
)(m−1)/2+1/4
dr
≃ (l + 1)2/3−a/2
∫ 1/cγ(l)
(1−δ)/cγ(l)
(
l+ 1
k + 1
)m/2−1/4
(r/s)m/2−1/4 dr
≃ 2−j(1/3+a/2)δ.
(7.28)
Now, let l > k, so that l > c1(k +
m
2 ) + k and thus
l +
m
2
> (c1 + 1)
(
k +
m
2
)
.
Then, again using Lemma 7.5,
3cγ(l) ≥ c(l) > (c1 + 1)c(k),
whence, from the conditions c(k)s ∈ I and cγ(l)r ∈ [1 − δ, 1] we deduce that
r ≤ 1cγ(l) < 3(c1+1)c(k) ≤ 3(c1+1)min I s.
Thus, for c1 sufficiently large,
r . |r − s| ≃ s ≃ |r + s| ≃ (1 + k)−1, 1 + s
r
≃ s
r
and (
l+m−1
l
)(min{k,l}+m−1
min{k,l}
) (1 + sr )1−m ≃ (l + 1)m−1rm−1(k + 1)m−1sm−1 ≃ 1.
So, by (7.23),
K ≃
∫ 1/cγ(l)
(1−δ)/cγ(l)
(r
s
)n
sa/2−1
∣∣∣∣r − sr + s
∣∣∣∣l−k |P (l−k,m−1)k (1− 2( r−sr+s )2)| dr.
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Note also that
1−
(
r − s
r + s
)2
=
4rs
(r + s)2
≃ r
s
, l− k ≃ 1 + l ≃ 2j , (1 + l)r ≃ (1 + k)s ≃ 1.
As before, we apply Corollary 8.3 to get
K . (k + 1)−1/3sa/2−1
∫ 1/cγ(l)
(1−δ)/cγ(l)
(
k + 1
l + 1
)m/2−1/4 (s
r
)m/2−1/4−n
dr
≃ (k + 1)−1/3sa/2−1−n
∫ 1/cγ(l)
(1−δ)/cγ(l)
rn dr
≃ (k + 1)n+2/3−a/22−j(n+1)δ
. 2−j(a/2+1/3)δ,
(7.29)
where we used that n+ 2/3− a/2 ≥ 0 and 1 + k . 1 + l ≃ 2j.
From (7.24), (7.27), (7.28), (7.29) we obtain that
K .

(2−jδ)a/2 if l = k,
2−j(a−1)δ|k − l|a/2−4/3 + 2−|k−l|(2−jδ)a/2 if 1 ≤ |k − l| ≤ c1(min{k, l}+ m2 ),
2−j(a/2+1/3)δ if |k − l| > c1(min{k, l}+ m2 ).
Hence ∑
cγ(l)∈[2j,2j+1)
K . (2−jδ)a/2 + 2−j(a/2−2/3)δ + 2−j(a−1)δ
∑
N.2j
(1 +N)a/2−4/3
.

(2−jδ)a/2 if 0 < a < 2/3,
j(2−jδ)a/2 if a = 2/3,
(2−jδ)a/2 + 2−j(a/2−2/3)δ if 2/3 < a < min{2, n},
where we used that 2−j(a−1)δ . (2−jδ)a/2 for a ≤ 2 (this follows from the fact that
2j . δ−1).
Finally, since δ ≃ 2−Jδ , note that
2−j(a/2−2/3)δ . (2−jδ)a/2 ⇐⇒ 2j . 23Jδ(2−a)/4,
completing the proof. 
These results lead to the following ‘trace lemma’.
Corollary 7.11. For all δ ∈ D, all 1 ≤ j < Jδ and all γ ∈ {−1, 0, 1},
‖Mγδ,jf‖22 / (2−jδ)1/3‖f‖2L2((1+|·|)2/3).
Proof. As noted earlier, we must defer to [30, Lemma 7] if m = 1. Otherwise, by
Lemma 7.10, the assumptions of Proposition 7.3 are satisfied with ω = ψ, a = 2/3
and C(δ, j) = (2−jδ)1/3 for j < Jδ (note that 2j . δ−1, and that we can trivially
set C(δ, Jδ) = 1), so the desired estimate is given by Proposition 7.3. 
Remark 7.12. If we instead consider the result of Lemma 7.10 with a = 1, then
the results of this section combine to prove the ‘stronger’ estimate
‖Mγδ,jf‖22 / (2−jδ)1/2‖f‖2L2(1+|·|),
but on a reduced range of j, specifically 1 ≤ j ≤ 34Jδ. Note that the same estimate
also holds at the ‘endpoint’ j = Jδ by Theorem 7.2. This leaves a ‘middle region’
3
4Jδ < j < Jδ where pure first- or second-layer weights do not appear to be sufficient
to prove this estimate.
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Proof of Theorem 7.1. By interpolation, it suffices to prove Theorem 7.1 for a = 23 .
For j = Jδ, this follows from from Theorem 7.2, while Corollary 7.11 gives the
required estimate for j < Jδ. 
8. Jacobi polynomials
As observed in Section 2.3.4, when calculating integral kernels for fractional
integration operators on the dual of an H-type group, we encounter integrals over
the positive half-line of a pair of Laguerre polynomials against an exponential and
polynomial weight. The following lemma contains a few identities that allow us to
rewrite these integrals in a more manageable form; in particular, the identity (8.1)
shows that some of these integrals can be expressed in terms of Jacobi polynomials.
Lemma 8.1. The following hold.
(i) Let k, l ∈ N0, m ∈ N, a ∈ C with Re(a) ∈ (0,m). Then∫ ∞
0
Lm−1k (t)L
m−1
l (t) e
−t tm−1−a dt
= (Γ(a))−2
min{k,l}∑
p=0
Γ(a+ k − p)
(k − p)!
Γ(a+ l − p)
(l − p)!
Γ(p+m− a)
p!
.
(ii) Let a, b, c > 0, γ > −1 and l, k ∈ N0 with l ≤ k. Then∫ ∞
0
Lγl (at)L
γ
k(bt) e
−ct tγ dt
=
{
Γ(k+l+γ+1)
l!k!
blak
ck+l+γ+1 if a+ b = c,
Γ(k+γ+1)
k!
(c−b)k−l(a+b−c)l
ck+γ+1
P
(k−l,γ)
l
(
1− 2 (c−a)(c−b)c(c−a−b)
)
otherwise.
(8.1)
Proof. (i). The identity [64, eq. 18.18.18] allows us to turn a Laguerre polynomial
of type m− 1 into a linear combination of Laguerre polynomials of type m− 1− a;
the desired identity then follows from the orthogonality relations [74, Lemma 1.1.4].
(ii). Assume that c 6= a and c 6= b (the cases c = a and c = b can be recovered a
posteriori by continuity). By [22, page 175, entry (35)],∫ ∞
0
Lγl (at)L
γ
k(bt) e
−ct tγ dt =
Γ(k + l + γ + 1)
l!k!
(c− a)l(c− b)k
ck+l+γ+1
× 2F1
[
−l,−k;−l− k − γ; c(c− a− b)
(c− a)(c− b)
]
, (8.2)
where 2F1 is the hypergeometric function [64, Chapter 15].
If a+b = c, then (8.1) immediately follows, because 2F1[−l,−k;−l−k−γ; 0] = 1.
Suppose instead that a + b 6= c. By applying the transformation formula [64, eq.
15.8.6], we easily obtain that∫ ∞
0
Lγl (at)L
γ
k(bt) e
−ct tγ dt =
(c− b)k−l
ck+γ+1
Γ(k + γ + 1)
l!(k − l)! (a+ b− c)
l
× 2F1
[
−l, k + γ + 1; 1 + k − l; (c− a)(c− b)
c(c− a− b)
]
, (8.3)
and (8.1) follows by applying the formula expressing Jacobi polynomials in terms
of the hypergeometric function [64, eq. 18.5.7]. 
The remaining of this section is devoted to the discussion of estimates for the
Jacobi polynomials that appear in our formulae.
We first note some uniform, weighted bounds that are available in the literature.
42 ADAM D. HORWICH AND ALESSIO MARTINI
Theorem 8.2. The following estimates hold.
(i) For all x ∈ [−1, 1], for all β ≥ 0 and α ≥ β − ⌊β⌋ and for all n ∈ N0,(
1 + x
2
)β/2
|P (α,β)n (x)| ≤
(
n+ α
n
)
. (8.4)
In particular, this estimate holds whenever α, β ∈ N0.
(ii) For all x ∈ [−1, 1], for all α, β ≥ 0 and for all n ∈ N0,(
1− x
2
)α/2+1/4 (
1 + x
2
)β/2+1/4
|P (α,β)n (x)|
. (2n+ α+ β + 1)−1/4
(
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(n+ 1)Γ(n+ α+ β + 1)
)1/2
. (8.5)
(iii) For all x ∈ [−1, 1], for all α ≥ β ≥ 1+
√
2
4 and for all n ∈ N0 with n ≥ 6,(
1− x
2
)α/2+1/4 (
1 + x
2
)β/2+1/4
|P (α,β)n (x)|
. α1/6
(
1 +
α
n
)1/12 ( Γ(n+ α+ 1)Γ(n+ β + 1)
(2n+ α+ β + 1)Γ(n+ 1)Γ(n+ α+ β + 1)
)1/2
. (8.6)
Proof. (i). This is Theorem 5.1 of [39].
(ii). This may be found as equation (2) in [33].
(iii). This is Theorem 2 of [40]. 
Here is an immediate consequence of the previous estimates.
Corollary 8.3. Let β ∈ N and c > 0. Then, for all x ∈ [−1, 1] and all α, n ∈ N0
with α ≥ c(1 + n),(
1− x
2
)α/2+1/4 (
1 + x
2
)β/2+1/4
|P (α,β)n (x)|
.β,c (n+ 1)
−1/3
(
n+ 1
α+ 1
)β/2+1/4
. (8.7)
Proof. First, if α ≥ β and n ≥ 6, then this is an easy corollary of Theorem 8.2(iii).
If α ≥ β and 0 ≤ n ≤ 5, then n + 1 ≃ 1 and (8.7) follows from Theorem 8.2(ii).
The remaining case (α < β) involves only finitely many pairs (α, n) (note that β is
fixed and α &c 1 + n), so the desired estimate is trivial in this case. 
Here, we intend to prove some more specialised estimates; better than the above
estimates but only on a restricted range of indices α, β, n.
The above estimates are essentially weighted L∞ estimates for Jacobi polyno-
mials in certain regions. We will also prove a more point-wise estimate that takes
advantage of the nature of Jacobi polynomials; in particular, they have a ‘transi-
tion point’, away from which much better estimates may be obtained. We proceed
similarly to Proposition 3.5 of [13] in order to prove such an estimate.
Theorem 8.4. Let β ∈ N0, ǫ ∈ (0, 2) and c > 0. Then, for all x ∈ [−1 + ǫ, 1] and
all α, n ∈ N0 with 1 ≤ α ≤ c(1 + n),∣∣∣∣∣
(
1− x
2
)α/2
P (α,β)n (x)
∣∣∣∣∣ .β,c,ǫ
{
(u2|x− xtr |+ α4/3)−1/4 in any case,
2−α if 1− x ≤ 116 (1− xtr);
(8.8)
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here
u = u(α, β, n) := n+
α+ β + 1
2
, (8.9)
xtr = xtr(α, β, n) := 1− α
2
2u2
. (8.10)
Proof. By means of the well-known relation
P (α,β)n (x) = (−1)nP (β,α)n (−x) (8.11)
and the change of variables y = −x, we may equivalently restate the above estimate
as follows:∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ
{
(u2|y − ytr|+ α4/3)−1/4 in any case,
2−α if 1 + y ≤ 116 (1 + ytr);
(8.12)
here y ∈ [−1, 1− ǫ] and
ytr = ytr(α, β, n) :=
α2
2u2
− 1. (8.13)
We will derive the estimate (8.12) from the asymptotic approximation for Jacobi
polynomials given in [21, Section 3], which in turn makes use of the theory of [6].
Namely, under our assumptions on n, α, β, y, from [21, eq. (3.49)] (applied with
N = 0) and the error bound in [6, eq. below (3.11)] we deduce that∣∣∣∣∣
(
1− y
2
)β/2+1/4(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣
= κα,β,n
∣∣∣∣∣
(
ζ − α˜2
y − ytr
)1/4 [
Jα(uζ
1/2) + E−1α Mα(uζ
1/2)O(u−1)
]∣∣∣∣∣, (8.14)
where α˜ = α/u,
κα,β,n = 2
−1/4
(
Γ(n+ α+ 1)Γ(n+ β + 1)
Γ(n+ α+ β + 1)Γ(n+ 1)
)1/2
(1 +O(u−1)), (8.15)
[21, eqs. (3.22) and (3.34)], Jα is the Bessel function of the first kind and index α,
Jα(x) =
∞∑
m=0
(−1)m
m! Γ(m+ α+ 1)
(x
2
)2m+α
, (8.16)
E−1α Mα is the pointwise ratio of the auxiliary functions Eα and Mα defined in [6,
Section 3], and the relation between y and ζ is implicitly given by∫ ζ
α˜2
(τ − α˜2)1/2
2τ
dτ =
∫ y
ytr
(t− ytr)1/2
(1− t)1/2(1 + t) dt (ytr ≤ y ≤ 1), (8.17)∫ α˜2
ζ
(α˜2 − τ)1/2
2τ
dτ =
∫ ytr
y
(ytr − t)1/2
(1 − t)1/2(1 + t) dt (−1 < y ≤ ytr). (8.18)
[21, eqs. (3.7) and (3.10)]. We remark that the asymptotic approximation of [21,
Section 3] is obtained by invoking [6, Theorem 3], which is a generalisation of [6,
Theorem 1] that allows one to consider complex values of the argument; since we
are only interested in real values of y, the approximation given by [6, Theorem 1]
is enough, which justifies the simpler form of the error bound that we are using.
Furthermore, according to [6, Section 3], the error bound is uniform provided ζ
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remains in a bounded interval; now, by definition, α˜2 ≤ 4 and ytr ≥ −1, hence, by
(8.17), if ζ ≥ 4, then∫ ζ
4
(τ − 4)1/2
2τ
dτ ≤
∫ ζ
α˜2
(τ − α˜2)1/2
2τ
dτ =
∫ y
ytr
(t− ytr)1/2
(1− t)1/2(1 + t) dt
≤
∫ 1
−1
1
(1− t2)1/2 dt = π =
∫ ζ1
4
(τ − 4)1/2
2τ
dτ
for some ζ1 ∈ (4,∞) independent of all parameters, so that ζ ∈ [0, ζ1].
From our assumptions on α, β, n, y and (8.15) it is easily derived that
κα,β,n ≃β,c 1, 1− y ≃ǫ 1;
hence (8.14) immediately gives that∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ
∣∣∣∣ ζ − α˜2y − ytr
∣∣∣∣1/4 [|Jα(uζ1/2)|+ E−1α Mα(uζ1/2)]. (8.19)
Note that, by [63, Section 12.1.3], the pointwise estimate
|Jα| ≤ E−1α Mα ≤Mα (8.20)
holds, and furthermore, by [6, Appendix B, Lemma 2], the quantity
u1/2|ζ − α˜2|1/4Mα(uζ1/2)
is uniformly bounded. Thus, from (8.19) we immediately deduce that∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ (u2|y − ytr|)−1/4. (8.21)
Hence, in order to conclude the proof of the first estimate of (8.8), it is enough to
prove the uniform bound∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ α−1/3. (8.22)
Now, define I to be the interval of the y ∈ [−1, 1] satisfying
2
3
(1 + ytr) ≤ 1 + y ≤ 3
2
(1 + ytr). (8.23)
We first observe that, for all y /∈ I,
(u2|y − ytr|)−1/4 = (u2|(1 + y)− (1 + ytr)|)−1/4
. (u2|1 + ytr|)−1/4 = (α2/2)−1/4 ≃ α−1/2 ≤ α−1/3. (8.24)
This shows that, if y /∈ I, then (8.21) implies (8.22); so we only need to prove (8.22)
for y ∈ I.
We now claim that, for y ∈ I ∩ [−1, 1− ǫ],
ζ − α˜2
y − ytr ≃β,c,ǫ 1. (8.25)
If we assume this claim, then from (8.19) and (8.20) we deduce that, for y ∈
I ∩ [−1, 1− ǫ],∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ |Jα(uζ1/2)|+ E−1α Mα(uζ1/2) .Mα(uζ1/2). (8.26)
On the other hand, for each α ∈ N, Mα is a bounded continuous function on R+
[63, eqs. (1.23) and (1.24), p. 437], whence the bound (8.22) trivially holds for each
fixed α ∈ N, and it is enough to prove (8.22) for α ≥ α0 for some large α0 ∈ N.
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Note that E−1α Mα(x) =
√
2Jα(x) for all x ∈ [0, Xα], where Xα is defined in [63,
Section 12.1.3] and satisfies
Xα = α+ 2cα
1/3 +O(α−1/3)
for some c ∈ (0, 1) as α → ∞ [63, Chapter 12, Ex. 1.1, p. 438]. is a fixed constant
which may be inferred from [63]. Thus, there exists α0 ∈ N such that, for all
α ≥ α0,
Xα ≥ α(1 + cα−2/3).
In particular, if α ≥ α0 and uζ1/2 ≤ α(1 + cα−2/3), then from (8.26) we deduce
that ∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ |Jα(uζ1/2)| . α−1/3, (8.27)
where we used the uniform bound for Bessel functions,
|Jα(x)| . α−1/3, (8.28)
for all α, x > 0, discussed in [42]; this proves (8.22) in this case. If instead uζ1/2 ≥
α(1 + cα−2/3), then
ζ ≥ α˜2(1 + 2cα−2/3),
and therefore, by (8.25),
u2(y − ytr) ≃ u2(ζ − α˜2) ≥ 2cα4/3,
which again implies (u2|y − ytr|)−1/4 . α−1/3, so in this case (8.22) follows from
(8.21). This concludes the proof of the first estimate in (8.12), conditional to the
validity of the claim (8.25).
We now prove the second estimate in (8.12). Due to the uniform bound given
by the first estimate in (8.12), it is clearly enough to prove the second estimate in
(8.12) for α ≥ α0. Note now that
1 + ytr = α˜
2/2.
Hence, by (8.18), if y ≤ ytr then∫ α˜2
ζ
(α˜2 − τ)1/2
2τ
dτ =
∫ 1+ytr
1+y
(1 + ytr − t)1/2
(2 − t)1/2
dt
t
=
∫ α˜2
2(1+y)
(α˜2 − τ)1/2
(4− τ)1/2
dτ
τ
≥
∫ α˜2
2(1+y)
(α˜2 − τ)1/2
2τ
dτ.
Since the integrand is non-negative, this is only possible if
ζ ≤ 2(1 + y).
Under the assumption 1 + y ≤ 116 (1 + ytr) = 132 α˜2, this implies that
uζ1/2 ≤ α
4
, (8.29)
and therefore the bound (8.27) applies. From [64, eq. 10.14.4] we deduce that, for
all α ≥ − 12 and all x ∈ R,
|Jα(x)| ≤ |x/2|
α
Γ(α+ 1)
.
Thus, by (8.27), (8.29) and Stirling’s formula,∣∣∣∣∣
(
1 + y
2
)α/2
P (β,α)n (y)
∣∣∣∣∣ .β,c,ǫ |Jα(uζ1/2)| ≤ |uζ1/2/2|αα! . α−1/2 (e4)α 2−α ≤ 2−α,
which proves the second estimate in (8.12).
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Finally, we prove the claim (8.25). First, assume that
1 + ytr ≤ 1 + y ≤ 3
2
(1 + ytr) (8.30)
so (8.17) is applicable. Now, recalling that 1 + ytr = α˜
2/2 and that ǫ ≤ 1 − y ≤
1− ytr ≤ 2, from (8.30) we deduce that∫ y
ytr
(t− ytr)1/2
(1 − t)1/2(1 + t) dt ≃ǫ
1
1 + ytr
∫ y
ytr
(t− ytr)1/2 dt
≃ (y − ytr)
3/2
α˜2
. (y − ytr)1/2, (8.31)
where we used the fact that, by (8.30),
y − ytr = (1 + y)− (1 + ytr) ≤ (1 + ytr)/2 = α˜2/4 (8.32)
We now claim that, under the assumption (8.30),
ζ ≃ǫ α˜2. (8.33)
This is certainly true if ζ ≤ 2α˜2, since we already know that ζ ≥ α˜2. Suppose
instead that ζ ≥ 2α˜2; then∫ ζ
α˜2
(τ − α˜2)1/2
2τ
dτ ≥ 1
2ζ
∫ ζ
α˜2
(τ − α˜2)1/2 dτ = 1
3
(ζ − α˜2)3/2
ζ
≃ ζ1/2.
Combining this with (8.17), (8.31) and (8.32) proves that
ζ .ǫ y − ytr ≤ α˜2/4,
whence (8.33) follows.
Now, from (8.33) we deduce that∫ ζ
α˜2
(τ − α˜2)1/2
2τ
dτ ≃ǫ 1
α˜2
∫ ζ
α˜2
(τ − α˜2)1/2 dτ ≃ (ζ − α˜
2)3/2
α˜2
,
which, combined with (8.17) and (8.31), gives that
(ζ − α˜2)3/2
α˜2
≃ǫ (y − ytr)
3/2
α˜2
,
that is, (8.25).
Assume now that
2
3
(1 + ytr) ≤ 1 + y ≤ (1 + ytr), (8.34)
which makes (8.18) applicable. Note that, under our assumptions on n, α, β,
1− ytr
2
=
2u− α
2u
· 2u+ α
2u
≥ 2n+ β + 1
2n+ α+ β + 1
≥ 2n+ β + 1
(2 + c)n+ c+ β + 1
&β,c 1,
which implies that 1− ytr ≃β,c 1− y ≃β,c 1, and moreover
ytr − y = (1 + ytr)− (1 + y) ≤ 1
3
(1 + ytr) = α˜
2/6.
From (8.18) we then deduce that
α˜
2
√
2
log+
(
α˜2
2ζ
)
≤
∫ α˜2/2
min{ζ,α˜2/2}
(α˜2 − τ)1/2
2τ
dτ ≤
∫ α˜2
ζ
(α˜2 − τ)1/2
2τ
dτ
=
∫ ytr
y
(ytr − t)1/2
(1− t)1/2(1 + t) dt ≃β,c
(ytr − y)3/2
α˜2
. α˜, (8.35)
which again implies that
ζ ≃β,c α˜2
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(note that we already know that ζ ≤ α˜2 in this case). Consequently∫ α˜2
ζ
(α˜2 − τ)1/2
2τ
dτ ≃β,c (α˜
2 − ζ)3/2
α˜2
,
and again (8.18) and (8.35) give that
(α˜2 − ζ)3/2
α˜2
≃β,c (ytr − y)
3/2
α˜2
,
that is, (8.25). 
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