Introduction
The Japanese economy has experienced several distinct periods of macroeconomic activity in recent decades, resulting in many of Japan's macroeconomic variables exhibiting changing behaviors over time. Since Miyao (2000 , 2002 analyzed the Japanese economy using a vector autoregressive (VAR) model, the time variation of the relations among Japanese macroeconomic variables has been investigated in several studies (e.g., Fujiwara (2006) , Inoue and Okimoto (2008) using a Markov-switching VAR model, and Kimura et al. (2003) using a VAR model with time-varying coefficients). In these studies, the changes in the coefficients in the VAR system are well studied, although the variance of the structural shocks is assumed constant over the sample period or subsample period. This paper estimates a time-varying parameter vector autoregressive (TVP-VAR) model for the Japanese economy and monetary policy, which allows both the coefficients and the variance of structural shock to vary over time.
From a methodological viewpoint, the TVP-VAR model has recently become increasingly popular in the macroeconomics literature following the use of this estimation technique by Primiceri (2005) using data for the US economy. The spirit of its specification is derived from Cogly and Sargent (2005) . Benati and Mumtaz (2005) provide empirical results for the TVP-VAR model for the UK economy and Baumeister et al. (2008) for the Euro economy.
D 'Agostino et al. (2008) show the superior forecasting performance of the TVP-VAR specification over other VAR models using US macroeconomic data. We apply their method to the Japanese economy with a slight modification. Their scheme of sampling from the posterior distribution of the stochastic volatility of the TVP-VAR model uses a mixture sampler, which was originally developed by Kim et al. (1998) in the context of the stochastic volatility model in financial econometrics. The mixture sampler draws sample from the approximated posterior density and its approximation error is small enough to implement the overall model, as discussed by Omori et al. (2007) . However, the multimove sampler proposed by Shephard and Pitt (1997) and modified by Watanabe and Omori (2004) can draw sample from the exact posterior density of the stochastic volatility, and this method is incorporated into the TVP-VAR model in this paper. Furthermore, Yano and Yoshino (2008) estimate the TVP-VAR model using a Monte Carlo particle filtering approach.
In our empirical analysis using Japanese data, a four-variable VAR system is estimated. The model includes the inflation rate, industrial production, nominal short-term interest rate, and money supply. The stochastic volatilities and time-varying impulse responses of the macroeco-nomic variables are shown over time. The marginal likelihoods of the TVP-VAR specification and other VAR models are also estimated under different estimation conditions. The estimated marginal likelihood indicates the good performance of the TVP-VAR model. The paper is organized as follows. In Section 2, we introduce the TVP-VAR specification.
Section 3 illustrates the estimation procedure for the TVP-VAR model. Section 4 presents our empirical results. Finally, Section 5 concludes.
Structural VAR models

Preliminary
We begin with a basic structural VAR model defined as
where y t is an k × 1 vector of observed variables, A, F 1 , . . . , F s are k × k matrices of coefficients, and u t is a k ×1 structural shock. We specify the simultaneous relations of the structural shock by recursive identification, assuming that A is lower-triangular, We rewrite model (1) as the following reduced form VAR model,
where
The σ i (i = 1, . . . , k) is the standard deviation of the structural shock. Stacking the elements in the rows of the B i 's to form β (k 2 s × 1 vector), and defining X t = I k ⊗ (y t−1 , . . . , y t−k ), the model can be written as
All parameters in equation (2) are time-invariant. In the next section, we construct the model by allowing these parameters to vary over time.
Time-Varying Parameter VAR
We consider a time-varying parameter VAR (TVP-VAR) model specified by
where the coefficients β t , and the parameters A t , and Σ t are all time varying. There would be many ways to model the process for these time-varying parameters. Let a t be a stacked vector of the lower-triangular elements in A t and h t = (h 1t , . . . , h kt ) with h jt = log σ 2 jt , for j = 1, . . . , k, t = s+1, . . . , n. As suggested by Primiceri (2005) , we assume that the parameters in (3) follow a random walk process as follows:
The shocks to the innovations of the time-varying parameters are assumed uncorrelated among the parameters β t , a t and h t . We further assume that Σ β , Σ a and Σ h is all diagonal matrices.
The drifting coefficients and parameters are modeled to fully capture possible changes of the VAR structure over time. Our dynamic specification is adequate to permit the parameters to vary even if the shocks in the processes driving the time-varying parameters are uncorrelated.
Note that the log of variance (σ 2 t ) for the structural shocks is modeled to follow a random walk process, which belongs to the class of stochastic volatility (e.g., Shephard (2005) ). In financial literature, the log volatility (h t ) is often formulated to follow a stationary process such as the first-order autoregressive process. The random walk process is non-stationary and it would be undesirable to analyze long-series behavior of market products such as financial daily data, while the purpose of our study is the empirical analysis for the quarterly macroeconomics data whose sample size is around one hundred. Moreover, as discussed by Primiceri (2005) , the random-walk assumption can capture possible gradual (or sudden) structural changes.
Bayesian inference
The TVP-VAR model includes a number of parameters, while the estimation procedure can be constructed using the MCMC methods. In a Bayesian inference, under certain prior probability distributions, the MCMC algorithm produces the sample drawn from a high-dimensional posterior distribution of parameters including unobserved latent variables (see e.g., Chib (2001)).
Using the time-varying parameters in our model as latent variables, the model forms a state space specification. The key to constructing an efficient sampling scheme for the TVP-VAR model is the joint sampling of β = {β t } n t=s+1 (and in turn, a = {a t } n t=s+1 , h = {h t } n t=s+1 ) conditioned on the rest of the parameters, which is better than the approaches that rely on one-at-a-time sampling. To accomplish this strategy, the simulation smoother (de Jong and Shephard (1995) , Durbin and Koopman (2002) ) is suitable for sampling the time-varying coefficient β and parameter a because the model can be written in a linear Gaussian state space form.
Regarding the stochastic volatility h, the model forms a non-linear non-Gaussian state space form; thus, we need more technical methods of sampling. One way to sample stochastic volatility is the approach of Kim et al. (1998) , called the mixture sampler. This method has been widely used in the financial and macroeconomics literature (Omori et al. (2007 ), Primiceri (2005 . The other way is the multimove sampler of Shephard and Pitt (1997) and Watanabe and Omori (2004) . The former method deals with the approximated linear state space model.
As studied by Kim et al. (1998) and Omori et al. (2007) , its approximation error is small enough to implement the original model and can be corrected by the compensation step (see the details in Kim et al. (1998)) . On the other hand, the latter algorithm approaches the model by drawing from the exact conditional posterior density. Both methods are appropriate to implement the volatility part in the TVP-VAR model, while we use the latter method in this paper for its direct sampling from the original form of the model.
MCMC algorithm
Let y = {y t } n t=1 and ω = (Σ β , Σ a , Σ h ). We set the prior probability density as π(ω) for ω. Given the data y, we draw sample from the posterior distribution, π (β, a, h, ω|y) , by the MCMC method. There are several ways of sampling the posterior distribution; we apply the following MCMC algorithm:
5. Sample Σ a |a.
8. Go to 2.
As mentioned above, Steps 2 and 4 are conducted with the help of the simulation smoother, and
Step 6 requires the multi-move sampler for the stochastic volatility. The assumption of the diagonal matrix of Σ h makes the conditional posterior distribution of {h jt } n t=s+1 independent with respect to the series j (= 1, . . . , k) and the sampling algorithm for h becomes simple.
Steps 3, 5, and 7 are straightforward, drawing sample from a Wishart or Gamma distribution under conjugate priors. The details of the procedure are illustrated in Appendix.
Priors
The priors should be carefully chosen because the TVP-VAR model has many state variables in the VAR specification and their process is modeled as a non-stationary random walk process.
The TVP-VAR model is so flexible that the state variables can capture both gradual and sudden changes of the underlying economic structure. On the other hand, allowing time variation in every parameter in the VAR may cause an over-identification problem in the finite period data sample. As mentioned by Primiceri (2005) , the tight prior for the covariance matrix of the disturbance in the random walk process avoids implausible behaviors of the time-varying parameters. A tighter prior should sometimes be avoided in empirical econometrics, although the TVP-VAR model needs slightly tighter priors to provide reasonable identification.
In this paper, the time-varying coefficient (β) needs a tighter prior than the simultaneous relations (a) and the volatility (h) of the structural shock for the variance of the disturbance in their time-varying process. The structural shock we consider in the model unexpectedly hits the economic system and its size would more widely fluctuate over time than the possible change of the autoregressive system of the economic variables specified by VAR coefficients.
Through the estimation procedure in the following sections, we set a slightly tighter prior for Σ β and a rather diffuse prior for Σ a and Σ h . Of course, a prior sensitivity analysis is necessary in this situation to check the robustness of the empirical result with respect to the prior tightness. Section 4.3 reports the robustness check.
An additional remark is required for the prior of the initial state of the time-varying parameters. When the time series to estimate is modeled as a stationary process, we often assume the initial state follows a stationary distribution of the process. However, our time-varying parameters are random walks; thus, we specify the prior of the normal distribution for the initial state of each time-varying parameter. Following Primiceri (2005), we determine the mean of these normal priors with the estimates of a time-invariance VAR model using the pre-sample period. It is possible to specify a flat prior for the initial state to draw the sample of the posterior fully using information from data. However, we consider it is reasonable to use the economic structure estimated from the pre-sample period up to the start of the main sample data.
Marginal likelihood
In a Bayesian framework, we can compare model fit given data using the posterior probabilities of the models. The posterior probability of each model is proportional to the prior probability of the model, times the marginal likelihood. The ratio of two posterior probabilities is also well known as a Bayes factor. If the prior probabilities are assumed equal, we choose the model that yields the largest marginal likelihood. The marginal likelihood is defined as the integral of the likelihood with respect to the prior density of the parameter. There are several ways to estimate the marginal likelihood for the model including state variables; we use the harmonic mean method (e.g., Geweke (1999) ). The simulation-based harmonic mean estimator of the marginal likelihood, denoted bym(y), is obtained by
, 
,
is an indicator function that takes the value of one if Ω is satisfied and zero otherwise, p is the number of elements in ω, and χ 2 τ (p) denote the τ percentile of the Chisquare distribution with p degrees of freedom. By cutting off the tails, sample that drop in the potentially problematic regions are avoided for the computation of the marginal likelihood.
We setω andV equal to the sample mean and covariance matrix computed from the posterior draws {ω (j) } M j=1 , and τ = 0.99 in this paper. As mentioned by Schorfheide (2000) , interestingly, the estimated marginal likelihood does not so serially depend on τ . We also computed the marginal likelihood of the TVP-VAR model with τ = 0.95, 0.90, and found the estimated marginal likelihood is seldom sensitive to the value of τ .
Empirical evidences for Japanese economy and monetary policy 4.1 Data and estimation procedure
In this section, we estimate the TVP-VAR model for the Japanese economy. Our main dataset is quarterly and the sample period is from 1981/1Q to 2008/3Q. The pre-sample period from 1970/2Q to 1980/4Q is used for the prior distribution of the initial state in the process of the time-varying parameters, which is explained in detail below. The model includes four macroeconomic variables: inflation rate, industrial production, nominal short-term interest rate, and monetary base. 1 Recursive identification is assumed in this order. These variables are used for a standard VAR model of the Japanese economy, analyzed by several papers (Miyao (2000 , 2002 ), Fujiwara (2006 ), Inoue and Okimoto (2008 , Yano and Yoshino (2008)) .
Most of these studies use monthly data for the estimation, while we change the data to a quarterly base by monthly average. The VAR estimation with monthly data often needs many lags (for example, Miyao (2000) sets 10 lags), because the changes and shocks in the economic variables are considered to affect the other variables of the system with a delay. As mentioned above, the TVP-VAR model has so many parameters and our choice of quarterly data reduces the number of parameters to estimate. The lags are determined by the estimated marginal likelihood. We estimate the model with one to four lags and choose the lags whose marginal likelihood is the highest among them. As shown below, the main empirical results are obtained with two lags.
The following priors are assumed for the i-th diagonals of the covariance matrices:
For the initial state of the time-varying parameters, µ β 0 =β 0 , µ a 0 =â 0 , µ h 0 = logσ 2 0 , and Σ β 0 = Σ a 0 = Σ h 0 = 4 × I, whereβ 0 ,â 0 andσ 0 are the OLS estimators obtained using the pre-sample period.
We draw M = 10, 000 sample after the initial 1,000 sample are discarded. The computational results are generated using Ox version 5.0 (Doornik (2006) ). Figure 1 shows the sample autocorrelation function, the sample paths and the posterior densities for selected parameters.
After discarding the sample in the burn-in period, the sample paths look stable and the sample autocorrelations drop stably, indicating our sampling method efficiently produces uncorrelated samples. Table 1 gives the estimates for posterior means, standard deviations, the 95% credible intervals, the convergence diagnostics (CD) of Geweke (1992) and inefficiency factors. Geweke (1992) suggests a comparison between the first n 0 draws and the last n 1 draws, dropping out the middle draws. The CD statistics is computed by CD = ( (i) is the i-th draw, and σ 2 j /n j is the standard error ofx j , respectively, for j = 0, 1. If the sequence of the MCMC sampling is stationary, it converges in distribution to a standard normal. We set m 0 = 1, n 0 = 1, 000, m 1 = 5, 001, and n 1 = 5, 000. Theσ 2 j is computed using a Parzen window with bandwidth, B m = 500. The inefficiency factor is defined as 1 + 2 Bm s=1 ρ s , where ρ s is the sample autocorrelation at lag s, which is computed to measure how well the MCMC chain mixes (see e.g., Chib (2001)). It is the ratio of the numerical variance of the posterior sample mean to the variance of the sample mean from uncorrelated draws. The inverse of the inefficiency factor is also known as relative numerical efficiency (Geweke (1992)) . When the inefficiency factor is equal to m, we need to draw m times as many MCMC sample as uncorrelated samples. In our empirical result, the null hypothesis of the convergence to the posterior distribution is not rejected for the parameters at the 5% significance level based on the CD statistics, and the inefficiency factors are very low, which indicates an efficient sampling for the parameters and state variables. 
Empirical results
This base show these changes in monetary policy; that is, the stochastic volatility of the call rate 3 In our specification of the TVP-VAR model, the zero lower bound of the nominal interest rate is not considered. While it may be possible to incorporate the lower bound for a certain variable on the TVP-VAR model, it requires a computational burden. Thus, in the current paper, this issue is left for future work. Regarding the model fit of the time-varying parameters, the estimation of the subsample period that excludes the zero interest rate regime is also examined below. One way to solve this econometric issue is well discussed by Iwata and Wu (2006) with a censored variable. drops close to zero around the mid-1990s and the monetary base increases rapidly from the beginning of the 2000s, and a hike is marked in 2006, which corresponds to the termination of the quantitative easing policy. The spike around 1986 for the volatility of the call rate would indicate that the easing policy in this period is measured as the structural shock. After that, the volatility of the call rate is relatively low and looks moderate.
Time-varing volatility
Overall, the time-varying volatility contributes to the VAR estimation, identifying the structural shock with the appropriate variance of the shock size. For the data we analyze here, the estimates of the time-invariant VAR model with constant parameters would result in biases in the covariance matrix for the disturbances and at the same time in the autoregressive coefficients because of the misspecification of the dynamics of the parameters. Again, the nominal interest rate lower bound is not explicitly incorporated into the model, although the estimated volatility for the call rate that stays low enough would help the VAR system to identify exogenous shocks better than the time-invariant VAR model.
Time-varying impulse responses
Impulse response analyses are provided for the time series in the TVP-VAR model. Because the coefficients are time varying, the impulse responses are calculated at each date over the sample period. In our study, the shock size for the responses is set equal to the time-series average of the stochastic volatility for each series over the sample period. Note that the shock size for the response is not based on the estimated variance each time. The impulse summarizes the effects of average-sized experimental structural shocks hitting the VAR system. The impulse responses are calculated for each iteration of the MCMC with the current draw of the parameters, and the sample mean and standard deviation of the responses are computed. Second, Figure 4 shows the responses of inflation to a positive interest rate shock. A rise in inflation after a monetary tightening using VAR estimates is well known as the price puzzle (Sims (1992 ), Eichenbaum (1992 ). In our empirical estimates of the TVP-VAR model, the impulse response exhibits a different shape in each period. For 1981 For -1987 , the impulse response falls sufficiently in response to the positive interest rate shock and Figure 4 (ii) shows a slight and temporary price puzzle in 1986/1Q. On the other hand, from 1988 to the mid-1990s, the impulse response keeps rising and stays high even at a three-year horizon. As plotted in 4(iii), the impulse response is a positive domain over all of 1990/1Q. There are several explanations for the price puzzle and the VAR estimates would depend on the lags or some omitted variables in the VAR system to some extent. Fourth, Figure 6 reports the impulse responses of industrial production to a positive monetary base shock. Overall, the monetary base shock has a positive effect on industrial production during the sample period including the quantitative easing policy period, and in particular, the time series of the response after one year seems to be stable for 1990 to 2000, while the size of the response decreases around the mid-2000s. Throughout the sample period, industrial production seems to reach the three-year horizon response level in two years. Because we observe that the rise in the monetary base is followed by a positive interest rate shock in our estimation results (not shown here), the monetary base shock can be interpreted as a shock to the money demand function. This indicates that the money demand shock would have a positive effect through bank lending or other financial market variables. However, when the nominal interest rate is close to zero, the response becomes smaller than the one in the 1980s and the first half of the 1990s. For the impulse response of (iv)2002/1Q, the one-standard-deviation bands include zero. This result indicates that the effect of an increase in the monetary base is uncertain, as discussed by Kimura et al. (2003) and Fujiwara (2006) . Similar to the interest rate shock, the impulse response of the monetary base shock reaches its bottom around 2006, when the quan- 
Model selection and robustness
In the previous section, we showed the empirical results of the TVP-VAR model for the main dataset with the specified priors. Below, we examine whether the TVP-VAR model also fits the data better than other VAR models. We estimate the marginal likelihood using the modified and STVP-VAR models, the advantage of the stochastic volatility of the structural shock, as emphasized by Cogly and Sargent (2005) , is examined. The lag is set one up to four. We specify additional priors for the CP-VAR and STVP-VAR models and alternative priors for the TVP-VAR model, as follows:
Prior1 :
Prior2 :
whereᾱ denotes the stacked vector of the elements in A.
In addition to the estimation with the full sample period, we estimate the marginal likelihood using the subsample period from 1981/1Q to 1995/4Q. The period of the zero interest rate policy and the monetary easing policy is omitted in this subsample period. We estimate three competing models for the subsample data with Prior1 and Prior2. 
. . , n − 1, and θ denotes the rest of the parameters in the model. We run the Kalman filter: 
for t = n, n−1, . . . , s+1, with r n = U n = 0. Finally, we can draw
We construct the sample of {α t } n t=s+1 via the state equation using {η t } n−1 t=s drawn through the simulation smoother. In the case of sampling β, we coordinate the parameters as
A.2 Sampling a
For sampling a from its conditional posterior distribution π(a|β, h, Σ a , y), the expression of the state space form with respect to a is beneficial to see the implementation, namely,
where a s = µ a 0 , u as ∼ N (0, Σ a 0 ),ŷ t = y t − X t β t , and
. . , n. Similar to sampling β, we use the simulation smoother with Z t =X t ,
A.3 Sampling h
The state space equations for state variable h belong to a non-linear state space class. Because we assume Σ h and Σ h 0 are diagonal matrices, we make the inference for {h jt } n t=s+1 separately for j (= 1, . . . , k) . Let y * it denote the i-th element of A tŷt . Then, we can write 
where We sample (η i,r−1 , . . . , η i,r+d−1 ) from (5) using the AR-MH algorithm (Tierney (1994), Chib and Greenberg (1995) ) with the following proposal distribution. Our construction of the proposal density begins with the second-order Taylor expansion of
around the certain pointĥ t discussed later, namely, 
The choice of this proposal density is derived from its correspondence to the state space model h * it = h it + ζ it , t = r, . . . , r + d, Now we come to find (ĥ ir , . . . ,ĥ i,r+d ) which is near the mode of the posterior density for an efficient sampling. We loop the following steps several times to reach near the mode:
Note that the E(h it |θ i ) is the product in the simulation smoother as Λ t r t with ε t = 0. 
and β it is the i-th element of β t . The gamma prior is conjugate in this case and the posterior draw is straightforward. We sample the diagonal elements of Σ a |a and Σ h |h in the same way.
