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INTRODUCTION 
Investigations on variables influencing crop yields have 
been mainly directed toward assessing the effect of a few 
variables controlled by the investigator while maintaining the 
other noncontrolled variables constant at specific levels. The 
lack of identification and explicit evaluation of the uncon­
trolled variables, probably constants at a given experimental 
site, prevent comparisons of the results with those obtained 
from other experiments conducted in different areas or years. 
And it may be difficult to comprehend the general relation­
ships governing the behavior of crop yields across agricultural 
regions, sites, or years. 
Recognizing that variables, other than those controlled by 
the investigator, affect crop yields, researchers have placed 
more emphasis on soil fertility investigations that establish 
a quantitative relationship between crop yield and the multiple 
variables of production. Variables affecting crop yields have 
been classified in varied broad categories; such variables in­
clude i soil, weather, fertility management (fertilizer, 
manure, lime), rotation, variety, stand level, planting date, 
weeds, insects, diseases and control, drainage methods, and 
economic factors. 
Com yield variations and responses due to soil, weather, 
and management variables have been the subject of extensive 
agronomic investigations. These investigations are justifiable 
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since com is the most important crop in the state and in­
formation relative to its yield is considered to be most 
important. Consistent differences in corn yields have been 
attributed generally to differences in soils and weather con­
ditions from one geographical area to another. The results 
indicate that different soils have different limiting factors 
for com production. 
Soil variables and interactions of soil, weather, and 
management variables influencing yield have been difficult to 
isolate and to understand. Consequently, much work has been 
done toward the development of a subjective soil productivity 
index for ranking the soil mapping units, based upon their 
suitability for row crop production under a more or less de­
fined system of management. Much less effort, however, has 
been devoted to the study and statistical significance of the 
individual characteristics of soil series or soil types on 
yield variations in combination with important weather and 
management variables. 
Because soils vary in their response to technology and 
suitability for various uses, more precise information con­
cerning the effects of soil properties on crop yields is re­
quired and is basic in any sound agricultural planning program. 
The major objective of the study reported here was to de­
termine which physical, chemical, and morphological soil char­
acteristics and site characteristics are important for explain­
ing the com yield variations under varied climatic and 
3 
management conditions. From a statewide yield study project, 
approximately 2800 yield observations had been collected from 
sites located in 15 counties to represent the major soil 
association areas in the state and a broad range of weather 
and management conditions. Also studied were the effects on 
corn yield of different moisture stress and excess moisture 
indexes developed by Morris (1972), with the purpose of select­
ing the ones which best characterize moisture stress and excess 
moisture conditions in Iowa. These indexes were used in com­
bination with management and selected soil variables for char­
acterizing com yields. The development of a methodology for 
attaining these goals is presented and could be used by 
research workers who are concerned with biological response by 
economic crops grown in uncontrolled systems. 
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LITERATURE REVIEW 
Mana^ment Variables and Com Yield 
Traditionally, soil and crop management has been defined 
as the application of certain "good" production practices 
(Cook, 1962), The effects of these practices or management 
factors on corn yields have been studied extensively. These 
studies included the effects of fertilization practices and 
their interactions with relevant factors such as weather, soil 
fertility, crop rotation, stand level, date of planting, and 
current insect, disease and weed controls. 
Comprehensive reviews by Viets (1962), Pierre et al. 
(1966), Desselle (I967), and Voss (1969) have given full cover­
age to most of the areas associated with com production. 
Causal relationships between com yield variations and applied 
N, P and K fertilizers have been associated with differences 
in soil, climate and cultural practices. 
Com has a high N requirement, about 180 lb/acre for a 
yield of I50 bu/acre, for example. The plow layer (about 
2,000,000 lb/acre) contains between 0.02 and 0.4 percent 
nitrogen by weight. How much is available to com in a par­
ticular case is determined largely by the influence of the 
soil, weather, previous crops, and activities of man, mainly 
applications of fertilizer N. 
Krantz and Chandler (1954) concluded from the results of 
54 experiments that N was the most limiting factor in com 
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production in North Carolina. Com yields were increased 
about one bushel for each two pounds of N at the relatively 
low rates applied. 
Bnglehom et al. (1964) concluded that a sharp decline 
in yields of com grown in a continuous com culture was caused 
in a large part by depletion of soil N and organic matter. 
They observed that without the use of manure or N fertilizer, 
continuous com yields dropped rapidly during the first years, 
often 15 to 20 bushels per acre. On the contrary, yields of 
com grown in rotations including legumes seldom dropped below 
those observed initially and more often were maintained or even 
increased. 
Shrader et al. (I966) used data from field experiments in 
Iowa to test the hypothesis that com yields over a wide range 
of rotation systems differed only because of differences in 
available N. Rotation intensities varied from continuous 
com to a rotation with three years of meadow. By fitting an 
asymptotic model relating yield to N derived from rotation and 
fertilizer rates, they concluded that the effect of the rota­
tion may be expressed in terns of its ability to supply N to 
com. Estimates of N equivalents supplied by the different 
rotations ranged from 10 to 1)0 pounds per acre. 
Anderson and Peterson (1973)» from data of rotation ex­
periments conducted since I912, studied the effects of con­
tinuous com, manuring and N fertilization on yield of irri­
gated com on a Tripp VFSL in Nebraska. They concluded that 
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manuring and N fertilization are valuable practices for main­
taining soil productivity. In fact, cultivation without 
manuring or 1/ fertilization decreased the soil N content to 
40 percent of its native content after 30 years of continuous 
corn. They showed that N fertilization alone could restore 
most of the soil's productive capacity and that manuring im­
proved the physical condition of the soil. 
Very few soils can maintain profitable corn yields with­
out P fertilizers in any crop system. The amounts of P to 
apply to com will in general be determined by such factors 
as available soil P. solubility of the P in fertilizer, and 
the method of application. 
Phosphorus is relatively stable in soils. The high 
stability (low solubility) of soil P contributes to the P 
deficiencies in plants. Also, if the solubility of fertilizer 
P could be increased, smaller quantities of P fertilizer would 
be required. Webb and Pesek (1958, 1959) evaluated fertilizers 
varying in water solubility applied near the hill and broadcast 
for com in several experiments. They indicated that the soil 
P level and the degree of water solubility influenced con­
siderably the growth and yield of com. 
Christensen (1968) found that the response of com to 
applied P was influenced by surface and subsoil soil test P 
levels* The initial yield response was greater at a low level 
of surface and subsoil P, indicating the substitution of 
applied or fertilizer P for soil P. A greater response to 
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applied P was obtained at low pH values (5*5)» probably be­
cause of the effect of pH on the solubility and availability 
of soil P. 
Olson et al. (I962), in field experiments designed to 
measure the response of com to row-applied fertilizer contain­
ing P* obtained both negative and positive responses. Positive 
responses were associated with low soil P and negative ones 
with high soil P. They thou^it that yield decreases due to 
row fertilizer in some experiments in dry years were due to 
excessive vegetative growth and water use with a resultant 
accentuated drought damage. Later. Langin et al. (I962) re­
ported a detrimental action of P on Zn nutrition of com. They 
found Zn deficiency to be aggravated or created by row appli­
cation at low rates or by heavier mixed applications of P, 
especially on those soils high in P. It was apparent that 
low P rates rather than infrequent, heavy applications would 
be less harmful to com. 
Potassium is a very important nutrient in the production 
of com. As in most crops, the K concentration in com plant 
tissues is exceeded only by the N concentration. 
Hanway et al. (I962), from 4l K fertilization experiments 
in six north central states, reported that the average increase 
in K content of the com plant from K fertilization was equal 
to 23 percent of the amount applied. Total K in the plant 
ranged from 25 to 240 kg/ha and 90 percent of this was in 
plants by silking time. Uptake of K fertilizer was inversely 
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related to the level of exchangeable K in the soil. Grain 
yields were increased significantly in only 11 of the 4l field 
experiments,however. They concluded that the positive effect 
of applied K on K concentration and com grain yield was af­
fected by the soil supply of K at the respective sites. 
Inclusion of data on the soil K level increases the pre­
cision of predicting the response of com to applied K fer­
tilizer. Pierre et al. (I966, Chapter 11) reported that when 
the soil test K level exceeds 200 pounds of exchangeable K, 
little com yield response to added K may occur. However, 
unless K is added to maintain a high level» the soil level 
will be reduced by crop removals so that eventually fertiliza­
tion will be needed. Voss et al. (1970) and Bohling (1971) 
found that com responses to applied K fertilizer were propor­
tional to the level of exchangeable K in the soil. No response 
to applied K was found when the level of exchangeable K in the 
soil exceeded 200 pounds per acre or in soils which were 
rated "medium" or "hi^" in exchangeable K. 
It is evident that both applied fertilizer nutrients and 
the available soil nutrients which in many cases reflect past 
fertilization practices have a definite influence on com 
yield variations. However» yield variations may also be caused 
by other factors such as soil pH and liming, plant density, 
date of planting, and level of weeds, diseases, and insects. 
Several experiments were reviewed which indicated that 
the optimum soil pH for com is greater than 5»Of but probably 
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no greater than 6.0. Pendleton et al. (196?) reported sig­
nificant increases in com yield from lime application to an 
acid, silt loam soil in southern Illinois. The soil had an 
initial pH of 4.8. Com yields increased from 81 to 102 bu/ 
acre as the pH increased from 4.8 to 7*5 by liming. At in­
termediate pH values of 5»5 and 6.5» yields were close to the 
maximum, i.e., 97 and 99 bi^acre, respectively. 
Claassen (1971) conducted experiments over a three-year 
period to determine the effect of agricultural lime on con­
tinuous com yields. The information gained from this study 
indicated that liming to a pH of 6.0 or 6.5 appears to be 
feasible for well-fertilized continuous com where the initial 
soil pH is less than 5»7 and if the pH in the subsurface 
horizons is not substantially lower. Most of the apparent 
change in pH from liming occurred in the first two years. 
Together with the increase in pH, there were increases in the 
levels of ammonifiable N and available soil P which were 
related to the yield variation. 
Other important factors in com yield variations are the 
effects of plant density and planting date. Generally, they 
have been associated with efficiency in nutrient uptake by the 
plant and with crop characteristics. Duncan (1958) using data 
obtained from the literature and other sources for yields and 
populations of com showed that, within the range of popula­
tions studied, the logarithm of the average yield per plant and 
the population was essentially linear* Duncan hypothesized 
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that for normal com this linear relationship is maintained 
between populations of 6,000 and 20,000 plants per acre under 
usual conditions in the Com Belt. 
Colville (1962) and Colville and McGill (I962) studied 
several com yield components affected by plant population. 
Ear weight, ear length, ear diameter, weight per 100 kemels, 
and ears per 100 plants decreased linearly and correlated 
statistically with plant population. Certain other crop 
characteristics varied with increased plant population. 
Lodged and broken plants, kemel moisture, and ear height in­
creased as populations were increased from 12,000 to 28,000 
plants per acre. Lodging increased approximately 2.4^ with 
each increase of 4,000 plants per acre. A slight delay in 
maturity was indicated by a 0.37# increase in kemel moisture 
as the population was increased by each 4,000 plants per acre. 
A difference in ear height of 7*5 inches occurred between the 
12,000 and 28,000 plant populations. They pointed out that a 
higher ear placement would put more leverage on the staUc and 
could account for some of the increase in broken and lodged 
stalks. 
Lang et al. (1956) obtained ears averaging 0.7I lb at a 
population of 4,000 plants and 0.54 lb at a population of 
12,000 plants per acre which corresponded to the highest aver­
age yield for the hybrids and fertility levels used. He 
found, however, that the percentage of barren plants was 
affected more than ear weight by increased population. 
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Barrenness was affected more by plant population than by hy­
brid or soil fertility. 
Zuber and Dicke (1964) studied the effect of plant popu­
lation on com borer infestation and damage by measuring stalk 
damage indexes. They found reductions in the crushing strength 
of stalks and increases in com borer infestations as plant 
populations were increased. 
The importance of planting date and the possible advan­
tages of early planting have received increasing attention. 
The concern with planting date for corn is seldom about plant­
ing date per se, but more specifically about the date of plant 
emergence. The variability in time from planting to emergence 
is primarily controlled by moisture and temperature (Rush and 
Neal, 1951). 
Several explanations are offered as to why early planting 
generally increases com yields. One factor often mentioned 
is that the grain formation occurs when the days are longer 
and the photosynthetic activity of the plants is greater due 
to more radiant energy available, as compared with late planted 
com which matures during shorter day lengths. 
Pendleton and Egli (I969) conducted a field experiment to 
determine the grain yield potential of corn plants developing 
during the period of maximum day length. Corn plants started 
in the greenhouse, transplanted to the field on April 19, and 
pollinated on June 15. yielded no more grain than plants 
started as seed on April 30 and pollinated on July 8. 
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Plantings made in the field on May Ik and May 3I gave yield 
reductions of I03 kg/ha/day compared to the yield of the late 
April planting. 
Corn producers are well aware of the effect of weeds, 
insects and diseases on com yields and their control for 
profitable crop production. 
The important weed species found in corn vary considerably 
in morphology, taxonomic classification and growth habit. Both 
broadleaf and grassy types are among the most serious weeds. 
Staniforth (1957) has published data on the effect of plant 
density on weed infestation and how this infestation reduced 
yield. Weeds compete with corn mainly for moisture and plant 
nutrients. Buchholtz (I963) reported that yield losses from 
40 to 86 percent occurred when weeds were not controlled. 
As the acreage of com has increased, the number of in­
dividual insects as well as the number of species attacking 
com has also increased. The two most damaging are European 
com borer, Ostrinia nubilalis (Hubner), and the corn root-
worms. Petty and Apple (1966) have described the habitat of 
different com insects and their control. 
Turpin et al. (1972) reported average yield decreases up 
to 40 bu/acre of com as root damage ratings due to com root-
worm increased from none to severe. They found that clay 
percentage, soil K, soil P, slope of the site, soil drainage 
class, planting date and plant density influenced the rootworm 
damage ratings. 
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Ullstrup (1966) suggested that the most effective and 
efficient disease control appears to be the use of resistant 
varieties and that com is remarkably free of serious diseases. 
Weather Characterization and Com Yield 
Weather has long been recognized as an important variable 
for management planning in the Com Belt. The qualitative 
dependence of crop development upon weather is universally 
accepted, but because of complex plant-environment-management 
interactions, attempts to quantify this dependency generally 
have not been satisfactory. 
Consideration of weather involves both selection of 
weather variables and the period of their integration. For 
most meaningful environmental yield relations, the environ­
mental conditions should be studied within the period in which 
they most directly affect the growth and development of the 
crop. 
Hendricks and Scholl (19^3) used a technique to investi­
gate the effect of mean weekly temperature and weekly precipi­
tation on state average com yields for Ohio, Indiana and Iowa. 
They used multiple linear regression techniques with interac­
tions between weekly rainfall and temperature. Above avera^ 
temperatures were beneficial when sufficient moisture was 
available and were detrimental when the moisture supply was 
inadequate. The magnitudes of these effects were largest 
during the middle of the 14-week growing season. 
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Houseman (1942) used third degree orthogonal polynomials 
to fit a frequency distribution of 5-day rainfall totals and a 
frequency distribution of 5-day average maximum temperatures 
for a 27-year period. The 5-day intervals began on May 16 
and ended on August 28. The results indicated that the rain­
fall distribution gave no information about yield variations in 
addition to that given by temperature. 
Thompson (1963) used multiple curvilinear regression 
analysis to study the effect of state average weather (pre­
cipitation and mean temperature) on state average com yields 
during 32 years for several midwestern states. Weather factors 
and a time trend for technology were used as independent 
variables. The most important variables for predicting com 
yields were technology, preseason and July precipitation, and 
August temperature. Above average July precipitation and 
below average August temperature increased the com yield. 
Thompson also suggested that total rainfall in the 30 days 
centered on silking was of prime importance for determining 
yield. 
Pesek et al. (1967) derived weather indexes from rainfall 
and temperature data to obtain separate weather indexes for 
each of three locations from which data were combined into a 
generalized fertilizer production function. The indexes for 
each location were found by assuming that only hot and/or diy 
weather influenced, yields • and by using rainfall and tempera­
ture deviations as independent variables with the average 
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com yield of all plots at each location as the dependent 
variable. The rainfall variable for each season was calculated 
by totaling only the negative deviations of rainfall from 
estimated normal rainfall for six 10-day intervals during 
July and August. If no rainfall occurred during a 10-day 
interval, the deviation for that interval was given double 
wei^t. To obtain a temperature variable for each season, 
deviations of monthly average maximum temperatures from esti­
mated normal average maximum temperatures were calculated for 
July and August. Only positive July and August deviations 
were combined to form the yearly temperature variables which 
were then used to derive the regression equation for each lo­
cation. If either of the resulting coefficients for rainfall 
or temperature were small or had the wrong sign, it was elim­
inated. To calculate the weather indexes for each location, 
constant terms obtained in the regression equations were 
dropped and signs were changed on rainfall and temperature 
coefficients. 
Indexes for each year and each location were obtained by 
entering the annual rainfall and temperature deviations back 
into the three altered regression equations. Regressions of 
com yields on the weather indexes, P and K fertilizer levels, 
and soil test P and K levels were calculated. The index re­
gression coefficients obtained in these regressions were hi^ily 
significant and fertility-weather index interactions were also 
significant in some cases. However, chance variation and 
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interactions of weather factors and soil physical characteris­
tics might also be embodied in the index because of the method 
by which it was obtained. 
Despite the use of raw weather data and resultant high 
correlations between them and crop yields, the prediction 
values of most of the derived formulas have been generally 
poor. Laing (I966) concluded that such variables are not 
directly related to the production processes limiting crop 
yield or that relationships are not adequately described by 
the model proposed. Efforts have been made toward finding 
a single variable to ensure adequate freedom for analyzing 
yield-weather relationships. Selection of a single environ­
mental variable implies other weather variables are not 
limiting yields in the area or that their effects upon yield 
are inherently included in the selected variable. 
The amount of available soil moisture in the crop root 
zone has been considered a more rational and direct parameter 
for evaluating the effect of weather on agricultural crops. 
Several workers, Parks and Knetsch (1959)1 Gardner (I96O), 
Denmead and Shaw (I962), and Baier and Robertson (I968), have 
shown that the loss of soil moisture is a joint function of the 
atmospheric energy, which causes evaporation from the soil and 
plant surfaces, and the soil moisture available to supply this 
atmospheric demand. 
Denmead and Shaw (I962) experimentally expressed the 
amount of soil moisture in the com root zone at an estimated 
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turgor of plant leaves, called turgor loss point as a 
function of the évapotranspiration at field capacity (ETj^j. 
Dale and Shaw (1965a). in a study on the effect of moisture 
stress and stand level on com yield, identified any day in 
which the évapotranspiration at field capacity (ET^) and 
available soil moisture (9) combination fell below the turgor 
loss curve, = F(ETp^), as a moisture stress day for corn. 
This is a day which has too little soil moisture to counteract 
a high atmospheric demand (0 < A day with ETj^ and 0 
combination falling on or above the curve was identified as a 
nonstress day (0 > 0^]^). The number of days in the period 
from 6 weeks before to 3 weeks after silking in which the com 
plant was under no moisture stress was highly associated with 
yield. Below 40 nonstress days there was little difference 
in yields at stand levels of 13,000 and 16,000 plants/acre. 
Above 40 nonstress days stand level was of major Importance. 
Other Iowa studies (Voss and Pesek, 196?; Dale. 1968; 
Corsi and Shaw, 1971; Shaw and Felch, 1972; Shaw, 1974) have 
shown that a soil moisture budget and plant-soil-moisture 
relationship as described by Dale and Shaw (1965a, 1965b) gives 
an adequate index for relating soil moisture, atmospheric de­
mand, and plant yield for most of the environmental conditions 
prevalent in Iowa. 
Controlled experiments by a number of researchers (Robins 
and Domingo, 1953; Denmead and Shaw, I96O; Barnes and Woolley, 
I96O; Claassen and Shaw, 1970) have shown that moisture stress 
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at different stages of development will differentially affect 
corn yields. 
Denmead and Shaw (i960) found that moisture stress prior 
to silking reduced grain yield 25 percent, moisture stress at 
silking reduced grain yield by 50 percent, and moisture stress 
after silking reduced grain yield by 21 percent. Furthermore, 
interactions between the three periods had no statistically 
significant effect on com yield. 
Barnes and Woolley (i960) investigated the influence of 
moisture stress at different stages of development on two hy­
brids, one with a tendency to produce two ears and the other 
with a single-eared trait, but known to be highly susceptible 
to moisture stress. Moisture stress at tassel emergence re­
duced the yield of both hybrids slightly, but stress during 
the silking and blister kernel stages markedly reduced the 
yield of the single-eared hybrid. Apparently, the double-eared 
hybrid was able to withdraw more moisture from the soil and 
thus was better able to offset moisture stresses during all 
periods. 
Claassen and Shaw (1970) studied the effect of moisture 
stress on grain yield by subjecting corn plants to water 
deficits in one of nine periods in each of two growing seasons 
at different soil fertility conditions. Significant grain 
yield reductions were observed after stress during the vegeta­
tive period in the I966 growing season. A 53 percent grain 
yield reduction was associated with stress at 75 percent 
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silking in the 1965 growing season, but little reduction 
occurred from stress at 6 percent silking in 1965* In the 
three-week period after silking, water deficits consistently 
reduced yields approximately 30 percent in both years. Sig­
nificant reductions in kernel number and weight were associ­
ated with yield reductions from stress before or during silk­
ing and pollination. It was observed that the ability of 
kernels to compete for the product of photosynthesis corre­
lated with the comparative age of the ovule at the time of 
water deficit. 
The previous discussion on weather characterization was 
based mainly on the relationship between yield reduction and 
moisture stress. However, numerous sources of evidence point 
to excess moisture or wet condition as a cause of reduced 
com yields, particularly if the excess moisture occurs in 
the early part of the season when the root system is small 
and mostly near the surface. 
Ritter and Beer (1969) induced com yield reductions by 
heavy surface irrigations at different stages of growth. The 
earlier and more prolonged the treatment, the more the yields 
were depressed in comparison to untreated plants. They con­
cluded that under some natural flooding conditions, com 
plants in the early stages of growth will be completely killed 
by inundation periods of 4 to 5 days. Lai and Taylor (I969), 
using lysimeters, found com yields were depressed by either 
shallow water tables (6 to 12 inches) or intermittent flooding. 
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Early intermittent flooding (48 or 9$ hours/week for 3 con­
secutive weeks) depressed yields more than a constant shallow 
water table did. Chaudhary et al. (1975) studied the effect 
of water table depth and soil submergence on com yield and 
nutrient uptake. Results of this study showed that a water 
table at 24 to 36 inches deep can be a valuable natural re­
source for com production in a relatively dry year, but 
hazards of poor aeration would increase in a wet year. Grain 
yields were reduced significantly by submergence exceeding one 
day. Submergence during early growth was more harmful than 
during late growth. Prolonged soil submergence significantly 
reduced N, P and K concentrations in the grain. 
Shaw (1974) pointed out that in some Iowa soils excess 
spring moisture would be expected to give substantial reduc­
tions in yield, the reductions depending on how much water 
occurred and the level of management. He outlined several 
approaches that could be used for developing a wetness index-
corn yield relationship. Morris (1972) made an extensive re­
view of literature concerning the physiochemical effects of 
wet conditions on soils and plants. He derived excess mois­
ture along with moisture stress indexes by using a simulated 
model for rainfall infiltration, redistribution throughout the 
soil profile, and moisture balance in the soil depending on 
atmospheric demand. The weather indexes selected and the 
interactions of these indexes with selected soil and management 
variables were important in explaining com yield variations. 
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Soil-Yield Characterization 
Com yield as an index of soil productivity 
The yield and quality of a specific plant or crop is in­
fluenced by soil, weather and management variables. These 
factors interact with each other so that any estimate, measure­
ment or study of productivity of a tract of land has meaning 
only if all the factors are considered. 
Soil productivity has been designated by the Soil Conser­
vation Society of America (1962, Glossary) as followsi 
Soil productivity is 1) the property of a soil which 
permits variable growth of plants due to the collec­
tive influence of variable chemical, physical and 
biological conditions, 2) the ability of a soil to 
produce crops under existing conditions of climate 
and management. 
An adequate system of soil classification and means of 
sorting and analyzing the vast number of plant growth factors 
have been essential for the characterization of the present 
concept of soil productivity. Agricultural bias has always 
affected soil classification, but criteria used for soil dif­
ferentiation have not always been the best determinants of 
soil productivity. For example, slight variations in thick­
ness of the surface soil of a given soil type may be more 
important as a growth factor than those characteristics which 
distinguish it as a soil type. Thus, it is not surprising 
that some soil studies have shown that productivity varied 
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widely within a soil type (Shrader, 1953)* 
There has been much interest in developing methods for 
characterizing soil productivity by summarizing the soil 
properties and yield potentials of soil series and types under 
a given set of management and climatic conditions. Most of 
these methods were based on crop yields from farm records and 
experimental plots as a source of yield data (Storie, 1940$ 
Odell and Smith, 1941; Aandahl, 19^ 9; Rennie and Clayton, i960). 
Englehom (1936) rated Iowa soils on their ability to 
produce corn, the major crop of the state. This ability to 
produce was estimated for the soil type on the basis of its 
inherent productivity without the use of fertilizer or other 
soil treatments, except those that were included in what were 
considered "standard practices". The estimated soil produc­
tivity, in this way, took into account the principal physical 
conditions influencing productivity, such as soil type, 
topography or relief, rainfall and temperature. The environ­
mental factors of soil, relief and climate fixed the rating 
of any soil type for the county in which it occurred, although 
there may be variation in rating from county to county within 
the state. The yield ratings were based upon subjective pre­
dictions by personnel familiar with the soils. 
Murray et al. (1939) attempted to measure productivity of 
the Tama, Muscatine, Waukesha, Wabash, and Wabash-Judson silt 
loams of Iowa by measuring com yield differences among soil 
types in the same field. A yield rating of 75 was given to a 
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soil producing under actual conditions only 75% a.s much as 
the soil chosen as the base, usually the most common soil of 
the area. The yields reflected the average integrated con­
ditions of soil, management, and climatic variables. 
Oschwald et al. (I965) grouped major soil types of Iowa 
into soil association areas, each soil association area having 
a repeating pattern of two or more soil types. The grouping 
used is helpful for decision making on farming system alterna­
tives and soil uses. The potential corn yield was used as an 
index to evaluate the suitability of each soil type for crop 
uses within the association area. The corn yield estimates 
were based on numerous sources and assumed a corn production 
system including* (1) providing adequate drainage and erosion 
control, (2) applying the nutrients required for hi^ yields, 
(3) planting high-yielding hybrids with plant populations con­
sistent with available moisture, and (4) providing other ade­
quate management practices such as timely tillage, weed, and 
insect control. 
Penton et al. (1971) reported crop yield estimates for 
corn, soybeans, oats, and hay on selected soil types and 
phases of Iowa. In the same study, they developed a corn 
suitability rating system as an index for ranking the soil 
mapping units, based upon their suitability for row-crop 
production. The com suitability ratings ranged from 5 to 100, 
with 100 reserved for the soil with the most favorable weather 
conditions, with the highest yield; potential, and which couldT 
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be continuously row-cropped. The yield estimates were based 
on yields from fertilizer and soil management experiments and 
from farm management information. The yield estimates and 
com suitability ratings basically reflect the effects of soil 
factors, such as slope, erosion, natural vegetation, wetness, 
organic matter, and parent material, and also the weather dif­
ferences and differences in response to technology. 
Disadvantages of the usual productivity ratings aret 
(1) they are too general, representing the average production 
of a soil type; (2) they are based upon subjective estimates of 
men rather than objective data obtained from field research 
which has been evaluated statistically; and (3) they provide 
no evaluation or indication of the significance of individual 
soil properties or specific combinations of properties upon 
crop yield. 
While the relative ratings of soils change with time, the 
spread in suitability of different soils remains. Success or 
failure in the crop-growing enterprise depends partially on 
characterization of the soil and the causal relations between 
its characteristics and yield. 
Effects of soil variable s on com yield 
Crop yields vary widely among soil types. Com and soy­
beans have been known to be the most responsive to soil 
variations. 
According to Shrader and Pierre (I966), the most desirable 
25 
soil for growing com is considered to be a deep, medium-
textured soil, preferably high in organic matter content, well 
drained, high in water-holding capacity and capable of deliver­
ing to the plant all the essential nutrients in amounts needed 
by the growing com plant. 
As pointed out by Shrader and Pierre (I966), the soil 
characteristics mentioned above have definite influences on 
com yield variations. However, many interactions between 
soil factors and management and environment occur which may 
overcome a soil factor limitation. A detailed discussion of 
the many soil factors and interactions reported in the litera­
ture will not be made; instead, some of the general relation­
ships will be discussed. 
Slope characteristics such as gradient, length and con­
figuration are major factors that determine soil properties 
and land use suitability. Buol et al. (1973) stated that, 
within specific geographic areas, the following soil proper­
ties are commonly found to be relief related* (1) depth of 
the solum, (2) thickness and organic matter content of A 
horizon, (3) relative wetness of the profile, (4) color of the 
profile, (5) degree of horizon differentiation, (6) soil reac­
tion, (7) soluble salt content, (8) kind and degree of "pan" 
development, (9) soil temperature, and (10) character of the 
initial parent material. 
Male and Worcester (1975) studied soil characteristics 
and crop responses at selected landscape positions in a glacial 
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drift soil of North Dakota. Properties such as organic carbon 
content, bulk density, and texture were found to vary with 
the landscape in a predictable and repetitive manner. Soil 
test levels of N, P and K in the surface 0 to 16 cm depth 
were related to landscape position. The amount of NO^-N was 
minimal at the shoulder position where erosional activity was 
greatest. At lower landscape positions, where sedimentation 
had occurred and along with a higher soil moisture content, the 
amount of soil NO^-N increased. Phosphorus followed the same 
trend. Minimum exchangeable K amounts were found at the lower 
backslope position where the highest CaCO^ equivalent (7 «3?^) 
was found. Results of this study showed that differences in 
plant responses to landscape positions exist primarily because 
of changes in soils and their associated properties. 
Variations in wheat yields under 46 years of uniform man­
agement were reported by Ply and Romine (1964) to be due mainly 
to differences in microrelief. They found yields to be associ­
ated with soil type and soil properties such as depth of A 
horizon and depth to the horizon of high CaCO^ content. 
Erosion of soil by water is primarily a problem of sloping 
soils used for the production of clean-tilled crops such as 
com. Yield reductions associated with erosion factors are 
explained mainly by the loss of soil nutrients, by reduction in 
thickness of the soil profile, or by deterioration of the 
physical characteristics of the soil which decreases the soil's 
capacity to hold nutrients and water. 
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Smith et al. (1948) showed that com yields were reduced 
about 4 bushels per acre for each inch of topsoil removed by 
erosion from a Shelby loam in Missouri. 
Engelstad et al. (1961) and Engelstad and Shrader (I96I) 
conducted experiments to determine if com yields were affected 
by surface soil thickness or, conversely, by soil erosion in 
the Marshall-Monona transition zone in southwestem Iowa, and 
to determine if N fertilizer could substitute for surface soil 
(A horizon) in the production of com. Results from these 
studies indicated that com yield was strongly affected by 
thickness of surface soil in the area. On a deep permeable 
soil which approaches the ideal soil for growing com, they 
found that the effect of erosion was largely a fertility effect 
and the loss of the A horizon usually could be compensated for 
by the use of additional fertilizer. 
Murray (1969) concluded that com yields were more direct­
ly associated with surface soil thickness than with slope char­
acteristics and that the thickness of surface soil was a more 
important factor to measure than slope for rating soils for 
com productivity. 
In a recent work, Leeper (1972) studied the effect of 
selected soil and environmental factors on com yields from 
four locations in Illinois having variable soils and climatic 
conditions. He concluded that with adequate fertility and high 
level of management, the potential of a soil to produce com 
was largely determined by the ability of the soil to store and 
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supply moisture. Com yield equations which included both 
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soil and weather variables significantly improved the R 
value over equations with only weather variables. Leeper 
concluded in a general way that soil series criteria can be 
included in the equations by using soil variables to estimate 
the amount of water supplied to the plant by the soil, and, 
that with adequate fertility, the most important soil proper­
ties affecting com yields are those which affect rooting depth 
and root proliferation and the plant available water-holding 
capacity of the soil. 
Lund (1959) concluded that organic matter and temperature 
gradients were important factors affecting soil moisture re­
tention. Salter et al. (I966) made a quantitative assessment 
of the effect of the proportions of sand, silt, clay, and 
organic matter content on the available water-holding capacity 
(AWC) of 26 soils. The AWG of the soils was negatively corre­
lated with the percentage of coarse sand and positively corre­
lated with the percentages of fine sand and organic carbon. 
Using regression on percentages of silt, clay, and organic 
matter, the AWC of the soils was estimated from mechanical 
analysis data with a mean accuracy of ± 16 percent of the 
mean AWC. 
It is difficult to verify that failure of roots to pene­
trate a particular zone of the soil in the field is caused by 
resistance of the soil particles to displacement, particularly 
in view of the fact that soil fertility, water content, 
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aeration, and resistance to displacement fluctuate continually 
in the soil. 
Davies and Runge (I969) studied root development and root 
proliferation of oats and soybeans growing in cores taken from 
four common soil parent materials in Illinois, Nutrient dif­
ferences were minimized so that the comparison was between the 
physical properties of the four materials. Root growth in the 
silty clay, silty clay loam, and loam till differed by a small 
amount, and was much less in all three than in the loess parent 
material. Variations in root weight were significantly corre­
lated with changes in bulk density associated mainly with the 
till-derived soils. 
Phillips and Kirkham (I962) conducted an experiment on 
com root elongation at different bulk densities of a clay 
soil in Iowa. They found that the linear decrease in the 
seedling root growth as bulk density increased from .94 to 
1.30 g/cc was due to mechanical impedance and not to lack of 
aeration. 
Black (1968, Chapter 1) observed that soil structure plays 
a direct role in root proliferation and penetration because the 
growth of roots commonly occurs between structural units and 
not within them. Also, the size of structural units may affect 
the rate of delivery of nutrients and water from interior parts 
to the roots at the surfaces. Barber (1959) reported from 
field experiments that changes that can be induced in soil 
structure by differences in cropping sequences in soils well 
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adapted to com are too slight to have any appreciable effect 
on com yields under adequate soil fertility levels and good 
management. 
The physical properties of soils have long been recognized 
as having a definite influence on crop growth. However, they 
are generally regarded as factors which have more indirect 
effect than direct effect on yield in contrast with the soil 
fertility parameters, such as N, P, K and pH. 
Voss and Pesek (I967) conducted es^eriments on the Clarion, 
Nicollet, and Webster soil series in Iowa to determine which 
selected measurable soil, management, and weather factors af­
fect com yield responses to applied' fertilizers. Nitrifiable 
N, available P, exchangeable K and pH significantly affected 
the unfertilized yields and the response of com to applied N 
fertilizer. The same results were obtained by Desselle (I967) 
from experiments located in the Galva-Primghar, Downs, Tama-
Muscatine, Otley-Mahaska-Taintor, Adair-Seymour-Edina, and 
Marsheill soil association areas in Iowa. He added that varia­
bility in soil test N, P and pH values had significant effects 
on yield variations. 
Voss et al. (1970) studied the influence of native soil 
fertility and environmental factors on response of com to 
fertilizer rates on Marshall and Monona soils in western Iowa. 
A value for the soil yielding potential was included,which was 
the estimated potential yield of each soil type and slope and 
erosion class,to provide a quantitative index for site 
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variation. The largest portion of the explained com yield 
variation was due to the variations in the computed moisture 
stress indexes. Native soil fertility, as indicated by soil 
tests of surface and subsoil samples for N, P, K and pH, 
explained only 16 percent of the variability in observed yields 
among individual plots. The effect of the yield potential in­
dex was significant through its interaction with applied N. 
Sopher and McCracken (1972) obtained quantitative rela­
tionships between soil properties, management practices, and 
com yield variations on selected North Carolina Coastal Plain 
soils in a study designed to explain and predict the produc­
tivity of these soils. Of the 101 independent variables (23 
soil properties on each of 4 horizons plus 9 management 
variables) Included, ^6 variables were significantly correlated 
with corn grain yield on the well-drained (Udultic) soils and 
61 variables were correlated with yield on the very poorly 
drained (Aquultic) soils. The soil factors most affecting 
yields on the Udultic soil were soil moisture holding capacity, 
soil pH, percent base saturation, extractable P, exchangeable 
Ga and exchangeable Al. On the Aquultic soils the highest 
yield correlations were obtained with exchangeable Al, soil 
moisture holding capacity, organic matter, total exchangeable 
acidity, percent base saturation and cation exchange capacity. 
This study was considered to provide the necessary background 
for studying the causal relationships between soil properties 
and com yield variations. 
32 
Yield Characterization - Statistical Approach 
The objective of much agronomic research has been to 
describe the combined effect of soil and fertilizer nutrients 
and climatic and management factors on yield and to express it 
by means of mathematical expressions. Mason (1956, pp. 76-77) 
lists two approaches that have been used for the development 
of such relationships between plant and growth factors* 
1. Attempts to define a model which expresses the 
basic law of plant behaviour, and fitting the experi­
mental data to this more or less rigid model. 
2. The experimental data are studied by statistical 
methods and an empirical polynomial equation of "best 
fit" is developed with no assumptions or hypothesis as 
to the underlying causes. 
The first approach generally assumes a differential equa­
tion to express the yield variation due to factor changes, and 
determines a yield equation upon integration of the differen­
tial form. Examples of the assumptions and form of these 
functions, such as the Mitscherlich and Spillman functions, 
have been given by Heady and Dillon (I96I). Until now, these 
types of functions based on "deterministic laws" for plant and 
factor variations have not been very useful in biological 
systems. The complicated nature of even the simplest bioi-
logical system and the presence of unidentified stochastic 
components and errors in measurements prevent determinations 
of exact relationships between plant and environment 
(Kempthome, 1972). 
In the second approach, an attempt is made to approximate 
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the yield function by means of a polynomial equation. The 
reason is that if the mathematical relationship between yield 
and a factor is unknown and assuming that the function is con­
tinuous, it may be approximated over the range of the factor 
by the standard mathematical procedure known as a Taylor 
series expansion (Widder, I96I). Such an expansion can be 
reduced to a polynomial form. 
Thus, suppose Y = f(X), the function being a smooth curve 
of unknown algebraic form. Via a Taylor series expansion, it 
is possible to estimate the value of Y for X values in the 
neighborhood of any point X = a, a being regarded as a mean 
value of X. The expansion is shown in equation 1 where f*(a) 
denotes the value of the first derivation of f(X) at X " a, 
f*'(a) denotes the second derivative and so on, as follows* 
Ï = f(X) =• f(a) + f(a) + f"(a) + 
(1) 
J* 
Grouping of X terms of like power reduces the Taylor 
series of equation 1 to a polynomial equation of the form 
(2) as followsI 
Y = f(X) =• Bq + Bj^X + BgX^ + BjX^ + ...R(X,a) , (2) 
where the tern R(X,a) is known as the remainder of the equation 
and depends on how far X lies from a. 
An analogous result occurs when Y is a function of mora 
than one variable. Thus, if Y = f(X2^,X2)» the polynomial re­
sulting from a Taylor's series expansion would be as shown in 
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equation 3 as followsi 
Y « BQ + + BGXG) + + B22X2^ + B^^GX^^XG) + 
^®llA^ •*" ®222^2^ ®112^1^^2 ^122^2 ) + • • • ' 
(3) 
Because the Taylor series expansion only holds for a 
region in the neighborhood of the selected point in the 
surface such as X = a in equation 1, the estimated polynomial 
will adequately fit the equation only within a limited region 
of the surface• 
How well a polynomial of a given degree fits the surface 
also depends on the choice of scale used for the yield re­
sponse (Y) and for the independent variables (X). Thus, in­
stead of using the simple first or second degree polynomials, 
the independent variable may be transformed to the square 
root, logarithm, reciprocal, or other form. 
Some investigations by Heady st al. (1955) aî?»d Tsjgda 
(1966) involved fitting alternative yield equations to char­
acterize yield data on a comparative basis. Thus, the expo­
nential, power and polynomial functions were compared on the 
basis of "goodness of fit" as reviewed by Mason (1956, Chapter 
5). These workers concluded from their comparative experiments 
that some form of the polynomial, either with or without modi­
fication by transformation of the variates, usually gave a 
yield equation which fitted the yield data better than did 
alternative equations. 
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In part, the choice as to which variables and type of 
transformation to use in a polynomial approximation of the 
surface may be decided with reference to the known logic of 
the production process. Methods of fitting such functions 
are straightforward. Discussion of fitting procedures for 
linear and nonlinear parameter functions are given by 
Hartley (1948), Anderson and Bancroft (1952)# and Kempthome 
and Folks (I97I). 
A numerical analysis problem occurs when fitting a poly­
nomial approximation to the yield-factor relationshipsj this 
is due to the high degree of association or correlation among 
many environmental variables, which often results in un­
realistic estimators in magnitude and sign. Ample discussions 
of this topic have been given by Longley (196?) and Gordon 
(1968). 
Methods of fitting polynomials which overcome or reduce 
the degree of intercorrelation, or ill-condition between inde­
pendent variables, include the use of orthogonal transforma­
tions as proposed by Cady and Fuller (1968), generalized least 
square inverses, and ridge regression proposed by Marquardt 
and Snee (1975). 
Fitting polynomial approximations to surfaces leaves a 
remainder or residual variation that can be recognized as a 
random component of unexplained variation. Such a random 
component or variance error in turn has two components. One is 
experimental error denoted as a , which arises due to random 
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variation of yield response among experimental unitsi it is 
influenced by variability in the plant, soil, climate, and 
management factors. The second component of the variance error 
is the lack of fit of the polynomial model which depends on 
the function selected and on the distribution of the levels of 
the independent variables in the surface region of interest of 
the study. As shown by Draper and Smith (I966), V(b) = 
(X*X)"V, and V(Y) = X' (X'X)"^Xa^, where V(Y) is the variance 
of the predicted vector values, V(b) is a vector for the vari­
ance of the estimated polynomial regression coefficients (b), 
X is an array of numbers indicating level combination of in­
dependent variables or environmental factors, X* is the trans­
pose of matrix X,and (X'X)"^ is the inverse of matrix (X'X). 
Several methods have been used for building polynomial 
functions relating yield to environmental factors in order to 
characterize yield and to reduce the variability in yields due 
to the random components. The methods included the use of 
appropriate experimental designs specifically designed to fit 
selected response curves (Box, 195^1 Myers, 1971)» and stepwise 
procedures for building the polynomial model and assessing the 
relative importance of the variables. 
Cady and Puller (I969) outlined a simple procedure as an 
alternative to estimate a general polynomial function when 
experiments have been planned to include different soils or 
environments subjected to the same design and experimental 
techniques. The first step consisted of the estimation of a 
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yield function for each site or experiment. Usually, the 
quadratic polynomial, 
Y = bg + b^X + bgX^ , (4) 
where X and X are orthogonal polynomials for the linear and 
quadratic effects of the applied treatment will furnish an 
adequate fit. The corresponding regression coefficients (b^) 
were assumed to be random variables having multinormal dis­
tribution (Johnston, 1963) and to represent a condensation of 
the information on the response contained in the data. 
In the second step, the regression coefficients were 
tested to assess the variability across sites of the components 
of the responses they represented. If some coefficients dis­
play considerable variability, the procedure initially used 
by Voss and Pesek (I965) may subsequently be used to see which 
site variables are associated with the yield responses across 
sites. Ixi their method, regression equations of the form, 
b. = aiO +  E  aij S I  , (5) 
1 jal J 
where: i = 0,1,2 
S. = determination of the site variable (i.e., 
J 
soil N), 
were calculated for each of the coefficients which varied 
significantly among sites. 
The site variables Sj, commonly referred to as uncon­
trolled factors, were selected primarily on the simple 
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correlations between a group of variables known to have direct 
or indirect influence on yield and the check yield (experi­
mental unit not subjected to treatment) (Voss, I962). The 
final equation was obtained by substituting the expressions 
for bji^ in equation 5 into equation 4, 
By assuming distributional properties in the variables, 
tests of hypothesis were performed for the estimates and 
variables were eliminated from the final equation on the basis 
of a nonsignificant t or F value at 0.10 to 0.25 probability 
levels (Kennedy and Bancroft, I97I). 
A different way of generalizing yield equations has been 
used by Laird and Cady (I969). They characterized yield by 
adding stepwise a group of growth factors to form a full model, 
and then performing analysis of variance and statistical 
tests on the estimates to determine which variables could be 
deleted from that model. The group of growth factors were 
those commonly related to applied fertilizer, initial soil 
fertility, management and weather factors. Squared terms of 
the factors and interactions were also considered within a 
full model as important factors in explaining yield variation. 
The deletion of variables from the full model was made by 
using agronomic criteria on the importance of the variable, 
and by statistical means as discussed in model building proce­
dures by Draper and Smith (I966). The coefficient of deter-
mination (R ) and the residual sum of square deviations, 
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E(Y - Y)2, from the polynomial equation were used to measure 
the failure of the polynomial model to predict a set of yield 
values used for estimating the regression coefficients in the 
polynomial equation. 
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MATERIALS AND METHODS 
General Description 
Corn yield and other data were collected under the 
supervision of Dr. Lloyd C. Dumenil of the Agronomy Depart­
ment for the Iowa Agriculture and Home Economics Experiment 
Station Project 1377 (replaced by Project 1958 in 1972) with 
the cooperation of the Iowa Cooperative Extension Service, the 
Soil Conservation Service, USDA, and many farmer-cooperators 
and volunteer rainfall observers. The title of the project 
was: Crop yielding capacity of Iowa soil types under differ­
ent soil, management, and fertility levels. 
The primary objective of this project was to determine 
for the various soils of the state the crop yield level that 
is attainable under different environmental and climatic 
conditions and under different soil and crop management prac­
tices. The experimental method employed was point-estimate 
sampling in which the crop yield was determined at randomly 
selected sites (one plot per site) in selected Iowa counties; 
all environmental, climatic, soil, and management variables 
that could affect the crop yield at that specific site were 
measured or estimated. The statistical method of multiple 
regression was to be used to estimate the productive capacity 
of Iowa soils. Briefly, this method consists of relating the 
yield of a crop to the level of input of a number of variables 
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which are known or thought to influence crop yields. Given 
the ultimate yield prediction equation, the yield of any par­
ticular soil mapping unit of known characteristics can be cal­
culated for average or any assumed set of environmental condi­
tions and management practices. 
The project was initiated in 1957 in two counties and 
counties were added each year until 1962 when the fifteenth 
county was added. The years when the research was started were 
as follows: 
1957 Hamilton and Wayne 
1958 Adams. Bremer. Cass. Clay, and Keokuk 
1959 Harrison (upland sites), Muscatine, and Woodbury 
1960 Crawford and Lyon 
1961 Payette and Linn 
1962 Howard 
1963 Harrison (bottomland sites) 
The field research was terminated after the 1970 season. 
The 15 counties (Figure 1) were selected to represent 
major soil association areas in the state, all of which were 
represented except the Adair-Grundy-Haig area in southern Iowa. 
Within each of the selected counties, the 2^ sample of quarter-
sections for the Conservation Needs (Soil Inventory) Survey was 
used for location of sites used in this research. For the Con­
servation Needs Survey, three quarter-sections per legal town­
ship were selected by semistratified, random sampling. In each 
of these quarter-sections a single site was randomly selected, 
but with three locational restrictions: the site had to be 
accessible within 1200 feet by car. on tillable land if present 
in the quarter-section, and on a uniform soil area of at least 
MOWAWD wmHEaHlCK AllAlW» 0#CW#M@OM CMMCT 
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Figure 1. Iowa counties included in Project 1377 shown by an asterisk (*) 
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70 feet X 70 feet so that small errors in measurement from the 
permanent marker would not put the harvest area on a different 
soil type. If these restrictions could not be met (except 
that the original site could be moved about 100 feet to find 
a uniform soil area), another sample was drawn. The site 
finally selected was usually retained for as long as it was 
needed. A few sites, however, were relocated within the 
quarter-section, mostly because of loss of access. 
Yield was checked each year the site area was planted to 
corn unless severe hail damage occurred, the com was cut for 
silage or harvested before yields could be measured, or the 
cooperator did not report that com was planted on the site. 
Data were also collected on the soil and site characteristics, 
crop and soil management of the farmer-cooperator, and rainfall 
at or near the site. The data listing sheets for identifica­
tion of all soil and management variables on the punched 
computer cards are given in Appendix Tables A1 through A6. The 
variables included in this study will be discussed in the next 
sections. 
Some sites were dicontinued each year, particularly in the 
last several years in the counties in which the project was 
started the earliest, to reduce the work load and expenses. 
Sites were dropped for several reasons, as follows: loss of 
access; noncooperation of the original farmer or the new owner 
or tenant I destruction of the site area or its uniformity by 
building, road or terrace construction; haystacks or hog lots 
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on the site area; conversion to permanent pasture; loss of 
rainfall observers; and continued low management levels. 
Although the reduction in number of sites did bias somewhat the 
survey of the management practices used by the farmers in the 
counties, it had little or no effect on the primary objective 
of the project which was to study the relationship between 
yield and other factors over a wide range of conditions. 
Site and Soil Variables 
Soil Scientists of the Soil Conservation Service and 
Agronomy Department personnel, who were mapping or sampling 
soils in a few counties,located the sites, described the soil 
profiles by horizons to a depth of 40 to 60 inches, and collec­
ted soil samples by horizons for later analyses. Characteris­
tics recorded at the time the site was located and described 
included; horizon differentiation and boundary description; 
texture, color, structure, mottlings, consistence, and pH of 
each horizon; parent material; drainage class; biosequence; 
slope, configuration and aspect; erosion class; miscellaneous 
features of the profile; and soil unit number and soil type. 
A total of 713 profiles were described in the 15 counties; 
4 to 10 horizons were sampled from each profile. Funds were 
not available for analyses of the physical and chemical char­
acteristics of each horizon of each profile other than the 
standard soil testing for pH and available N, P, and K by the 
Iowa State University Soil Testing Laboratory. The method 
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used for listing, coding,and estimating the site and soil 
variables for regression analyses are described in the follow­
ing subsections. The data listing sheets for identification 
of these variables on the punched computer cards are given in 
Appendix Tables Al, A2, A3, and A6. 
Location 
The effects of the geographical location of the site 
within the state on com yields were determined by using two 
location variablesi (1) for the S-N direction, the legal 
township number (TWP)^ was used which varied from TWPé? at the 
southern edge of Iowa to TWPlOO at the northern edge of the 
state (to save one column on the computer card, TWPlOO was 
listed as TWP99, however), and (2) for the E-W direction, the 
legal range number (RANGE) was used which was coded RIE (almost 
to the eastern edge of Iowa) = 0, R2W = 1, and up to R47W 
(farthest western edge of Iowa) = 4/. 
The location of the site on the landscape was designated 
by two dummy variables using two columns of the computer card 
with entries of 0 or 1 as followsi 
Column 45 Column 46 
Upland, footslope soils 
Soils on stream terraces (TERR) 
Bottomland soils (BOTT) 
0 
1 
0 
0 
0 
1 
The symbols used to designate the variables will be 
shown in ( ); these will be used extensively later in the 
tables and discussions of the regression analyses. 
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Slope. configuration^ and aspect 
Three variables were included to describe the surface 
characteristics of the site area. The slope (SL) of the site 
area, measured with an Abney level or a Clinometer, was listed 
as the percent slope. Because the slope of the harvest area 
varied slightly from year to year at some sites with convex 
slopes as the harvest area was shifted a short distemce to 
avoid abnormalities such as open (dead) furrows, backfurrows, 
poor stands, cultivation damage, crop division, etc., the slope 
for each year that the site was harvested was listed on Man­
agement Card 03 (Appendix Table A6). 
The slope configuration (SLCONF) of the site area was 
coded as follows 1 1 = strongly convex, 2 = convex, 3 = convex 
to straight, 4 = straight (flat), 5 = straight to concave, and 
6 = concave. 
The aspect (ASPECT) of the site or direction toward which 
the slope at the site faced was coded as followst 1 = SSW, 
2 = SW or S, 3 = WSW or SSE, 4 = W or SE, 5 = WNW or ESE, 
6 = NW or E, 7 = NNW or ENE, 8 = N or NE, and 9 = NNE. The 
maximum or minimum effect of aspect on yield was assumed to 
be in the SSW direction and the opposite effect was in the NNE 
direction. It was also assumed that any effect from SSW would 
be the same whether progressing either easterly or westerly 
toward the NNE direction. 
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Erosion class and depth of A horizon 
The erosion class (EROS) as determined from the profile 
description was coded as followsi 0 = deposition or overwash 
(>12 inches), 1 = none or slight, 2 = moderate (3-7 inches of 
A horizon with some mixing of B horizon), and 3 = severe (<3 
inches of A horizon remaining). The depth of the A horizon 
(DA) which included the A1 + A2 (if present) + A3 was listed 
as inches of A horizon. Both the erosion class and depth of 
A horizon variables were based on the initial profile de­
scription; at some of the sites, however, erosion may have 
been severe enough in 10-13 years to have changed the erosion 
class if the classification had been borderline initially. 
Organic carbon 
The percentage of organic carbon i%OC) in each of the 
described soil horizons to a depth of 20 to 25 inches was de­
termined for 108 of the 713 soil profiles used in this study. 
The profiles analyzed were from mostly the more eroded soils, 
forest soils, and sandy soils. The data from these profiles 
were also included in the regression analysis of the fcOC on 
location, soil color, and selected soil variables. The 
counties and number of profiles partially analyzed for jSOC 
were: Adams - 20, Cass - 11, Crawford - 17, Payette - 9, 
Linn » 16, Lyon - 13 (only two horizons from most), Wayne - 21, 
and Woodbury - 1. 
Values for ^ C in the horizons of most of the profiles 
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and in the deeper horizons of those mentioned in the preceding 
paragraph were estimated from two multiple regression equations. 
These equations, one for the plow-layer horizon and the other 
for subsurface horizons, were derived from available data by 
regressing the fcOQ in each described horizon on the Munsell 
color components (hue, value, and chroma) of moist soil, loca­
tion within the state and on the landscape, horizon depth, 
soil texture components, slope, erosion class, drainage class, 
biosequence, and previous land use (cultivated or uncultivated). 
The data listing sheet for the variables describing how they 
were coded for punching on computer cards and regression analy­
sis is shown in Appendix Table A?. 
The data sources for the initial regression analysis in­
cluded 134 Iowa soil profiles analyzed and reported by Soil 
Conservation Service, USDA (1966)1 about 380 profiles described, 
analyzed and reported in numerous theses and dissertations 
submitted by former graduate students mostly under the direc­
tion of Dr. P. F. Riecken of the Agronomy Department» 69 mis­
cellaneous profiles sampled and analyzed by the Soil Survey 
Group of the Agronomy Department; 108 profiles from this study 
(Project 1377)» and 59 profiles sampled recently for an erosion 
study by Dr. T. E. Fenton, Agronomy Department, and Soil Sci­
entists of the Soil Conservation Service, USDA. 
The complete regression model for the jSOC in the plow-
layer horizons included 713 observations and 6l variates 
(terms) and had an of 0.845. The reduced regression model 
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used for predicting the J50C of the plow-layer horizons not 
p 
previously analyzed had 29 variates and an R of 0.840 (Table 
1). The complete regression model for the of the subsur­
face horizons included 3202 observations and 74 variates and had 
an of 0.882. The reduced regression model used for predict­
ing the JtoC of the subsurface horizons had 40 variates and 
an R^ of 0.879 (Table 2). The ?SOC values for each of the 
horizons of the Project I377 soil profiles to the depth where 
the fSOC was certain to be less than 0.5^ were then estimated 
from the two regression equations and from the input data 
for the variables for each horizon punched on computer cards 
in the same format as shown in Appendix Table A7« 
Two variables from the estimated 9^00 distributions were 
then used for the yield regressions in this study1 (1) the 
fSOC of the 0-7 inch layer or plow-layer (OCl) and (2) the 
weighted avsKige of the 7-20 inch layer (0C2). The ^ OC 
value of each horizon was also used in the estimation of the 
plant available water capacity (FAWC) of each horizon. 
The value and chroma color components of the 0-7 and 7-20 
inch layers were also included with the soil variables 
(Appendix Table Al) but were not included in any of the yield 
regressions in this study. 
Natural internal drainage 
The natural internal drainage class of each of the pro­
files was estimated from the drainage class assigned to the 
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Table 1. Multiple regression equation used to estimate the 
percentage of organic carbon in the plow-layer 
horizon 
Variate 
Intercept (bo) 1.797 
TWP (Township no.) -0.00356 
RANGE (range no.) 0.0505** 
CULT (cultivated or uncultivated) -I.II9** 
SIM (^ silt) 0.00629** 
CIAY clay) O.0583** 
SLOPE slope at site) -0.0181 
DRAIN (drainage class) -0,0180** 
EROS (erosion class) -O.193* 
BIO (biosequence) -0.00272 
FOOT (footslope position 0.139* 
BOTT (bottomland position) 0,565** 
VALUE (value component of soil color) -0,0889 
CHROMA (chroma component at soil color) -0,0586 
TWp2 0.000315* 
CIAY2 -0.000513** 
SL0PE2 0.00139* 
BI02 -0.0266* 
CHROMA^ 0.1802** 
TWP * RANGE -0,000467** 
* CHROMA -0.0130** 
RANGE * VALUE -0.00489** 
CUI/P * BIO 0.101** 
* CHROMA O.O988++ 
* BOTT 
CLAY * SLOPE -0.00223** 
-0.0227** 
SLOPE * BIO 0.0119** 
DRAIN * EROS 0.00298 
* BIO 0.00386** 
BIO * VALUE -0,0383++ 
++, * and **Denote significance at the 10#, % and 1% 
level, respectively; these symbols will be used to denote the 
same significance levels in all subsequent tables. 
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Table 2. Multiple regression equation used to estimate the 
percentage of organic carbon in the subsurface 
horizons 
Variate* ti Variate ti 
Intercept 
TWP 
RANGE 
CUM 
DEPTH 
-1.760 
0.863** 
0.0258** 
-0.193** 
-O.O3I8** 
CHROMA^ 
TWP * RANGE 
* VALUE 
* CHROMA 
RANGE * VALUE 
0.0205** 
-0.000233** 
-0.00319** 
-0.00293** 
-0.00122** 
SII/P 
CLAY 
SLOPE 
DRAIN 
EROS 
0.0138** 
0.0413** 
-0.0123++ 
-0.00202 
0.00898 
CULT * DEPTH 
* BIO 
DEPTH * SILT 
* CLAY 
* BIO 
0.00364** 
0.0139* 
-0.000123** 
-0.000207** 
-0.00132** 
BIO 
FOOT 
BOTT 
VALUE 
CHROMA 
0.127** 
0.121** 
-0,0623++ 
-0.549** 
-0.268** 
DEPTH * BOTT 
* VALUE 
* CHROMA 
SILT * CLAY 
* VALUE 
0.00380** 
0.00193** 
0.00211** 
-0.000209** 
-0.00117** 
TWpZ 
DEPTH^ 
CLAY^ 
SLOPE^ 
-0.000367** 
0.000326** 
-0.000174** 
0.000494* 
CLAY * SLOPE 
* DRAIN 
DRAIN * VALUE 
EROS * BIO 
VALUE * CHROMA 
-0.000382* 
-0.000195** 
0.000939** 
-0.0466** 
0.0505** 
EROsf 0.0213* 
VALUE^ 0.0576** 
^Variable symbols are defined in Table 1, 
modal Iowa soil types by Fenton et al. (1971) and by the Soil 
Conservation Service, USDA (1972) and adjusted for many of the 
profiles after examining the soil profile descriptions of those 
that deviated from the modal soil type. The drainage class was 
coded for inclusion in the regression analyses as followst 
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30 = well 
40 = moderately well 
10 = excessive 
20 = excessive to well 
60 = somewhat poor to poor 
70 = poor 
80 = poor to very poor 
90 = very poor 
50 = somewhat poor 
Many profiles appeared to fit between the above classes; for 
these, coded values midway between classes were assigned, such 
as 35 and 55, for example. 
Soil permeability 
Estimation of soil permeability (PERM) classes is based 
on those listed for modal Iowa soil types in Fenton et al. 
(1971) and Soil Conservation Service, USDA (1972). The esti­
mated classes were also adjusted to get more uniformity state­
wide and to give some rarge in the class within soil types 
having considerable textural variation. The permeability 
class is determined primarily by the least permeable horizon 
in the soil profile which usually occurs in the subsoil. The 
percentage of clay is assumed to be the most important factor 
for identifying this horizon in most soils, but bulk density, 
organic matter content, and soil consistency are also factors. 
For sandy loams and loamy sands, the sand fraction becomes the 
dominant factor. 
The permeability classes were coded for use in statistical 
analyses. The basic relationship between the coded permeabili­
ty class and maximum percentage clay (% clay) in the subsoil 
(below the plow layer) is illustrated for the deep-loess 
Prairie soils in Table 3. The coded permeability classes for 
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Table 3* Coding of soil permeability classes and the basic 
relationship between coded permeability class and 
the maximum percentage of clay in the subsurface 
for the deep-loess Prairie soils 
Coded 
value 
10 
15 
20 
25 
30 
35 
40 
45 
50 
65 
70 
75 
80 
85 
90 
Permeability class 
Rapid 
Rapid to mod. rapid 
Moderately rapid 
Mod* rapid to moderate 
Moderate 
Moderately slow 
Slow 
Slow to very slow 
Very slow 
Rate of water 
movement^ 
(inches/hour) 
6.3-20.0 
2.0-6.3 
0.63-2.0 
0.20-0.63 
0 * 06—0•20 
<0.06 
Maximum 
io clay in 
subsoil 
15-21 
22-25 
26-29 
30-33 
34-36 
37-39 
40-41 
42-43 
44-45 
46-47 
48-49 
>49 
^hese rates of water movement and associated permeabili­
ty classes are the ones from Soil Conservation Service, USDA 
(1972). The coding system and e3q)anded number of permeability 
classes were developed for this study. 
soils other than the deep-loess Prairie soils were estimated 
from the relationship between the coded value and maximum # 
clay shown in Table 3 by making the following adjustments* 
1. Till soils and two-story profiles in which the least 
permeable horizon lies in the underlying till: in­
crease by 5 units at lower ^  clay and bulk density 
values and by 10 units at higher values of both. 
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2. Firm till soils» increase by 15 units. 
3. Forest soils; increase by 5 units over associated 
Prairie soils. 
4. Forest-grass transitionsi if % clay lies below mid­
point of range, no change ; if above the midpoint, add 
5 units. 
5. Soils with maximum $ clay in the high organic matter 
A1 or A3 horizons; decrease by 5 units or estimate 
from io clay of the least permeable horizon if it 
appears to be in the B or C horizon. 
6. Soils with maximum i» clay and low organic matter in 
the plow layer (AP); use the i» clay in AP to estimate 
permeability. 
7. Bottomland and terrace soils; silty soils were 
assumed to be similar to upland loess soils and loamy 
soils similar to upland till units having lower bulk 
densities. 
8. Loamy sand and sandy loam soils; permeability code 
ranged from 10 for Sparta with 5-8^ clay maximum to 
30 for Dickinson with a maximum of 16^ clay; the bio-
sequence factor discussed in 3 and 4 above also was 
used to adjust the permeability class. 
The most impervious subsurface layer was estimated for 
each soil profile and used in the program for calculating the 
weather indexes. It was the designated six-inch layer through 
which water movement was assumed to be the slowest. Selection 
of this layer in each profile was based on the horizon with the 
maximum ^  clay (dominant factor), bulk density changes with 
depth, io sand if texture was a sanc^ loam or loamy sand, and 
950C if maximum clay occurred in the plow layer or in the A1 to 
A3 below the plow layer. In two-story soil profiles, the 
relationship in Table 3 and the listed adjustments for types 
of parent materials and the biosequence factors were used to 
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estimate the most impervious layer. The most impervious sub­
surface layer in the soil profile was coded from 02 = 6-12 
inch layer to 10 = 5^-6o inch layer. Layer 1 (plow layer) was 
not listed as the most impervious layer although it may have 
been in a few soils. 
Soil texture 
Mechanical analyses were run on less than lOjS of the pro­
files or on selected horizons of some of the profiles. For 
all others, the percentage clay (<0.002 mm) and percentage 
sand (>0.05 mm) fractions of each horizon of each profile were 
estimated by Dr. T. E. Fenton, Agronomy Department. These 
estimates were based on the texture of each horizon estimated 
by the one who described the soil profile and on many previous 
mechanical analyses of the textural components from the same 
or simileur soil types. The thickness and estimated ^  sand and 
% clay values of each genetic horizon were listed and punched 
on Computer Card 06 (Appendix Table A2); these data were part 
of the soil parameter data used to calculate the weather 
indexes. 
Several variables involving the clay content of the soil 
profile were used in the regressions of yield on soil variables. 
These were the $ clay in the plow layer (CPL), maximum io clay 
(CMAX) in the subsoil below the plow layer, average 95 clay 
(CAV) in the profile to a depth of 60 inches or in the profile 
for a few soils with bedrock less than 60 inches deep, and the 
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depth to the midpoint of the subsoil horizon or horizons 
having the maximum $ clay (OCMAX). 
Another variable included in the regression analyses and 
which was related to the maximum $ clay in the subsoil was the 
subsoil group rating for crop growth (SUBGRP)# Fenton et al. 
(1971) had used this index based on maximum fo clay, permea­
bility and soil plasticity to rate all soils as having subsoils 
favorable, moderately unfavorable or very unfavorable for crop 
growth. 
The subsoil group rating for crop growth for each soil was 
coded from 0 = very favorable to 6 = very unfavorable based on 
the maximum ^  clay in the subsoil and three parent material 
groupings as followst 
Subsoil Maximum f, clag 
group Loess Till Firm till 
0 <25 <22 <19 
1 25-29 22-26 19=23 
2 30-34 27-31 24-28 
3 35-39 32-36 29-33 
4 40-44 37-41 34-38 
5 45-49 42-46 39-43 
6 >49 >46 >43 
The silty terrace and bottomland soils were coded the same as 
the loess soils and the loamy ones the same as the till soils. 
The subsoil group rating was included in the regressions be­
cause it may be a simple index which could account for much of 
the effects of subsoil clay level, soil permeability class, 
drainage class, and parent material in some yield prediction 
models. 
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Bioseauence 
The effect of the native vegetation on soil properties 
and com yield was included in the regressions as the biose-
quence (BIO) variable which was coded as follows; 
1 = soil developed under forest vegetation 
2 = forest-transition intergrade 
3 = soil developed under forest and prairie vegetation 
(transition soil) 
4 = transition-prairie intergrade 
5 = soil developed under prairie vegetation 
The classification of each of the soils into one of the biose-
quence classes was based on the soil profile description* 
Structure 
The subsoil structure (STRUCT) of the B horizon or com­
parable depth in an A-C profile was included as a variable. 
For the regression analyses, the coding of the subsoil struc­
ture, based on the strength of the structural units, was as 
follows: 
1 = structureless (massive or single-grain) 
2 = structureless to weak 
= weak 
= weak to moderate 
5 = moderate 
6 = moderate to strong 
7 = strong 
Plant available water capacity 
Morris (1972) initially estimated the plant available 
water (PAWC) capacity of each horizon of the soil profiles by 
using the PAWC estimates for different soil textures by the 
Soil Survey Laboratory, Lincoln, Nebraska (Soil Conservation 
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Service, USDA, 1972). The total PAWC estimates of the soil, 
profiles were higher than the capacities of comparable soils ^  
used for the Agronomy Department's Soil Moisture Survey Net­
work reported by Shaw et al. (1972). Discontinuous functions 
between texture classes also occurred in the SCS estimates of 
PAWC} for example, the estimated PAWC of the 0-12 inch layer 
of a silty clay loam (27-40# clay) was 0.21-0.23 inches mois­
ture per inch of soil (in./in.) and that for silty clays and 
clays (>4-0JS clay) was 0.12-0.14 in./in. Morris (1972) then 
reduced his PAWC estimates by both a constant and a percentage 
amount and concluded that this correction improved the PAWC 
estimates. 
Because discrepancies in the relative PAWC contents among 
textural classes and the slope and erosion classes of the soils 
still were apparent in Morris' method, a procedure was devel­
oped to estimate the PAWC of the soil horizons over the range 
of observed soil textures. Modifications also were included 
for organic carbon content and fineness of the sand fraction 
in the loamy sand and sandy horizons. 
Franzmeier et al. (i960), Salter and Williams (1965» 
1967), Salter et al. (I966), and Pidgeon (1972) found statis­
tically significant correlations between soil texture compo­
nents and PAWC. All found that the silt fraction or the silt 
loams had the greatest PAWC and that PAWC decreased as the clay 
and sand contents increased. Franzmeier et al. (i960) super­
imposed PAWC isolines (contour lines of equal PAWC) on the 
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textural triangle to show the approximate relationship between 
PAWC and soil textures; their functions were dicontinuous and 
could not be continued into the sandier textures because the 
curvature was in the wrong direction to allow this. Salter 
et al. (1966) and Pidgeon (1972) related PAWC to particle-size 
fractions and organic carbon content by multiple linear regres­
sions on only 2 to 3 variables. 
For the procedure developed in this study to estimate 
PAWC, the relationship between PAWC and soil textures was 
assumed to be one that could be derived by regressing PAWC on 
a two-variable quadratic function of $ clay and % sand and 
including an interaction between them, holding the organic 
carbon and sand size fraction constant. The maximum PAWC was 
assumed to occur at 0^ clay and sand (100^ silt); the PAWC was 
assumed to decrease as the $ clay and $ sand content in­
creased. The elliptical isolines (contour lines of equal 
PAWC) showing the estimated relationship between PAWC and the 
observed $ clay and ^  sand contents at a 1$ organic carbon 
level were superimposed on the textural triangle (Figure 2). 
The PAWC of about 4000 horizons in all profiles used in this 
study were estimated from these relationships. To reduce eye­
strain and to improve accuracy, tables were prepared listing 
the PAWC for increments of the sand and clay contents. 
The PAWC were adjusted for the organic carbon content from 
the assumed base of Vfo OC at the rate of 0.01 in./in. for each 
change in OC. This adjustment is comparable to the 0,007 
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Adjustment for sand size 
-- loamy sand and sandy 
loam 
Coarse -0.01 in/in 
Medium 0.00 In/ln 
Fine +0.01 In/in 
Very Fine +0.05 In/ln 
Adjustment for 
O.C. content 
Adj. 
(In/In) X O.C. 
m 
silty clay 
candv 
percent sand 
Figure 2. Estimated relationship between plant available 
water capacity (PAWC) and soil texture components 
(rev. 2-3-76» Dumenil and Fenton) 
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and 0.012 in.in. changes reported in two equations by Pidgeon 
(1972), the 0.014 in./in. change reported by Salter et al. 
(1966), and the changes in PAWC from the surface soil to the 
subsoils estimated by Soil Conservation Service, USDA (1972). 
The adjustments in PAWC for sand size in the sand, loamy 
sand, and sandy loam horizons, based on the dominant sand size 
fraction, were as followst 
Coeirse sand -0.01 in./in. 
Medium sand 0 
Fine sand +0.01 
Very fine sand +0.05 
The estimated PAWC for each horizon of each profile was 
listed for punching on Card 07 (Appendix Table A3) for the com­
putation of the weather indexes. The total PAWC for the 60-
inch profile was computed and printed on the output card along 
with the weather indexes to be used as one of the soil 
variables in the yield regressions. 
Bulk density 
Bulk density values were estimated for each horizon of 
each profile and listed on Card 07 as shown in Appendix Table 
A3 to be used in the calculation of the weather indexes. For 
the yield regressions, the estimated bulk densities of the 15-
30 inch layer (BDl) and of the 30-40 inch layer (BD2) were 
included with the soil variables (Appendix Table Al). 
The bulk density distributions with depth were estimated 
and graphed for the major soil types; bulk densities of related 
soils were also estimated from the curves for the major soils 
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by slight horizontal adjustments. Distributions for two 
groups of soils are shown in Figures 3 and 4. All available 
Iowa data on bulk density distributions from Shaw (1963)i 
Soil Conservation Service, USDÂ (I966), and several theses and 
dissertations were summarized by soil types. The bulk density 
distribution curves were based on these averages; adjustments 
for soil types without any bulk density data were then esti­
mated with the advice of Dr. T. E. Penton, Agronomy Department. 
The bulk density of each horizon was estimated by reading 
the bulk density of its midpoint directly from the distribu­
tion curve, and then adding the adjustment factor, if needed. 
Estimates of bulk densities for the deep loess soils presented 
no problem. For the soils having two different materials, such 
as loess or overburden over till, or silt loam or loam material 
over sand, the bulk density distribution varied with depth to 
the underlying material; marked changes with depth also 
occurred near this junction. The bulk density distribution 
curves of these soils, therefore, were plotted for fixed depths 
to the underlying materials; for the profiles varying from 
these fixed depths to the second material, the bulk densities 
were obtained by shifting the distribution curves vertically 
about half of their deviations from the fixed depths. 
Parent material 
The effects of the major soil parent materials on corn 
yield were included in the regressions by using dummy variables 
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1.10 1 .20 1 .30 1 .40 1.50 1 .60 
A: Monona, Ida, 
Napier, Castana 
B: Marshall, Unit 99 
Judson, Dow 
C: Sharpsburg, 
Macksburg 
D: Edina, Seymour 
Kniffin: + 0.02 
A O 
1 . 1 0  1.30 1 . 2 0  1.40 1.50 1  .60  
BULK DENSITY (G/CM^) 
3» Estimated bulk density distributions with depth 
for the deep loess soils of western and south-
central Iowa (rev. 2-9-76) 
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1.50 1 . 6 0  1.70 1 .80  
A: Clyd 
( 2 0  
stone 
Protovi 
Rêâdlyn 
B: Kenyon, Ostrander (15" to till) 
Cresco, Oran: +0.03 
Lourdes: +0.05 
Rockton: -0.05 
C; Bassett, Racine 
(15" to till) 
1.40 1.50 1.60 1.70 
BULK DENSITY (G/CM^) 
Estimated bulk density distributions with depth for 
the till soils of northeastern Iowa (rev. 2-9-76) 
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(0 or 1 entries) as follows* 
Column no. 
52 53 54 55 56 57 
1. Other than groups 2-7 0 0 0 0 0 0 
2. Till mapping units (PMT) 10 0 0 0 0 
3. Paleosol or gumbotil (PMP) 0 10 0 0 0 
4. Loess (<60 in. ) over till 0 0 1 0 0 0 
(PMI/T) 
5. Deep loess (>60 in. ) (PML) 0 0 0 1 0 0 
6. Units <60 in. to sand (PMS) 0 0 0 0 1 0 
7. Units <60 in. to bedrock 0 0 0 0 0 1 
(PMR) 
Because the depth to, or thickness of, some soil charac­
teristic in each of the parent material groups 2 to 7 may 
affect com yield, the depths or thicknesses of the following 
characteristics (DPM) were listed; 
1. Other than groups 2-7» none; all entries were 0 
2. Till unitsI thickness of silty overburden or re­
worked material over till 
3. Paleosol or gumbotili thickness of overburden or 
loess over high-clay paleosol 
4. Loess over till* depth to till; always >20 inches 
in these mapping units 
5. Deep loess* depth to deoxidized loess 
6. Units <60 inches to sand* depth to loamy sand, sand, 
or gravel 
7. Units <60 inches to bedrock* depth to bedrock. 
The depths to, or thicknesses of, these characteristics (coded* 
60 inches minus observed depth or thickness; >6o inches = 0) 
were entered in the same two columns for all observations. 
This variable (DPM) alone therefore has little meaning. It 
was multiplied by the dummy variable (0 or 1) for each parent 
material group to get the following transformed variables for 
use in the yield regressions* depth * till (PMT) = DPMI; 
depth * paleosol (PMP) = DPMP; depth * loess over till 
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(PMI/T) - DPMI/T; depth * deep loess (PML) = DPMLj depth * 
units <60 inches to sand (PMS) = DPMSj and depth * units <60 
inches to bedrock (PMR) = DPMR. 
Soil test variables 
Soil samples, collected from each horizon at the time 
the profile was described, were kept refrigerated in the 
field-moist condition in air-tight bags, and later analyzed 
for soil pH, buffer pH, nitrifiable N, "available" P, and 
exchangeable K by the Iowa State University Soil Testing 
Laboratory, A soil sample of the plow layer (0-7 inches) 
was also taken in the fall of each year that the plot was 
harvested; the soil tests from this sample were the ones used 
with that year's yield and other data. The plow-layer soil 
tests were included with the management variables in this 
study because they varied with the fertility and cropping 
management. The soil test variables of the plow layer included 
the soil pH (PHI), buffer pH (PHB), nitrifiable N (STNl), 
available P (STPl), and available or exchangeable K (STKl), 
Soil samples from the plow layer taken in the fall may 
reflect the current year's fertilizer and manure treatments 
and will reflect the amount of nutrient uptake by the crop, 
part or most of which may be returned to the soil in the crop 
residue. However, most studies of yield responses from fer­
tilization and soil tests have related yield responses to the 
initial soil tests, prior to fertilization. Initial 
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regressions have been run of the changes in soil test P and K 
levels from one fall to the next on the P and K applied in 
fertilizer and manure in the current year, initial soil test P 
and K levels, soil pH and texture variables, nutrient uptake 
by the crop, and nutrient return in the residues. These re­
gressions will be used to adjust the soil test P and K levels 
in the fall to the estimated levels at the start of the growing 
season and prior to fertilization, manuring, and crop uptake. 
These adjustments will be included in the detailed study of 
all management variables on com yield, but were not completed 
in time for this part of the study. 
The soil tests of the subsoil were included with the 
soil variables and were assumed to have remained constant for 
the duration of the study. The variables related to the pH 
distribution included the minimum pH (PHMIN) in the subsoil, 
and pH values of the 10-20 inch zone (PH2), 30-42 inch zone 
(PH3), and 42-60 inch zone (PH4). Other pH-related variables 
included depth to the midpoint of the minimum pH layer in the 
subsoil (DHPMIN), thickness of the minimum pH layer (THPHMIN), 
and depth to the top of the carbonate or calcareous horizon 
(DCAL) which was coded; 60 inches minus depth; >60 inches = 0. 
Other subsoil tests included the available P of the 10-20 
inch zone (STP2) which is the minimum available P zone in the 
soils that have higher P levels deeper in the subsoil, the 
available P of the 30-42 inch zone (STP3) which includes the 
maximum available P level in many soils, and the available K 
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of the 12-24 inch zone (STK2). No tests of the nitrifiable N 
in the subsoil were included because the levels in the 7-12 
inch zone were highly correlated with those in the plow layer, 
and the tests in the deeper zones were low and erratic. 
Prior to 1963, air-dry soil samples were tested for all 
constituents, and field-moist samples were tested for nitri-
fiable N and exchangeable K according to the methods described 
by Hanway and Heidel (1952) and Hanway (1953)» With the change 
in testing methods in I963 (as described in the unpublished 
laboratory procedures by Dr. K. Eik, Soil Testing Laboratory, 
Iowa State University, in I968), the P and K of field-moist 
samples were determined from a slurry containing 2 parts water 
and 1 part soil and the extracting solution for P was modified 
to agree with that used for the Bray No. 1 test. The pH was 
determined on both air-dry and field-moist samples through 
1967 and only on field-moist samples thereafter. Nitrifiable 
N was determined by the same procedures used prior to I963 on 
both air-dry and field-moist samples in I963 and 1964, but only 
on field-moist samples from I965 to and including I967. The 
buffer pH determination was modified in I963 as described by 
Schoemaker et al. (196I). From moisture determinations made 
prior to the soil tests, values for nitrifiable N and exchange­
able K in field-moist samples in all years and available P 
from 1963 to 1970 were adjusted to a 2555 soil moisture basis. 
The soil test values before and after the change in test­
ing procedures in I963 were similar for buffer pH and 
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exchangeable K. The pH values for air-dry samples were 
slightly hi^er (0.1 to 0.2 pH) than those for field-moist 
samplesI the pH values for air-dry samples were used in this 
study and, therefore, the pH values of the field-moist samples 
in 1968 to 1970 were adjusted upward 0.1 to 0.2. Values for 
nitrifiable N determined from field-moist soils were used for 
this study; values for I968 to 1970 were estimated from tests 
in the most recent previous years. The available P values 
prior to 1963 were adjusted to be comparable to those obtained 
from the revised procedure used in I963 and thereafter as 
follows I (1) for pre-1963 P values of 2.5 and greater, ad­
justed P values = 2 ("old" P value) + 10, and (2) for pre-1963 
P values of less than 2.$, adjusted P values of 9 to 15 = 0.5i 
0.6-0.7, 0.8-1.0, 1.1-1.4, 1.5-1.8, 1.9-2.2, and 2.3-2.5, 
respectively. The soil test values for available N, P, and K 
were expressed as pounds of N, P, and K per acre-six-inches. 
Yield and Management Variables 
For all phases of field data collection, as well as for 
determination of crops at the sites each spring and for ob­
taining management information from the farmer-cooperators, 
extensive assistance was given by the personnel of the District 
Conservation Offices, Soil Conservation Service, and by the 
Area Extension Crop Production Specialists. Some of the 
Agronomy Department personnel also assisted in harvesting the 
sites, particularly in the earlier years. 
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Only the most important field and management variables 
were included in this study because the major objective was 
to determine the most important soil variables affecting com 
yield. All field and management variables, however, are listed 
in Appendix Tables A4, A5. and A6. 
Preharvest 
Prior to I96I, the sites were located in the fall for 
harvest except for those that had been located for the first 
time in July or August by the Soil Scientists. From I96I on, 
the sites were located in June or early July because» (1) ac­
curate measuring, particularly across contoured rows, was 
difficult in the fall; (2) accurate stalk counts were diffi­
cult to get at harvest time because of the frequent presence 
of tillers or suckers which could be identified easily early 
in the season; and (3) the 75?^ silking dates could be deter­
mined and leaf samples collected for chemical analyses much 
faster from plots located earlier in the season. At this time, 
plots were accurately located and staked, average row widths 
and hill spacings were measured, initial stalk counts were 
made, notes were recorded about growing conditions and manage­
ment practices to aid in interpreting results or in clarifying 
certain management practices, and directions were recorded for 
locating the plots at later visits. 
The plots were usually checked two or more times during 
silk emergence to count the number of stalks having silk 
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emergence on the primary ear shoot. From these silking counts 
every 2 to 3 days, the 75^ silking date (SD) could be estimated. 
If a number of barren stalks occurred at harvest, the 1% silk­
ing date was adjusted on the basis of number of ear-producing 
stalks rather than total stalks because most barren stalks 
were those that were delayed in silking and thus were not 
counted among the silked plants earlier. Silking dates prior 
to 1961 were estimated from observations by the farmer-
cooperators and from the grain moisture at harvest, since many 
of the plots were harvested at or shortly after physiological 
maturity. Also, at the time of silking, total stalks were 
recounted and notes were made on nutrient and moisture stresses, 
weed infestations, hail damage, and varieties if more than one 
could be identified in or near the site area. 
Com yield data 
The yield of com (Y, the dependent variable in the yield 
regressions) was determined at each site by hand-harvesting 
and weighing the ear corn from about a 1/100-acre plot. A 
grain sample for moisture determination was obtained by remov­
ing two rows of kernels from about half of the ears; the grain 
was stored in a moisture-proof bag. The grain moisture was 
determined later by weighing a 300-gram sample, drying 48 
hours at 6$°G, reweighing, and calculating the moisture content. 
The yield was then calculated as bushels per acre of shelled 
com at 15«5?S grain moisture (No. 2 corn) using standard 
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conversion factors (Dyas, 1956). If the corn was immature 
or of low quality, 10 to 15 pounds of ear com were dried and 
shelled and the yield per acre was calculated from the weight 
of the shelled com adjusted to 15.5# moisture: this latter 
procedure is more accurate than the first one but was imprac­
tical for the large number of sites harvested each year. 
The yield of hail-damaged com was adjusted to a zero-
damage basis by using the loss estimated by hail insurance 
adjusters, or if the farmer or a neighbor did not have insur­
ance, by an estimate based on field notes. When the com was 
harvested before physiological maturity because the field was 
to be cut for silage or because delayed harvest of late-
maturing corn would have necessitated another trip to the 
county, the yield was adjusted upward by assuming that the com 
was physiologically mature 55 days after the 75# silking date 
and that dry matter production averaged IjS per day the first 
5 days after silking, 2^ per day for the next 45 days, and 1# 
per day for the final 5-day period. 
Estimated yield loss, expressed as a percentage, due to 
frost or freeze damage (FD) in the fall was calculated from 
the difference between date of frost or freeze damage and 
date of physiological maturity, using the same assumptions as 
for the yield loss due to harvesting before physiological 
maturity. When plants were partially killed, the estimated 
loss was reduced proportionately to the estimated leaf loss. 
No estimate was made of yield loss from freeze damage in the 
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spring after emergence. 
Disease-induced yield losses from leaf diseases and stalk 
rots which killed some or all of the plants prematurely, ex­
pressed as a percentage, were estimated from the difference 
between the date when about half of the stalks were dead and 
the date of physiological maturity, using the same assumptions 
as were used if harvested before physiological maturity. In 
most years, the approximate date when half of the stalks were 
dead was based on the observations of the farmer-cooperators. 
For areas known to have disease infestation in 1968, I969, and 
1970, counts of dead stalks were made once or twice in late 
August to mid-September before physiological maturity; these 
counts were used to estimate disease losses. No estimate of 
the effect of leaf disease or stalk rot on reduced photosyn-
thetic efficiency prior to premature dying or physiological 
maturity could be made. The product of percentage of ears 
affected by ear rot due to southern leaf blight and the esti­
mated average area infected per ear was included in the esti­
mated disease loss in 1970. 
After the initial regressions were run, yields for the 
sites having disease losses were adjusted to a 0^ disease loss. 
The diseases encountered during 1958 to 1970 (the northern, 
southern, and yellow leaf blights, eyespot, and the few cases 
of severe stalk rot) are now no longer a problem because re­
sistance to these diseases has been incorporated into present 
hybrids. 
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A few sites were deleted because no variables were in­
cluded to account for the low yields or some variable associ­
ated with the observation was at an extreme limit. These 
included those sites having prolonged flooding, very severe 
2,4-D or other herbicide damage due to improper application, 
extremely low or high stand levels, extremely poor management, 
and use of white com varieties. 
Field data 
The stalks in the plot were recounted at harvest and the 
stand level (population density) was calculated as stalks per 
acre. For regression analyses, the stand level (ST) was 
coded as the number of stalks per 1/100 acre. Barren stalks 
(BA), but not barren tillers or suckers, were also counted and 
expressed as a percentage of the total stalks. 
Root-lodged stalks in the plot were counted and expressed 
as follows I moderately root lodged—percentage of total stalks 
leaning from the soil surface at an angle of 30 to 60° from 
vertical, and severely root lodged—percentage of stalks lean­
ing more than 60® from vertical. For this study, the two 
classes of root lodging (RL) were combined to give the total 
percentage of stalks root lodged. 
For estimates of com borer infestations, 10 randomly 
selected stalks were cut off at the soil surface and sliced 
longitudinally (including the ear shank) and the following 
counts were recorded; number of cavities (feeding areas) in 
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10 stalks caused by first-brood com borer, number of cavi­
ties in 10 stalks caused by second-brood corn borer, and num­
ber of cavities in the ear shanks of 10 stalks caused by 
second-brood borer. The cavities caused by the first-brood 
com borer (CBl) and the total cavities in the stalks and ear 
shanks caused by the second-brood com borer (CB2) were in­
cluded as variables in this study. 
For estimates of weed infestations, broadleaf and grassy 
weeds were cut separately from an area 2 to 6 feet wide across 
the width of the plot (4 or 5 rows), sacked separately, brought 
to Ames, hung outdoors to dry, weighed, and then calculated as 
pounds per acre of air-dry broadleaf or grassy weeds. In later 
years as experience was gained, weed weights were visually 
estimated if the growth was slight (up to about 200 pounds per 
acre)# A weed (W) variable was included in this study, listed 
as total air-dry pounds per 0.1 acre of both broadleaf and 
grassy weeds. 
Com rootworm damage was determined at each site from 
1964 to 1970. From each plot, 10 root systems were randomly 
selected except for one restriction; a percentage of root-
lodged plants corresponding to the incidence of lodging was 
selected for the sample. The roots were dug up, placed in an 
onion sack, and brought to Ames where they were washed and 
evaluated. The root damage caused by com rootworms was rated 
for each root system by Drs. D. C. Peters and F. T, Turpin of 
the Entomology Department, ISU, based on a rating scale of 1.0 
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(no damage) to 6.0 (most severely damaged) which was developed 
by Drs. D. C. Peters and G. J. Eiben at Iowa State University 
(Eiben, I967). The corn root damage rating (CRW) for the site 
was expressed as the sum of the ratings for the 10 root systems. 
For the sites harvested prior to 1964-, the corn root 
damage ratings of com not following com were estimated from 
1964-1970 averages, adjusted for clay percentage and soil test 
K level of the plow layer of the site. The damage ratings of 
com following com were estimated from the prediction equation 
of Turpin (1971) and were adjusted for area of the state, 
number of years of corn preceding the current com crop, and 
effectiveness of the insecticide used. 
Management data 
A seven-page management questionnaire was developed to 
list the soil and crop management practices used by the farmer-
cooperator for the year that the com yield was checked and for 
the four previous years. The questionnaire was delivered and 
explained to the cooperator in the spring of the first year 
that the site was in corn; if there was a change in the opera­
tion of the farm, the same procedure was followed with the new 
famer-cooperator. After the first year that the site was in 
com, the questionnaire was mailed to him in early May so that 
he could record the information as the season progressed. 
After the site was harvested, the questionnaire was completed 
with the cooperator's assistance. 
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Only selected management variables were included in this 
study. These were the most significant ones in the yield re­
gressions of Morris (1972). These variables were planting 
date (PD), total amounts of N, P, and K applied in the current 
year from fertilizers and manure, distance to a tile line 
(TILE), coded values for the effect of the cropping sequence 
or rotation on the soil N availability for the current com 
crop (N rotation code or NR), and coded values for the effect 
of the rotation on soil K availability for the current corn 
crop (K rotation code or KR). A time or trend effect (TR) was 
also included (coded; 1957 = 1 to 1970 = 13) to determine if 
a trend effect on yield, such as better hybrids or timeliness 
of operations, occurred independent of the increasing levels of 
other management variables over the period of years. 
The planting date of the site was coded by setting April 
20 = 0, Coded dates for April. May, and June plantings thus 
were: April date -20, May date +10, and June date +41, 
respectively. 
The manure rate (tons per acre) applied to the site area 
was estimated from the following information obtained from the 
farmerI 
1. Kind of manure (cattle, hog or poultry) 
2. Width covered by the spreader (feet or number of 
com rows) 
Length over which the spreader was unloaded (rods) 
. Approximate percent bedding in the manure 
5. Capacity of the spreader (bushels, adjusted for the 
amount of bedding) 
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From the area covered by one load of manure, assuming that 60 
bushels of spreader capacity = 1 ton of manure, the rate per 
acre was calculated. The rate of hog or poultry manure was 
adjusted upward to correspond to the nutrients in cattle 
manure. The available nutrients per ton of manure per acre 
were then estimated to be 5 lb N, 5 lb ^2®5' lb ^ 2^' 
the total nutrients per acre from manure were added to those 
applied in the fertilizer. 
Information obtained from the farmer on fertilizer appli­
cations included* material or grade, rate per acre, and time 
and method of application. For listing for regression analysis 
(Appendix Table A5) the fertilizer nutrients (expressed as 
pounds per acre of N, PgO^, and K2O) applied at each site were* 
hill or row fertilizer (pounds per acre of each nutrient), 
fall-applied N, spring-applied, preplant N, side-dressed N, 
plowed-under P and K fertilizer, and disked-in P and K fer­
tilizer. Totals of each nutrient (expressed as pounds per 
acre of N, PgO^, and KgO) applied in fertilizers plus those 
from manure were used as variables in this study. 
If the site center was within 200 feet of a tile line, the 
line was located by probing and the distance to site was mea­
sured. In cases where the tile line was in a drainage way 
and had no influence on the adjacent upland site, the site was 
considered to be greater than 200 feet from tile. The distance 
to tile was coded as* 200 feet minus distance to tile line; 
>200 feet = 0. 
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Very few of the sites were flooded for any prolonged 
period. Information on depth, frequency, and duration of 
flooding was obtained from the farmer but not included as a 
variable. The effect of flooding during the early growth 
stages was accounted for, in part, by the excess moisture 
index. 
The relative effects of legumes and successive crops of 
com or soybeans in the crop sequence on the N availability 
from the soil and residues were estimated by a cropping or N 
rotation coding system (NR) which is listed in Appendix Table 
A5» For these cropping codes, the greater effect of 2 or more 
years of legume meadow than 1 year of meadow was assumed to 
affect N availability for only the first and second com 
crops following the meadow. The amount of N added by a legume 
seeding was assumed to be about half of that from meadow. The 
effect of soybeans was assumed to be positive on N avail­
ability only when this crop preceded com. Further back in 
the cropping sequence, the soybean effect was assumed to be 
zero and the code value was determined by disregarding the 
soybean crop and considering only the other crops. The effect 
of sorghum on N availability was assumed to be the same as for 
corn and the effect of small grains without legume seedings on 
N availability was assumed to be about half that of com. 
Legume crop yields were estimated roughly by the farmers ; if 
stand or growth of the legume was poor, adjustments in the code 
values were made. 
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The relative effects of cropping sequence and management 
of the crop on K removal and subsequent availability of K in 
the plow layer for the current com crop were estimated by a 
cropping or K rotation coding system (KR) which is listed in 
Appendix Table A5. The least K was removed by continuous com 
with only the grain harvested or by diverted acres with little 
pasturing late in the season. Most K was removed by two or 
more years of meadow cut for hay or corn cut for silage. 
Weather Characterization 
Weather data 
Rainfall records in 1957 and 1958 were obtained from the 
Weather Bureau stations in the counties or nearby stations in 
adjacent counties. Additional records were obtained in 1958. 
mostly in Clay County, from people who had recorded rainfall. 
Most of these records were froîîi small, glass tubes and aver­
aged about lOfo too high, as later comparisons between differ­
ent types of rain gauges showed; therefore, the amounts were 
adjusted accordingly. In 1959» 5 to 9 gauges were given to 
volunteer observers in each county for a network of gauges to 
supplement the data from the Weather Bureau stations. These 
were direct-reading, wedge-shaped, plastic gauges about 14 
inches deep and with tops about 2 inches square (Tru-Chek 
Rain Gauge, Edwards Mfg. Co,, Albert Lea, Minnesota, 56OO7), 
Their accuracy is within 2% of the Official Weather Bureau 
gauge. These gauges were placed in the counties in the latter 
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part of May and rainfall was recorded until about November 1. 
In subsequent years, most observers recorded the rainfall 
daily from early April until November 1. In 1959• I960, and 
1961 some rainfall records were obtained from persons who 
had recorded from the small glass tubes. 
Because 1959 rainfall was found to be quite variable 
within counties, rain gauges were located as close as possible 
to each site in i960 in the counties where the study was being 
conducted and near the sites in other counties as they were 
added. The gauges were generally within 1.5 miles of the 
site, depending on the availability of volunteer observers. 
The gauges were set up in May as they were needed, i.e., when 
the site areas were first planted to corn. The observers re­
corded rainfall each year thereafter, even when the site areas 
were not in com. 
In 1957 and 1958. all rainfall estimates were made from 
Official Weather Bureau Observer's records, supplemented by 
some records obtained from local observers. In 1959• rainfall 
estimates for each site were interpolated from the network 
observations and from some adjusted observations from individu­
als who had kept records on their own small gauges. Rainfall 
that occurred before the location of network gauges in May of 
1959 was estimated from the Weather Bureau records. Beginning 
in 1960, rainfall that occurred before the gauges were located 
was estimated from other gauges in the county or from Weather 
Bureau records in the counties in the initial year that the 
82 
county was added to the study. 
Rainfall for a day or sequence of days often had to be 
estimated from nearby gauges because observers did not record 
rainfall for various reasons (vacations, broken gauges, ill­
nesses, or forgot to record the rainfall) and because of obvi­
ous recording errors. 
To find and estimate missing rainfall amounts, to locate 
obvious recording errors, and to align dates on which rainfall 
occurred, daily rainfall amounts for each site were placed in 
columns side by side. By using this method, missing values 
could be spotted easily and estimated from nearby site record­
ings. Amounts which appeared to be much too high or much too 
low were changed to conform to surrounding observations. 
Determination of the exact date of rainfall was a frequent 
problem. Daily recording times for some observers were not 
consistent and rainfall amounts were sometimes recorded on the 
wrong date. Daily recording times also varied among Weather 
Bureau stations. From the aligned daily rainfall observations, 
shifts in dates of occurrence could be made so that precipita­
tion coming from a single rain system would be recorded on or 
near the same date for all sites in a county. For an isolated 
rainfall occurring in a dry period, appropriate date adjust­
ments were usually obvious. For frequent rainfalls occurring 
during rainy periods, date adjustments were obscured but not 
likely to be critical in terms of index calculations. In 
most cases, the shifted rainfall entries were within a day of 
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the actual rainfall date. 
Pan evaporation estimates were obtained from an Iowa map 
on which isolines had been estimated from daily observations 
from Class A Weather Bureau pans located in Iowa and neighbor­
ing states. 
Moisture program input data 
Because it is recognized that corn plant growth is closely 
related to soil moisture environmental and atmospheric demand, 
an effort was made to combine soil moisture and weather data 
into a single parameter or weather index to characterize the 
moisture status of the plants at each site during the growing 
season. 
Weather indexes were obtained to explain the fact that 
both excess and insufficient moisture conditions reduce com 
yields and that such reductions in yield are more pronounced 
if either condition occurs at some stages of plant growth than 
at others. Excess moisture is most injurious in the immediate 
postplanting period while moisture stress affects corn yields 
the most from just prior to anthesis through the grain-filling 
process. 
A computer program, as described by Dale and Shaw (1965b) 
and modified by Morris (1972), was used to calculate the soil 
moisture stress and excess moisture indexes. Basically, the 
computer program used soil physical parameters to determine 
daily moisture reserves in the soil profile and root zone as a 
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function of daily rainfall and evaporation from soil and 
canopy and to arrive at an estimate of plant transpiration or 
the daily plant moisture status. Details on the computer pro­
gram are given by Morris (1972). 
Initially, the program required a starting date, rainfall 
and pan evaporation data, an estimate of plant available water 
(PAW) on the starting date, an estimate of plant available 
water capacity (PAWC) in the root zone depicted by 10 six-inch 
layers, and a silking date. The starting plant available water 
was estimated from the statewide network of soil moisture mea­
surements; for each of their sites, an estimated PAW was listed 
for each of 5 one-foot increments (Shaw et al., 1972). The 
PAW of each one-foot increment was divided in half and each 
half was assigned to the six-inch soil layer at the correspond­
ing depth. Each six-inch PAW value was then reduced to a maxi­
mum determined by the layer PAWC. This reduction assumed that 
any water above field capacity found in the mid-April sampling 
would drain away during the initial stages of the program and 
would not be a significant factor in index computations 
(Morris, 1972). 
For each site of the study, the PAWC was estimated as 
described previously by using Figure 2 to obtain a PAWC value 
for each horizon in inches of water per inch of soil. To find 
the PAWC for each six-inch layer, the horizon PAWC estimates 
were summed over the intervals corresponding to these layers, 
which had the dimensions of inches of water per six-inches of 
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soil. 
The silking date at each site was made to coincide with 
July 31; this was accomplished by adjusting actual dates to 
program dates. The silking date adjustment served to locate 
the evapotranspiration-pan evaporation ratio properly with re­
spect to crop phenology or stage of growth (Shaw, 19^3). 
Estimates of bulk density and clay content for the hori­
zons in all profiles were described in a previous section. 
These were required to obtain the pore space distribution in 
the profile and to provide a rationale for infiltration of net 
precipitation and the storage of moisture above field capacity 
or plant available water capacity (Morris, 1972). 
After infiltration and storage of net precipitation, a re­
distribution of water is made based on individual layer mois­
ture content. Both the infiltration and redistribution of 
water are dependent on the thickness and permeability of the 
most restrictive horizon. Estimation of the most restrictive 
or impervious layer was described in a previous section. 
In the soil moisture program, redistribution of water in 
layers above field capacity is computed by multiplying the 
amount of moisture in the layer by an appropriate moisture loss 
factor. The total water-filled pore space moisture percentage 
and the soil redistribution class (KX) were used to obtain the 
corresponding loss factor in each soil layer (Figure 5)- The 
redistribution class was obtained from the estimated permei-
ability class as shown in Table 4 for the soils used. The 
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Figure 5. Moisture loss vs. water-filled pore space for 10 redistribution 
classes (KX) ranging from KX = 1 for most permeable to KX = 10 
for least permeable soils (from Morris. 1972) 
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Table 4. Redistribution class (KX) as a function of the 
estimated permeability class 
Redistribution Estimated soil 
class (KX) permeability class 
10 85, 90 
9 75, 80 
8 65, 70 
7 60 
6 50, 55 
5 45 
4 35. 40 
3 25, 30 
2 20 
1 10, 15 
redistribution class values were tabulated and entered in 
the soil moisture program along with the corresponding perme­
ability classes. 
In addition to the daily rainfall and pan evaporation 
data and soil parameter inputs, other inputs were required. 
These consisted of a table for runoff loss values, ratio of 
evaporation to open pan evaporation which is a function of 
crop phenology, and évapotranspiration adjustment for moisture 
stress. These inputs, used initially by Dale and Shaw (1965b), 
were tabulated and entered into the soil moisture program. The 
data listing sheets for identification of rainfall, pan evapo­
ration, soil parameters, starting date, 75% silking date, 
planting date, and estimated starting soil moisture inputs 
used in the soil moisture program are given in Appendix Tables 
AS to AlO. 
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The soil moisture program was run for each site in each 
county and year in which corn was grown. The output of the 
program consisted of moisture stress and excess moisture in­
dexes, total rainfall in selected phenological periods, and the 
daily soil moisture balance for each of the 10 six-inch layers 
of the soil profile. The output of the weather indexes and rain­
fall for selected periods from the modified program by Morris 
(1972) was punched on cards in the order shown in Table All. 
Moisture stress indexes 
Derivation of moisture stress indexes were based mainly 
on two parameters, the percentage of plant available water in 
the soil and the atmospheric demand as reflected by pan evapo­
ration loss. 
Two methods were used to derive moisture stress indexes. 
In the first method, pan evaporation adjusted for growth stage 
was tested against soil moisture supply by the use of the 
turgor loss function derived by Denmead and Shaw (1962). The 
stress index for each day period is made by dividing the 
greater of either the root zone moisture percentage or the 
surface foot moisture percentage by the moisture percentage 
obtained from the turgor loss function for the prevailing 
atmospheric demand. This stress index is referred to as X3» 
The second method used summed the relative transpiration 
ratios for each day of the index period. The relative trans­
piration ratio used was obtained by using the greater of the 
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PAWC percentage for the root zone or the PAWC percentage for 
the surface foot. The soil moisture percentage was then used 
with the daily pan evaporation value to determine the relative 
transpiration ratio, adjusted by crop phenology, from the rela­
tionships determined by Shaw (I963). These indexes are desig­
nated DEFCT, DEPCTV, DEFCTW, and DEPCTX, depending on the 
weighting procedure used (Table 5)* 
The rationale for using the greater of soil moisture in 
the root zone or surface foot in calculation of the indexes 
was presented by Voss (I962). He found that when the root 
zone is largely depleted of soil water, the amount of moisture 
in the upper part of the profile improves soil moisture-yield 
relations if timely rains occur. 
The stress indexes were weighted by daily pan evaporation 
and by crop growth stage. By incorporating pan evaporation 
estimates, assumed to be associated with net radiation, an 
attempt was made to account for differences in net photosyn­
thesis resulting from water deficits which curtail carbon 
dioxide diffusion into the leaves (Morris, 1972). The crop 
growth stage weights were derived principally from observa­
tions of stress impact on corn yields found by Claassen and 
Shaw (I97O). The weights are shown in graphical form in 
Figure 6. They were entered in the soil moisture program in a 
tabular form for each of the 63 days of the stress period which 
included the 6 weeks before 75^ silking to 3 weeks after the 
1% silking date. 
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Table 5* Weighting factors used for the different moisture 
stress and excess moisture indexes 
Moisture 
index 
Index 
period 
(days) 
Weighting factor 
for energy (daily 
pan evaporation) 
Weighting 
factor for 
growth stage 
Stress 
X3 63^ X X 
DEFCT 63 
DEPCTV 63 X X 
DEPCTW 63 X 
DEFCTX 63 X 
Excess 
EXM02 46^ X 
EXM03 46 X 
EXM03V 46 X X 
EXM04 46 X 
^Period from 6 weeks before silking to 3 weeks after 
silking. 
^Period from 3 days after to 49 days after planting. 
Total rainfall for the 75-day growth period (PPT75) 
starting six weeks before the 75^ silking date was used as a 
simple criterion of drought intensity and compared with the 
stress index variables for its effect on crop yield. The total 
rainfall in inches for the 75-day period was printed on the 
output cards along with the other indexes. 
Excess moisture indexes 
The excess moisture indexes were computed from the soil 
moisture program by finding the fraction of the root zone in 
40 -
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Figure 6. Weights for stress periods, six weeks before to three weeks after the 
75^ silking date 
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which the layer airspace was estimated to be less than 12.5i 
15.0, and 17.5?^ by volume for the EXM02, EXM03i and EXM04 ex­
cess moisture indexes, respectively. Each of the excess in­
dexes were summed over a 46-day period from 3 days to 49 days 
after planting. The decision to use the different airspace 
percentages in the soil root zone was based primarily on the 
work done previously by Morris (1972), and also to cover a 
wider range of soil aeration conditions and their relation­
ships with the first stages of crop growth. The early growth 
period was chosen because of the harmful effects of excess 
moisture in the beginning growth stages reported by Ritter 
and Beer (I969). 
The excess moisture indexes were weighted by crop growth 
stage, using the procedure developed by Morris (1972). To 
account for temperature effects in early growth stages, an 
energy weighting factor based on pan evaporation losses was 
applied to EXM03; this excess moisture index is denoted 
EXM03V in Table 5. 
Statistical Analysis 
For determining the effect of soil variables^ on yield 
variations, the influences of other variables need to be con-
The term "variable" will refer to a factor under study 
whose effect in the regression model and analysis may be a 
function of one or more variates or terms (X^). "Variate" will 
refer to a single term included in the multiple regression 
model and analysis. 
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sidered. Since physical control of these other variables was 
not possible, we had to arrange the study in such a way that 
their effects could be separated from the effects of the soil 
variables by statistical analysis. The statistical analysis 
was performed in three stages. 
First stage 
In the first stage, multiple regression analysis was used 
to provide estimates of the relationships between corn yield 
and the weather and management variables. 
All computations were carried out with respect to the 
model I 
^i " ®l^li ®2^2i * • • • ®p^pi ®i ' 
where the explanatory factors X^, Xg, ...» X^ are assumed to 
be independent, the e^ is the error due to the fact that the 
postulated independent variables do not completely explain 
the variation in Y^, and the parameters Bq, Bp are 
the population regression coefficients for the weather and 
management effects. 
The usual assumptions in the regression analyses were; 
(1) the Xp are fixed variates, (2) for a fixed set of X's, say 
{X* ), the Y*s associated with this set are NID with mean 
^ 2 E(Y*) = u + E B X and variance a (this assumption is re-
p=l ^ P 
quired for setting confidence limits or test of significance), 
and (3) for any set of X's, the variance of Y shall be the 
same. 
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The criteria for retention of given variates in the model 
were: (1) after the t-test for significance has been applied 
to each of the partial regression coefficients, only those 
are retained in the equation whose probability is less than a,  
say O.3O; (2) if the magnitude of the correlation coefficient 
between independent variables is above .80 (correlation matrix), 
then exclusion of one of these variables results in relatively 
little decrease in the percentage of total variance that is 
explained; and (3) an additional statistic was calculated for 
all models, the coefficient of multiple determination (R ) 
which indicates that fraction of the variance in yield, the 
dependent variate, that is explained by the independent vari­
ates used in the models. 
On the basis of the above criteria, various regression 
models using linear, quadratic, and interaction terms were 
developed to estimate the effects of weather and management 
on com yields. 
Second stage 
In the second stage, the effects of soil variables on 
com yield were determined by the use of two methods. In the 
first method, the data were stratified into two groups (areas 
of the state), each of which had more similar soils and more 
uniform weather and management than all data combined. A 
multivariate statistical technique (path analysis) was applied 
to each group to establish causal relationships between yield 
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and soil factors. The rationale for this procedure was 
synthesized as follows» since data on weather and management 
variables were from sites in 15 counties for a period of years, 
the data for the weather and management factors were grouped by 
two classification criteria, county (C) and years or environ­
ments (E), as shown in Table 6. Analysis of variance given in 
Table 7 was performed on each variable based on the fact that 
the interaction of county by year is often present and that 
this interaction is represented in Table 6 by a group of m 
straight lines corresponding to the m counties and differing 
from each other in both intercept and slope. 
The model used for the analysis of variance in Table 7 
was similar to that developed by Mandel (I96I), by considering 
the identity, 
= y + + Ej + (b^-l) Ej + ' (7) 
where, y = y.. 
^i ~ ^ i. " y*' 
E. = y . - y.. 
Aij = (yij -
3 ^ 
Equation 7 can be written as: 
Yij = |i + Pi + Yj + Oi - 1) Yj + e. j . (8) 
By letting p for any given i we will have the 
96 
Table 6. Two-way classification criteria (county, year) used 
for grouping soils on uniform weather and management 
variables 
Year or environment (E) 
County (C) % Eg Mean 
<=i 
=2 
Pi. 
«m 
Mean y.j y.. 
Table 7, Analysis of variance of the two-way classification 
criteria considered in Table 6 
Source df SS 
Total mn E I y, 
i j  — 
Mean 1 —2 m n y 
County (C) m-1 n E C.^ 
i 1 
Environment (E) n-1 m E  E . 2  
j ^ 
Slope m-1 2 (b.-l)^ E E.^ 
i ^ j J 
Residual (m-l)(n-2) Z Z A..^ 
i j 
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following linear relation» 
+ *1 Yj + ®ij • 
where Y. • represents the measured variable value averaged for 
^  J  
county i and year j, the intercept, and the slope or 
regression for the county. 
Because we will have a different set of slopes for each 
variable among the 15 counties, the grouping of counties having 
about equal slopes for each variable will assure a somewhat 
uniform weather and management condition within a group of 
counties. The assumption then is made that variation in yield 
within groups will be mostly due to differences in soil char­
acteristics. 
In the study of relationships between yield and soil 
factors, one is dealing with products formed by numerous inter­
actions among covarying factors that operated with little 
human control and usually without man's presence. Because of 
this, associations between yields and various factors are in­
direct rather than direct due to the high degree of associa­
tion between yield and another specific factor and between the 
same factor and associated factors. The use of the multivari­
ate statistical technique known as path analysis allows one 
the opportunity to make allowances for both the direct and 
indirect influences of soil factors on yields. 
Path or network analysis was developed by Wright (1934, 
195^1 1960a, 1960b) as a technique for dealing with observed 
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interrelated variables for which it can be assumed that there 
are several "ultimate" variables that completely determine 
them. The ultimate variables may be observed variables them­
selves, such as soil factors as determiners of yield. Path 
analysis can be used to establish and to verify the directional 
effects among factors associated with a particular phenomenon. 
Therefore, it should be most helpful for developing theories 
concerning soil factors and yield relationships by logical or 
deductive reasoning approaches. 
It is usual and practical to formulate causal models 
(direct and indirect effects) by means of a diagram. Path 
analysis aims to specify linear equations that are equivalent 
to such a diagram. Any variable with single-headed arrow 
pointing to it can be expressed as a linear function of the 
variables from which the arrows leave. The linear equations 
are called structural equations and the coefficients of the 
linear functions, path coefficients. 
An example will be used for illustration, the simple 
causal model presented in Figure ?. This shows that organic 
carbon (x^) is determined by the primary causal factors, slope 
(x^) and drainage (xg); the effect on yield (x^) is brought 
about directly only by drainage and organic carbon; and the 
primary causal factor, slope, influences yield only indirectly 
via organic carbon. 
The structural equations that can be written from the 
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F] 2 
Slope 
Yield 
Drainage 
Organic C 
Ipiurc 7. Causal system with and Xg as primary causal 
factors and the indirect effect of x^ and Xg 
on x^^ via x^ 
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path diagram in Figure 7, using standardized variables^, are: 
X3 = + P32X2 + ®3 • and 
Xif = 2^^ 3X3 + P/j.2*2 + i^fe ' (10) 
Land (I969) showed that a path coefficient (P. •) was identical 
i J 
with the least square estimator of the standardized partial 
regression coefficient (b. .), which provides a measure of the 
X J 
relative importance of the independent variable in a regression 
model. 
The variable e^ is postulated to explain the variance in 
not determined by x^_i so that x^^ depends partly on x^_2 
and partly on this specific component e^^. In general, we 
assume that the variable e^ is independent of x^ and that all 
e^^ variables are uncorrelated. 
To obtain the solution for the P. . coefficients, we could 
X J 
think of all equations 10 as vector equations, i.e., the x's 
stand for column vectors (X^) of n observed values, and the 
e's stand for column vectors (E^) of n unobserved values. 
The simple correlation for standardized variables Xi and x^ is 
J 
r. . = (l/n)Ex.x.| by taking Xi , and multiplying both sides of i J X J i. 
equation by X* . for all values j < i and dividing by n, the 
V 
resulting equation is of the form, 
^ij Pil^lj + ^i2^2j Fi.i-l^i-l.j ° 
^Transformation of original variables Xj^ into standard 
form, using the appropriate sample means and standard devia­
tions (s^), is made by the relation: Xj^ = (Xj^ - Xj^)/Sj^. 
101 
where from previous assumptions 2 e^Xj = 0 . 
To illustrate the rule for equation 10, from the 
example, we could multiply x^ by x^ and X2 and obtain the 
recursive model< 
For each recursive model 11 and 12, we obtain two non-
homogeneous equations in two unknowns and can solve for the 
(P^j) path coefficients. Such a set of equations is not al­
ways soluble. For this it is necessary (but not always suffi­
cient as in cases of feedback systems) that the number of 
equations be equal to the number of path ooeffieients. However, 
overidentification or underidentification problems will often 
appear (Namboodiri et al., 1975» Chap. 10). 
One important contribution of path analysis that was used 
to interpret the causal systems with the soil factors is that 
it provides a general procedure for exploring the indirect 
effect of a determining variable in a multivariate model. And, 
in the case of soil factors, this contribution is more impor­
tant as the path model becomes more complex because of the 
number of variables involved. 
"n = ^31 + 
"32 ' + P32 ' 
(11) 
and nultiplying by Xg and x, we geti 
4^2 = 4^3^ 32 + P42 
4^3 " P43 + 4^2^ 42 
(12) 
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The total indirect effect (TIE) of on x^, j < 1, is 
given by the relation: 
TIE = r. . - P. . . (13) 
X J X J 
Thus, for the previous example, the total indirect effect of 
drainage (xg) on yield (x^) will be given by the relation: 
TIE of Xg on xj[j, = rj^2 - P2|,2 » 
which would be the effect exerted by drainage on yield through 
organic carbon. 
By using causal models or path analysis for groups of 
counties assumed to be uniform for weather and management 
factors, the direct and indirect relationships between soil 
factors and corn yield were studied. 
In the second method, relationships between corn yield 
and the soil factors were studied and estimates were obtained 
by using all of the observations without grouping the sites. 
The Usual precautions concerning assumptions of cause and 
effect were taken while interpreting the simple correlation 
coefficients between soil factors and the weather-management 
factors and between soil factors. Corn yield was defined in 
terms of the function, 
Y = F(XI ,  XG 2% . . . .  ZJ)  ,  (14)  
where represented the selected weather and management 
factors from the first stage and Zj represented the soil 
J 
factors. Multiple regressions of yield on both the linear 
and quadratic effects of the selected weather, management, and 
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soil factors were used to test the variables in this method. 
The criteria for selecting soil factors in this stage were the 
same as were discussed previously for the first stage of 
testing. 
Third stage 
In this stage, linear and squared terms for the selected 
weather, management, and soil variables were included in a full 
model with selected interactions. 
Selection of interactions between soil variables was made 
mainly based on the causal relationships between soil variables 
from stage two which provided a rationale for their existence. 
Results of alternative regression models of yield on soil, 
weather, and management variâtes were also used to select 
interactions by testing the lack of stability of the regres­
sion coefficients. It was assumed that if an interaction 
existed between a soil variable and a weather or management 
variable, exclusion of the soil variable from a regression 
model would cause significant changes in the regression co­
efficients of those weather and management variates with which 
the soil variable had an interaction effect on yield. 
Because of the number of variables involved, the number 
of possible interaction terms between soil, weather, and man­
agement variates becomes extremely large and would exceed the 
capacity of the computer program used (100 variates). In such 
instances,it is especially important to conduct preliminary 
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screening and to include only those interaction terms which 
explain a reasonable amount of the yield variance. 
No attempts were made to transform the variables to re­
duce the amount of correlation between variates, such as be­
tween the linear and squared variates of the same variables. 
Instead, a careful inspection of the correlation matrix was 
made at every stage, and alternative models were run for 
groups of variables highly correlated to select the variables 
which contributed most by influencing yield directly or through 
interactions with the selected variables. 
Preliminary weather data calculations were performed on 
the IBM 360/65 computer by using Fortran programs. The fitting 
of multiple regression equations was done by using the computer 
program, Helarctos II (Kennedy, 1971), which is particularly 
well adapted to fit models by the least squares method because 
of its built-in facility to create different functions out of 
the columns of the X matrix containing a maximum of 100 inde­
pendent variates. All the quantities required for the regres­
sion analysis were printed in the computer output as options. 
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RESUI/rS AND DISCUSSION 
This section will be divided into three parts. In the 
first part, characterization of weather variables and the 
effects of selected weather and management variables on com 
yield will be presented. The second part contains methods 
of evaluation of the effects of soil variables on com yield. 
The third part includes the selection of interactions between 
the variables and the development of the full model for pre­
dicting com yield on the selected soil, weather, and manage­
ment variables. 
Weather and Management Variables Affecting Com Yield 
Selection of weather indexes 
The weather effects, mainly the effects of temperature 
and precipitation on com yield, were characterized by weather 
indexes which were described in the Materials and Methods 
section. In general, the weather indexes related the residual 
soil moisture in the root zone or top foot in the soil profile 
to the plant physiological processes under variable atmospheric 
conditions. 
Several moisture stress indexes were investigated to re­
late the soil moisture conditions and meteorological factors 
to com yield variations. The stress indexes and their symbols 
were* the X3 stress index obtained from a turgor loss func­
tion developed by Denmead and Shaw (I962), and the DEPOT, 
106 
DEPCTV, DEFGTW, and DEPCTX stress indexes which reflected 
changes in the relative transpiration ratio of the plant due 
to variations in soil moisture. The symbols for the latter 
group of indexes will be abbreviated to DT, DV, DW, and DX, 
respectively. The basic difference among the DT to DX series 
is due to the type of weighting used for each one, as was 
discussed previously. A precipitation variable (PPT75» 
abbreviated to P75 hereafter), which was the sum of the total 
rainfall in the 75-day growth period starting six weeks before 
the silking date, was also evaluated. 
Simple correlation coefficients between com yield and the 
moisture stress indexes were calculated for individual coun­
ties to be used as a statistical criterion to reduce the number 
of stress indexes in the initial regression model. These were 
calculated from the input data for the MODEL II series (to be 
diacuased later) and are presented in Table 8. Use of simple 
correlation coefficients relates the weather effects and the 
integrated effects on yield of weather, soil, and management 
factors. Subsequent evaluation of the selected weather indexes 
will be based on multiple regression analysis by including the 
important soil and management factors. 
The correlation coefficients varied widely among counties 
and generally were higher for counties in the eastern part than 
for counties in the western part of the state. When DW and DT 
were wei^ted by pan evaporation values to obtain DV and DX, 
respectively, the correlation coefficients increased more in 
Table 8. Simple correlation coefficients between corn yields and moisture stress 
indexes^ 
County 
Moisture stress index Number of 
observations DV DW DX DT X3 P75 
Adams .17* — • 03 .21* -.04 .08 .12 112 
Bremer .40** .05 .36** .04 .41** .08 155 
Cass .09 .05 
H
 
H
 .05 .10 -.02 203 
Clay .37** .29** .36** .28** '35**  .37** 199 
Crawford .11* .08 .16* .09 .09 .22** 218 
Fayette .51** .21** '53**  .22** .49** .31** 190 
Hamilton .31** —. 08 .33** -.06 .26** .27** 202 
Harrison .16* .17* .14* .17* .19** .32** 198 
Howard .62** .38** .57** .36** .56** .48** 122 
Keokuk '35**  -.11 .34** 1 H
 
to
 
.31** .12 204 
Linn '37**  .22** .36** .26** .31** '35**  197 
Lyon .33** .28** .31** .28 .36** .38** 207 
Muscatine .50** .26** .51** .28** .44** .34** 165 
Wayne —, 03 -.13 -.09 
H
 1 -.05 .21* 121 
Woodbury .17** .18** .20** .19** .20** .25** 257 
Pooled .30** .23** .29** .23** .30** .29** 2750 
^Coefficients were computed from, the input data used for the MODEL II series. 
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the eastern counties (Bremer, Fayette, Howard, Keokuk, Linn, 
and Muscatine) than in the western counties (Adams, Cass, 
Clay, Crawford, Harrison, and Woodbury). The same results 
were found by Morris (1972) who first used this weighting 
system for developing weather indexes in seven of the counties. 
Morris suggested that pan evaporation values used to weight 
the indexes for radiant energy may be too high in western 
counties, especially in dry seasons because advected energy 
would have a greater influence. Therefore, the indexes would 
be unduly large in spite of a greater potential for the occur­
rence of stress conditions. The same effect is assumed to 
occur with X3 which is obtained from the turgor loss function 
and corrected for growth stage and pan evaporation losses. 
It can also be seen from Table 8 that the simple correla­
tions between yield and DW or DT were small and negative in 
Adams, Hamilton. Keokuk, and Wayne counties. The reason for 
this is believed to be due to those soil characteristics re­
lated to downward flow of water through the soil profile and 
reflected by the subsoil permeability. These counties are in 
the Shelby-Sharpsburg-Macksburg, Clarion-Nicollet-Webster, 
Otley-Mahaska-Taintor and Adair-Seymour-Edina soil association 
areas, respectively, where it is not uncommon to find soil 
types with moderately slow to slow subsoil permeability. Many 
soils in these counties are fine textured and, although not 
readily subject to stress conditions, can exhibit an excess 
moisture effect on yields. This is substantiated in further 
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developments when comparisons were made between excess moisture 
indexes and com yield. 
The precipitation variable P75 was evaluated as an alter­
native variable for a weather index. The correlation coeffi­
cients between com yield and P75 were significant for most of 
the counties. Correlations between com yield and P75 were 
higher than those for DW and DT but lower than those for DV, 
DX, and X3 (Table 8). 
In general, the stress indexes weighted for growth stage 
and pan evaporation loss were more strongly associated with 
yields than the unwei^ted one (DT) or the one weighted only 
for growth stage (DW). 
Excess moisture was characterized by measuring daily the 
fraction of the root zone which was estimated to contain less 
than 12.5. 15*0» and 17.50 air-filled pore space; these mois­
ture indexes are desiaiated EM2, EM3. and EM4, respectively. 
A weighting procedure based on growth stage was used for all 
of them and was described in the Materials and Methods section. 
An additional wei^ting factor for energy to account for 
evaporation from surface soil and the temperature effect on 
plants was applied to EM3 and designated as EM3V. The excess 
moisture indexes were obtained from a revised soil moisture 
program based on the one developed by Morris (1972) and they 
basically reflect aeration conditions in the soil root zone. 
The simple correlation coefficients between com yield and 
excess moisture indexes are shown in Table 9. The correlation 
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Table 9. Simple correlation coefficients between com yields 
and excess moisture indexes^ 
County^ 
Excess moisture index 
EM2 EM3 EM3V EM4 
Adams 
-.37** -.38** -.36** -.38** 
Bremer -.00 -.07 -.09 -.01 
Cass -.27** -.25** -.26** -.20** 
Clay -.10 -.11 -.13* -.14* 
Crawford -.29** -.21** -.21** -.18** 
Fayette —. 06 .03 .05 .02 
Hamilton -.24** 
-.39** -.35** -.40** 
Harrison .15* .17* .16* .22** 
Howard .06 .09 .02 .07 
Keokuk -.38** -.38** -.37** -.43** 
Linn -.05 .02 .04 .08 
Lyon -.03 .01 .01 .05 
Muscatine -.14 -.09 -.11 
0
 1 
Wayne -. 06 -.11 -.17* -.12 
Woodbury -.27** -.23** -.22** -.16 
Pooled -.16** -.15** -.16** -.13* 
^Coefficients were computed from the input data used for 
the MODEL II series. 
^Numbers of observations are the same as given in Table 8. 
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coefficients differed considerably among the counties, reflect­
ing permeability differences among soils and also the rainfall 
patterns over the time of the study. Little improvement was 
observed by using the energy weighting factor in EM3V. The 
correlation coefficients for Adams, Cass, Crawford, Hamilton, 
Keokuk, and Woodbury counties were highly significant and 
showed the expected negative effect on com yield of increasing 
excess moisture in the surface soil during the first stages 
of plant growth. The pooled correlations (obtained by using 
all observations) between corn yields and excess moisture in­
dexes, although not high, were highly significant. EM4 was 
less correlated with yields than the other indexes. 
The correlations between the various stress indexes and 
between the excess moisture indexes in the pooled data are 
shown in Table 10. The DV index was very highly correlated 
with DX and X3 and somewhat less so with DW and DT which were 
unweighted for pan evaporation. DW and DT were also very 
highly correlated; P75 had lower but similar correlations with 
all other stress indexes (r = 0.4? to 0.57)« All of the excess 
moisture indexes were highly correlated with each other. 
The correlations between the moisture stress indexes and 
excess moisture indexes were low (Table 10). For characteriz­
ing weather, very low correlations between the excess and 
stress moisture indexes are desirable. Although the two 
weather indexes are not independent variables, a low correla­
tion between them will minimize the indirect effects of each 
Table 10, Simple correlation coefficients between weather indexes^ 
Weather 
index DV DW DX DT X3 P75 EM2 EM3 EM3V EM4 
DV 
DW 
DX 
DT 
X3 
P75 
l.OOi 
0.83b 
0.96 
0.83 
0.99 
0.54 
1.00 
0.75 
0.99 
0.84 
0.56 
1.00 
0.76 
0.94 
0.49 
1.00 
0.83 
0.57 
1.00 
0.52 1.00 
EM2 
EM3 
EM3V 
EM4 
0.10 
0.14 
0.14 
0.17 
0.13 
0.19 
0.17 
0.25 
0.08 
0.11 
0.12 
0.14 
0.14 
0.20 
0.18 
0..26 
0.10 
0.14 
0.15 
0.17 
0.04 
0.07 
0.06 
0.10 
1.00 
0.91 
0.90 
0.81 
1.00 
0.98 
0.94 
1.00 
0.90 1.00 
^Coefficients were computed from the input data used for MODEL II series. 
^Correlation coefficients above 0.062 and 0.081 are significant at the 0.05 and 
0.01 probability levels, respectively, for n = 2750. 
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through the other one on the regression coefficients in models 
containing both indexes. 
The DV and ET stress indexes (the former weighted for 
both growth stage and pan evaporation and the latter un­
weighted), the P75 precipitation variable, and the four excess 
moisture indexes were retained to test their effects on yield 
in association with the important management variables. 
Regression of com yield on selected weather indexes and man­
agement variables 
Several series of regression models were computed to char­
acterize the importance of weather and management for predict­
ing corn yields. The sequence for testing weather and manage­
ment factors wasI (1) selection of management variables by 
preliminary regression analysis based on their significance, 
their intercorrelations, and their suitability for prediction 
purposes. (2) selection of excess and stress moisture indexes 
from among those selected by the preliminary analysis of the 
simple correlation coefficients by testing their influence on 
yield in combination with important management variables in 
regression models containing quadratic functions, and (3) in­
clusion and testing of interactions among the variables in a 
series of regressions to select the most important ones to 
include in the final models. 
The weather and management variables used have been de­
scribed in the Materials and Methods section. The symbols, 
means, and ranges for the variables are shown in Table 11. No 
Table 11. Symbols, means, and ranges for weather and management variables 
Symbol Variable Mean Range 
Y Com yield, bu/acre 102.6 11 186 
TR Time trend, 1957=1 to 1970=14 7.6 01 - 14 
FD Frost damage. yield loss 0.8 00 — 45 
ST Stand level, stalks per VlOO acre 144.4 36 - 304 
BA Barren stalks, % of total stalks 4.8 00 — 99 
RL Total root-lodged stalks, % of total stalks 10.1 00 — 99 
CRW Com rootworm damage, total rating/10 stalks 15.2 10 - 54 
CBl First-brood com borer infestation, 3.2 00 — 38 
cavities/10 stalks 
CB2 Second-brood corn borer infestation. 14.4 00 99 
cavities/10 stalks 
W Total grassy + broadleaf weeds, lb per 1/10 acre 52.7 00 — 424 
PD Planting date, days after April 20 24.7 00 — 61 
SD Date 75^ silked, days after June 30 30.5 08 — 61 
N Total N from manure and fertilizers, lb/acre 64.4 00 — 397 
P Total P2O2 from manure and fertilizers, lb/acre 42.1 00 - 214 
K Total KgO from manure and fertilizers, lb/acre 41.6 00 — 364 
TIIE Distance to tile, 200 - actual distance in feet 18.3 00 — 199 
NR N rotation code for crop sequence, coded 08 to 4o 22.9 08 — 40 
KR K rotation code for crop sequence, coded 00 to 60 17.7 00 — 60 
PHI pH, actual pH • 10 65.1 51 - 82 
PHB Buffer pH, (actual buffer pH - 6.00) * 100 72.9 00 — 99 
STNl Soil test N (moist), lb N/acre 64.7 24 119 
STPl Soil test P, lb P/acre 29.3 05 — 506 
STKl Soil test K, lb lyaore 202.3 35 - 999 
EM2 Excess moisture index, EXIW02 0.8 0. 0 — 18.7 
EM3 Excess moisture index, EXIM03 1.7 0. 0 - 20.5 
EM3V Energy-weighted excess moisture index, EXMO3V 1.3 0. 0 - 15.9 
EM4 Excess moisture index, EX!W04 2.7 0. 0 - 26.1 
Table 11. (Continued) 
Symbol Variable Mean Range 
DV Stress moisture index, Iffil?CTV 2.4 0.8 — 3 « 4 
DW Stress moisture index, OEI^TW 10.3 3.2 - 11.8 
DX Stress moisture index, DEIPCTX 13.4 5.3 - 17.5 
DT Stress moisture index, DE]?CT 55.7 20.8 - 63.0 
X3 Stress moisture index, X3 2.5 0.8 - 3.4 
P75 Précipitation, total inches in 75-day period • 10 101.1 22 - 232 
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attempt was made to code the variables (i.e., around the mean) 
or to make transformations on the variables to reduce the 
correlation between linear, squared, and interaction variates, 
except for two variables (buffer pH and bulk density) from 
which a constant was subtracted. Instead, the general approach 
was to inspect carefully the correlation matrix for extremely 
high correlations, the partial regression coefficients for 
illogical ones and instability in a series of regressions, the 
standard errors of the regression coefficients for instability, 
and the degree of importance of the variables given by the 
standard partial regression coefficients. 
MODEL I series The purpose of this preliminary analy­
sis was to test the management variables believed to have the 
most effect on com yields, based on the regressions of Morris 
(1972). Total N, P, and K from manure and fertilizers were 
used as the applied nutrient variables to reduce the number of 
required management variables for this study. The second-brood 
com borer variable (CB2) and the pH of the plow-layer (PHI) 
were also added. Four of the weather indexes were included 
in this series of regressions; they were computed using the KX 
values (moisture redistribution factors) that Morris (1972) had 
used. These KX values were revised for all subsequent models. 
The variates included in the MODEL I series are shown in 
Table 12. The simple correlations between corn yield and the 
weather and management variables are shown in Appendix Tables 
A12 and AI3. Highest correlations involving yield were with 
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Table 12. Variâtes included in the multiple regressions of 
com yield on weather and management variables, 
MODEL I series 
Xi Variate^ ^i Variate 4 Variate 
1 Y 18 TILE 34 EM2^ 
2 TR 19 NR 35 EM3V^ 
3 FD 20 KR 36 DV^ 
4 ST 21 PHI 37 P75^ 
5 BA 22 PHB 38 PD^ 
6 CRW 23 STNl 39 
7 CBl 24 STPl 40 p2 
8 CB2 25 STKl 41 
9 W 26 TR^ 42 TILE^ 
10 EM2 27 -- 43 NR^ 
11 EM3V 28 St2 44 KR^ 
12 DV 29 BA^ 45 PHl^ 
13 P75 30 CRW^ 46 PHB^ 
14 PD 31 CBl^ 47 STNl^ 
15 N 32 CB2^ 48 STPl^ 
16 P 33 49 STKl^ 
17 K 
^Variable symbols are listed in Table 11. 
the ST, BA, DV, and N variables. Highest correlations between 
management variables were TR and ST (r = 0.60), TR and N (r = 
0.59), ST and N (r = 0.59), N and P (r = 0.69), N and K (r = 
0.53), p and K (r = 0.80), NR and KR (r = 0,52), and PHB and 
PHI (r = 0.86). 
Because more of the weather indexes (computed from revised 
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KX values) were tested in the MODEL II series and other changes 
were made, the discussion of this series of regressions will be 
brief. Several of the regression models with different manage­
ment variables deleted to determine their effects on yield are 
shown in Table I3. 
Deletion of the barren stalk variable (BA) caused a marked 
reduction in the (MODELS I-IO vs. 1-18) of about 0.18 (18#). 
Voss (1969) and Morris (1972) noted the same effect in their 
regression models. This variable appears to reflect accurately 
the adverse effects of the factors that cause low yields. Re­
gression of BA on the other variables had a low R^ of 0.20 in 
the curvilinear regression (MODEL 1-2?) but ST, CRW, CBl, CB2, 
W, EM3V, DV, PD,and all of the soil test variables had sig­
nificant effects on barrenness in either or both the linear 
and curvilinear regressions. The only important variable not 
included that frequently has influenced barrenness is the com 
hybrid or variety. The BA variable is not a useful predictor 
of yields of the different soil types, the major objective of 
the study, but may be important for predicting yields from 
observations when barrenness can be detected after the ear 
formation stage. This variable was retained in all subsequent 
models, although used sparingly. 
Because of the high correlation between the two soil pH 
variables (PHB and PHI), only one of the variables should be 
included in the regression at a time. The PHI is preferable 
because it can explain corn yield variations as the pH 
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p 
Table 13. R -values for selected multiple regressions, 
MODEL I series 
Model No. of X b 2 
no.^ variates Variables deleted R 
Linear regressions 
I- 9 21 PHB 
11 21 PHI 
28° 20 PHB 
Curvilinear regressions 
I-IO 41 PHB 
12 41 PHI 
17 40 FD, PHB 
18 39 BA, PHB 
19 38 FD., BA, PHB 
20 36 TR, FD, BA, PHB 
23 36 FD, BA. KR, PHB 
24 34 FD, BA, CBl, KR, PHB 
25 34 FD, BA, CB2, KR, PHB 
34 FD, BA, K, KR, PHB 
27^ 39 PHB 
0.686 
0.688 
0.161 
0.739 
0.737 
0.718 
0.556 
0.538 
0.537 
0.537 
0.529 
0.533 
0.537 
0.202 
^All models included only the DV and EM3V weather indexes. 
^Variables deleted in curvilinear regressions include 
both the linear and squared variates. 
°Regressions of BA (barren stalks) on all variables except 
as noted. 
increases from 7*0 to 8.0; the buffer pH has a limit of about 
p 
pH 7.0 as the soil pH increases above y.O.  The R -values were 
essentially the same in the alternative models comparing the 
PHB and PHI effects (Table I3). 
The frost damage variable (FD) was deleted from any 
further testing because it is related to other variables 
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affecting yield and is a poor predictor of yield unless one 
includes its probability of occurrence. Deletion of the FD 
variable decreased the by about 0.02 with or without the BA 
variable (Table 13). 
The effects of the deletion of the TR, CBl, CB2, K and 
2 KR variables on the R are also shown in Table 13. All except 
the KR (K rotation code) variable were retained for further 
testing. KR was deleted because it had little significance 
and was highly correlated with NR (N rotation code). The 
high correlation between the P and K variables will affect the 
regression coefficients if both variables are included, but 
both were retained for further testing for alternative models 
with the soil variables. 
MODEL II series The primary objectives of this series 
of regressions were to test further the management variables 
after some changes were made in the input data and to test the 
revised weather indexes. The following changes were made for 
this series* (1) the weather indexes were recomputed using 
revised KX values based on the subsoil permeability classes 
as described in the Materials and Methods section. (2) the 
yields of the affected sites were adjusted to 0^ disease loss 
because the diseases encountered in 1958-1970 are now no longer 
a problem, (3) a few of the sites with very low yields and high 
associated barrenness (greater than 85^) were deleted because 
high errors of estimate were believed to exist at these ex­
tremes of both, and (4) several sites were deleted because of 
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unusual conditions as described in the Materials and Methods 
section. 
Quadratic functions of all selected management and weather 
variables were included in the MODEL II series; variâtes are 
listed in Table 14. The silking date (SD) variable was added; 
and the three stress indexes selected from the correlation 
analysis discussed in a preceding section and all four excess 
moisture indexes were included. 
The simple correlations between yield and each of the 
variables are given in Appendix Table A14; most significant 
ones were : ^y,ST ~ ryj^ " 0'48, ry gg " 
ry 3^ = 0.44, ry p = 0.34, and ry = 0.30. Correlations 
between the management and weather variables greater than 
+0.23 are given in Appendix Table A15; highest ones were* 
^TR.ST = 0-61 rpj3 = 0.64 rp % = 0.80 
-TK,N -N,P ^  0,69 ^FKi,rK3 " °.86 
^ST,N ~ 0.64 " 0-53 ^STPl.STKl ~ 
The high correlations between some of the variables may be a 
reason for using alternative models including each one 
separately or for deleting one or the other from additional 
testing. Correlations among TR, N, and ST and among the 
applied nutrient variables are probably high enough to cause 
problems in the selection of interaction variates involving 
2 or 3 of the correlated group with another variable. 
The high correlations between most of the moisture stress 
indexes and between the excess moisture indexes (Table 10) show 
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Table 14. Variâtes included in the multiple regressions of 
com yield on weather and management variables, 
MODEL II series 
^i Variate^ 4 Variate ^i Variate 
1 Y 20 STPl 38 SD^ 
2 TR 21 STKl 39 
3 ST 22 EM2 40 p2 
4 BA 23 EM3 41 
5 RL 24 EM3V 42 TILE^ 
6 CRW 25 EM4 43 NR^ 
7 CBl 26 DV 44 PHl^ 
8 CB2 27 DT 45 PHB^ 
9 W 28 P75 46 STNlZ 
10 PD 29 TR^ 47 STPl^ 
11 SD 30 ST^ 48 STKl^ 
12 N 31 BA^ 49 EM2^ 
13 P 32 m? 50 EM3^ 
14 K 33 CRW^ 51 EM3V^ 
15 TILE 34 CBl^ 52 EM4^ 
16 NR 35 CB2^ 53 DV^ 
17 PHI 36 54 DT2 
18 PHB 37 PD^ 55 P75^ 
19 STNl 
Variable symbols are listed in Table 11. 
that only one index from each group (possibly two of the 
stress indexes if P75 is one of them) can be used for charac­
terizing weather. To determine the best combination of a 
stress and an excess moisture index, multiple linear regres­
sions were computed for all combinations of the three selected 
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moisture stress indexes (DV, DT, and P75) arid all four excess 
moisture indexes. All management variables were included ex­
cept BA, SD> and PHB. 
The successive models (MODELS 11-25 to II-36) for all 
combinations of the weather indexes are shown in Table 15* 
The EM3V and DV combination of the weather indexes showed the 
highest of 0.53^ when combined with the management variates 
in MODEL 11-27, and were selected for characterizing weather 
differences in all subsequent regression models. However, 
2 there was very little difference among the R -values for the 
different combinations of DV and EM2, EM3, EM3V and EM4; this 
was expected because of the high correlations between the ex­
cess moisture indexes. Combinations of DT and excess moisture 
indexes gave lower R -values than those with DV which shows the 
beneficial effect of the weighting procedure used for DV. Com­
binations of the precipitation index, P75, with the excess 
moisture indexes gave consistently lower R -values than those 
with DT. This shows the beneficial effect of the basic method 
for computing moisture stresses. 
The most important weather and management factors on corn 
yield variations, as indicated by the magnitude and signifi­
cance of their standard partial regression coefficients in 
MODEL 11-27 (Table I6), were, ST, CRW, W, PD, N, NR, STNl, 
EM3V, and DV, It was observed from Table 16 that ST, N, EM3V, 
and DV had the largest effect on com yield variations. Varia­
tions of one unit in ST and N caused yield variations 
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Table 15. R -values for selected multiple regressions, 
MODEL II series 
Model No. of X Weather p 
no. variates indexes Variables deleted^ 
Linear regressions 
II- 9 22 EM3V,DV 0.725 
12 22 EM3V,DT — — 0.725 
11 22 EM3V,P75 — — 0.707 
3 21 EM3V,DV BA 0.587 
5 21 EM3V,DT BA 0.588 
6 21 EM3V,P75 BA 0.539 
37 20 EM3V BA 0.485 
38 20 DV BA 0.574 
22 20 EM3V,DV BA,PHB 0.582 
25 19 EM2,DV BA,SD,PHB 0.532 
26 19 EM3,DV BA,SD,PHB 0.533 
27 19 EM3V,DV BA.SD.PHB 0.534 
28 19 EM4,DV BA,SD,PHB 0.532 
29 19 EM2,DT BA,SD,PHB 0.508 
30 19 EM3,DT BA,SD,PHB 0.512 
31 19 EM3V,DT BA,SD,PHB 0.510 
32 19 EM4,DT BA,SD,PHB 0.511 
33 19 EM2,P75 BA,SD,PHB 0.466 
34 19 EM3,P75 BA,SD,PHB 0.466 
35 19 EM3V,P75 BA,SD,PHB 0.466 
36 19 EM4,P75 BA,SD,PHB 0.464 
39 18 EM3V BA.SD.PHB 0.412 
Curvilinear regressions 
11-40 46 EM3V,DV,P75 
41 44 EM3V,DV,P75 BA 
42 44 EM3V,DV — — 
43 42 EM3V,DV BA 
44 40 EM3V,DV BA,SD 
45 38 EM3V,DV BA,SD,PH1 
20 38 EM3V,DV BA,SD,PHB 
46 38 EM3V,DT BA,SD,PHB 
47 38 EM3V,P75 BA,SD,PHB 
48 36 EM3V BA,SD,PHB 
0.756 
0.630 
0.754 
0.624 
0.587 
0.580 
0.584 
0.569 
0.542 
0.475 
Designated variables deleted in curvilinear regressions 
include both their linear and squared variates; if only the 
squared variate is designated, the linear variate was retained. 
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Table 15. (Continued) 
Model 
no. 
No. of X 
variates 
Weather 
indexes Variables deleted® R2 
11-49 
50 
51 
52 
i 
34 
DV 
EM3V,DV 
EM3V,DV 
EM3V,DV 
BA,SD,PHB 
BA,SD,PHB,P 
BA.SD.PHB.K 
BA,SD,PHB,P,K 
0.563 
0.583 
0.583 
0.583 
24 33 EM3V,DV BA,SD,PHB,TR^,RL^, 
W^,TILE^,EM3V^ 
0.583 
53 32 EM3V,DV BA,SD,PHB,TR^,RL^, 
W^,TILE^,EM3V^,P^,K^ 
0.583 
1 40 40 38 EM3V,DV EM3V,DV EM3V,DV PHB PHB BA,PHB 0.220 0.551 0.546 
^Regression of BA (barren stalks) on variables indicated. 
^Regression of SD (silking date) on variables indicated. 
of 0.319 and 0.259 units, respectively, and variations of 
one unit in EM3V and DV caused yield variations of -0,156 and 
0,360 units, respectively. 
Additional effects of the weather indexes were tested and 
their R -values are shown in Table I5. The differences among 
the moisture stress variables were less in the presence of the 
BA, SD and PHB variables than in the absence of these variables 
in the linear models (MODELS II-9, -12, and -11 vs. 11-2?, -31, 
and -35). Differences among the stress variables were also 
less in the curvilinear models (MODELS 11-20, -46, and -4?) 
than in the comparable linear models. The effect of the DV 
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Table 16. Multiple regression statistics for the selected 
weather index combination of EM3V and DV and man­
agement variables, MODEL 11-27 
Variate 
Partial 
regression 
coefficient 
Standard partial 
regression 
coefficient 
TR 0.441** 0.050 
ST 0.264** 0.319 
RL -0.056** -0.037 
CRW -0.468** -0.101 
CBl 0.156 0.022 
CB2 0.054 0.027 
W -0.055** -0.120 
PD -0.450** -0.128 
N 0.131** 0.259 
P 0.0094 0.012 
K -0.026* -0.049 
TILE 0.021* 0.036 
NR -0.276** -0.106 
PHI 0.041 0.009 
STNl 0.279** 0,126 
STPl 0.027 0.029 
STKl 0.0088** 0.051 
EM3V -2.313** -0.156 
DV 29.368** 0.360 
Intercept 
-12.80 » » 
= 0.^34 
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index on the was much greater than the effect of the EM3V 
index (MODELS 11-20, -48, and -49). 
The P75 variable, a simple one to compute, was included 
to determine its value for predicting yield. The R was in­
creased from 0.475 with EM3V (MODEL 11-48) to 0.542 with the 
combination of P75 and EM3V (MODEL 11-47). Although the P75 
variable is not as good a yield predictor as the sophisticated 
stress indexes, it may be a useful variable for studies cover­
ing large areas and over several years. Inclusion of P75 with 
the DV index (simple correlation between the two was 0.54) 
increased the R^ only slightly (MODELS 11-40 to 11-43). 
The BA variable had a large effect on com yields even in 
the curvilinear regressions. The regression of BA on the 
quadratic functions of all other variables except PHB (MODEL 
11-54) had an R of 0.22, however. The same variables had 
significant effects on barrenness as were discussed in the 
MODEL I section; SD (silking date) also had a sigiificant 
effect on BA. The BA variable was deleted from most of the 
models in Table 15• 
The SD (silking date) variable was tested in this regres­
sion series. It is similar to the BA variable in that it is a 
poor predictor for yields of soil types but it can be an im­
portant variable for predicting yields from observations made 
at silking time and slightly later if BA is included. Deletion 
of SD decreased the R^ by 0.04 (MODELS 11-43 vs. 11-44, Table 
15)' Regression of SD on quadratic functions of all other 
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variables except PHB and BA (MODELS 11-55 and 11-56) gave a 
high of about O.55. The variables that had a significant 
effect on SD included TR, ST, CBl, CB2, PD, N, NR, EM3V, DV, 
and all of the soil test variables. SD was deleted from most 
of the models in Table 15 but will be retained in most subse­
quent regression series. 
The squared variates for TR, RL, W, TILE and EM3V were 
not significant at the 10^ level in MODEL 11-20; deletion of 
these variates (KODEL 11-24) had very little effect on the R^ 
but did increase, as expected, the significance of the linear 
variates of the corresponding variables (Table 17). The ef­
fects of these variables were primarily linear on com yields. 
Deletion of the P or K or both variables had very little effect 
on the R^ (MODELS 11-50, -51, and -52). 
Because high correlations between some of the variables 
or between aome of the linear and squared variates could cause 
illogical regression coefficients or trends, the values of the 
variables associated with the maximum yield (YMAX) or minimum 
yield (YMIN) were calculated, if possible, from the quadratic 
functions in MODEL 11-20; these are given in Table 18. Most 
of the values were in the expected range but others were not, 
as follows I 
TR YMAX occurred in I969, although effect was primarily 
linear. 
§2 Stand level of 26,400 stalks per acre probably was 
too high at the mean levels of the other variables. 
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Table 1?. Multiple regression statistics, MODELS 11-20 and 
11-24 
Variate 
Partial regr. coef. 
Variate 
Partial rear. coef. 
11-20 11-24 11-20 11-24 
TR 1.018 0.406* CRW^ -0.007 -0.008 
ST 0.638** 0.653** CBl^ -0.047** -0.048** 
RL 0.038 -0.043* CB2^ -0.002* -0.002* 
CRW -0.222 -0.157 -0.00001 
CBl 0.889** 0.894** VT? -0.0114** -0.0119** 
CB2 0.217** 0.215** N2 -0.0003** -0.0003** 
W -0.053** -0.056** p2 -0.0002 -0.0002 
PD 0.215 0.249 Y? -0.00001 -0.00001 
N 0.177** 0.179** TILE^ -0.0002 — 
P 0.021 0.024 NR^ 0.0224** 0.0226** 
K -0.017 -0.019 PHl^ -0.0419** -0.0419** 
TILE 0.062 0.031** STNl^ -0,0061** -0.0061** 
NR -1.377** -1.397** STPl^ -0.0004** -0.0004** 
PHI 5.694** 5.696** STKl^ -0.00002* -0.00002* 
STNl 1.039** 1.051** EM3V^ 0.0232 — 
STPl 0.137** 0,136** DV^ -5.636** -5.723** 
STKl 0.029** 0.028** Inter­
EM3V -2.377** -2.201** cept -286.98 -287.79 
DV 53.516** 54.006** 0 
= 0.584 TR2 
-0.039 — - R^ 0.583 
ST^ -0.001** -0.001** F = 100.05** 115.08** 
RL^ -0.001 •w mm 
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Table 18. Calculated values of the variables associated with 
maximum or minimum com yield, MODEL 11-20 
Variable 
Maximum or 
minimum 
yield 
Coded 
value Decoded value 
TR Max. 12.9 1969 
ST Max. 264.0 26,400 st/acre 
RL Max. 17.4 17.4# 
CRW — — Decreasing at increasing rate 
CBl Max. 9.5 9.5 cav./lO stalks 
GB2 Max. 48.0 48.0 cav./lO stalks 
W — Decreasing at increasing rate 
PD Max. 9.4 April 29-30 
N Max. 308.0 308 lb/acre 
P Max. 49.2 49 lb/acre 
K -- Decreasing at increasing rate 
TILE Max, 164,0 36* from tile . 
NR Min. 30.7 3rd-year com 
PHI Max. 67.7 pH 6.8 
STNl Max. 85.4 85 lb/acre 
STPl Max. 162.0 162 lb/acre 
STKl Max. 1240.0 1240 lb/acre 
EM3V Min. 51.1 >highest obs. value 
DV Max. 4.7 >hi^est obs. value 
^Determined by equating dY/dX^ = 0 and solving for X^. 
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RL YMAX occurred at 1?^ root lodging; one would expect 
a decreasing effect from the 0^ level. 
CRW Decreasing effect at an increasing rate was expected. 
CBl YMAX at a medium infestation was not expected. 
CB2 YMAX at a severe infestation was not expected. 
W Decreasing effect at an increasing rate was ex-
" pected; effect on yield is essentially linear. 
PD YMAX occurred with an April 29-30 planting date; 
this is in the expected range. 
N YMAX at 308 pounds per acre was too high for mean 
"" levels of other variables ; high correlation between 
ST and N of 0.64 may be affecting both. 
P YMAX occurred at 4$ pounds PoOc per acre which may 
be slightly low. ^ 
K Decreasing yield at an increasing rate was unex-
" pected; deletion of the P variable in MODEL II-50 
did not change the effect of K on yield, 
TILE YMAX occurred at 36 feet from the tile line; one 
would expect the distance to be less. 
NR YMIN occurred with third-year corn after meadow; one 
would expect YMIN to occur with fourth-year corn, 
the maximum coded value for the rotation effect. 
PHI YMAX occurred at pH 6.8, a little higher than ex­
pected for com. 
STNl YMAX at a high test value (medium-hi^ test = 80) 
was expected. 
STPl YMAX occurred at a value much hi^er than the ex­
pected test level of 50-60 pounds P per acre. 
STKl YMAX occurred at a value much higher than the ex­
pected test level of 2$0-300 pounds K per acre. 
EM3V YMIN occurred at a value much higher than the high­
est value of 16 but the trend was linear. 
DV YMAX occurred at a value higher than the hi^est 
value of 3*4 but the trend was essentially linear. 
132 
These maxima and minima may be affected by any sizable 
interactions involving the variables ; these interactions will 
be added and tested for their effects on corn yields in the 
next two series of regression models. 
MODEL III series The purpose of the regression models 
in this series was to select the most important interaction 
variates between the weather and management variables for in­
clusion in the final yield prediction model with the selected 
soil variables. 
For the MODEL III series, 19 weather and management vari­
ables were selected; squared variates for all except TR and W 
were also included. From I7I possible interactions among the 
19 variables, 53 were selected that logically could occur. No 
attempt was made to test all possible interactions; the selec­
tion process would have to be done in several steps, as was 
done later to select interactions involving the soil variables, 
because the program used (Helarctos II) has a size limitation 
of 100 independent variables. This process is expensive and 
was not done because the arbitrary selection of management 
variables was based on the initial testing from Morris (1972), 
and a priori agronomic knowledge of which ones were likely to 
be most important. Selection of other management variables, 
in addition to those used for this study, will be done in a 
later study after the most important soil variables have been 
isolated. 
The weather and management variables and selected inter-
133 
actions tested in the MODEL 111 series are listed in Table 19» 
Variables deleted from the MODEL 11 series included BA, SD, 
PHB and all weather indexes except EM3V and DV which were 
selected to characterize the weather effects. Simple correla­
tions between yield and the variables and those between the 
weather and management variables were the same as those for the 
MODEL 11 series (Appendix Tables Al4 and A15)> 
Successive models were tested in the MODEL III series to 
select the most significant interactions. Deletion of inter­
action variates in the models was based on the t-statistic; 
variates not significant at the 0,30 probability level initial­
ly and at the 0.10 level later were deleted. The different 
models are shown in Table 20. In regression MODEL 111-4, the 
RL, CRW, CBl, and CB2 squared variates were deleted to test 
their effects on the interactions involving these variables. 
They, along with several interaction terms, were added and re-
tested in MODEL III-5. 
The final regression, MODEL I1I-6, contained 18 interac­
tion variates; most of these were significant at the 0.05 
probability level. Most important ones involved ST, CRW, PD, 
N, PHI, STPl, and, particularly, DV. The squared variates 
2 for TILE and EM3V had been deleted previously and RL was 
deleted again in MODEL III-6; those for P, K, STPl, and STKl 
in MODEL III-6 were not significant at the 10% level, but the 
rest were significant at the % to 1$ level. 
The quadratic effects of P, K, STPl, and STKl in both the 
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Table 19. Variâtes included in the multiple regressions of 
corn yield on weather and management variables and 
selected interactions, MODEL 111 series 
Xi Variate^ ^i Variate Xi Variate 
1 Y 31 NR^ 61 P * NR 
2 TR 32 PHl^ 62 • PHI 
3 ST 33 STNl^ 63 * STNl 
4 RL 34 STPl^ 64 * STPl 
5 CRW 35 STKl^ 65 K * NR 
6 CBl 36 EM3V^ 66 * STKl 
7 CB2 37 DV^ 67 TILE * NR 
8 W 38 ST * CRW 68 NR * PHI 
9 PD 39 • CBl 69 * STNl 
10 N 40 * W 70 PHI • STPl 
11 P 41 * PD 71 Dummy var. 
12 K 42 * N 72 EM3V * ST 
13 TILE 43 * NR 73 * W 
14 NR 44 • STNl 74 * PD 
15 PHI 45 RL * CRW 75 # N 
16 STNl 46 * N 76 » TIIE 
17 STPl 47 • NR 77 * NR 
18 STKl 48 CRW * N 78 * STNl 
19 EM3V 49 * P 79 * DV 
20 DV 50 * STPl 80 DV * ST 
21 ST^ 51 CBl * CB2 81 * CRW 
22 RL^ 52 W * N 82 * CBl 
23 CRW^ 53 * NR 83 * W 
24 CBl^ 54 PD * N 84 * PD 
25 CB2^ 55 * NR 85 * N 
26 PD^ 56 * STNl 86 * P 
27 N^ 57 N * P 87 * NR 
28 p2 58 * NR 88 * STNl 
29 Y? 59 * STNl 89 * STPl 
30 TILE^ 60 * STPl 90 « STKl 
^Symbols are identified in Table 11. 
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2 Table 20. R -values for selected multiple regressions, 
MODEL III series 
Model 
no. 
No. of X 
variates Variates deleted®" 
Variates 
re tested R^ 
III-l 88 -- 0.619 
2 72 X40,X43,X44,X45, 
X48,X54,X57,X6l, 
X62,X64,X65,X67. 
X68,X72,X75.X78 
0.618 
3 57 X30,X36,X38,X46, 
X49.X51,X52,X55. 
X56,X63,X66,X77. 
X81,X83.X88 
0.614 
4 53 X22,X23,X24,X25, -- 0.610 
5 57 X47,X53.X69,X74, 
X76,X86 
X22,X23,X24, 
X25,X51,X62, 
X64,X66,X68, 
X8l 
0.615 
6 51 X22,X62,X64,X68, 
X81,X85 
0.614 
"Variates were deleted from or added to preceding model; 
variate numbers are identified in Table 19. 
MODEL II and III series were smaller than expected. The very 
hi^ P and K rates applied at a few sites (from manure in most 
cases), the very high STPl values at a few sites, and the very 
high STKl values at more sites, mostly in western Iowa, were 
thought to be contributing to the poor fit of the quadratic 
functions used. If little yield reduction occurred at levels 
of these variables beyond those associated with the maximum, 
a few very high values beyond the range of most of the 
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observations would cause a poor fit of the quadratic functions. 
An exponential or square-root transformation may give a better 
fit, but these functions are difficult to use, particularly 
if interactions are present. 
To determine if the very high values of the applied 
nutrients and soil tests for P and K had an effect on the fit 
of the quadratic functions to most of the data lying in the 
relevant ranges, all nutrient levels and soil test P and K 
values above certain values were fixed at those values. The 
limits, which were still well beyond those levels associated 
with maximum yields as indicated by a priori information on 
com yield responses in Iowa, were as followsi 
N 300 lb N per acre (2 changed) 
P 180 lb PgO^ per acre (9 changed) 
K 240 lb KgO per acre (1? changed) 
STNl 100 lb N per acre (26 changed) 
STPl 100 lb P per acre (98 changed) 
STKl 350 lb K per acre (529 changed) 
These changes were made in the input data and the regres­
sions were rerun. These will be presented and discussed in the 
MODEL IV series. 
MODEL IV series The purpose of this series was to re-
check the effects of the variables and selected interactions 
on yield after setting upper limits on the nutrient and soil 
test variables that had very high values. Variates included 
are listed in Table 21. The BA, BA^, and SD variates were 
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Table 21. Variâtes included in the multiple regressions of 
com yield on weather and management variables and 
selected interactions, MODEL IV series 
^i Variate®" ^i Variate Xi Variate 
1 Y 25 CRW^ 49 N * NR 
2 TR 26 CBl^ 50 * STNl 
3 ST 27 CB2^ 51 * STPl 
4" BA 28 PD^ 52 P * STNl 
5 RL 29 N^ 53 * STPl 
6 CRW 30 p2 54 K * STKl 
7 CBl 31 55 NR * STNl 
8 CB2 32 TILE^ 56 PHI * STPl 
9 W 33 NR^ 57 STNl * STPl 
10 PD 34 PHl^ 58 EM3V * W 
11 SD 35 STNl^ 59 * PD 
12 N 36 STPl^ 60 * TIIE 
13 P 37 STKl^ 61 * NR 
14 K 38 EM3V^ 62 * STNl 
15 TILE 39 DV^ 63 * DV 
16 NR 40 ST * CBl 64 DV * ST 
17 PHI 41 * PD 65 * CBl 
18 STNl 42 * N 66 * PD 
19 STPl 43 * STNl 67 • N 
20 STKl 44 RL * NR 68 * P 
21 EM3V 45 CRW * STPl 69 * NR 
22 DV 46 CBl * CB2 70 * STNl 
23 ST^ 47 W * NR 71 * STPl 
24 BA^ 48 PD « STNl 72 • STKl 
^Symbols are identified in Table 11. 
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included in this series but were not in MODEL III, Squared 
terms for all variables except SD, TR, RL, and W were also in­
cluded. Interaction variates included were the 18 found to be 
most significant in the MODEL III series plus 14 less signifi­
cant ones to be retested and one that was not included in 
MODEL III. 
Setting upper limits on the N, P, K, and STNl variables 
had very little effect on the means, simple correlations be­
tween yield and these variables, or between these variables 
and other variables except STPl. The upper limits set for 
STPl and STKl decreased the means from 33*0 to 29.3 lb P/acre 
and from 235.4 to 202.2 lb K/acre. These changes increased 
the simple correlations between these variables and yield and 
other management variables in most cases (Table 22). The 
correlation between STPl and STKl decreased, however. 
The fixed upper limits for the nutrient and soil test 
variables increased the R slightly; in models having the same 
number, but not identical variates, the R^-value for MODEL IV-8 
(Table 23) was 0.62? and that for MODEL III-6 was 0.614 
(Table 20). 
The values of the variables at the maximum or minimum 
yield obtained from MODEL IV-1 and shown in Table 24 did not 
differ from those obtained from MODEL 11-20 (Table 18) except 
for a few of the variables whose values were fixed at upper 
limits. The P variable showed decreasing yields in MODEL IV-1 
but not in MODEL 11-20 although values were changed at only 9 
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Table 22. Changes in the simple correlations involving STPl 
and STKl whose values were set at upper limits, 
MODEL IV series 
r-value 
Between variables MODEL III MODEL IV 
STPl and Y 0.23 0.29 
TR 0.21 0.26 
ST 0.26 0.30 
N 0.39 0.44 
P 0.32 0.37 
K 0.31 0.32 
NR 0.29 0.35 
STKl 0.50 0.45 
STKl and Y 0.08 0.11 
CRW 0.23 0.29 
CBl 0.16 0.23 
NR 0.26 0.27 
sites. Marked changes occurred only for the STPl and STKl 
levels associated with maximum yields. The STPl level was re­
duced to 48 lb P per acre in MODEL IY-1 (in the expected rangs) 
from 162 lb P in MODEL 11-20. The STKl level at the maximum 
yield was reduced to 459 lb K per acre (still higher than ex­
pected) from 1240 lb K in MODEL 11-20. 
Addition of the BA and SD variables (MODEL IV-4, Table 23) 
still had a large effect on the R^-value; the addition of the 
interaction variates did not decrease the effect of the BA and 
SD variables shown in previous models. 
The effect of the very high correlation between the P and 
K rates (r = 0.80) was tested in two alternative models (Table 
23). Deletion of the P variable (P, P^, and P * STKl variates) 
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Table 23. R^-values for selected multiple regressions, 
MODEL IV series 
Model 
no. 
No. of X 
variates Variates R2 
IV-1 35 19 linear and 16 squared (all 
except BA, BA^, and SD) 
0.600 
2 68 All linear, squared, and inter­
action variates except BA, BA^, 
and SD 
0.629 
3 60 Deleted TILE^, EM3V^, and 6 in­
teraction variates from MODEL 
IV-2 
0.629 
4 63 Added BA, BA^ and SD to MODEL 
IV-3 
0.768 
5 54 Deleted 6 interactions from 
MODEL IV-3 
0.628 
6 51 Deleted P variable (P, P^, P * STPl 
variates) from MODEL IV-5 
0.626 
7 51 Deleted K variable (K, K^, K * STKl 
variates) from MODEL IV-5 
0.628 
8 51 Deleted 3 interactions from MODEL 
IV-5 
0.627 
2 decreased thé R slightly and increased the significance of 
the K * STKl interaction. Deletion of the K variable (K, , 
and K * STKl variates) had no effect on the R^ but did in-
2 
crease the significance of the P and P * STPl variates. In 
neither MODEL IV-6 or IV-7 did deletion of one variable change 
the negative effect that the other had on yield. Minimum 
yield at the mean STKl level occurred at about 130 lb K2O per 
Table 24. Calculated 
com yield, 
values of the 
MODEL IV-1 
variables associated with maximum or minimum 
b i Maximum or 
minimum 
Value* 
Variable Linear Squared Coded Decoded 
TR 0.422** M — 
ST 0.627** -0.00120** Max. 261 26,100 stalks/acre 
RL -0.0423* —  —  — —  — —  —  —  
CRW -0.203 -0.00692 —  —  Decreasing at an increasing rate 
CBl 0.795** -0.0437** Max. 9.1 9.1/10 stalks 
CB2 0.258** -0.00283** Max. 56.6 57/10 stalks 
W -0.059** — — — —  —  —  —  
PD 0.337 -0.0138** Max. 12.2 May 2 
N 0.173** -0.000276** Max. 313.0 313 lb N/acre 
P -0.0173 -0,000027 — —  Decreasing at an increasing rate 
K -0.0208 -0.000023 —  —  Decreasing at an increasing rate 
TILE 0.0502 -0.000160 Max. 157 43* to tile line 
NR -1.505** -0.0242** Min. 31 3rd-year com 
PHI 4.814** -0.0346** Max. 69.5 6.95 
STNl 1.129** -0.00686** Max. 82.2 82 lb N/acre 
STPl 1.172** -0.0122**- Max. 48.0 48 lb P/acre 
STKl 0.0303 -0.000033 Max. 459.0 459 lb K/acre 
EM3V -2.346** 0.0294 Min. 39.9 >highest obs. index 
DV 55.23** -5.98** Max. 4.94 >highest obs. index 
determined "by equating dY/clX^ = 0 and solving for 
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acre in MODEL IV-6; at the mean STPl level, the minimum yield 
occurred at about 70 lb 1*2^5 acre in MODEL IV-7. The high 
correlations between N and P (r = 0.69) and N and K (r = 0.53) 
probably are interfering in the evaluation of the effects of 
either P or K in the absence of the other. 
These two variables will be retained in future models so 
that alternative models with each can be tested later. Because 
the STKl values average higher in western Iowa than eastern 
Iowa, the input data should be stratified for different soil 
areas of the state to determine if the relative importance of 
the P and K variables will change. Deletion of manured sites 
also may affect the relationship of P and K with yield. The 
high correlations in this study are due to several factors1 
P and K ratios in the starter fertilizers were relatively 
constant in most cases (1-4-2 to 1-4-4 ratios of N-PgO^-KgO); 
broadcast applications of P and K were frequently of a 1-1 or 
2-1 ratio even in fields where little K was required; the P 
and K in the frequently applied manure was estimated to be a 
1-2 ratio ; and the failure of many farmers, who used constant 
ratios of P to K repeatedly, to apply P and K fertilizers 
relative to the need as indicated by the soil test P and K 
levels. 
Deletion of 2 squared and 15 nonsignificant interaction 
variates decreased the only slightly in the last model 
tested (MODEL IV-8, Table 23) which included 51 variates; the 
regression coefficients are listed in Table 25. The linear 
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Table 25> Multiple regression statistics for corn yield on 
selected linear, squared, and interaction variates, 
MODEL IV-8 
Regression 
Variate coefficient t-value 
TR 0.426? 2.63 
ST 0.4056 3.37 
RL -0.0344 -1.85 
CRW 0.1742 0.68 
CBl 0.7641 1.05 
CB2 0.3131 4.98 
W 
-0.0491 -6.92 
PD 1.3481 2.82 
N 0.1454 2.82 
P 0.0155 0.37 
K -0.0332 -1.33 
TILE 0.0198 2.55 
NR -0.9582 -2.64 
PHI 4.295 5.47 
STNl 1.108 5.11 
STPl 0.0633 0.23 
STKl O.O83O 2.39 
EM3V -4.6086 -2.60 
DV 34.644 3.16 
3^2 
-0.0017 
-5.99 
CRW^ 
-0.0079 -1.54 
CBl^ -0.0308 
-3.38 
CB2^ 
-0.0031 -3.38 
PD^ 
-0.0159 -4.29 
N^ -0.00064 -4.84 
p2 0.00048 1.44 
0.00014 1.01 
NR^ 0.0199 5.08 
PHl^ 
-0.0327 -5.69 
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Table 25. (Continued) 
Varlate 
Regression 
coefficient t-value 
STNl^ -0.0068 -4.43 
STPl^ -0.0098 -7.51 
STKl^ -0.00002 -0.37 
DV^ -4.875 -2.70 
ST * CBl -0.0056 -2.11 
ST * PD -0.0025 -1.97 
ST * N 0.00057 1.93 
CRW * STPl -0.0097 -3.36 
CBl * CB2 -0.0143 -2.53 
N * NR 0.0043 6.90 
N * STNl -0.0016 -3.22 
P * STPl -0.0025 -3.90 
NR * STNl 0.0045 1.74 
PHI * STPl O.OO89 3.03 
EM3V • W -0.0058 -2.24 
EM3V * DV 1.1330 1.65 
DV * ST 0.1614 4.83 
DV * CBl 0.4115 2.05 
DV • PD -0.1984 -1.47 
DV * NR -0.3763 -3.82 
DV * STPl 0.2373 3.84 
DV * STKl -0.0249 -2.14 
Intercept 
-225.96 
Analysis of variance 
-6.55 
Source df SS MS F-ratio 
Total 
Regression 
Residual 
2749 
51 
2698 
2,291,457.36 
1,437,298.84 
854,158.51 
28,182.33 
316.59 
89.02** 
r2 = 1 0.627 
14$ 
or squared terms were significant at the 0.10 level for all 
variables except CRW, P, and K. The K variable, having no 
interaction with other variables, showed a decreasing effect 
on yield to a minimum of about 120 lb K20/acre. 
Of the 18 interaction variates included in MODEL IV-8 
(Table 2$), 1? were significant at the 0.10 level or less. 
Most of the interactions were in the expected direction; these 
will be discussed briefly. The negative ST * CBl and ST • PD 
interactions showed that increasing stand level had more ef­
fect on yield at lower CBl damage and with an earlier planting 
date. The positive ST * N interaction has been observed re­
peatedly. The negative CRW * STPl interaction indicated that 
the yield reduction due to increased com rootworm damage in­
creased as the soil test P level increased; this effect may be 
related to the higher potential yields at the higher soil test 
P levels. The negative CBl * CB2 interaction showed that in­
creasing levels of both accentuated the negative effect in 
yield. 
The positive N • NR interaction showed that the response 
to N fertilizer increased as the N availability from the legume 
in the rotation decreased, as expected. The negative N * STNl 
and P * STPl interactions showed that the responses to both 
nutrients decreased as their soil test levels increased. The 
yield reduction as the corn was further removed from the 
legume in the rotation was less at higher STNl than at lower 
STNl levels as was shown by the positive NR * STNl interaction. 
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The positive PHI * STPl interaction indicated that the in­
crease in yield with increasing soil test P level was greater 
as the soil pH increased; this effect may reflect the effect 
of soil pH on the P extracted by the Bray No. 1 soil test. 
The EM3V variable had a negative interaction with W (weed 
level) which indicated that the detrimental effect of BM3V on 
yield was accentuated as the weed growth increased. The posi­
tive interaction between EM3V and DV indicated that the adverse 
effects on yield of excess moisture early in the growing sea­
son were more severe if moisture stress developed later. 
The moisture stress variable (DV) was involved in more 
interactions than any of the other variables. The positive 
DV * ST and DV * STPl interactions showed that the positive 
effects of increasing stand level and soil test P levels on 
yield were increased as moisture stress decreased (as DV 
increased in magnitude). The positive DV * CBl interaction 
indicated that the negative effect of CBl on yield was in­
creased as moisture stress increased. The negative effects of 
delayed planting date and an increased NR code (further away 
from the legume in the rotation) became more negative as mois­
ture stress decreased (as DV increased in magnitude) as shown 
by the negative DV * PD and DV * NR interactions. These ef­
fects are different from what is usually expected but may be 
related to larger yield reductions from delayed planting or of 
corn further from the legume if the potential yield is higher 
(no moisture stress) than if lower with stress. The negative 
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DV * STKl interaction indicates that the yield increase due to 
increasing soil test K level is greater with stress than with­
out moisture stress. 
For combining weather and management variables with the 
soil variables in the next models, the testing in the MODEL IV 
series shows that 21 linear variates (including BA and SD), 
16 squared variates (including BA^ and SD^), and 18 interac­
tion variates should be retained for further testing. In 
addition, four interactions (P * PHI, CRW * STKl, NR • PHI, and 
DV * CRW) possibly deleted prematurely or overlooked should be 
included. 
Soil Variables Affecting Com Yield 
The effects of soil variables on com yield will be 
studied in this section. The most important ones will be 
tested with the weather and management variables to determine 
which ones should be included in the final yield prediction 
equation. 
Two methods were used for studying the effect of soil 
variablesI (1) site stratification was performed by grouping 
sites of uniform weather and management conditions and a multi­
variate statistical technique (path analysis) was used on each 
of the groups selected by assuming and testing a corn yield -
soil factor causal model, and (2) a multiple regression model 
containing weather, management, and soil variables for all 
sites was used to study the effects of the soil variables by 
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adjusting corn yields for the effect of the selected weather 
and management variables, and selection of soil variables was 
accomplished by deletion of nonsignificant variables. 
MODEL V series 
The experimental units for the present study were from 
counties selected to represent major soil association areas 
in the state; data were obtained from all sites, counties, and 
years since 1962^. As explained in the Materials and Methods 
section, a two-way analysis of variance for years and counties 
as sources of variation was made using the average values of 
the sites in each county and year for the weather and manage­
ment variables. The basic assumption in the analysis of vari­
ance for each of the weather and management variables was that 
a county * environment (year) interaction exists which is 
represented by a bundle of straight lines corresponding to each 
of the counties studied and differing from each other in both 
intercept and slope. 
Analyses of variance of yield, weather, and management 
variables are shown in Table 26. In general, the mean squares 
for slopes were highly significant with respect to that denoted 
"residual". Thus, the county * environment (years) interac­
tion is largely due to differences in slope (obtained by re­
gressing county means of the variable on the overall (state) 
mean of the same variable for each of the nine years). This 
^The project was initiated in 1957 in two counties and 
counties were added each year until I962 when the 15th county 
was added. 
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Table 26. Analysis of variance for determining county by 
environment interaction effects on corn yield, 
weather, and management variables, MODEL V series 
Source®- df -Mean square for variable-
Yield ST BA 
County (C) 
Environment (£) 
C * E 
Slopes 
Residual 
County (C) 
Environment 
C * E 
Slopes 
Residual 
(E) 
14 1092.90 1300.19 
8 1524.81 5097.87 
112 162.19 99.10 
14 973.13 340.89 
98 46.33 64.55 
CB2 W 
14 340.92 696.54 
8 803.55 3021.50 
112 91.47 534.07 
14 204.90 854.51 
98 75.27 488.29 
14.18 
27.61 
8.14 
55.33 
1.89 
PD 
41.65 
145.88 
7.85 
27.63 
5.02 
CRW 
24.70 
29.49 
4.51 
7.22 
4.12 
NR 
42.53 
83.43 
9.86 
N 
County (C) 14 
Environment (E) 8 
C * E 112 
Slopes 14 
Residual 98 
1173.81 
15955.67 
263.24 
1537.30 
81.22 
doe'.ll 
105.43 
447,01 
56.63 
5991.73 
4405.25 
291.17 
698,80 
232.93 
STNl 
227.36 
101.08 
7.92 
22.20 
5.89 
County (C) 14 
Environment (E ) 8 
C * E 112 
Slopes 14 
Residual 98 
STPl 
96.49 
608.19 
26.70 
111.16 
14.64 
STKl 
33528.94 
2200.62 
528.71 
59.21 
595.78 
EM3V 
8.03 
8.77 
0.88 
1.69 
0.77 
DV 
0.22 
0.26 
0.09 
0.55 
0.05 
P-values for significance at the 0.05 and 0,01 levels 
for testing slopes ms (14 df)/residual ms (98 df) are 1.79 and 
2.26, respectively. 
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means that systematic variation in years in each of the 
variables produced a different slope for each of the counties 
studied. 
From the results of the analysis of variance in Table 26, 
it was assumed that by grouping counties in strata of uniform 
weather and management factors (having about equal slopes), 
yield variations between sites through the years for a group 
of counties will be due mostly to soil variations. 
A grouping procedure was used by plotting the slope of 
each county on the overall mean value from all counties for 
each year. This procedure was used for each of the selected 
weather and management testers. Another similar procedure 
was used by plotting county mean values on the overall state 
mean value for each year over the period of years (I962-I97O). 
Figures 8, 9, and 10 give a graphical summary of the procedures 
for grouping counties for the ST, DV, and yield variables; this 
graphical method was performed on each of the selected weather 
and management variables from the MODEL IV series. 
Two groups of counties with assumed uniform weather and 
management conditions were finally selected from the plotting 
procedure. Group I included Bremer, Clay, Payette, Hamilton, 
Howard, Keokuk, Linn, and Muscatine counties, mostly from the 
eastern and central areas of the state. This group included 
soils from the following major soil association areas1 Galva-
Primghar-Sac, Clarion-Nicollet-Webster, Tama-Muscatine, Fayette, 
Clinton-Keswick-Lindley, Otley-Mahaska-Taintor, Dinsdale-Tama, 
Figure 8. Plotting procedure for grouping counties on uniform 
stand levels. Top diagram, slopes of individual 
counties (b^) vs overall (ST) means. Bottom dia­
gram, linear trends for county means for ST vs 
overall (ST) means 
County code: 
Group I 
9 Bremer 
21 Clay 
Payette 
4o Hamilton 
45 Howard 
Keokuk 
Linn 
70 Muscatine 
II
'â 
57 
Group II 
2 Adams 
Cass 
Crawford 
4) Harrison 
60 Lyon 
93 Wayne 
97 Woodbury 
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Figure 9. Plotting procedure for grouping counties on 
uniform moisture stress conditions. Top diagram, 
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means. Bottom diagram, linear trends for county 
means for DV vs overall (DV) means 
County code I same as Figure 8 
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Cresco-Lourdes-Clyde, and Kenyon-Floyd-Clyde. Group II in­
cluded Adams, Cass, Crawford, Harrison, Lyon, Wayne, and 
Woodbury counties, mostly from the southern and western areas 
of the state. This group included soils from the following 
major soil association areasi Moody, Galva-Primghar-Sac, 
Luton-Onawa-Salix, Monona-Ida-Hamburg, Marshall, Shelby-
Sharpsburg-Macksburg, and Adair-Seymour-Edina. 
Analysis of variance shown in Appendix Table Al6 was 
performed on each of the weather and management variables to 
produce evidence and to evaluate the grouping procedures; there 
were highly significant differences between the means of the 
two groups for most of the variables except PD (planting date). 
The interaction between group and environment (years) was 
hi^ily significant for most of the variables, which shows dif­
ferent trends between the groups over the environments, as 
shown in Figures 8, 9, and 10 for ST, DV, and yield. 
The differences between slopes and mean values for the 
two groups are shown in Tables 2? and 28 for the weather and 
management variables studied. In general, the following 
occurred for soils of Group I as compared to those of Group II# 
the com plant was subjected to less excess moisture and mois­
ture stress conditions; this group of soils had higher stand 
levels (ST), higher P and K nutrient rates, higher STNl and 
STPl levels, and lower PHI values and STKl levels; and the 
plants were less subjected to adverse conditions such as CRW, 
CBl, and CB2 and had fewer barren stalks (BA). 
Table 2?. Linear trends relating county means on overall (state) means for weather 
and management variables, Group I, MODEL V series 
Regr. coef. •Variable Group I-
Yield ST BA CRW CB2 W 
^0 -29.73 -7. 54 2.21* 0.40 2.49 10.24 
1.38** 1.11** 0.42* 0.88** 0.59** 0.75** 
0.38 0., 81 0.05 0.25 0.17 0.21 
Mean value 116.36 169.86 4.48 13.72 11.28 51.02 
PD MR N P K STNl 
^0 -4.25 —111 78 -10.44 -4.61 -2.70 0.86 
1.18** 1..04** 1.17** 1.24** 1.45** 1.01** 
0.47 O..33 0.84 0.82 0.53 0.21 
Mean value 22.77 23.59 92.87 62.63 71.61 64.81 
STPl SÎPK1 EM3V DV PHI 
^0 -4.19 61.88 0.26 3.09 5.88 
1.14** 0.46** 0.73** -0.25 0.89 
R^ 0.63 0.14 0.30 0.05 0.04 
Mean value 33.57 155.73 1.20 2.47 64.47 
Table 28» Linear trends relating county means on overall (state) means for weather 
and management variables, Group II, MODEL V series 
Regr. coef. •Variable Group II-
Mean value 
Yield 
22.23 
0.73** 
0.19 
103.11 
ST 
11.50 
0.85** 
0.69 
147.77 
BA 
-0.87 
1.31** 
0.32 
6.13 
GRW CB2 
-0.80 
1.14** 
0.29 
16.36 
—6.08 
1.77** 
0.50 
20.03 
w 
-8.73 
1.24** 
0.32 
58.57 
PD NR 
Mean value 
3.04 
0.85** 
0.41 
22.65 
2.01 
0.94** 
0.25 
24.85 
N 
10.91 
0.81** 
0.65 
82.72 
2.70 
0.77** 
0.58 
44.65 
K 
5.98 
0.45** 
0.23 
29.12 
STNl 
7.75 
0.85** 
0.14 
60.94 
Mean value 
STPl 
6.79 
0,75** 
0.41 
31.65 
STKl 
223.81** 
0.14 
0.04 
250.96 
EM3V 
-0.34 
1.56** 
0.29 
1.67 
DV 
-2.96** 
2.20** 
0.49 
2.36 
PHI 
25.38 
0.61 
0.01 
65.21 
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It is evident from Figure 10 that differences between the 
slopes in the two groups for corn yield are largely influenced 
by soil differences, weather, and management variables. By 
grouping soils based on similar weather and management condi­
tions, minimum interactions between weather, management, and 
yield could hence be expected. The observations within each 
group should represent fairly homogeneous populations with 
respect to the weather and management variables, and variations 
in yields within groups are assumed to be mostly due to soil 
differences. This effect of soil variables on yield variations 
will be discussed in the MODEL VZ and VII series. 
MODEL VI series 
The purpose of this series of regressions was to study the 
effects of selected soil variables on yield variations in each 
of the two groups of soils obtained by the plotting method in 
the MODEL V series. The soil variables selected were described 
in the Materials and Methods section. The symbols, means, and 
ranges for the variables, including the total number of obser­
vations, are shown in Table 29. 
The soil characteristics selected included those variables 
collectively defined as being associated with the soil type and 
assumed to influence yield. These factors included! soil 
slope characteristics, degree of erosion, moisture-holding 
properties of the profile, amount and distribution of organic 
carbon and clay, native vegetation, pH distribution, available 
P and K distribution, and parent material. Included with the 
Table 29. Symbols, means, and ranges for soil variables used in soil, weather, and 
management characterization, MODEL VI series 
Symbol Variable Mean Range 
PAWC Plant available water capacity, (in HgO/S ft) * 10 
SL % slope of site area 
ASPECT Aspect, direction of slope, coded 1 to 9 
TWP Location, township no. 
RANGE Location, range no. 
SLCONF Slope configuration, coded 1 to 6 
EROS Erosion class, coded 0 to 3 
DA Depth of A horizon (A1 + A2 + A3) in inches 
OCl % organic carbon of 0-7" layer, ^  OC * 10 
002 % organic carbon of 7-20" layer, $5 00 * 10 
DRAIN Natural internal drainage, coded 10 to 90 
PERM Subsoil permeability, coded 10 to 90 
CPL % clay in plow layer 
OMAX Maximum % clay below plow layer 
CAV Average % clay in 60" profile 
DCMAX Depth to midpoint of horizon(s) with maximum 
% clay, inches 
SUBGRP Subsoil group rating for crop growth, coded 0 to 6 
BIO Biosequence, coded 1 to 5 
TERR Site location on landscape, terrace (dummy variable) 
BOTT Site location on landscape, bottomland (dummy var.) 
BDl Bulk density of 15-30" layers, (BDl-1.00) * 100 
BD2 Bulk density of 30-40" layers, (BD2-1.00) * 100 
STRUCT Subsoil structure in B horizon or zone of meiximum 
development, coded 1 to 7 
PMT Parent material, till mapping unit (dummy variable) 
PMP Parent material, paleosol or gumbotil (dummy variable) 
PMI/T Parent material, loess < 60" over till (dummy var.) 
99.3 25 - 126 
4.19 0 — 20 
4.61 1 — 9 
85.0 67 - 99 
26.7 0 - 49 
3.24 1 — 6 
1.16 0 - 3 
15.3 0 - 60 
21.5 4 - 50 
12.6 2 - 32 
43.5 10 - 90 
55.1 10 - 90 
26.4 5 - 58 
32.5 4 - 65 
27.1 4 - 60 
21.9 6 — 58 
2.31 0 6 
4.67 1 - 5 0.07 0 - 1 
0.12 0 - 1 
36.7 20 - 62 
45.2 25 - 75 
4.06 1 — 7 
0.24 0 1 
0.03 0 - 1 
0.06 0 - 1 
^Number of observations = 2750. 
Table 29. (Continued) 
Symbol Variable Mean Range 
FML Parent material, loess >60" (dummy variable) 0.49 0 1 
PMS Parent material, <60" to sand (dummy variable) 0.09 0 - 1 
PMR Parent material, <60" to bedrock (dummy variable) 0.005 0 - 1 
DPM° Depth to or thickness in parent material 19.7 0 — 60 
PHMIN Minimum pH below plow layer, pH * 10 63.0 50 — 85 
DPHMIN Depth (inches) to midpoint in PHMIN 14.0 6 — 51 
THPHMIN Thickness (inches) of minimum pH zone 8.89 2 — 46 
DGALb Depth to top of carbonate horizon 12.7 0 — 54 
PH2 pH of 10-20" zone * 10 64.9 48 — 85 
PH3 pH of 30-42" zone * 10 69.9 50 — 85 
PH4 pH of 42-60 zone * 10 71.2 50 — 85 
STP2 Available P of 10-20" zone, lb P/acre 6 in. 14.5 4 - 99 
STP3 Available P of 30-42" zone, lb P/acre 6 in. 18.5 3 — 98 
STK2 Available K of 12-24" zone, lb K/acre 6 in. 57.14 13 — 300 
DPMT DPM • PMT (transformed variable) 9.37 0 — 60 
DPMP DPM * PMP (transformed variable) 1.31 0 — 55 DPMI/T DPM * PMI/T (transformed variable) 1.50 0 — 49 
DPML DPM * PML (transformed variable) 3.76 0 — 54 
DPM3 DPM • PMS (transformed variable) 2.53 0 — 60 DPMR DPM * PMR (transformed variable) 0.10 0 - 38 
^Coded 60"-depth; > 60" = 0. 
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soil variables were the location variables, township and range 
numbers within the state, and upland, terrace, and bottomland 
locations on the landscape. Also included were depths to, or 
thicknesses of, some of the following soil characteristics: 
thickness of the A horizon (DA); depth to the midpoint of the 
maximum clay horizon (DCMAX); depth to, or thickness of, a 
characteristic in the till, paleosol, thin loess over till, 
deep loess, sandy, and shallow bedrock soils (DPM); depth to the 
midpoint of the minimum pH horizon (DPHMIN)j thickness of the 
minimum pH horizon (THPHMIN)i and depth to the top of the cal­
careous horizon (DCAL). Variates were included for the CMAX * 
DCMAX, PHMIN * DPHMIN, and PHMIN * THPHMIN interactions. 
Transformed variates for DPMT, DPMP, DPMI/T, DPML, DPMS, and 
DPMR were also included by multiplying the 0 or 1 of the 
corresponding dummy variables for the parent material by the 
depth to, or thickness of, the parent material characteristic. 
The means and standard deviations for the soil variables 
in each of the two groups are presented in Table 30. Compari­
sons between mean values of the two groups showedi PAWC was 
higher in Group II (higher percentage of deep loess soils); 
SL was greater in Group II; EROS was greater in Group II (means 
minimize the fact that most overwash units coded "0" were in 
Group II); DA, OCl, and 0C2 were greater in Group I; DRAIN was 
a little poorer in Group I; PERM was slightly slower in Group 
II (more slowly permeable paleosols and bottomland units plus 
the slowly permeable Seymour-Edina soils of Wayne County 
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Table 30, Means and standard deviations (SD) for yields and 
soil variables, Groups I and II, MODEL VI series 
Group I^ Group 11^ 
Variates Mean SD Mean SD 
Y 106.00 30.00 99.00 30.50 
PÂWC 90.50 19.00 109.00 13.00 
SL 2.94 2.64 5.50 4.60 
ASPECT 4.80 2.40 4.40 2.30 
TWP 87.40 7.70 82.40 9.20 
RANGE 14.90 10.80 39.10 7.00 
SLCONP 3.30 1.10 3.20 1.20 
EROS 1.08 0.37 1.26 0.69 
DA 16.00 6.50 14.50 10.60 
OCl 24.00 8.60 18.80 5.50 
0C2 13.30 5.80 11.70 5.60 
DRAIN 46.00 16.10 40.70 14.40 
PERM 54.40 11.10 56.00 16.20 
CPL 25.30 6.70 27.70 6.10 
CMAX 31.20 7.30 34.00 10.00 
CAV 25.70 7.00 28.50 8.20 
DCMAX 23.60 9.50 20.00 11.50 
SUBGRP 2.10 1.20 2.30 1,80 
BIO 4.40 1.10 4.90 0.28 
TERR 0.10 0.30 0.05 0.21 
BOTT 0.05 0.22 0.20 0.40 
BDL 41.20 9.20 29.60 9.60 
BD2 53.80 12.40 35.80 11.80 
STRUCT 3.80 1.00 4.30 1.30 
PMT 0.43 0.49 0.04 0.19 
PMP 0.01 0.08 0.05 0.22 
PML/T 0.08 0.27 0.04 0.20 
PML 0.25 0.43 0.57 0.50 
PMS 0.13 0.33 0.03 0.17 
PMR 0.01 0.10 0.00 0.00 
DPM® 26.30 17.50 10.20 17.20 
PHMIN 60.30 6.80 66.00 8.00 
^Group I includes 1434 observations from Bremer, Clay, 
Fayette, Hamilton, Howard, Keokuk, Linn, and Muscatine counties. 
^Group II includes 1316 observations from Adams, Cass, 
Crawford, Harrison, Lyon, Wayne, and Woodbury counties. 
®Coded 60"-depth} >60" = 0. 
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Table 30. (Continued) 
Group I Group II 
Variates Mean SD Mean SD 
DPHMIN 15.40 7.20 12.55 6.40 
THPHMIN 9.40 4.90 8.40 5.00 
DCAL® 10.10 14.00 16.10 20.40 
PH2 62.10 7.00 68.00 7.80 
PH3 67.90 9.30 72.10 7.90 
PH4 71.60 9.30 74.90 7.20 
STP2 15.40 13.30 13.70 10.00 
STP3 19.00 19.10 17.90 15.60 
STK2 39.20 36.20 76.70 49.50 
DPMT 16.10 19.60 2.05 10.70 
DPMP 0.40 4.60 2.29 10.10 
DPML/T 2.27 8.10 0.68 3.70 
DPMI 3.26 9.00 4.32 10,60 
DPMS 4.06 12.20 0.87 5.30 
DPMR 0.25 2.70 0.00 0.00 
occurred in Group II); CPL, CMAX, and CAV were higher in Group 
II (reflecting the factors affecting PERM and the presence of 
fewer loamy terrace units underlain with sand); BIO showed 
that although prairie units were dominant in both groups, more 
forest and transition soils occurred in Group I; more TERR 
soils occurred in Group I (many in Group II were not underlain 
with sand); more BOTT soils occurred in Group II; BDl and BD2 
were considerably higher in Group I, reflecting a much higher 
percentage of till soils; PHMIN, PH2, PH3, and PH4 were higher 
and DPHMIN and DCAL were less in Group II; STP2 and STP3 were 
slightly higher in Group I (more forest soils with high subsoil 
P and fewer calcareous subsoil horizons with low subsoil P in 
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Group I)J STK2 was markedly higher in Group II; and many more 
PMT (till-derived) soils, fewer PMP (paleosol) soils, more 
PMI/T (shallow loess over till) soils, many less PML (deep 
loess) soils, more FMS (shallow to sand) soils, and more PMR 
(shallow to bedrock) soils occurred in Group I than in Group II. 
Only slight differences between mean values of the two 
groups were observed for ASPECT, SLCONF, SUBGRP, and STRUCT 
(Table 30), All of the transformed variables (parent material 
code * depth to a parent material characteristic) showed the 
same differences as their respective parent materials did 
between the two groups, except the DPML variable. 
Correlations between com yield and the soil variables 
for each group are given in Appendix Tables AI7 and A18. The 
simple correlations between soil variables are presented in 
Appendix Table AI9. The high correlations between some of the 
soil variables showed that several variables were, in fact, 
duplicating or nearly duplicating the measurements of other 
closely associated ones. This was particularly evident in the 
same measurements from different horizons or zones in the soil 
profile, such as OCl and 0C2, CMAX and CAV, BDl and BD2, and 
the soil pH variables, PHMIN, DCAL, PH2, PH3, and PH4. Others 
were highly intercorrelated because of their relationship to 
soil texture or parent material, such as PAWC, BDl, BD2, 
DRAIN, PERM, and SUBGRP. The organic matter related variables, 
not as highly intercorrelated as some of the others, included 
SL, SIAONF, EROS, OCl, 0C2, DA, and DRAIN. The correlations 
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between the same variables frequently varied considerably 
between the two groups of counties and sign reversals also 
occurred. 
One should keep in mind that a correlation analysis may 
be meaningless and may not be interpreted correctly unless the 
information given by the correlations is supplemented with the 
practical knowledge of causal relationships which has been 
gained by experience. It is well known that such causal re­
lationships exist between soil parameters and between soil 
parameters and com yields. The use of the normal regression 
models to interpret such relationships is open to certain 
objections. One of the most important of these is that in 
these models an assumption is made that the so-called indepen­
dent variables do not influence each other. In many cases, 
however, this assumption is not valid; this is particularly 
the case in investigations of soil-plant relationships. Be­
cause of such relationships, a direct effect as well as in­
direct effects throu^ other variables exist between a soil 
variable and com yield. The use of the multivariate statis­
tical technique known as Path Analysis makes allowance for the 
direct and indirect effects of the variables on yield. 
The principles of path analysis were discussed in the 
Materials and Methods section. This method will be used to 
establish the causal relationships between soil factors and 
corn yield for each of the soil groups. 
The starting point in path analysis is a model consisting 
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of a causal, linear system with primary causes (soil variables) 
and effect (yield). The large number of soil variables in this 
study (40, not including the transformed parent material vari­
ables) made it necessary to modify somewhat the standard path 
analysis procedure described in the Methods section. Initially, 
a regression model for each group of soils was computed with 
yield as the dependent variable and all soil variables included 
as independent factors; then, structural path models were con­
structed on the set of selected variables. 
The regression statistics for the full models in the two 
2 groups are shown in Table 31* An R of 0.22 was obtained for 
the soils of Group I; significant regression coefficients were 
obtained for 81, RANGE, EROS, 002, CAV, BIO, BD2, DCAL, STK2, 
and the parent material variables DFMT, DPMI/T, and DPMS. An 
of 0.19 was obtained for Group IIj many of the variables 
that were significant for Group I were also significant in 
Group II, except SI, RANGE, EROS, DCAl, STK2, and DPMI/T; 
additional significant variables in Group II included PAWC, 
TWP, SICONP, DA, 001, PERM, CMAX, TERR, BOTT, BDl, DPHMIN, 
THPHMIN, DPMP, DPMI and the interactions PHMIN • DPHMIN and 
PHMIN • THPHMIN. 
Subsequent models were run from the full model to select 
important soil variables and to test highly correlated groups 
of variables, such as the soil pH (PHMIN, DPHMIN, PH2, PH3, 
PH4, and DCAl), clay (CPl, CMAX, CAV, DCMAX), bulk density 
(BDl, BD2), organic carbon (OCl, 002), subsoil P (STP2, STP3). 
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Table 31. Multiple regression statistics for com yield on 
soil variables, Groups I and II. MODEL VI series 
Partial regression coefficient 
Variate* Group I Group II 
PAWC 22.92 -160.05** 
SL 1.48** -0.18 
ASPECT -0.55 -0.080 
TWP —0,18 -0.80** 
RANGE -1.03** -0.15 
SLCONP 2.06 2.21* 
EROS 9.82** -1.22 
DA -0.23 -0.92** 
OCl -0.11 1.01** 
0C2 0.89* 1.14* 
DRAIN -0.19 -0.16 
PERM -0.50 -0.62* 
CPL 0.58 0.051 
CMAX 0.73 2.67** 
CAV 
-0.92* -2.94** 
DCMAX 0.38 0.65 
SUBGRP 0.85 -4.15 
BIO 3.48** 8.33** 
TERR 1.69 
-9.35* 
BOTT 1.10 14.27** 
BDl 0.50 1.47* 
BD2 
-0.79* -2.83** 
STRUCT -1.34 -0.58 
PKMIN -0:42 
-0.93 
DPHMIN 0.86 -4.06** 
THPHMIN 1.70 6.61** 
DCAL 0.26* 
—0# 18 
PH2 0.S6 0.49 
PH3 -0.49 0.54 
PH4 0.26 -0.24 
STP2 -0.056 0.22 
STP3 0.007 0.075 
STK2 0.049* -0.041 
CMAX * DCMAX -0.013 -0.012 
DPMT 0,31* 0,48** 
DPMP -0.12 0.69** 
DPML/T 0.47** 0.36 
DPML 0.071 0.17* 
^Symbols are identified in Table 29. 
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Table 31. (Continued) 
Partial regression coefficient 
Variate Group I Group II 
DFMS 
DPMR 
PHMIN * DPHMIN 
PHMIN * THPHMIN 
Intercept 
-0.54** 
-0.45 
-0.012 
-0.022 
136.792 
-1.99** 
—b 
0.067** 
-0.097** 
376.22 
R^ 0.219 0.190 
F 9.27** 7.29** 
^No observations for DPMR in Group II. 
and the parent material variables. The alternative models for 
the two groups are shown in Appendix Tables A20 and A21. 
The criterion used for selecting the variables from the 
full model was mainly the significance probability of each re­
gression coefficient. Variables with regression coefficients 
having t-values at the 0.10 level were selected; the values of 
the standard partial regression coefficients also were con­
sidered. Comparisons between standard partial regression co­
efficients for this case were assumed to be more convenient 
than between ordinary sample regression coefficients because 
no specific dimensions are used in the standardized data and 
because conclusions were to be drawn for each of the two 
groups studied in the MODEL VI series. 
The final models selected from the full models (Appendix 
Tables A20 and A21) are shown in Tables 32 and 33 for Groups I 
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Table 32. Multiple regression statistics and total direct and 
indirect effects on yield of selected soil vari­
ables, Group I, MODEL VI series* 
Standard 
partial 
Partial regr. coef. 
Variable regr. coef. (PIJ) TIE 
PAWC 19.831* 0.127 0.048 
SL 0.809* 0.071 -0.001 
TWP -0.225 -0.058 -0.141 
RANGE -0.745** -0.268 0.027 
EROS -8.999** -0.111 0.036 
DA -0.0005 -0.0001 0.040 
OCl 0.162 0.047 -0.127 
DRAIN -0.201* -0.108 0.077 
CPL 0.461 0.104 0.104 
CMAX -0.820** -0.200 0.185 
BIO 5.141** 0.197 0.146 
BD2 -0.501** -0,208 0.086 
PHMIN -0.018 -0.004 0.090 
DPHMIN 0.433** 0.104 0.002 
STP3 -0.006 -0.004 0.144 
STK2 0.041* 0.049 0.072 
DPMT 0.243** 0.159 -0.168 
DPMI/T 0.368** 0.100 -0.035 
DPMS -0.369** -0.150 0.017 
Intercept 139.638 
R^ .191 
Analysis of variance 
Source df SS MS F-ratio 
Total 1433 1,285,487 
Regression 19 245,498 12,921 17.6** 
Residual 1414 1,039,988 735 
®MODEL VI-18, Appendix Table A20. 
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Table 33. Multiple regression statistics and total direct and 
indirect effects on yield of selected soil vari­
ables, Group II, MODEL VI series^ 
Standard 
partial 
Partial regr. coef. 
Variable regr. coef. (Pij) TIE 
PAWC -71.973** -0.303 0.408 
SL -0.212 -0.032 -0.067 
TWP -0.900** -0.271 0.166 
RANGE 0.619 0.142 -0.150 
EROS -2.255 -0.051 -0.108 
DA -0.370** -0.129 0.265 
OCl 1.250** 0.226 -0.118 
DRAIN -0.422** -0.198 0.105 
GPL -0.488* -0.098 0.051 
CMAX -0.256 -0.084 0.069 
BIO 6.428* 0.060 0.049 
BOTT 16.824** 0.221 -0.115 
BD2 -0.685** -0.265 0.128 
PHMIN 
-0.478* -0.125 0.041 
DPHMIN 0.419** 0.087 0.064 
STP3 0.144* 0.074 0.136 
STK2 -0.029 -0.047 0.147 
DPML 0.141 0.049 -0.015 
DPMS -1.069** -0.186 0.139 
Intercept 268.189 
0.126 
Analysis of variance 
Source df SS MS F-ratio 
Total 1315 1,226,136 
Regression 19 154,927 8,154 9.9** 
Residual 1296 1, 071,209 826 
®MODEL VI-16, Appendix Table A21. 
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and II, respectively. The contribution of important soil 
variables to explaining com yield variations was less (R = 
0.19 and 0.13 for Groups I and II, respectively) than the con­
tribution of weather and management variables, as discussed in 
the MODEL II to IV series. The general soil type characteris­
tics which significantly influenced yields in the two groups 
(Tables 32 and 33) were PAWG, SL (Group I), EROS (Group I), DA 
(Group II), DRAIN, GPL (Group II), CMAX (Group I), BIO, BD2, 
and the parent material variables, DPMT (Group I), DPMI/T 
(Group I), and DPMS. Fertility variables significantly influ­
encing yield were OCl (Group II), PHMIN (Group II), DPHMIN, 
STP3 (Group II), and STK2 (Group I). Location variables which 
had significant effects were BOTT (Group II), TWP (Group II), 
and RANŒ (Group I). 
In constructing the causal models, it was assumed, as 
stated previously, that associations between yield and many of 
the soil factors were indirect rather than direct, due to a 
high degree of association between the soil variables. The 
magnitudes of the direct effect (P. .) and total indirect effect 
i J 
(TIE) from each of the significant soil variables in both soil 
groups are given in Tables 32 and 33. Appendix Tables A17 and 
A18 show the simple correlation coefficients between yield and 
soil variables from which the TIE values were obtained. 
Structural equations for a causal model were constructed 
for all of the soil variables from Tables 32 and 33» except for 
the location variables, TWP and RANGE, which were related to 
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most of the soil factors without clear causal relationships, 
and for BOTT which was a dummy variable (not an interval scale) 
to determine the effect of landscape position on yield. The 
SL, BIO, DPMT, DPMI/T, DPML, and DPMS variables were used as 
the starting point for the model; they were considered to be 
caused entirely by factors outside of the model. These factors 
have no causal interrelationships and were considered to in­
fluence yield indirectly mostly through the remaining selected 
soil variables. Both the direct and indirect effects of the 
other selected variables on com yields were tested. No at­
tempt was made to draw the complete path diagram to show these 
relationships because the number of variables would make it 
difficult to understand the path model. Instead, path coeffi­
cients for the postulated structural set of equations are 
given in Tables 3^ and 35» where the rows represent the direct 
and indirect effects of the soil variables on yield and the 
columns represent the structural equations for the causal re­
lationships between soil variables and between soil variables 
and com yield. Appendix Tables A22 and A23 show the partial 
regression coefficients from which the path coefficients were 
obtained. 
As discussed previously, the primary purpose of the path 
models was to study the effects of the most important soil 
factors directly or indirectly related to com yield (Tables 
34 and 35)* These effects are summarized as follows* 
Table 34. Structural equations and path coefficients for causal rela­
tionships between soil variables and corn yield, Group I, 
MODEL VI series 
Dependent varlate 
Variates PAWC EROS DA OCl DRAIN CPL 
SL 
BIO 
DPMT 
DPML/T 
DPMS 
PAWC 
EROS 
DA 
OCl 
DRAIN 
CPL 
CMAX 
BD2 
PHMIN 
DPHMIN 
STP3 
STK2 
1 
.071** 
-.064** 
.476** 
• .488** 
415** 
-.299** 
.116** 
.213** 
.151** 
.291** 
.370** -.018 
.571** 
-.342** 
.089** 
.091** 
-.140** 
-.251** 
.405** 
.305** 
.363** 
.286** 
.061** 
.572** 
.277** 
.597 .364 .338 .655 .573 .534 
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Dependent varlate 
CMAX BD2 PHMIN DPHMIN STP3 STK2 Yield 
-.167** .096** -.078** .083* 
.159** .060** .018 -.308** -.324** .156** .272** 
-.417** .894** -.124** -.122** -.279** -.086* 
-.036 .306** .014 -.024 -•080** 
-.699** .281** .002 -.122** 
.275** 
- .068 
,165** ,378** 
.110** -.101** .048 -.117** 
.004 .093** -.125** .036 -.023 
.690** -.277** -.171** 
.088* 
-.146** .093* 
-.126** -.108** 
-.119** 
.294** 
-=036 
-.009 
.134** 
-=234** 
.110** 
-.049 
.139** 
.107** 
.055* 
.531 .785 .350 .327 .624 .057 .136 
Table 35. Structural equations and path coefficients for causal relation­
ships between soil variables and corn yield. Group n, MODEL 
VI series 
Dependent variate 
Variate PAWC EROS DA OCl DRAIN CPL 
SL 
BIO 
DPML 
DPMS 
PAMC 
EROS 
DA 
OCl 
DRAIN 
CPL 
CMAX 
BD2 
PHMIN 
DPHMIN 
STP3 
STK2 
.069** 
.028* 
.191** 
-.262** 
-.770** 
.620** -.050* 
.038 .013 
-.280** -.225** 
.067** 
.032 
-.049** 
.658** -.392** 
.017 
.643** 
.353** 
.034 
.033 
,144** 
.136** 
R .739 .388 .478 .386 .581 .094 
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Dependent variate 
CMAX BD2 PHMIN DPHMIN STP3 STK2 Yield 
-.396** -.163** -.036 .016 
-.055* .022 .120** -.162** -.060* -.072** .046 
.081** -.052** -.045* -.027 -.078** 
-.227** .344** -.089** -.036 .094** .101** 
.243** .106** -.140** 
-.011 -.074* -.156** -.099* 
-.150** .542** .034 .324** -.060 
-.261** -.283** .091* 
-.065 
.084** -.083* 
.586** -.460** .088** .187** .021 
-.218** 
-.302** .272** -.058* 
.309** .076* .089** 
.141** 
.043* 
.194 .392 .366 .272 .284 .289 .086 
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SL Had a significant direct effect on yield only 
in Group I; had significant indirect effects on 
yields in both groups, however, through EROS, DA, 
OCl, DRAIN,GPL, CMAX, PHMIN, and DPHMIN. 
BIO Had a significant direct effect in Group I and 
affected yield indirectly through most of the 
variables; it did not have a significant direct 
effect in Group II but had indirect effects throu#i 
OCl, CMAX, PHMIN, DPHMIN, STP3, and STK2. 
PAWC Had a hi^ly significant direct effect on yield 
in both groups I its indirect effect was mainly 
through STP3 and STK2 availability. 
EROS Had a greater direct effect on yield in Group I 
than in Group II; it had highly significant in­
direct effects through PAWC, DA, CPL, CMAX, and 
STP3 in Group I and through PAWC, DA, OCl, CPL, 
STP3. and STK2 in Group II. 
DA Had no direct effect on yield in either group? 
however, it explained variations in DPHMIN and 
STP3 in Group I and in PAWC, PHMIN, DPHMIN, and 
STK2 in Group II. 
OCl Had a significant direct effect in both groups; it 
also explained variations in PAWC, PHMIN, and 
DPHMIN in both groups. 
DRAIN Had a significant direct effect only in Group I 
and explained most of the variation in CCI in this 
group; in Group II, it was not significant, but it 
had a significant effect on yield (Table 33) when 
BOTT was present which indicates a confounding 
effect of BOTT. 
CPL Had a significant direct effect on yield in both 
groups; most of its indirect effect was through 
variations in PAWC and BD2 in Group I and in PAWC 
and STK2 in Group II. 
CMAX Had a highly significant direct effect in Group I 
and accounted for most of the variation in DRAIN, 
PHMIN, and DPHMIN; it had no direct effect on 
yield in Group II but had indirect effects through 
variations in DRAIN, BD2, PHMIN, DPHWIN, and STK2. 
BD2 Had highly significant direct effects in both 
groups; the effect of BD2 on yield was exerted 
mostly by influencing PAWC characteristics and 
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accounted for the highest variation in PAWC in 
both groups. 
PHMIN Had an indirect effect through STP3 availability 
in Group I; for Group II it had a significant ef­
fect on yield directly and through variations in 
STP3 and STK2. 
DPHMIN Had highly significant direct effects and had in­
direct effects through STP3 and STK2 availability 
in both groups. 
STP3. STK2 Had significant direct effects on yield in 
both groups ; no causal relations between these 
two variables were assumed or tested. 
The effect of the parent material variables was assumed 
to affect com yields indirectly by influencing soil produc­
tivity through the selected soil variables. For soils of 
Group I (Table 3%), DPMT had significant effects on DRAIN, GPL, 
GMAX, BD2, PHMIN, DPHMIN, STP3, and STK2; DPMI/T explained 
variations in DRAIN, CPL, BD2, and STP3; and DPMS had highly 
significant effects on DRAIN, CPL, GMAX, BD2, and DPHMIN. For 
soils of Group II (Table 35), DPML had significant effects on 
GMAX, BD2, PHMIN, and STK2; DPMS significantly influenced 
DRAIN, CPL, GMAX, BD2, PHMIN, STP3, and STK2. 
MODEL VII series 
The purpose of this series of regressions was to select 
the most important soil variables for predicting corn yields 
in association with the weather and management variables se­
lected in the MODEL II to IV series. The path analysis tech­
niques used in the MODEL VI series indicated the complexity of 
the direct and indirect effects that the soil variables had on 
corn yield. Stratification of the data into two groups or 
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areas of the state having basically different soils showed that 
many of the soil variables had similar effects on yield in both 
groups,but other variables showed important differences in 
their effects on yield. Because the major objective of this 
study was to develop a statewide corn yield prediction equa­
tion, all data were combined in the MODEL VII and subsequent 
series to select the most important variables. The develop­
ment of prediction equations for more homogeneous areas of the 
state will be a part of future studies after all management 
variables have been tested. 
The linear functions of the soil variables were combined 
with the quadratic functions of selected weather and management 
variables and tested in the MODEL VII series to select the soil 
variables that have the most significant effects on yield. It 
was expected, from the results obtained from the causal models 
in the previous model series, that the soil variables which 
showed important direct effects on yield in both groups of 
soils would have significant effects for explaining variations 
in com yield. A high degree of correlation between some of 
the soil, weather, and management factors was expected to 
complicate the selection process. 
The variates included in the MODEL VII series of regres­
sions are listed in Table 36, The highest simple correlation 
coefficients between yield and the soil variables, between 
weather-management and soil variables, and between the soil 
variables are given in Table 37- Correlations between yield 
and weather-management variables and between the weather and 
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Table 36. Variâtes included in the multiple regressions of 
com yield on weather, management, and soil vari­
ables, MODEL VII series 
Xi Variate* 4 Variate Xi Variate 
1 Y 29 EROS 57 PH4 
2 TR 30 DA 58 STP2 
3 ST 31 OCl 59 STP3 
4 BA 32 002 60 STK2 
5 RL 33 DRAIN 61 ST^ 
6 CRW 34 PERM 62 BA^ 
7 CBl 35 GPL 63 CRW^ 
8 CB2 36 CMAX 64 CBl^ 
9 W 37 CAV 65 CB2^ 
10 PD 38 DCMAX 66 PD^ 
11 SD 39 SUBGRP 67 
12 N 40 BIO 68 p2 
13 P 41 TERR 69 
U K 42 BOTT 70 TILE^ 
15 TILE 43 BDl 71 NR^ 
16 NR 44 BD2 72 PHl^ 
17 PHI 45 STRUCT 73 STNl^ 
18 STNl 46 PMT 74 STPI2 
19 STPl 47 PMP 75 STKl^ 
20 STKl 48 PMI/T 76 EM3V^ 
21 EM3V 49 PML 77 DV^ 
22 DV 50 PMS 78 CMAX * DCMAX 
23 PAWC 51 DPM 79 DPMT 
24 SL 52 PHMIN 80 DPMP 
25 ASPECT 53 DPHMIN 81 DPML/T 
26 TWP 54 DCAL 82 DPML 
27 RANGE 55 PH2 83 DPMS 
28 SLCONF 56 PH3 84 PHMIN * DPHMIN 
^Symbols are identified in Tables 11 and 29. 
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Table 37. Simple correlations between corn yield and soil 
variables, between weather-management and soil 
variables, and between soil variables , MODEL VII 
series 
Variables r Variables r 
Y and RANGE - « 20 PAWC and RANGE .46 
EROS -.16 BDl -.80 
DPHMIN .16 BD2 -.78 
DCAL -.19 PML .58 
PH2 -.14 PMS -.59 
PH3 -.18 DPM -.65 
PH4 -.19 DPMS -.63 
STP3 .18 
SL and SLCONF 
-.53 
TILE and OCl .46 EROS .61 
DRAIN .43 DA -.45 
OCl 
-.53 
PHI and PHMIN .64 0C2 -.57 
DCAL .49 DRAIN -.45 
PH2 .61 
PH3 .36 RANGE and BDl -.57 
BD2 -.54 
STNl and OCl .46 PHMIN .57 
0C2 .35 PH2 .58 
PH3 .54 
STPl and STP2 .43 PH4 .51 
STKl and PAWC .40 SLCONF and EROS -.48 
RANGE • 55 DA • 59 
BDl -.47 OCl .52 
BD2 -.46 0C2 .66 
DPM -.40 DRAIN .48 
STK2 .62 
EROS and DA -.65 
ËM3V and DRAIN .37 002 -.59 
PERM .61 
CMAX .53 DA and 0C2 .72 
CAV .52 BOTT .45 
SUBGRP .61 
PMP .37 OCl and 0C2 .79 
DPMP .37 DRAIN .57 
Correlations between yield and soil variables, between 
weather-management and soil variables, and between soil vari­
ables are those > + 0.I3, + 0.34, and + 0.44, respectively. 
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Table 37• (Conti nue d) 
Variables r Variables r 
0C2 and DRAIN .50 PMT and PML -.46 
DPM .60 
DRAIN and PERM .65 DPMT .96 
CPL .49 
GMAX .60 PMP and DPMP .99 
CAV .62 
DPMI/T SUBGRP .62 PMI/T and .92 
PERM and CPL .52 PML and DPML .47 
CMAX .93 
CAV .88 PMS and DPMS .88 
SUBGRP .93 
.65 STRUCT .51 DPM and DPMT 
CPL and CMAX .62 PHMIN and DCAL .74 
CAV .68 PH2 .96 
SUBGRP .53 PH3 .79 
PH4 .68 
GMAX and CAV .91 
SUBGRP .92 DPHMIN and PH3 -.51 
STRUCT .55 PH4 -.55 
STP3 .46 
CAV and SUBGRP .85 
STRUCT .57 DCAL and PH2 .76 
PMS -. 54 PH3 .83 
DPMS 
-.55 PH4 .78 
STP3 -.47 
SUBGRP and STRUCT .50 
PH2 and PH3 .80 
BIO and STP3 -.47 PH4 .68 
TERR and PMS .52 PH3 and PH4 .94 
STP3 -. 56 
BDl and BD2 .98 
PMT .67 PH4 and STP3 -. 61 
PML -.58 
DPM .80 STP2 and STP3 .67 
DPMT .71 
BD2 and PMT .73 
PML -.63 
DPM .80 
DPMT .74 
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management variables were listed in Appendix Tables A14 and 
AI5 and Table 22. 
All the correlations between yield and the soil factors 
were low (r = < + 0.21). Most of those between the weather-
management and soil variables were low, except those involving 
the soil test variables of the plow layer which were included 
with management variables, and showed the expected trends. 
Highest correlations (Table 37) were as follows 1 (1) TILE and 
OCl (r = 0.46) and TILE and DRAIN (r = 0.43) occurred because 
most of the tiled sites were on the more poorly drained and 
higher organic matter soils; (2) PHI and PHMIN (r = 0.64), PHI 
and DCAL (r = 0.49), and PHI and PH2 (r = 0.6I) were high 
enough to cause interference in the regressions if pH of the 
plow layer (PHI) and one from the subsoil are both included in 
the same model; (3) STNl and OCl (r = 0.46) was as expected 
because STNl measures the nitrate release from the organic N 
fraction which is very highly correlated with OCl content; 
(4) STPl and STP2 (r = 0.43) but the correlation between STPl 
and STP3 (preferable subsoil P test) was only O.3O; (5) STKl 
and RANGE (r = 0.55) reflected the increase in soil test K from 
east to west across Iowa; (6) STKl and BDl (r = -0.47) and 
STKl and BD2 (r = -0.46) reflected the lower K status of the 
till soils; (7) STKl and STK2 (r = 0.62) may cause interference 
if both are included in regression models; and (8) EM3V and 
PERM (r = 0.61), EM3V and CMAX (r = O.53), EM3V and CAV (r = 
0.52), and EM3V and SUBGRP (r = 0.61) were high because PERM 
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(subsoil permeability) was an important parameter for deter­
mining EM3V, and the other soil variables were very highly 
correlated with PERM. 
Highest correlations occurred between the soil variables; 
these contributed to the direct and indirect effects of these 
variables on com yield which were shown by the path analysis 
techniques in the MODEL VI series. Many of the correlations 
were high enough to exclude use of both highly correlated 
variables in the same model; others were high enough to cause 
some problems, particularly in selection of interactions, if 
included in the same model. All of the correlations above 
+ 0.44 are listed in Table 37; discussion of the most highly 
correlated variables follows i 
PAWC This variable was so highly correlated with BD2 
(r = 0.78) that both should not be included in the 
same model; it is also highly correlated with the 
till, loess, and sand parent materials. 
RANGE The east-west distance was highly correlated 
with the bulk density variables because of more till 
soils in eastern and central Iowa and more loess 
soils in western Iowa, and the subsoil pH variables 
which reflected the decreased leaching and weather­
ing from east to west. 
SL, 81X30NP. EROS. DA, OGl, 0G2, a^id DRAIN All of these 
variables were interrelated because of their rela­
tionship to the organic matter level, either directly 
i 
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as with 001 and 002 or indirectly through their ef­
fects on organic matter accumulation or loss, as 
observed in the causal model approach. 001 was less 
correlated than 002 with all other variables in this 
group except with DRAIN. SL and EROS should be re­
tained for alternative models to differentiate yield 
differences between slope and erosion classes al­
though they were highly correlated (r = 0.61). DA 
should be retained for alternative use but probably 
cannot be used with EROS (r = -0,65). High correla­
tion between DRAIN and 001 (r = 0.57) may cause some 
problems. SLCONF can be deleted if DA is retained. 
DRAIN. PERM. OPL. OMAX. OAV. SUBGRP. and STRUOT All of 
these clay-related variables were highly intercorre-
lated. Because OMAX is a better indicator of dif­
ferences among soil types than OAV, use of OMAX 
eliminates the PERM, OAV, and SUBGRP variables be­
cause all were highly correlated with OMAX (r = 
0.88 to 0.92). The remaining variables have corre­
lations high enough to cause problems in the regres­
sion models but all will be retained and tested in 
alternative models. 
BDl and BD2 These two were very highly correlated (r = 
0.98)J BD2 is preferred because it better differen­
tiates between soil units. High correlation with 
PAWC was discussed previously. BD2 was also highly 
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correlated with PBffP and PML, the dominant parent 
materials in Iowa. 
PMT and PML These two were highly correlated with PAWC 
and BD2. The transformed variables (DPM • parent 
material dummy variables), except the one for deep 
loess,were highly correlated with their dummy parent 
material variables (r = 0.88 to O.96). The trans­
formed variables show variations in the depth to a 
less productive material which should influence com 
yields and should be preferable to the dummy vari­
ables. The DPM variable associated with deep loess 
was to deoxidized loess; because the correlation be­
tween PML and DPML was only 0.4?, both can be 
retained. 
PHMIN. DPHMIN. DCAL. PH2. PH3. and PH4 All of these were 
highly intercorrelated except DPHMIN. If PHMIN is 
used, high correlations with all except DPHMIN ex­
clude these variables. Although PHMIN indicates 
differences in weathering among soils, it does not 
show the presence of carbonates in the soils that 
are acid in the upper horizons. The hi^ correlation 
between PHI (pH of plow layer) and PHMIN (r = 0.64) 
may cause problems if both are used in the same model. 
Because DCAL is less correlated with PHI (r = 0.4?) 
than PHMIN, it can be retained as an alternative 
variable to PHMIN although it cannot account for 
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the very acid subsoils that may affect yield. 
STP2 and STP3 These are highly correlated (r = 0.67)1 
because STP3 showed a significant effect on yield in 
the MODEL VI series and is the desired variable, 
STP2 can be deleted. 
STK2 This one was not highly correlated with the other 
soil variables except STKl (r = 0.62) which was in­
cluded with the management variables; STK2 will be 
retained because it had a significant effect on yield 
in the MODEL VI series. 
A series of regressions shown in Table 38 were run to 
test the linear effects of soil variables alone and in com­
bination with the quadratic functions of selected weather and 
management variables. These latter functions were held con-
stant (except for inclusion of BA, BA , and SD in one model) 
as the soil variables were tested. 
Several preliminary regressions (MODELS VII-1 to VII-7, 
Table 38) were run on only the soil variables, not including 
the soil test variables of the plow layer. All soil variables 
(MODEL VII-1) gave an of 0.188 with 17 of the 4$ variates 
significant at the % level. The low showed that the soil 
variables had a small effect on corn yield variations relative 
to the weather and management variables tested in MODEL VII-I7 
(R = 0.600). The least significant variates and various 
combinations of variates were then deleted from MODEL VII-1 
for MODELS VII-2 to VII-7, reducing the R^ to a minimum of 
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2 Table 38. R -values for selected multiple regressions, 
MODEL VII series 
Model No. X 2 
no. variates Variates R 
VII-1 45 Soil variates (not including 0.188 
soil tests of the plow layer 
tested with the management group) 
2 to 40 to Deleted least significant and 0.182 to 
7 21 various combinations of variates 0.164 
from MODEL VII-1 
15 83 All variates (Table 36) O.78I 
16 80 Deleted BA, BA^ and SD from 0.635 
VII-15 
17 35 Deleted all soil variates in- O.6OO 
eluded in VII-1 from VII-I6 
18 70 Deleted ASPECT, 0C2, FEM, CAV, 0.634 
SUBGRP, TERR, BDl, STRUCT, DCAL, 
and STP2 from VII-16 
19 68 Deleted SLCONF and BOTT from O.632 
VII-18 
20 57 Deleted all variates relating O.629 
to soil parent materials (X46-
X51 and X79-X83) from VII-I9 
21 56 Deleted PAWC from VII-20 to 0.627 
determine effect on BD2 
22 56 Deleted BD2 from VII-20 to 0.6285 
determine effect on PAWC 
23 to 58 Added each parent material vari- O.629 
27 able (2 variates) to VII-22; R? 
varied from .6288 to .6293 
28 52 Deleted 4 variables related to O.625 
organic matter (SL, EROS. DA, 
and OCl) from VII-22 
29 to 55 Deleted each of 4 variables re- 0.627 to 
32 lated to organic matter from VII- 0.628 
22; R2 varied from .6274 to ,6285 
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Table 38. (Continued) 
Model 
no. 
No. X 
variates Variates R^ 
VIl-33 
38 
to 54 Deleted all combinations of 2 of 
variables related to O.M. from 
VII-22; r2 varied from .6270 to 
.6284 
0.627 to 
0.628 
39 
42 
to 53 Deleted all combinations of 3 
of the 4 variables related to 
O.K. from VII-22; r2 varied from 
.6260 to .6280 
0.626 to 
0.628 
43 55 Deleted DRAIN from VII-22 0.627 
44 
46 
to 54 to 
52 
Deleted PH2 and PH3, then PH4 
also, and then STP3 also from 
VII-22; r2 varied from .6283 
to .6282 
0.628 
47 to 
52 
52 to 
49 
Deleted combinations of PHMIN, 
DPHMIN, PH2, PH3, PH4, STP3, and 
PHMIN * DPHMIN from VII-22; r2 
varied from .6271 to .6269 
0.627 
13 57 All weather and management 
variates except BA, BA2, and 
SD (35 variates) plus 22 soil 
variates 
0.630 
14 55 Deleted TWP and RANGE from 
VII-13 
0.620 
0.164. 
The significances of the soil variables in MODELS VII-1 to 
VII-7 were as follows, (1) TWP, RANGE, EROS, DA, DRAIN, GPL, 
BIO, BOTT, and DPMT were highly significant in all in which 
they were included; (2) PAWC became highly significant if DPMT 
and DPML variates were deleted; (3) SICONF was significant at 
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the 5?5 level in most models in which it was tested; (4) 001 
had a highly significant effect only when 002 was deleted, 
but 002 had highly significant effects in all models except 
if SLOONP, DA, and 001 were deleted; (5) PERM decreased in 
significance as more variates were deleted; (6) effects of OMAX 
and OAV varied from nonsignificance to significant at the 5^ 
level, but both were included or deleted together; (7) SUBGRP 
significance varied from % in most models to the Vfo level 
when PERM, OMAX, and OAV were deleted; (8) BDl had no sig­
nificance and BD2 was significant at the % level only if BDl 
was deleted; (9) PHMIN was significant at or near the % 
level in all models in which it was included, but DOAL, PH2, 
PH3i and PH4 had no significance even if PH1ÎIN was deleted; 
(10) STP3 was generally significant at the IO9S level; (11) DPMP 
and SPML/T decreased in significance as more variables were 
deleted; DPMS became significant when PMS was deleted; 
(12) DPML was significant at the % level only in Model VII-1; 
(13) PHMIN * DPHMIN became highly significant only if DPHMIN 
was deleted; and (14) SL, ASPECT, DCMAX, TERR, STRUCT, PMT, 
PMP, PML/T, PML, STP2, STK2, and OMAX * DCMAX were not 
significant in any of the models. 
The soil variables were then combined with the weather 
and management variables in a series of regressions. All 
83 variates in MODEL YII-15 gave an R^ of O.78I (Table 38). 
Deletion of the BA, BA^, and SD variates reduced the R^ to 
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0.635 in MODEL VII-16; inclusion of the soil variables did not 
reduce the marked effects of barren stalks and silking date on 
corn yield. 
Deletion of all soil variates from MODEL VII-16 de­
creased the of MODEL VII-l? to 0.600, a small reduction in 
R^. In all subsequent regressions, therefore, changes in the 
significance levels of the remaining soil variates as com­
binations of variates were deleted were of more interest than 
2 the small changes in R values. 
Ten variables with the least significance were deleted in 
MODEL VII-18, which reduced the slightly but increased the 
significance of OCl and BD2 and decreased that of OMAX. 
Deletion of two variables (SLCONF and BOTT) which were sig­
nificant at the 5?^ level in MODEL VII-18 decreased the R^ 
slightly and had very little effect on the significance of 
the other variates. Next, in MODEL VII-20, all variates for 
soil parent materials were deleted before comparing the PAWC 
and BD2 variables which were highly correlated with several 
2 parent material variates; this step reduced the R slightly 
(Table 38), increased markedly the significance of the PAWC 
and EROS variates, but decreased that of BD2. Two regres­
sions, MODELS VII-21 and VII-22, were run to compare the 
highly correlated PAWC and BD2 variables; deletion of PAWC 
decreased the R^ but deletion of BD2 had no effect. MODEL 
VII-22, including PAWC but not BD2, then was compared with 
most subsequent models. 
194 
In the next regressions (MODELS VII-23 to VII-27, Table 
38), the effect of each parent material was tested by adding 
its two variates to those in MODEL VII-22. The increase in 
for each was very slight; none of the parent material 
variates was significant at the 5^ level and none influenced 
the significance levels of the other variates. The parent 
material variables were then deleted from further testing. 
The four variables related to, or highly correlated with, 
the soil organic matter (SL, EROS, DA, and OCl) were next 
tested in MODELS VII-28 to VII-42 by deleting each alone, 
all combinations of 2 or 3 of them,and all 4 variables. De­
letion of all four variables (MODEL VII-28, Table 38) reduced 
the R^ slightly and increased the significance of the DRAIN, 
2 
BIO, and PHMIN variates. Although the changes in the R 
values were slight, the various combinations in the different 
models indicated that EROS had the most significant effect on 
yield variations, OGl had some effect, and SL and DA had the 
least effect. The EROS variable was highly significant in 
all models in which it occurred; the OCl variable was highly 
significant if both SL and EROS were deleted, significant 
if only EROS was deleted, and significant at the 10?? level 
in all other models; SL was highly significant only if all 
others were deleted, significant at the 5-10# level if EROS 
was deleted, and not significant in other models; and DA was 
significant at the 10% level if all others were deleted and 
not significant otherwise. 
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The DRAIN variable, highly correlated with both the 
organic matter and clay variables, was deleted in MODEL VII-43; 
its deletion reduced the R^ slightly and had very little 
effect on the significance of the other variables except to 
increase significance of EM3V and to decrease significance of 
001. 
In the next nine regressions (MODELS VII-44 to VII-52, 
Table 38), effects of the intercorrelated soil pH and STP3 
variables were tested by deleting combinations of them. De­
letion of the PH2, PH3, PH4, and STP3 variables had very 
little effect on the R^ and no effect on the significance of 
the PHMIN and the PHI variates. Deletion of the PHMIN vari­
âtes (PHMIN, DPHMIN, and PHMIN * DPHMIN) decreased the R^ 
slightly and had no effect on the significance of the other 
variables. 
In all foregoing models, the location variables of TWP 
and RANGE were included. Two regressions were run to 
determine the effects of TWP and RANGE on the other variables 
(MODEIS VII-13 and VII-14, Table 38). Deletion of the TWP and 
2 RANGE variables decreased the R only slightly; decreased the 
significance of PD (markedly), P, K, STKl, DA, 002, BOTT, 
BD2, and PHMIN * DPHMIN: and increased the significance 
of OMAX, BIO, PH4 (markedly). STP3, STK2. DPMI/T, and 
DPML (markedly). Although the TWP and RANGE location 
variables appear to be useful for differentiating yields 
between soils of similar characteristics occurring 
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in different areas of the state or within soil units occurring 
over wide areas in the state, their presence in the regres­
sions may interfere with determining the effects of the soil 
variables. 
In summary, the soil variables that should be retained 
for further testing based on the MODEL VII series include the 
followingI (1) PAWC which was highly significant in most 
models if BD2 was deleted; (2) SL which showed little sig­
nificance but should be useful for separating mapping units in 
alternative models; (3) TWP and RANGE which were highly sig­
nificant in all models; (4) SLCONF which had a significant 
effect on yield although it is highly correlated with SL, OCl, 
and DA I this variable can be deleted if DA is retained; 
(5) DA which had little significance in later models but may 
be useful in alternative models; it should be a more quanti­
tative variable than erosion class, although a linear or quad­
ratic function may not give a good fit if near-maximum yields 
occur at an A depth of 10-12 inches because depths up to 40-50 
inches occur in some bottomland soils; (6) OCl which was sig­
nificant in some models and may be useful in alternative 
models; (7) DRAIN which had a highly significant effect on 
yield in all models; (8) GPL and GMAX which had little signifi­
cance in most models may have curvilinear effects which need 
to be tested; (9) BIO which had a significant effect in all 
models; (10) BOTT which was usually significant but it was not 
tested in later models; (11) PHMIN, DPHMIN and PHMIN * DPHMIN 
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variâtes which had significant effects in all models in which 
they were tested; (12) DCAL only if tested in alternative 
models with pH-related variables; and (i3) STP3 and STK2 which 
had little significance in these models but were important in 
the causal models in the MODEL VI series. 
MODEL IX series 
The objective of this series of regressions (MODEL IX 
series) was to determine which of the soil variables have 
quadratic or curvilinear effects on yield. 
Basing decisions on linear effects may be misleading if 
the variables have marked curvilinear effects on yield, par­
ticularly if yield increases to a maximum and then decreases 
as the level of the variable increases. The soil variables 
that might show this effect include EROS (if overwash phases 
coded "0" have lower yields than those having "1" erosion), 
DRAIN because it ranges from excessive (sands) to very poor 
(high clay soils and those with high water tables), CPL, GMAX, 
and PHMIN. These possible effects must be investigated at 
this stage of the variable selection procedure. 
For the MODEL IX series, the quadratic functions of the 
soil variables selected in the MODEL VII series were combined 
with the quadratic functions of the weather and management 
variables used in the MODEL VII series and the interactions 
between weather and management variables selected in the MODEL 
IV series. The variates included in the MODEL IX series are 
listed in Table 39» The MODEL VIII series of three regres­
sions included the same variates used in MODEL IX except only 
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Table 39. Variâtes included in the multiple regressions of 
yield on the quadratic functions of the weather, 
management, and soil variables plus selected in­
teractions between weather and management vari­
ables, MODEL IX series 
4 Variate* ^i Variate ^i Variate 
2 TR 26 RANGE 50 PHl^ 
3 ST 27 EROS 51 STNl^ 
4 BA 28 DA 52 STPl^ 
5 RL 29 OCl 53 STKl^ 
6 CRW 30 DRAIN 54 EM3V^ 
7 CBl 31 GPL 55 DV^ 
8 CB2 32 GMAX 56 PAWG^ 
9 W 33 DCMAX 57 SL^ 
10 PD 34 BIO 58 TWpZ 
11 SD 35 BD2 59 RANGE^ 
12 N 36 PHMIN 60 EROS^ 
13 P 37 DPHMIN 61 DA^ 
14 K 38 PH4 62 001% 
15 TILE 39 STP3 63 DRAIN^ 
16 NR 40 STK2 64 CPL^ 
17 PHI 41 ST^ 65 CMAX^ 
18 STNl 42 CRW^ 66 BIO^ 
19 STPl 43 CBl^ 67 BD2^ 
20 STKl 44 CB2^ 68 PHMIN^ 
21 EM3V 45 PD^ 69 DPHMIN^ 
22 DY 46 N^ 70 PH4^ 
23 PAWC 47 P^ 71 STP3^ 
24 SL 48 72 STK2^ 
25 TWP 49 NR^ 73 ST * CBl 
^Symbols are identified in Tables 11 and 29. 
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Table 39. (Continued) 
^i Variate ^i Variate ^i Variate 
74 ST • PD 82 NR * STNl 89 DV * PD 
75 * N 83 PHI * STPl 90 * N 
76 CRW * STPl 84 EM3V * W 91 Dummy variate 
77 CBl * CB2 85 * PD 92 DV * NR 
78 N * NR 86 * DV 93 * STPl 
79 * STNl 87 DV * ST 94 * STKl 
80 P * STPl 88 * CBl 95 PHMIN * DPHBttIN 
81 K * STKl 
six squared terms for the soil variables were included. Be­
cause more information was obtained about the quadratic func­
tions of the soil variables in the MODEL IX series and because 
most of the variates had similar effects in the first three 
models in both series, the MODEL VIII series of regressions 
will not be discussed. The high correlations between the 
variates are the same as those listed in Table 37 for the 
MODEL VII series. 
Several models were computed for testing curvilinear 
trends of the soil variables on yield in the presence of the 
weather and management variables. All variates, including 
BA and SD, listed in Table 39» were tested in MODEL IX-1 
(Table 4o). 
Deletion of BA and SD (MODEL IX-2) decreased the the 
usual amount. The changes in the significance levels of many 
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Table 4o. R -values for selected multiple regressions, 
MODEL IX series 
Model No. X 2 
no. variates Variates R 
IX- 1 93 All variates (Table 39) 0.786 
2 91 Deleted BA and SD from IX-1 0.661 
3 8? Deleted TWP and RANGE (4 vari- O.650 
ates) from IX-2 
4 89 Deleted BD2 and BD2^ from IX-2 O.66I 
5 89 Deleted PAWC and PAWC^ from IX-2 0.661 
8-11 85 Deleted all combinations of 3 of O.658 to 
4 related variables (SL, EROS, DA, 0.660 
and OCl) from IX-2 (6 variates 
each time) 
12 88 Deleted CMAX (3 variates) from 0.661 
IX-2 
13 89 Deleted GPL and CPL^ from IX-2 0.661 
14 86 Deleted PHI and PH4 (5 variates) 0,656 
from IX-2 
15 83 Deleted PHI and PHÎVÎIN (8 variates) 0.654 
from IX-2 
16 83 Deleted STPl and PH4 (8 variates) 0.646 
from IX-2 
17 87 Deleted STKl (4 variates) from O.66O 
IX-2 
18-22, 89 Deleted the following variables 0.659 to 
25,28 (2 variates each) successively O.66I 
from IX-2: SL, EROS, DA, OCl, 
DRAIN, BIO, and STP3 
26,27 88 Deleted PHMIN and DPHMIN (3 vari- O.66O 
ates each) successively from IX-2 
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of the variates when these two variables were deleted show 
that both are sensitive indicators of the effects of several 
variables on corn yield. Variates which increased in signifi­
cance included RL (markedly), CBl, P, K^, STKl, EM3V, DV, DV^, 
RANGE, RANGE^, PHMIN^, ST * OBI (markedly), ST * PD, ST * N, 
N * STNl (markedly), NR * STNl (markedly), EM3V * W, DV * CBl, 
DV * NR, DV * STPl (markedly), and DV * STKl. Variates which 
decreased in significance included CRW, CRW^, PHl^, STPl 
(markedly), DA, DA^, BIO, BIO^, PH4, PH4^, DV * N, and PHMIN * 
DPHMIN (markedly). Most of these variates affected by dele­
tion of the BA and SD variates are related to the factors 
commonly associated with barrenness, including nutrient de­
ficiencies, high stand levels, insect damage, and weather 
effects (drought, wetness, and wind damage). Another factor 
associated with barrenness, particularly in the presence of 
adverse conditions; is the genetic factor (hybrid differences); 
unfortunately, closed-pedigree hybrids were grown predominantly 
by the cooperators and many were not entered in variety tests 
so that relative yield potentials of the hybrids could be 
estimated. 
The location variables (TWP and RANGE) were deleted next in 
MODEL IX-3 to determine their effects on the other variables. 
2 The R was reduced slightly (Table 40); significance levels 
of the DV, DV^, EROS^, DA, DA^, CCI, OCl^, GPL, PHMIN, PHMIN^, 
2 STP3, and STP3 variates were increased and those of P and 
STK2 were decreased. The location variables, therefore. 
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influenced the effects of moisture stress and some of the 
soil variables on yield. The location variables were in­
cluded, however, in all of the regressions in the MODEL IX 
series. 
The quadratic effects of the soil variables were tested 
in the remaining regressions of the MODEL IX series by delet­
ing one or more of the variables (linear and squared variates) 
successively. This procedure was followed to determine the 
effects of the varying degree of correlation between the 
variables on the behavior of the remaining variates in the 
regressions. The soil test variables of the plow layer were 
also deleted in a few of the models. These had been included 
with the management variables in the previous models because 
their levels frequently had been modified by management prac­
tices. They were correlated, however, with the subsoil pH, 
P, and K levels and thus influenced the significance of these 
subsoil variables. 
Deletion of the soil variables caused little reduction 
in the R value in these regressions containing about 90 
variates. Effects of the deleted variables and effects on the 
remaining variates thus had to be evaluated by the signifi­
cance of their regression coefficients and the magnitude of 
their standard coefficients. 
Deletion of the PAWC or BD2 variable (MODELS IX-4 and IX-
5) had little effect on the significance of the other one or 
on any other variate. No deviation from linearity was indi­
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cated for PAWC but the BD2^ variate was significant at the 20# 
level in a few of the other models. Because PAWC had slightly 
larger effects than BD2 in the MODEL VII series, the linear 
PAWC variate will be retained and the BD2 variable will be 
deleted from further testing. 
The TWP^ variate was highly significant in all models but 
the RANGE^ variate varied in significance from the 10^ to the 
level depending on the variables deleted. Both of the TWP 
and RANGE quadratic functions will be retained for the final 
yield prediction models. 
The four variables related to organic matter (SL, EROS, 
DA, and OCl) were tested in MODELS IX-8 to IX-11 (Table 40) by 
deleting all combinations of 3 of the 4 variables successively. 
Each of these variables was also deleted successively in MODELS 
IX-18 to IX-21. The relative importance of the variables was 
the same as was found in the MODEL VII series, with EROS having 
the largest effect, OCl having some effect, and SL and DA 
2 having slight effects. The EROS variate was significant at 
about the 10^ level in the absence of the related variables; 
OCl^ was significant at the 15^ level if the EROS or DRAIN 
variable was deleted; DA became significant at about the 1.% 
level if EROS was deleted; and SL^ had no effect in any of the 
models. The quadratic functions of EROS, OCl, and DA and the 
linear function of SL will be retained for further testing. 
The DA and SL variables had very little significance in the 
presence of the EROS and OCl variables but will be tested in 
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alternative models in their absence. 
Both the linear and squared variates for DRAIN were highly 
significant in most models and will be retained. 
The CPL and GMAX linear and squared variates had little 
significance except in a few models. The squared variates of 
each had more significance in the MODEL VIII regressions which 
2 had only four other squared soil variates. The CPL variate 
was more significant if EROS was deleted and less significant 
o 
if the CMAX variable was deleted; the CMAX variate was more 
significant if DRAIN was deleted and less significant if CPL 
was deleted. These negative effects on each other probably 
reflect the high correlation between the two (r = O.63). The 
quadratic effects of both CPL and CMAX will be retained for 
further testing, particularly in alternative models. The 
DCMAX linear variate had no significance in any of the models 
and will not be retained. The effect of BIO on yield was 
essentially linear. 
The PHMIN^ variate was significant at about the 15?^ level 
in most models but was more significant if the PHI, PH4, and 
DPHMIN variables were deleted (MODELS IX-14 and IX-27) and 
2 
will be retained. The DPHMIN variate had no significance in 
any of the models and will be deleted. The PHMIN * DPHMIN 
interaction variate was significant at the 10^ level in most 
models and at the Sfo level if EROS or PH4 was deleted, and will 
be retained. Neither the PH^ nor the PH4^ variate had any 
significance and the PH4 variable will be deleted. 
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The STP3^ and STK2^ variates had no effect in any of the 
models and will be deleted. Although the linear variates of 
these two variables had little significance in the presence of 
their squared terms, the linear variates had shown some sig­
nificance in previous models and will be retained. 
To get more information about the curvilinear effects of 
the soil variables on corn yield, the values for the soil 
variables at maximum (YMAX) or minimum (YMIN) yield (if one 
occurred) were calculated from different regressions by taking 
the partial derivative of yield (Y) with respect to the vari­
able (X^). The resulting dY/dY^ was equated to 0 and solved 
for the X^ value associated with the YMAX or YMIN, depending 
on the signs of the linear and squared regression coefficients. 
A few cases showed increasing or decreasing yields at increas­
ing rates (signs of both coefficients were positive or nega­
tive). The calculations were performed for all soil variables 
using the regression statistics from MODEL IX-2; the value for 
each soil variable is given in Table 41. 
Next, these calculations were repeated for each soil 
variable using the regression model from which the most highly 
correlated variable (or variables) with this variable was de­
leted. This model number and the value of the variable at YMAX 
or YMIN are listed in Table 41 for each variable. The second 
series of calculations were performed to determine the effect 
of a highly correlated variable (or variables) on the curvi­
linear effect of the soil variable on yield. 
Table 41. Values of the soil variables associated with maximum (YRIAX) or minimum 
(YI.IN) yield, MODEL IX series 
Variable Model no. 
Reer. coeff. YMAX 
or 
YMIN 
Value at dY/dX^^ = 0 
%i Xi' Computed Decoded 
PAWC 2 0.041 —0.00002 Yr<AX 1020 102 in.H20/5 ft 
4 (-BD2) -0.0443 0.00067 YIGCN 33 3.3 in.H20/5 ft 
SL 2 0.199 -0.0119 YRIAX 8.4 8.4?S slope 
9 (-3 var.) -0.039 -0.0146 Decreasing at an increasing rate 
TWP 2 3.26 -0.0222 YMAX 73 TWP 73N 
21 (-0C1) 3.12 -0.0212 YMAX 74 TWP 74N 
RANGE 2 -0.356 -0.0064 YMIN 28 RANGE 28W 
26 (-PH&HN) -0.329 0.0055 YMIN 30 RANGE 30W 
EROS 2 
(-3 var.) 
-1.45 -0.645 Decreasing at an increasing rate 
11 -0.428 -1.05 Decreasing at an increasing rate 
DA 2 
(3 var.) 
0.074 -0.0021 YMX 18 18 in. deep 
8 0.511 -0.0090 YMAX 28 28 in. deep 
OCl 2 -0.0015 0.0025 YMIN 0.3 0.03^ OC 
10 (-3 var.) 0.650 -0.0074 YMAX 44 4.4# 00 
DRAIN 2 
(-CMAX) 
0.572 -0.0066 YMAX 43 Mod. well 
12 0.598 -0.0070 YMAX 43 Mod. well 
GPL 2 
(-CMAX) 
-0.270 0.0036 YMIN 37 37# clay 
CIVIAX 
12 -0.036 -0.00005 Decreasing at an increasing rate 
2 
(-CPL) 
0.291 -0.0045 YMAX 32 32# clay 
13 0.159 -0.0029 YMAX 27 27# clay 
Table 41. (Continued) 
Variable Model no. 
Reer. coeff. YMAX or 
YMIN 
Value at dY/dX^ = 0 
Xi Xi' Computed Decoded 
BIO 2 1.33 -0.0334 YMAX 20 >Prairie = 5 
28 (-STP3) 1.09 -0.014 YMAX 39 >Prairie = 5 
BD2 2 0.211 -0.0030 YMAX 35 1.35 bulk density 
5 (-PAV/C) 0.131 -0.0025 YMAX 26 1.26 bulk density 
PHMIN* 2 1.135 -0,0098 YMAX 58 pH 5.8 
DPHKIN^ 
14 (-PH1,PH4) 1.049 -0.0077 YMAX 68 pH 6.8 
2 0.059 0.0020 Increasing at an increasing rate 
16 (-STP1,PH4) 0.238 -0.0021 YMAX 57 57 in. to PHMIN 
PH4 2 -0.814 0.0058 YMIN 70 pH 7.0 
26 (-PHKIN) 0.470 -0.0032 YMAX 73 pH 7.3, 
STP3 2 0.0317 -0.00012 YMAX 135 135 lb/acre 6 in. 
16 
1
 1 0.0735 -0.00023 YMAX 158 158 lb/acre 6 in. 
STK2^ 2 -0.307 0.0106 YMIN 14.5 145 lb/acre 6 in. 
17 (-STK1) -0.0053 0.0030 YMIN 0.9 9 lb/acre 6 in. 
^Because of PHRîIN * DPHMIN interaction, dY/dXj^ = 0 at mean of other variable. 
^For MODEL IX, STK2 was coded* STK2 value * 0.1. 
207 
The PAWC variable in MODEL IX-2 had a linear effect only; 
the calculated YMAX occurred far beyond the highest observed 
value. Deletion of BD2 (MODEL IX-4) which was highly corre­
lated with PAWC (r = -O.78) changed the shape of the response 
curve with YMIN occurring at 3.3 in. H2O in the foot profile. 
The curvilinear effect of the TWP variable was similar 
with or without 001, the variable with which it was most 
highly correlated (r = 0.41). The YMAX occurred at TWP 73N 
which is located near the north edge of the second tier of 
counties north of the Iowa-Missouri border. 
The YMIN values associated with RANGE values of 28W 
3OW (about 30 miles west of Ames) were somewhat unexpected 
because yields generally decrease from east to west. However, 
the DV and other variables were held constant in these calcula­
tions and no interaction between RANGE and DV was included; 
decreasing yields from east to west usually are assumed to be 
associated with increasing moisture stress. The RANGE effects 
were similar with or without PHMIN, BD2, and STKl, whose 
correlations with RANGE were 0.57. -0.$4, and 0.55» 
respectively. 
Of the four highly intercorrelated variables (SL, EROS, 
DA, and OCl), only the curvilinear effect of EROS on yield was 
the same with and without the other three variables (Table 4l). 
The curvilinear effects of the other 3 variables were markedly 
influenced by the presence of the other intercorrelated vari­
ables in MODEL IX-2, in which their effects on yield were very 
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low. Effects on yield of all of these were much greater in the 
absence of the other highly correlated variables. These 
changes in curvilinear effects (and linear effects as well) 
indicate that there is some risk in selecting variables for 
additional analyses in the presence of variables highly corre­
lated with them. 
The marked curvilinear effect of the DRAIN variable on 
yield (Table 4l) was not affected by deletion of the CMAX 
variable (r = 0.60) nor was it affected by deletion of OCl 
(r = 0.58). However, both of these highly correlated variables 
with DRAIN were not deleted in the same model. 
The effects of the highly correlated CPL and CMAX vari­
ables (r = 0.63) on yield were small in MODEL IX-2. The occur­
rence of a YMIN associated with CPL = 37^ clay was unexpected, 
but the value of CMX at YMAX was in the expected range. The 
effect of CPL on yield in MODEL IX-12 (Table 41) with CMAX 
deleted was less and essentially linear. CMAX had a similar 
curvilinear effect in MODEL IX-13 with CPL deleted as in MODEL 
IX-2. Other variables also influenced the significance of the 
CPL and CMAX variates but these effects were not tested. 
The BIO variable had only a linear effect with or without 
STP3 (r = 0.47); the values calculated at YMAX were well be­
yond the highest coded value of Prairie =» 5* 
The BD2 variable had a curvilinear effect on yield and 
rational values at YMAX. Deletion of the highly correlated 
PAWC variable had little effect on the shape of the response 
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curve. 
Curvilinear effect of PHMIN on yield was larger in the 
presence of highly correlated variables PHI (r = 0.64) and 
PH4 (r = 0.68) than in their absence, but the PHMIN^ variate 
was more significant in their absence. The Y&1AX occurred at 
pH 5-8 with PHI and PH4 and at pH 6.8 without these variables. 
The DPHMIN variable had very little curvilinear effect in the 
relevant range; very few observations had a depth to PHMIN 
greater than 30 inches. 
The last three variables in Table 41 (PH4, STP3 and 
STK2) had very little curvilinear effect on yield. 
In summary, testing of the quadratic functions of the soil 
variables in the MODEL IX series showed that the squared vari­
âtes for TWP, RANGE, EROS, DA, OCl, DRAIN, CMAX, and PHMIN 
should be retained for the final yield prediction equation. 
The squared terms for PAWC, SL, and CPL had slight effects and 
probably can be deleted. Those for BIO, DPHMIN, STP3, and 
STK2 can be deleted from further testing. The PH4 variable 
can be deleted because neither the linear nor the squared 
variate showed any effect on yield. Although the BD2 vari­
able had a similar effect on yield as PAWC. in the MODEL VII 
series, it will be deleted. 
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Soil, Weather, and Management Variables 
Affecting Com Yield 
MODELS X, XI, and XII series 
The objective of this step in the model building was to 
determine the important interactions on corn yield involving 
(1) the weather-management variables and soil variables and 
(2) within the soil variables. For testing the significance 
of the interactions, the 19 linear weather and management 
variables (not including BA and SD) that were selected for 
further testing from the MODEL IV series were included in the 
MODELS X to XII series of regressions. Also included were 
13 soil variables selected from the MODEIS VI to IX series; 
the TWP and RANGE variables were not included because their 
correlations with several of the soil variables tend to mask 
the effects of the soil variables and their interactions. A 
maximum of 99 variates could be included in each series of 
regressions: the Y (yield) variable, 32 linear variates, 65 
interaction variates, and 1 dummy variate (the 50th trans­
formed variate which could not be calculated for the sums of 
squares and crossproducts matrix by the HELARCTOS II program). 
All possible interactions of the 18 weather-management 
variables (no interactions were included for TR, the trend 
variable) and the 13 soil variables numbered 234. For the 
MODEL X series (Table 42), 65 interactions were selected to 
test because of the lack of stability of the regression co­
efficients for the weather-management variables as different 
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Table 42. Linear variâtes and the first group of interaction 
variates involving the weather-management and soil 
variables, MODEL X series 
^i Variate* ^i Variate ^i Variate 
1 Y 34 PAWC * CRW 67 DRAIN * K 
2 TR 35 * K 68 * TILE 
3 ST 36 » STKl 69 * NR 
4 RL 37 * EM3V 70 * STNl 
5 CRW 38 * DV 71 * STPl 
6 CBl 39 SL * ST 72 * STKl 
7 CB2 40 
41 
* K 73 * EM3V 
8 W * NR 74 CPL * CRW 
9 PD 42 * STPl 75 * P 
10 N 43 * STKl 76 * K 
11 P 44 EROS * CRW 77 * PHI 
12 K 45 * N 78 * STNl 
13 TILE 46 * P 79 * STPl 
14 NR 47 * K 80 * STKl 
15 PHI 48 * NR 81 CMAX * K 
16 STNl 49 * PHI 82 * TILE 
17 STPl 50 * STNl 83 * PHI 
18 STKl 51 . * STPl 84 Dummy var. 
19 EM3V 52 * STKl 85 CMAX * STNl 
20 DV 53 DA * CRW 86 * STKl 
21 PAWC 54 * P 87 * EM3V 
22 SL 55 * STNl 88 BIO * N 
23 EROS 56 * STPl 89 * STNl 
24 DA 57 * STKl 90 . * STKl 
25 001 58 * EM3V 91 ""•u 
26 DRAIN 59 OCl * CRW 92 
27 GPL 6o * N 93 b -•u 
28 CMAX 61 * TILE 94 
29 BIO 62 * STNl 95 PHMIN * PHI 
30 _b 63 DRAIN * CRW 96 * STPl 
31 PHMIN 64 * W 97 STP3 * STPl 
32 STP3 * N 98 * STKl 
33 STK2 66 * P 99 * DV 
^Symbols are identified in Tables 11 and 29. 
^Variate lost because of formatting error. 
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soil variables were deleted in the MODEL IX series. For the 
MODEL XI series (Table ^3), another 65 interaction variates 
were selected from the remainder of the possible interactions 
based on a priori agronomic information as to which interac­
tions could most logically occur. From the 78 possible inter­
actions within the group of I3 soil variables, 57 of them (59 
planned, but 2 transformation errors occurred) were included 
in the MODEL XII series (Table 44). 
About 100 of the possible interactions of the weather-
management and soil variables and 20 of the ones within the 
soil variable group were not tested for significance because 
of the high computer costs for each series. Therefore, a few 
significant interactions may have been overlooked. Interac­
tions involving the location variables (TWP and RANGE) also 
were not tested in this study. Only the quadratic functions 
of TWP and RANGE will be included in the final model, but the 
significant interactions (from 64 possible with the variables 
selected in these models) need to be determined later for 
alternative yield prediction models to include the full 
effects of these location variables. 
Several of the planned interactions were lost in MODELS 
X to XII because of formatting errors involving X30 and X31, 
discovered when the selected interactions were combined in 
MODEL XIII. Another soil variable was substituted for PHMIN 
in X30 and PHMIN was substituted for DPIWIIN in X31. All vari­
ates involving X30 and its interactions were deleted and those 
213 
Table 43. Linear variâtes and the second group of interaction 
variates involving the weather-management and soil 
variables, MODEL XI series 
Xi Variate ^i Variate ^i Variate 
1-33 Same as in 
MODEL X 
55 
56 
EROS * CB2 
* W 
78 
79 
GPL * TILE 
* NR 
34 PAWC * ST 57 * PD 80 * EM3V 
35 * RL 58 « DV 81 * DV 
36 «• CBl 59 DA * N 82 CMAX : * PD 
37 * CB2 60 * NR 83 * N 
38 * W 61 * DV 84 Dummy var. 
39 * PD 62 OCl * ST 85 GMA;? : * p 
40 * N 63 * RL 86 * NR 
41 « P 64 * W 87 * DV 
42 * TILE 65 * NR 88 BIO * P 
43 * NR 66 * STPl 89 * K 
44 * STNl 67 * EM3V 90 * NR 
45 « STPl 68 * DV 91 * PHI 
46 SL * RL 69 DRAIN * ST 92 * STPl 
47 * CRW 70 * PD 93 * EM3V 
48 * N 71 * PHI 94 * DV 
49 « P 72 * DV 95 _a 
50 * STNl 73 GPL * ST 96 _a 
51 * DV 74 * RL 97 _a 
52 EROS * ST 75 * W 98 STP3 * P 
53 * RL 76 * PD 99 STK2 * K 
54 * CBl 77 * N 
^Variate lost because of formatting error. 
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Table #. Linear variates and interaction variates involving 
the soil variables, MODEL XII series 
X^ Variate X^^ Variate X^ Variate 
1-33 Same as in 53 _a 74 
_a 
IViUUijilj A 
54 SL * STK2 75 DRAIN * GPL 
34 PAWC * SL 55 EROS * DA 76 * GMAX 
35 * EROS 56 * OGl 77 * BIO 
36 * DA 57 * DRAIN 78 
_a 
37 * OCl 58 * GPL 79 * STK2 
38 * DRAIN 59 * GMAX 80 GPL * GMAX 
39 * GPL 60 * BIO 81 * BIO 
40 * CMX 61 _a 82 _a 
41 * BIO 62 * STP3 83 GMAX * BIO 
42 _a 63 * STK2 84 Dummy var. 
43 * STP3 64 DA * OCl 85 _a 
44 * STK2 65 * DRAIN 86 GMAX * STP3 
45 SL • EROS 66 * GPL 87 * STK2 
46 * DA 67 * GMAX 88 _a 
47 * OCl 68 * BIO 89 BIO * STP3 
48 * DRAIN 69 _a 90 * STK2 
49 * GPL 70 OCl * DRAIN 91 a 
50 « GMAX 71 * GPL 92 _a 
51 « BIO 72 * GMAX 93 STP3 * STK2 
52 _a 73 * BIO 
^•Variate lost because of formatting error. 
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involving X31 were retained although several interactions 
involving PHMIN and all involving DPHMIN were lost. These 
interactions plus the two lost by transformation errors were 
later tested in the MODEL XIV series. 
The procedure adopted was to test and delete the least 
significant interaction variates in successive steps from 
MODELS X to XII until 20 or less remained in each, most of 
which were significant at the 5?^ or Vf» level. These selected 
interactions from each model will then be combined in MODEL 
XIII or XIV for further selection. 
A limited number of interaction variates was deleted in 
each of the successive steps to minimize deletion of signifi­
cant variates; previous experience had shown that the signifi­
cance of some variates can increase markedly as others are 
deleted. Information about the behavior of the interactions 
involving highly correlated variables was also obtained by com­
paring the changes in significance levels of the remaining 
variates in successive models. Frequently, a deleted variate 
was added to a later model to check if it had been prematurely 
deleted. 
Several highly correlated variables were retained in 
these models because alternative models in the final model 
series were planned to compare the effects of a variable on 
yield in the absence and presence of another variable with 
which it was highly correlated. The presence of these highly 
correlated variables caused problems in the selection of the 
216 
interaction variates; these problems occurred usually, but 
not always, with pairs of variables having correlations above 
about +0,5 and almost always with variables having correla­
tions above + 0.6. Two interaction variates involving one 
variable with each of two highly positively correlated vari­
ables commonly showed considerable significance but the sign 
of the regression coefficient of one was positive and the 
other negative; if negatively correlated, the signs of the 
regression coefficients were the same. Deletion of one of 
these interaction variates often caused a marked decrease in 
the significance of the other in the next model. In these 
cases, the deleted variate was added to the next model and the 
other one deleted to determine if either had significance in 
the absence of the other. If these interaction effects in­
volving correlated variables are not checked carefully, both 
may be retained for further testing although neither would be 
significant in alternative models comparing the effects of two 
correlated variables. 
The final steps for deletion of the interaction variates 
in the MODEL X series are shown in Table After correcting 
for the formatting errors in MODEL X-7, a large number of vari 
atss could be deleted in the next model of the MODEL X series; 
most of the variates that were deleted in MODELS X-2 to X-6 
previously were not affected by any correlation with the 
soil variable included by error and thus did not need to be 
retested. Similar information gained in the first models of 
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2 Table 4$. R -values for selected multiple regressions, 
MODELS X, XI, and XII series 
No. of 
Model vari- 2 
no. ates Description R 
X- 7 92 All variates listed in Table 42 0.607 
8 55 Deleted 37 least significant inter- O.6OO 
action variates from X-7 
10 49 Deleted 6 interaction variates from 0.600 
X-8; 18 interactions tested 
XI- 6 93 All variates listed in Table 43 0.602 
7 53 Deleted 40 least significant inter- 0.593 
action variates from XI-6 
9 50 Deleted 3 interaction variates from 0.593 
XI-7 
10 47 Deleted 3 interaction variates from 0.592 
XI-9; 16 interactions tested 
XII- 7 78 All variates listed in Table 44 0.598 
8 54 Deleted 24 least significant inter- 0.595 
action variates from XII-7 
10 52 Deleted 2 interaction variates from 0.595 
XII-8 
11 48 Deleted 4 interaction variates from 0.592 
XII-10 
13 47 Added 3 interactions deleted in XII- 0.591 
10 and deleted 4 interactions from 
X-11; 16 interactions tested 
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the MODEL XI and XII series also was used to expedite the 
selection process in these models. 
The interaction variates retained and tested in thp. last 
model of the MODEL X series (X-10) are listed in Table 46. 
All interactions except the STP3 * DV variate will be com­
bined with the most significant interactions from MODEIS XI 
and XII for additional selection in the next regression series. 
Deletion of a large number of nonsignificant interaction vari­
ates only slightly reduced the (Table 45). 
For MODEL XI, the final steps for deleting the interac-
tion variates are shown in Table 4^. The R was reduced 
slightly by deleting a large number of interaction variates. 
The interaction variates tested in the last model of the MODEL 
XI series (XI-10) are listed in Table 46. All interactions 
except the PAWC * RL variate will be combined with those from 
MODELS X and XII for additional selection. 
The final steps for selection of the interaction variates 
in the MODEL XII series are shown in Table 45. The R^ was 
reduced only slightly by deleting a large number of interac­
tions. Selection of the interaction variates was more diffi­
cult in this series involving interactions within the soil 
variables because both variables of the interaction variate 
were frequently highly correlated with one or more other 
variables. The previous models of the series, in which only a 
few of the interactions were affected by the formatting errors, 
gave considerable information on the selection of the inter-
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Table 46. Interaction variâtes tested in the final regres­
sions, MODELS X, XI, and XII series 
Model Model 
no. Variate t-value no. Variate t-value 
X-10 PAWC * DV 
-3.7** XI-10 OCl * ST 2.3* 
SL * K 4.0** * STPl -2.6** 
EROS * PHI -3.1** DRAIN * PD -2.2* 
* STNl 2.7** * DV -2.2* 
DA * STPl -4.0** CPL * N -2.5* 
OCl * STNl -3.2** BIO * PHI -3.2** 
DRAIN * K 3.1** * DV -1.9 
* TIIE 2.1* STP3 * P -2.9** 
* NR -2.0* STK2 * K -2.2* 
* STKl 3.0** 
CPL * P -2.0* XII-13 PAWC * SL -2.8** 
* STPl -2.3* * DA -3.7** 
* STKl -1.9 * OCl 2.6** 
BIO * STKl -2.4* * CMAX 0.8 
PHMIN * PHI -3.0** SL * CPL 2.3* 
* STPl 1.7 EROS * OCl 5.3** 
STP3 * STPl -2.3* * CPL -1.8 
* DV 1.3 * STK2 
DA * DRAIN 
-3.3** 
-2.3* 
XI-IO PAWC * RL -1.6 OCl * BIO 1.9 
* CB2 -2.0* DRAIN * BIO 2.3* 
* N 3.3** CPL * CMAX -2.4* 
SL * STNl 5.6** * BIO -2.3* 
* DV -1.8 BIO * STP3 2.6** 
EROS * ST 2.4* * STK2 -3.2** 
DA * NR -2.3* STP3 * STK2 -3.2** 
action variates affected by hi^ly correlated variables. 
The interaction variates tested in the last model of the 
MODEL XII series (XII-I3) are listed in Table 46, All inter­
actions except the PAWC * CMAX variate will be combined with 
those from MODELS X and XI for additional selection. In 
addition to these, the PAWC * CPL variate which had been 
highly significant (t = -3.1) in MODEL XII-11 will also be 
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retained. It had been deleted to test the PAWC * CMAX variate 
which had been significant (t = 2.3) in the presence of the 
PAWC * CPL variate in MODEL XII-10. The EROS * GPL variate 
was retained after testing in the last model. In MODEL XII-10, 
both EROS * CPL and EROS * CMAX were significant at the 
level, but in MODEL XII-11, the EROS * CMAX variate with 
EROS * CPL deleted was significant at only the 20^ level and 
thus was deleted from further testing. The behavior of these 
pairs of interactions in the absence and presence of the other 
one which involved two highly correlated variables (CPL and 
CMAX whose r = 0.63) illustrate the problems caused by high 
correlations between variables. The EROS * DRAIN variate will 
also be retained although only significant at the 10^ level; 
it had been deleted in MODEL XII-13 to test the DA * DRAIN 
variate. Both interactions involving the two highly correlated 
variables (EROS and DA whose r = -0.65) had been highly sig­
nificant in MODEL XII-10 (t = -3.2 for both). Deletion of 
DA * DRAIN in MODEL XII-11 decreased the significance of the 
EROS * DRAIN variate to the 10% level (t = -1.8). 
In summary, the significance levels of I70 interaction 
variates were tested in the presence of the linear variates of 
the weather, management, and soil variables in three separate 
series of models. The least significant interaction variates 
were deleted step-wise and the remaining 49 interaction vari­
ates from the three series of models will be tested by combin­
ing them in the next series of regression models. 
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MODELS XIII and XIV series 
The objective of the regressions in MODELS XIII and XIV 
was to select the most significant interactions between the 
weather-management and soil variables and within the soil 
variables for inclusion in the final prediction equation. Many 
of the interaction variates included in MODELS XIII and XIV 
were the most significant ones from the series of regressions 
in MODELS X to XII (Table 46). A few nonsignificant ones from 
MODELS X to XII were retested in MODEL XIII and additional 
ones were included in MODEL XIV. 
The interaction variates tested in the presence of the 
linear functions of the weather, management, and soil variables 
in MODEL XIII are listed in Table 4?. After the initial re­
gressions were run for MODEL XIII, formatting errors were dis­
covered involving PHMIN and DPHMIN, as described in the previ­
ous section. The least significant variates were then deleted 
from the regressions in successive steps as shown in Table 48 
to reduce the number of variates and to make room for addi­
tional variates in MODEL XIV. The selection of the interac­
tions was made after the TWP and RANGE variates had been de­
leted in MODEL XIII-2. All interaction variates contributed 
2 
about 0.05 to the R as shown by the comparison between the 
R^-values for M0DEI5 XIII-2 and XIII-4 (Table 48). 
For MODEL XIV, 4o of the interaction variates were re­
tained from those tested in MODEL XIII, 18 interactions involv­
ing PHMIN and DPHMIN were added, and 3 were added which had 
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Table 4?. Linear variâtes and selected interaction variates 
involving the weather-management and soil variables 
and within the soil variables, MODEL XIII series 
^i Variate®" 4 Variate % Variate 
2 TR 35 8TK2 68 PHRÎIN * STNl 
3 ST 36 PAWC * CBl 69 DPHRîIN * PHI 
4 RL 37 * CB2 70 * STPl 
5 GRW 38 * N 71 STP3 * N 
6 CBl 39 * STPl 72 * P 
7 CB2 40 DV 73 * STPl 
8 W 41 SL * RL 74 STK2 * K 
9 PD 42 * K 75 * STKl 
10 N 43 * STNl 76 PAWC * DA 
11 P 44 * DV 77 « OCl 
12 K 45 EROS * ST 78 * GPL 
13 TILE 46 * PHI 79 * CMAX 
14 NK 47 * STNl 80 SL * GPL 
15 PHI 48 DA * NR 81 * STP3 
16 STNl 49 * STPl 82 EROS * OCl 
17 STPl 50 OCl * STNl 83 * DRAIN 
18 STKl 51 * STPl 84 * GPL 
19 EM3V 52 DRAIN * PD 85 * DMAX 
20 DV 53 « K 86 Dummy var. 
21 PAWC 54 * TILE 87 EROS * PHRÎIN 
22 SL 55 * NR 88 * STK2 
23 TV/P 56 * STKl 89 DA * DRAIN 
24 RANGE 57 * DV 90 * GPL 
25 EROS 58 GPL * N 91 OCl * CMAX 
26 DA 59 * STPl 92 * BIO 
27 OCl 60 * STKl 93 DRAIN * BIO 
28 DRAIN 61 CMX * N 94 GPL * CMAX 
29 GPL 62 * STKl 95 * BIO 
30 CMAX 63 BIO * PHI 96 BIO * STP3 
31 BIO 64 * STKl 97 * STK2 
32 PHMIN 65 * DV 98 PIIMIN * STP3 
33 DPHMIN 66 PHMIN * CBl 99 STP3 * STK2 
34 STP3 67 * PHI 
^Symbols are defined in Tables 11 and 29. 
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2 Table 48. R -values for selected multiple regressions, 
MODELS XIII and XIV series 
Model No. of X 2 
no. variates Description R 
XIII- 1 97 All variates included (Table 4?) 0.626 
2 95 Deleted TWP and RANGE variates from 0.621 
MODEL XIII-1 
4 32 Deleted all interaction variates 0.574 
from XIII-2 
7 76 Deleted 19 interaction variates O.619 
from XIII-2 
8 68 Deleted 8 interaction variates from 0.614 
XIII-7 
9 64 Deleted 9 interactions from XIII-8 0.6II 
and added 5 interactions that had 
been deleted in XIII-8 
10 61 Deleted 6 interactions from XIII-9 O.613 
and added 3 interactions that had 
been deleted in XIII-9 
XIV- 1 95 All variates included (Table 49) 0.626 
2 93 Deleted TWP and RANGE variates from 0.619 
XIV-1 
3 77 Deleted 16 interaction variates from 0.619 
XIV-2 
4 67 Deleted 10 interactions from XIV-3 O.617 
5 63 Deleted 4 interactions from XIV-4 O.6I6 
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been found to be significant in the retesting of the variates 
in MODELS X to XII. The variates included in the MODEL XIV 
series are listed in Table 49. The interaction variates were 
selected in the absence of the TWP and RANGE variates by delet­
ing the least significant variates successively as shown in 
Table 48. Most of the interactions involving highly correlated 
variables were tested alternately in the MODEL XIII series. 
Deletion of a total of 30 interaction variates in MODEL XIV-5 
reduced the very slightly. 
The 31 interaction variates included in the final model 
are listed in Table $0. Included in the 28 interactions sig­
nificant at the 5^ level were 16 which had been significant 
in MODEL XIII-10, 4 which had been deleted in the MODEL XIII 
series but were retested in the MODEL XIV series, 1 of the 3 
which had become significant in the retesting of the variates 
in MODELS X to XII. and 7 involving the PHMIN and DPHMIN vari­
ables added to MODEL XIV. Addition of the interactions in­
volving the PHMIN and DPHMIN variables also decreased the sig­
nificance of six of the interactions which had been signifi­
cant at the 59^ level in MODEL XIII-IO. The most marked change 
occurred with SL * STNl which had a much more significant ef­
fect than EROS * STNl on yield in MODEL XIII but less effect 
than EROS * STNl in MODEL XIV. 
From the large number of interactions tested initially in 
MODELS X to XII, the selected ones from each of those models 
were combined with some others not previously included and 
225 
Table 4-9. Linear and selected interaction variates, MODEL 
XIV series 
Xj^ Variate X^ Variate Variate 
2- Same as MODEL 
35 XIII, Table 4-7 
36 PAWC « N 
37 * DV 
38 SL * K 
* STNl 
0 * DV II 
41 EROS * PHI 
42 * STNl 
43 DA « Nfi 
# * STPl 
45 OCl * ST 
46 * STNl 
47 * STPl 
48 DRAIN * PD 
49 * K 
50 * NR 
51 * STKl 
52 GPL * P 
53 * STPl 
54 BIO * PHI 
55 * STKl 
56 BIO * DV 
57 PHMIN * P 
58 * NR 
59 * PHI 
60 DPHMIN * STPl 
61 STP3 * P 
62 « STPl 
63 STK2 * K 
64 PAWC * SL 
65 « DA 
66 * OCl 
67 * CPL 
68 * PHMIN 
69 SL * CPL 
70 * PHMIN 
71 * DPHMIN 
72 EROS * OCl 
73 * DRAIN 
74 * DPHMIN 
75 * STK2 
76 DA * DRAIN 
77 DA * PHMIN 
78 OCl * BIO 
79 * PHMIN 
80 DRAIN * BIO 
81 * PHMIN 
82 CPL * CMAX 
83 * BIO 
84 * PHMIN 
85 CMAX * PHMIN 
86 Dummy var. 
87 CMAX * DPHIVIIN 
88 BIO * PHMIN 
89 * DPHMIN 
90 * STP3 
91 * STK2 
92 PHMIN * DPHMIN 
93 * STP3 
94 * STK2 
95 DPHMIN * STP3 
96 * STK2 
97 STP3 * STK2 
tested in MODELS XIII and XIV. The 28 interaction variates 
significant at the % level (Table 50) will be included with 
the linear and quadratic functions of the weather, management, 
and soil variables plus selected interactions involving the 
weather and mana^^ement variables to develop the final yield 
prediction equations in the next series. 
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Table $0. Most significant interaction variates, MODEL 
XIV-5 
Variate t-value Variate t-value 
PAWC * N 
* DV 
SL * K 
EROS * PHI 
* STNl 
001 * STNl 
DRAIN * PD 
* K 
GPL * P 
* STPl 
BIO * PHI 
* STKl 
* DV 
PmiN * NR 
DPHMIN * STPl 
STP3 * P 
2.90** 
-3.10** 
2.26* 
-1.82 
2.28* 
-4.21** 
-2.43* 
2.35* 
-2.59** 
-2.88** 
-2.95** 
-2.99** 
-2.28** 
-2.57** 
-3.84** 
-2.16* 
STK2 * K 
PAWC * DA 
* OCl 
* CPL 
SL * PHMIN 
* DPHMIN 
EROS * OCl 
* STK2 
DA * PHMIN 
OCl * PHMIN 
DRAIN * BIO 
CPL * BIO 
PimN * DPHMIN 
* STP3 
DPHMIN * STK2 
-3.45** 
-2.81** 
4.09** 
-1.65 
-2.20* 
-3.47** 
2.37* 
-1.87 
-3.07** 
2.58** 
2.96** 
-3.56** 
3.14** 
2.92** 
-3.47** 
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MODEL XV series 
The objective of the MODEL XV series, the final regres­
sions for this study, was to combine all linear, squared, and 
interaction variates of the weather, management, and soil 
variables selected from the previous series of models in order 
to determine the most significant ones for yield prediction 
and variable relationship models. 
The 97 variates included in RDDEL XV are listed in Table 
51# The linear and squared variates of the weather and manage­
ment variables and their interactions were selected in the 
MODEL IV series and tested along with the soil variables in the 
MODEL IX series. A total of 20 linear, 12 squared, and 13 
interaction variates for the weather and management variables 
were included in MODEL XV. The TR linear variate was excluded 
from the final model because it ww highly correlated with ST 
(r = 0.61) and N (r = 0.59); it was included in previous 
models to account for any yield variations over time not 
attributable to the weather and management variables. 
Several of the squared variates for the weather-management 
2 
variables were not included in MODEL XV. These included BA 
2 
and SD which were significant previously but were of little 
interest in this model; W^, TIIS^, and EM3V^ which had no 
significance in MODEL IV; and RL^, CRW^, and STKl^ which had 
shown some effect in some models but were not significant at 
the % level in MODEL IX, Only 13 of the interaction variates 
of the weather and management variables were included. Several 
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Table $1. Variâtes included in the final prediction model of 
corn yield on weather, management, and soil vari­
ables, MODEL XV series 
Variate Variate Xj^ Vari ate 
2 ST 34 
3 BA 35 
4 RL 36 
5 CRW 37 
6 CBl 38 
7 CB2 39 
8 W 40 
9 PD 41 
10 SD 42 
11 N 43 
12 P 44 
13 K 45 
14 TILE 46 
15 NR 47 
16 PHI 48 
17 STNl 49 
1 P esinm crs 
19 STKl 51 
20 EM3V 52 
21 DV 53 
22 PAWC 54 
23 SL 55 
24 TWP 56 
25 RANGE 57 
26 EROS 58 
27 DA 59 
28 OCl 60 
29 DRAIN 61 
30 CPL 62 
31 CMAX 63 
32 BIO 64 
33 PHMIN 65 
66 
DPHMIN 
STP3 
STK2 
ST^ 
GBl^ 
CB2^ 
PD^ 
p2 
NR^ 
PHl^ 
STNl^ 
STPl^ 
2 
m 
Twpz 
RANGE 
EROS^ 
DA^ 
001% 
DRAIN^ 
CPL^ 
CMAX^ 
PHMIlf 
ST * CBl 
CRW * STPl 
* STKl 
CBl * CB2 
N » NR 
* STNl 
P * STPl 
NR * STNl 
DV * ST 
67 DV * CBl 
68 * N 
69 * NR 
70 * STPl 
71 PAWC * N 
72 * DV 
73 SL * K 
74 EROS * STNl 
75 001 * STNl 
76 DRAIN * PD 
77 * K 
78 CPL * P 
79 * STPl 
80 BIO * PHI 
81 * STKl 
82 * DV 
63 PHIfllN • NR 
84 DPHMIN * STPl 
85 STP3 * P 
86 STK2 * K 
87 Dummy variate 
88 PAWC * DA 
89 * OCl 
90 SL * PHMIN 
91 * DPHMIN 
92 EROS * OCl 
93 DA * PHMIN 
94 OCl * PHMIN 
95 DRAIN • BIO 
96 CPL * BIO 
97 PHMIN * DPHMIN 
98 * STP3 
99 DPHMIN * STK2 
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selected in the MODEL IV series were not included because of 
nonsignificance in MODEL IX, and two (ST * N and EM3V * W) 
were not included although they were significant at or near 
the % level. 
From the soil variables selected in MODEL IX. 15 linear 
and 9 squared variates were included. The 28 significant in­
teractions of the weather-management and soil variables and 
within the soil variables from MODEL XIV (Table 50) were also 
included in MODEL XV. 
The successive models, and their R -values, which were 
computed to arrive at a general prediction equation are listed 
in Table 52. The prediction models were developed by deleting 
nonsignificant variates successively, with the final selection 
of all variates except the linear ones based on a 0.10 proba­
bility level for the t-values of the associated regression co­
efficients , A nonsignificant linear variate was retained, how­
ever, if its squared variate or interaction variate was sig­
nificant at the 10^ level. 
One should remember, as the various models were inter­
preted previously, that certain degrees of intercorrelation as 
well as causal relations existed between the variables. Thus, 
the regression coefficient indicates the effect of a particular 
variate after yield has been fitted to all other variates in 
the model. As a result, the direction of effect of any single 
variate must be interpreted with caution in a regression 
equation because high correlations between variables prevented 
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2 Table 52. R -values for selected multiple regressions, 
MODEL XV series 
No. of 
Model X vari- « 
no. ates Description R 
Prediction models 
XV- 1 97 All variâtes (Table 51) O.789 
2 95 Deleted BA and SD from XV-1 0.673 
4 91 Deleted TWP and RANGE variables (4 0.664 
variates) from XV-2 
12 89 Deleted 6 nonsignificant variates 0.673 
(CMAX,.P^, DV^, DA^. CMAX^, and 
PHMIN^) from XV-2 
16 76 Deleted 001^ and CPL^ and 11 nonsig- O.67I 
nificant interaction variates from 
XV-12 
28 76 Retested P^, DV^, CPL^, and DRAIN * PD; O.67O 
deleted STK2, SL * PHMIN, SL * DPHMIN, 
and DRAIN * BIO from XV-I6 
30 74 Retested SL * PHMIN and deleted P^, O.67O 
DV, and DRAIN « K from Xv-28 
31 72 Deleted CPL^ and DRAIN * PD from XV-30 0.670 
for final prediction model (Table 53) 
33 3 Linear EM3V plus linear and squared DV 0,133 
variates 
34 27 Linear and squared management variates, 0.483 
deleting BA and SD variables 
35 20 Linear and squared soil variates, de- 0,131 
leting TWP and RANŒ variables 
Alternative models 
8 63 Deleted K, STKl, SL, DA, 001, CMAX, 0.648 
and PHMIN variables (28 variates) from 
XV-4 
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Table 52. (Continued) 
Model 
no. 
No. of 
X vari­
ates Description R2 
XV-23 56 Deleted 7 nonsignificant variates from 
XV-8 (Table 
0.646 
13 64 Deleted K, SL, DA, OCl, CMAX, PHMIN, 
and STK2 variables (27 variates) from 
XV-4 
0.648 
27 57 Deleted 7 nonsignificant variates from 
XV-13 (Table 55) 
0.646 
6 65 Deleted K, STKl, EROS, OCl, CMAX, and 
PHMIN variables (26 variates) from 
XV-4 
0.643 
29 56 Deleted 9 nonsignificant variates from 
XV-6 (Table 56) 
0.641 
a complete understanding of the effects of the variables on 
yield as measured by the signs and magnitudes of their regres­
sion coefficients. Alternative or optional models obtained 
by deleting highly correlated variables will be preferred for 
assessing the effects of some important variables on yield 
variations. 
Inspection of Table 52 reveals that MODEL XV-1, derived 
from all previously selected weather, management, and soil 
variates, was satisfactory (R^ = 0.789) for fitting the ob­
served yield data. Obviously, as noted in previous models, 
other variables had marked effects on yield. Deletion of BA 
and SD (MODEL XV-2) decreased the from 0.789 to 0.673 and 
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caused changes in significance levels of more than half of 
the variates. Those which increased markedly in significance 
level included DV, PAWC, RL, RANGE, RANGE^. N * STNl, NR * 
STNl, DV * CBl, DV * STPl, and PAWC * DV; variates which de­
creased markedly in significance level included PHMIN, DPHMIN, 
PHMIN^, and PHMIN * DPHMIN. Deletion of the location vari­
ables, TWP and RANGE, in MODEL XV-4 reduced the R^ slightly 
to 0.664, and increased markedly the significance levels of 
GPL, STK2, GPL * BIO, PHMIN * DPHMIN, and DPHMIN * STK2. These 
results indicated that there was some overlap in the variation 
accounted for by the location and the GPL, STK2, PHMIN, and 
DPHMIN variables. 
The effects of the weather, management, and soil groups 
of variables on yield were ascertained separately and are 
shown in Table 52. The group of management variables (MODEL 
XV-34), excluding the BA and SD variables and interaction 
variates, explained the largest portion of the yield variation, 
about 48#. The weather variables of EM3V plus the quadratic 
function of DV (MODEL XV-33) explained only Xyf» of the yield 
variability. The soil variables in MODEL XV-35 which included 
the linear and squared variates of all except TWP and RANGE 
also explained 13# of the variability. The variabilities 
explained by these three models are not additive as compared 
with the yield variability explained by MODEL XV-4 (R^ = 0.664) 
which included all interactions in addition to the linear and 
quadratic functions of all variables. 
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In deriving a general prediction equation, it is practical 
to drop out those terms from the full regression model that 
contribute little to the explanation of yield variability; the 
prediction will be more precise although a small reduction in 
R is observed. Twenty-three variates were eliminated from 
MODEL XV-2 (Table 52) on the basis of nonsignificant t-values. 
These variates included two linear variates (CMAX and STK2), 
seven squared variates (P^, DV^, DA^, OCl^, CPL^, CMAX^, and 
PHMIN^), and 14 interaction variates. The amount of total 
variation accounted for by the variates deleted was not sig­
nificant according to an F-test. 
The final prediction equation MODEL XV-31 in Table 53# 
2 
was considered to be adequate and attained an R -value of 
0.670. The regression coefficients of CBl and GPL were not 
significant and those for N and K were significant at only the 
15^ level, but these variates were retained in the equation 
because the variables had significant quadratic or interaction 
effects. 
Detailed study of the effects of each variable on yield 
can be made only by considering its interactions with other 
variables; its effect may vary considerably at different levels 
of a variable with which it has an interaction. In MODEL XV-
31 (Table 53), increasing yields at a decreasing rate up to 
the maximum were associated with ST, PD, N, PHI, STNl, STPl, 
TWP, and DRAIN. The CBl and CB2 variables also showed a 
similar effect, which was unexpected; however, the interactions 
2)4 
Table 53» Regression statistics for the final prediction 
model of yield on weather, management, and soil 
variables, MODEL XV-31 
Regr. coef. 
Variate (bi) t-value 
ST 0.211 2.10* 
RL —o« 050 -2.85** 
CRW -0.201 -1.84 
CBl 0.488 0.71 
CB2 0.299 4.91** 
W -0.054 -9.83** 
PD 0.457 2.36* 
N 0.096 1.54 
P O.I69 3.37** 
K -0.034 -1.54 
TILE 0.031 3.65** 
NR 
-0.961 -2.81** 
PHI 3.014 2.78** 
STNl 0.626 2.38* 
STPl 0.647 3.68** 
STKl 0.063 2.26* 
EM3V 
-1.790 -8.43** 
DV 34.22 3,43** 
PAWC 0.510 4.07** 
SL 1.947 2.36* 
TWP 3.149 3.47** 
RANGE 
-0.550 -3.68## 
EROS 
-29.48 
-4.33** 
DA 1.454 3.06** 
OCl 
-2.135 -3.25** 
DRAIN 0.477 2.77** 
CPL -0.0066 -0.06 
BIO 19.32 3.14** 
PHMIN 
-0.512 -2.19* 
DPHMIN 0.264 2.24* 
STP3 
-0.941 -4.49** 
ST^ 
-0.0011 
-5.87** 
CB1% 
-0.0278 
-3.21** CB22 O -0,0031 -3.66** 
-0.0158 -4,62** 
fz -0.00046 -4.74** 
^ 2 0.00021 1.85 NR2 0.0148 3.95** 
PHl^ 
-0.0143 
-1.77 
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Table 53» (Continued) 
Variate 
Regr. coef. 
(bi) t-value 
STNl^ -0.0031 -1,64 
STPl^ -0.0075 -5.75** 
TWP2 -0.0215 -4.01** 
RANGE* 0.0100 3.12** 
EROSZ 3.302 3.11** 
DRAIN^ -0* 0061 -3.69** 
ST * CBl -0.0061 -2.45* 
CRW * STPl -0.0098 
-3.55** 
CBl * CB2 -0.0124 -2.31* 
N * NR 0.0035 5.78** 
N * STNl -0.0013 -2.57** 
P » STPl -0.0020 -3.56** 
NR * STNl 0.0075 2.98** 
DV » ST 0.163 4.77** 
DV * CBl 0.507 2.68** 
DV * N 0.0384 1.86 
DV * NR -0.325 -3.49** 
DV * STPl 0.154 2.67** 
PAWC • DV -0.213 -4.47** 
EROS • STNl 0.120 1.93 
OCl * STNl -0.0104 -2.32* 
CPL * P -0.0033 -2.09* 
BIO * PHI -0.141 -1.87 
BIO * STKl -0.011 -1.95* 
BIO * DV -3.212 -2.20* 
DPHMIN * STPl -0.0044 -1.78 
PAWC * DA -0.0062 -2.11* 
PAWC * OCl 0.0095 3.05** 
SL * PHMIN -0.0296 -2.38* 
EROS * OCl 0.799 3.28** 
DA * PHMIN -0.0130 -I.89 
OCl * PHMIN 0.0212 2.51** 
PHMIN * STP3 0.0159 -4.62** 
Intercept -291.20 -4.70** 
= 0.670 
F = 75.40** 
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with CBl showed that with increasing stand level and increasing 
moisture stress (decreasing value of DV), the effect of CBl on 
yield became less positive and then became negative. Linear 
increases in yields occurred with increasing levels of P, TIIE 
(closer to the tile line), STKl, DV, PAWC, SL, DA, OCl, BIO 
(from forest to prairie), DPHMIN, and STP3. The increasing 
yield effect of SL was caused in part by its high correlation 
with the dominant EROS variable, but the negative SL * PHMIN 
interaction showed that the slope effect changed from positive 
to negative at about pH 6.6. The STP3 level had a positive 
effect on yield if the PHMIN was above 5«9» 
Decreasing yields at increasing rates or at decreasing 
rates to a minimum yield in MODEL XV-3I (Table 53) were associ­
ated with increasing levels of K, NR (from first-year to 
continuous com), RANGE, and EROS. Linear decreases in yield 
occurred with increasing levels of RL, CRW, W, EM3V, GPL, and 
PHMIN. 
Twelve of the I3 interaction variates between the weather 
and management variables included in MODEL XIV were retained 
in MODEL XV-3I and most were highly significant. The effects 
of these interactions on yield were discussed previously in 
the MODEL IV series. 
Eight of the 16 interactions between the weather-
management and the soil variables and 7 of the 12 between soil 
variables were retained in MODEL XV-31 (Table 53)» Most of 
their effects on yield were as expected; these will be 
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discussed briefly. The negative PAWC * DV interaction showed 
that the positive effect of PAWC on yield decreased as DV in­
creased (less moisture stress). Positive EROS * STNl inter­
action indicated that the adverse effect of erosion class on 
yield decreased as STNl (N availability) increased; part of 
this effect may be indirect through the high correlation be­
tween EROS and SI. Both 001 and STNl (r = 0.46) are related 
to soil N availability; the negative interaction between the 
two showed that the yield response to the increasing level of 
one decreased as the level of the other increased. The nega­
tive GPL * P interaction indicated that the response to P 
fertilizer decreased as the percent clay in the plow layer 
increased; much of this effect may be indirect through the 
high correlation between P and K (r - 0.80). 
Negative interactions between BIO and PHI, STKl, and DV 
(Table 53) indicated that the yield difference between the 
prairie and forest soils decreased as the pH and soil test K 
level of the plow layer increased and as less moisture stress 
occurred. The negative DPHMIN * STPl interaction showed that 
the response to STPl decreased as the depth to PHMIN increased; 
part of this effect may be indirect through the influence of 
DPHMIN on subsoil P availability. 
The response to an increasing depth of A horizon decreased 
and that to an increasing OCl level increased as the PAWC in­
creased, as indicated by the negative PAWC * DA and positive 
PAWC * OCl interactions. Because the PAWC * DA interaction 
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was not significant in the absence of the PAWC * OCl inter­
action variate in the alternative models to be discussed 
later and PAWC * OCl was significant in the absence of PAWC * 
DA, the effect of the PAWC * DA interaction in this model may 
be due to the correlations between DA and other variables. 
Both of these interactions were tested separately in alterna­
tive models in MODEL XIII; although the significance of each 
was reduced when the other was deleted, PAWC * DA still was 
significant at the % level. A similar reversal in sign 
occurred with the negative DA * PHMIN and positive OCl * PHMIN 
interactions (MODEL XV-3I), indicating that these four inter­
actions need to be retested. 
The negative SL • PHMIN interaction, discussed previously, 
showed that the slope effect on yield changed from positive to 
negative at about pH 6.6 and became more negative as the PHMIN 
increased. The positive PHMIN * STP3 interaction, also dis­
cussed previously, showed that the STP3 effect on yield changed 
from negative to positive at about 5«9 and increased as PHMIN 
increased. The positive EROS * OCl interaction showed a simi­
lar effect on yield as the positive EROS * STNl interaction 
and for the same reasons. 
Because high correlations occurred between several of the 
variables including P and K (r = 0.80), SL and EROS (r = O.6I), 
DA and EROS (r = -0.6$), CPL and CMAX (r = O.63), PHI and 
PHMIN (r = 0.64), and STKl and STK2 (r = O.69), alternative 
models were constructed from MODEL XV-4 (Table 52). Groups of 
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highly correlated variables were deleted initially, including 
all variates associated with the variables. The nonsignifi­
cant variates were deleted and the models used to assess the 
effects of the important variables on yield. 
Three of them, MODE16 XV-8, -I3, and -6 (Table 52), show 
the variables deleted; their reduced models (MODELS XV-23, 
-27, and -29, respectively) are also shown. In MODELS XV-8 
and XV-I3, the same variables were deleted except that STKl 
was deleted in XV-8 and STK2 was deleted in XV-I3, In MODELS 
XV-8 and XV-6, the same variables were deleted except that 
SL, DA, and 001 were deleted in XV-8 and EROS and OCl were 
deleted in XV-6. Regression statistics for the alternative 
models are shown in Tables $4, 55• and 56. The regression 
coefficients for the interaction variates from these models 
are shown in Appendix Table A24. 
The regressions in Tables 54, 55» and 56 show that all 
models could be used to study the effects of weather, manage­
ment, and soil variables on yield; in fact, very few significant 
variations occurred in the regression coefficients of the vari­
ates included in 2 or all 3 models. Most effects of the vari­
ables included in these alternative models were similar to 
those found and discussed for the final prediction model; the 
differences and some similarities will be discussed. 
The negative DRAIN * PD interaction was not very signifi­
cant in the alternative models and not much more significant 
than it was in the prediction models (15^ level) before it was 
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Table 5^. Regression statistics for alternative MODEL XV-23 
Regression coefficient 
Variable Linear Squared Linear function interactions 
ST 0.214* -0.0012** 
RL -0.049** — —  
CRW -0.170 —  —  
CBl 0.425 -0.0269** 
CB2 0.313** -0.0032** 
W -0.055** 
PD 0.454* -0.0126** 
N 0.197** -0.00049** 
P 0.087 O.OOO5I++ 
THE 0.033** —  —  
NR -0.947** 0.0169** 
PHI 5.62** -0,0340** 
STNl 0.144 -0.0023 
STPl 0.694** -0.0079** 
EM3V -1.57** —  —  
DV 31.40** -2.72 
PAWC 0.552** — — 
EROS -16.26** -0.570 
DRAIN 0.420* -0.0039* 
CPL 1.38** -0.0038 
BIO 18.74** —  —  
DPHMIN 0.430** 
STP3 0.104** 
STK2 0.012 
-GB1*,+DV** 
-STPl** 
-ST*,-CB2*,+DV* 
-CBl* 
-DRAIN 
+NR**,-STN1** 
-STPl**,-CPLf+ 
+N**, -DV*»,+STN1* 
+STN1**,-BIO* 
-N**,+EROS**,+NR* 
-CRW**,-P*»,+DV**,-DPHMIN** 
+ST«* ,+CBl*, -NR«*,+STP1**, 
-PAWC** 
-DV** 
+STN1** 
-PD 
-P++,-BIO** 
-PH1*,-CPL«* 
-STPl** 
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Table 55« Regression statistics for alternative MODEL XV-27 
Regression coefficient 
Variable Linear Squared Linear function interactions 
ST 0.219* -0.0012** 
RL -0.049** --
CRW -0.184++ --
CBl 0.356 -0.0271** 
CB2 0.310** -0.0032** 
W -0.055** 
PD 0.467* -0.0127** 
N 0.195** -0.00048** 
P 0.083 0.00050++ 
TILE 0.032** —  —  
NR -0.940** 0.0169** 
PHI 5.640** -0.0342** 
STNl 0.124 -0.0022 
STPl 0.699** -0.0080** 
STKl 0.055++ 
EM3V -1.582** — —  
DV 31.97** =2.719 
PAWC 0.557** —  —  
EROS -16.46** -0.396 
DRAIN 0.456* -0.0042* 
CPL 1.133* -0.0028 
BIO 19.11** — —  
DPHMIN 0.457** — —  
STP3 0.105** —  —  
-CB1*,+DV** 
-STPl** 
-ST*,-CB2*,+DV** 
-CBl* 
-DRAIN 
+NR**,-STN1* 
-STP1**,-CPL++ 
+N**,+STN1*,-DV** 
+STN1**,-BI0* 
-N*,+NR*,+EROS** 
-CRW**,-P**,+DV**,-DPHMIN** 
-BIO++ 
+ST**,+GBl**,-NR**,+STP1**, 
-PAWC** 
-DV** 
+STN1** 
-PD 
-P++,-BIO** 
-PHI*,-8TK1++,-GPL** 
-STPl** 
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Table $6. Regression statistics for alternative MODEL XV-29 
Regression coefficients 
Variable Linear Squared Linear function interactions 
ST 0.229* -0.0012** 
RL -0.049** — -
CRW -0.141 
CBl 0.399 -0.0278** 
CB2 0.318** -0.0031** 
W -0.055** - -
PD 0.443* -0.0128** 
N 0.204** -0.00048** 
P 0.056 0.00054* 
TILE 0.033** — 
NR -0.796* 0.0174** 
PHI 6.043** -0.0379** 
STNl 0.785** -0.0046** 
STPl 0.770** -0.0084** 
EM3V -1.543** - —  
DV 29.78** -2.47 
PAWC 0.516** 
SL -0.055 - -
DA 0.361* -0.0066* 
DRAIN 0.424* -0.0041* 
CPL 0.878* -0.0037 
BIO 16.02** 
DPHMIN 0.461** — —  
STP3 0.110** — *— 
STK2 0.024++ mm mm 
-CB1*,+DV** 
-STPl** 
-ST*,-CB2*,+DV** 
-CBl* 
-DRAIN 
+NR**,-STN1** 
-8TP1**,-CPL. 
+N**,+STNl++,-DV** 
-BIO* 
-N**,+NR++ 
-CRW**,-P**,+DV**,-DPHMIN** 
+ST**,+CB1**,-NR**,+STP1**, 
-PAWC** 
-DV** 
-PD 
-P,-BIO* 
-PHI*,-GPL* 
-STPl** 
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deleted. The P variables showed a small, significant quad­
ratic effect in these alternative models but had mostly a 
linear effect in the prediction equation; the negative inter­
actions between P and STPl and CPL were similar in all models. 
All interactions involving DV were similar in the prediction 
and the alternative models except that interactions of DV with 
N and BIO were not significant in the latter models. 
The effects of the interactions of PAWC with DA and 001 
were discussed previously. The PAWC * DA interaction was not 
significant in the alternative models, but the PAWC * 001 
interaction had a highly significant effect in the alternative 
models not presented here. The negative CPL * BIO interaction 
was highly significant in all alternative models and indicated 
that the yield difference between the prairie and forest soils 
decreased as the clay in the plow layer increased; this effect 
may be due partly to the indirect effect through the CMAX vari­
able. The other interactions involving the BIO variable were 
similar in the alternative and prediction models except that 
the BIO * DV interaction was not significant in any of the 
alternative models. The STP3 variable had highly significant, 
positive effects on yield in all alternative models; PHMIN 
was deleted from all of these. A highly significant STP3 * 
PHMIN interaction had occurred in the prediction model. The 
STK2 variable had a slight positive effect on yield in 
MODELS XV-23 and XV-29 but had no effect in the prediction 
model in the presence of STKl. The STKl effect on yield was 
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similar in both the alternative and prediction models. 
One of the initial objectives of this study was to retain 
several of the highly correlated variables and their signifi­
cant squared and interaction variates through successive stages 
of the selection process. Alternative models then were to be 
used to study the relationships of selected variables and 
yield in the absence of the highly correlated variables. It 
became obvious in the late stages that we could not attain 
this objective fully because of the limited capacity of the 
Helarctos II regression program. The number of interactions 
that could be retained in the final model thus was severely 
limited. For alternative models, several additional interac­
tions, although not significant in the complete models, should 
have been retained. For example, the SL * STNl variate was 
deleted in MODEL XIV but should be important in MODEL XV-29 
from which the EROS and OCl variables were deleted. 
A special series of models were run earlier in the selec­
tion process from which the P, EROS, OCl, CMAX, PHMIN, DPHMIN, 
and STK2 variables were deleted. Interaction variates involv­
ing the remaining variables were selected as was done in 
MODELS X to XIV. Many of the interactions were significant in 
both this series of regressions and in the series including 
all variables, but many others were significant in one series 
and not in the other. This special series was not completed 
because of lack of time and the need to include DPHMIN which 
is not highly correlated with any of the others. A problem 
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with this approach is that many alternative models involving 
combinations of the correlated variables would be needed for 
comparisons and the computer costs would be hi^. 
In summary, 97 selected weather, management, and soil 
variates plus interactions were included in the final regres­
sion series (MODEL XV); all variates in MODEL XV-1 gave an 
of 0.789. For yield prediction purposes, MODEL XV-3I 
2 
was developed which contained 72 variates and attained an R 
value of 0.670. Because high correlations between variables 
prevented a complete study of the effects of some variables 
on yield, alternative MODELS XV-23, -27, and -29 were de­
veloped by deleting some of the correlated variables. The 
models contained 56, 57, and 56 variates, respectively, and 
attained R values of 0.646, 0.646, and 0.641, respectively. 
These alternative models could be used for prediction purposes, 
but they have more importance for assessing the magnitude and 
directional effect of important variables on com yield. 
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SUMMARY AND CONCLUSIONS 
Com yield variations and responses due to soil, weather, 
and management variables have been the subject of extensive 
agronomic investigations. Failure to quantify the effects of 
these variables in soil fertility studies has resulted in 
significant amounts of unexplained variations in corn yields. 
Differences in com yields have been attributed generally to 
differences in soils and weather conditions from one geographi­
cal area to another. 
The major objective of this study was to determine which 
physical, chemical, and morphological soil characteristics and 
site characteristics were important for explaining corn yield 
variations under varied climatic and management conditions. 
Also studied were the effects on com yield of different mois­
ture stress and excess moisture indexes developed by Morris 
(1972) to determine which ones best characterize moisture 
stress and excess moisture conditions in Iowa. 
Approximately 2800 corn yield observations were collected 
from sites located in 15 counties in a statewide yield study 
project entitledI Crop yielding capacity of Iowa soil types 
under different soil and crop management and climatic condi­
tions. The project was initiated in 1957 in 2 counties and 
counties were added each year until I962 when the fifteenth 
county was added. The 15 counties were selected to represent 
major soil association areas in the state and a broad range of 
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weather and management conditions. Within each of the selected 
counties, the two percent sample of quarter-sections for the 
Conservation Needs Survey formed the nucleus for location of 
sites in this research. With few exceptions, yield was 
checked each year a site was planted to corn. Data were also 
collected on soil and site characteristics, crop and soil 
management, and rainfall at or near the site. Field research 
was terminated after the 1970 season and data analysis was 
begun. 
Weather and Management Variables Affecting Com Yield 
The weather effects, mainly the effects of temperature and 
precipitation on com yield, were characterized by weather in­
dexes. In general, the weather indexes related the residual 
soil moisture in the root zone or top foot in the soil profile 
to the plant physiological processes under variable atmos­
pheric conditions. 
Several moisture stress and excess moisture indexes were 
investigated to relate the soil moisture conditions and 
meteorological factors to com yield variations. The moisture 
stress indexes we ret the X3 stress index obtained from a 
turgor loss function developed by Denmead and Shaw (I962), and 
the DT, DV, DW, and DX stress indexes which reflected changes 
in the relative transpiration ratio of the plant due to varia­
tions in soil moisture. These indexes were found by summing 
the daily ratios of moisture percentage present in the root 
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zone to the percentage required to prevent turgor loss for 
the X3 index, and by summing the daily relative transpiration 
ratios for the DV to DX series in a 63-day period starting 
six weeks before and ending three weeks after the 75^ silking 
date. 
The percentage ratios and the relative transpiration 
ratios were estimated in a simulation model by using empirical­
ly derived relationships between soil moisture reserves and 
atmospheric demand. Because these daily indexes were relative 
to the daily energy or radiation input, the daily pan evapora­
tion loss was used as a weighting factor in X3» DV, and DX to 
account for differences in photosynthetic activity. A weight­
ing factor was also incorporated into the moisture stress in­
dexes (X3, DV, and DW) to account for differences in suscepti­
bility of the crop to stress conditions during different stages 
of growth. The growth stage weights were obtained from pub­
lished data on reduced yields under stress conditions at 
various stages of plant growth. 
Excess moisture indexes reflecting aeration conditions in 
the soil root zone were obtained by measuring the daily frac­
tion of the root zone which was estimated to contain less than 
12.5. 15.0 and 17.3# air-filled pore space; these moisture in­
dexes were designated EM2, EM3, and EM4, respectively. The 
fraction of the root zone below the critical percentage was 
summed over a 46-day period starting 3 days after planting. 
A weighting procedure for growth stage was used for all excess 
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moisture indexes. An additional weighting factor for energy 
to account for evaporation from the surface soil and the tem­
perature effect on plants was applied to EM3 and denoted as 
EM3V. 
The weather indexes were obtained from modifications of 
the simulated soil moisture program developed by Morris (1972). 
A precipitation variable, P75t which was the sum of the 
total rainfall in the 75-day growth period starting six weeks 
before the silking date was evaluated as an alternative vari­
able for the moisture stress indexes. 
Data on management variables included planting date (PD), 
stand level (ST), total root lodging (RL), total weed growth 
(W), firét-brood com borer infestation (CBl), second-
brood com borer infestation (CB2), com rootworm damage rat­
ing (CRW), distance to tile (TILE), N, P, and K from manure and 
fertilizer applications, and nitrogen (NR) and potassium (KR) 
availability as affected by crop sequence. The plow-layer soil 
tests for pH (PHI), buffer pH (PHB), nitrifiable N (STNl), 
available P (STPl), and available or exchangeable K (STKl) were 
included with the management variables in this study because 
they were affected by the fertility and cropping management. 
Barren stalks (BA) and silking date (SD), sensitive indicators 
of environmental effects, were included. A time trend variable 
(TR) was also included to account for variation in yield due to 
improved technology not accounted for by the management 
variables. 
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The sequence for testing weather and management variables 
was I (1) correlation studies between yield and weather in­
dexes to reduce the number of weather indexes to be included 
in the regression models; (2) selection of a moisture stress 
index, an excess moisture index, and management variables by 
testing their influence on yield in various combinations in a 
series of regressions containing linear and quadratic functions 
(MODELS I and II); and (3) inclusion of interactions between 
the weather and management variables in a series of regressions 
(MODELS III and IV) to select the ones for predicting com 
yields. 
In general, the moisture stress indexes weighted for 
growth stage and pan evaporation loss (X3. DV, and DW) were 
more strongly correlated with yields than the unweighted one 
(DT) or the one weighted only for growth stage (DW), The pre­
cipitation variable (P75) was evaluated as an alternative for 
the moisture stress index; simple correlations between corn 
yield and P75 were higher than those for DW and DT but lower 
than those for DV, DX, and X3. Simple correlation coefficients 
between com yield and the various excess moisture indexes were 
similar; little improvement was observed by using energy 
weighting in EM3V, 
Hi^ correlations between the moisture stress indexes and 
between the excess moisture indexes showed that only one index 
from each group (possibly two of the moisture stress indexes 
if P75 was one of them) could be used for characterizing 
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weather. To determine the best combination of a moisture 
stress and an excess moisture index, multiple linear regres­
sions were computed for all combinations of three selected 
moisture stress indexes having different characteristics 
(DV, DT, and P75) and all four excess moisture indexes in 
combination with selected management variables (MODEL II 
series). 
The linear functions of weather index combinations and 
management variables explained a moderate percentage of the 
variation in com yields. The DV and EM3V combination of 
weather indexes showed the highest of 0.534 when combined 
with the management variates and were selected for character­
izing weather differences in subsequent regressions. Combina-
2 tions of DV and excess moisture indexes gave higher R values 
than those with DT which showed the beneficial effect of the 
weighting procedures used for DV. Combination of the precipi­
tation index, P75» with the excess moisture indexes gave con-
2 
sistently lower R values than those with DT. This showed the 
beneficial effect of the basic method for computing moisture 
stresses. 
The most important weather and management variables influ­
encing com yield variations in the regressions having only 
linear functions were ST, CRW, W, PD, N, NR, STNl, EM3V, and 
DV. 
The next series of regressions in the MODEL II series 
tested the quadratic functions of the weather and management 
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variables. The squared variates of all variables were sig­
nificant except those for TR, RL, W, TILE, and EM3V; the 
effects of these variables on com yield were primarily linear. 
The R^ for the model with the quadratic functions was 0.584, a 
gain of about 0.05 in R compared to the linear function model. 
The purpose of the regressions in the MODEL III and IV 
series was to select the most important interaction variates 
between weather and management variables for inclusion in the 
final yield prediction model including the selected soil vari­
ates. Twenty-one weather and management variables plus 17 
squared variates were included in the models. From 171 possi­
ble interactions among 19 variables (not including BA and SD), 
53 that logically could occur were selected for testing. Suc­
cessive models were tested and interaction variates were de­
leted in the final stages if their significance did not attain 
the 0.10 probability level. 
The final model calculated for characterizing weather and 
management variables on yield contained 51 variates (33 linear 
and squared terms plus 18 interaction variates) and had an R 
of 0.627, about 0.04 higher than that for MODEL II containing 
only quadratic functions. Those variates that showed marked 
curvilinear effects (highly significant squared variates) in­
cluded ST, CBl, CB2, PD, N, NR, PHI, STNl, STPl, and DV. 
Squared variates for CRW and P were significant at the 
level. TR, TILE, and STKl had only positive, linear effects 
on yield; RL, W, K, and EM3V had negative, linear effects on 
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yield. 
Of the 18 interaction variates in the final model, 1? were 
significant at the 0.10 level or less. Most of the interaction 
effects were in the expected direction and many influenced 
markedly the effect of the variables on yield. More interac­
tions occurred with DV than with any of the other variables; 
several also occurred with ST, STPl, N, and NR. 
2 
The BA and SD variables increased the R markedly but 
were deleted from the models for selecting the weather and man­
agement variates. These variables are sensitive indicators of 
environmental factors affecting yield and may also include the 
indirect effects of hybrid varieties on yield. They are not 
useable predictor variables for predicting yields of the dif­
ferent soils but may be important for predicting yields from 
observations made shortly after silking time when barren 
stalks can be determined. 
Soil Variables Affecting Com Yield 
The soil variables studied included soil slope (SL), 
aspect of the slope (ASPECT), and slope configuration (SLCONP)i 
erosion class (EROS); plant available water capacity of the 
five-foot profile (PAWC)i drainage class (DRAIN)» subsoil 
permeability (PERM); percent carbon of the plow layer (OCl) and 
of the 7 to 20 inch layer (0C2)j percent clay in the plow layer 
(CPL), maximum percent clay in the subsoil (CMAX), and average 
percent clay of the five-foot profile (CAV)j subsoil group 
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rating for root growth (SUBGRP); relative strength of the 
structural units (STRUCT)i bulk density of the 15-30 inch 
layer (BDl) and of the 30-40 inch layer (BD2)j native vegeta­
tion or biosequence (BIO); minimum pH in the subsurface hori­
zons (PHMIN)i pH of the 10-20 inch layer (PH2), 30-42 inch 
layer (PH3). and 42-60 inch layer (PH4); soil test P of the 
10-20 inch layer (STP2) and the 30-42 inch layer (STP3); soil 
test K of the 12-24 inch layer (STK2); and parent material 
classes of till (PMT), paleosol (PMP), thin loess over till 
(PMI/T), deep loess (PML), shallow to sand (PMS), and shallow 
to bedrock (PMR). 
Also included in the variables were depths to, or thick­
nesses of, the following soil characteristicsi thickness of 
the A horizon (DA); depth to the midpoint of the maximum clay 
horizon below the plow layer (DCMAX)j depth to the midpoint 
and thickness of the minimum pH horizon (DPHMIN, THPHMIN); 
depth to the top of the calcareous horizon (DCAL); and depths 
to underlying till in the till group (DPMT), underlying paleo* 
sol (DPMP), underlying till in the thin loess over till group 
(DPMI/T), deoxidized loess in the deep loess group (DPML), 
underlying sand in the shallow to sand group (DPMS), and under 
lying bedrock in the shallow to bedrock group (DBIR). 
Included with the soil variables were location variables 
within the state for the legal township number (TWP) and the 
legal range number (RANGE), and location of the site on the 
landscape if in a terrace position (TERR) or a bottomland 
255 
position (BOTT). 
Two methods were used for studying the effects of soil 
variables on yield: (1) site stratification was performed by 
grouping counties of uniform weather and management conditions 
and a multivariate statistical technique (path analysis) was 
used on each of the groups selected by assuming and testing a 
corn yield-soil factor causal model, and (2) for all sites 
combined, multiple regression models containing weather, man­
agement, and soil variables were used to study the effects of 
the soil variables by adjusting com yields for the effects 
of the selected weather and management variables; the selection 
of soil variables then was accomplished by deletion of nonsig­
nificant variables. 
A grouping procedure was used by plotting the slope of 
each county (obtained by regressing county means of the vari­
able on the overall or state mean of the same variable for each 
of the years studied) on the overall mean value from all coun­
ties for each year. Two groups of counties with assumed uni­
form weather and management conditions were selected from the 
plotting procedure. Group I included Bremer, Clay, Fayette, 
Hamilton, Howard, Keokuk, linn, and Muscatine counties, mostly 
from the eastern and central areas of the state. Group II 
included Adams, Cass, Crawford, Harrison, Lyon, Wayne, and 
Woodbury counties, mostly from the southern and western areas 
of the state. 
A series of regression equations were computed on each 
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group from a full model including all soil variables to select 
the most important ones which influenced yield. The general 
soil type characteristics which significantly influenced yields 
in the two groups were: PAWC, SL (Group I), EROS (Group I), 
DA (Group II), DRAIN, GPL (Group II), CMAX (Group I), BIO, BD2, 
and the parent material variables, DPMT (Group I), DPMI/I 
(Group I), and DPMS, Fertility variables significantly influ­
encing yields werei OCl (Group II), PHMIN (Group II), DPHMIN, 
STP3 (Group II), and STK2 (Group I). Location variables which 
had significant effects were BOTT (Group II), TWP (Group II), 
and RANGE (Group I). 
Since causal relationships existed between soil parameters 
and between soil parameters and com yield, it was assumed that 
associations between yield and many of the previously selected 
soil factors were indirect rather than direct. A multivariate 
statistical analysis (path analysis) was applied to the data 
for the selected soil variables in MODEL VI to ascertain which 
variables were more directly related to com yields. 
Soil variables directly related to corn yields in the two 
selected groups were» SL (Group I), BIO (Group I), PAWC, 
EROS, OCl, DRAIN (Group I), GPL, CMAX (Group I), BD2, PHMIN 
(Group II), DPHMIN, STP3 and STK2. Most of these soil vari­
ables in both groups also had indirect effects on com yield 
through their correlations with other variables. It was ob­
served that DA and the parent material related variables were 
associated indirectly with yield by influencing related soil 
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characteristics. 
The linear functions of the soil variables were combined 
with the quadratic functions of selected weather and manage­
ment variables in MODEL VII to select the soil variables that 
had the most significant effects on yield. Data from both 
groups of soils studied in MODEL VI were combined because the 
major objective of the study was to develop a statewide corn 
yield prediction equation. The high degree of correlation be­
tween some of the soil variables complicated the selection 
process. 
The least significant soil variables were deleted and then 
combinations of correlated variables were deleted in a series 
of regressions to determine the effects of the remaining soil 
variables on yield. The 18 soil variables that were selected 
for further testing plus the weather and mana^ ment variates 
(except BA and SD) gave an of 0.628. 
The objective of the next series of regressions (MODEL IX) 
was to determine which of the soil variables had curvilinear 
effects on yield. The quadratic functions of the selected 
soil variables were combined with the quadratic functions of 
weather and soil variables and the interaction variates se­
lected in MODEL IV. One or more of the soil variables were 
deleted successively in a series of regressions to determine 
the effects of correlated variables on the quadratic effects 
of others on yield. 
The DRAIN soil variable and the location variables, TWP 
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and RANGE, had the most marked curvilinear effects on yield. 
Others that showed some curvilinear effect on yield, and were 
retained for further testing in the final prediction model, in­
cluded EROS, DA, 001, GPL, CMAX, and PHMIN. The PAWC, SL, BIO, 
DPHMIN, STP3» and STK2 variables were only linearly related to 
yield. Three of the variables, DCMAX, BD2, and PH4, were de­
leted from further testing. 
Soil, Weather, and Management Variables 
Affecting Com Yield 
The objective of the next steps for developing a com 
yield prediction model was to select the important interactions 
on com yield involving the weather-management and soil vari­
ables and within the soil variables. For testing the interac­
tions in MODELS X to XIV, 19 linear weather and management 
variates (not including BA and SD) and 13 linear soil variates 
(not including TWP and RANGE) were included in the regressions. 
Of the 234 possible interactions of the 18 weather-manage­
ment variables (none were included for TR) and 13 soil vari­
ables, 61 were selected and included in MODEL X because of the 
lack of stability of the regression coefficients of the 
weather and management variables as the soil variables were 
deleted in the MODEL IX series. Another 62 of these were in­
cluded in MODEL XI based on a priori agronomic information as 
to which interactions could most logically occur and the causal 
relationships between variables. From the 78 possible inter­
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actions within the group of 13 soil variables, 4? of them were 
included in the MODEL XII series. 
In each of the MODELS X to XII. nonsignificant interaction 
variates were deleted in a series of regressions. The most 
significant ones in each model series were combined along with 
some additional interactions and tested further in MODEIS XIII 
and XIV series. The significance levels of about 200 interac­
tions thus were tested in the MODELS X to XIY series in the 
presence of linear weather, management, and soil variates ; the 
28 interaction variates significant at the 5% level in the 
final model of the MODEL XIV series were then included in the 
regressions for the final yield prediction model. 
For the final series of regressions, MODEL XV series, 97 
variates which had been selected from the previous models were 
combined in the initial regression. These included 20 linear, 
12 squared, and 18 interaction weather-management variates, 
15 linear and 9 squared soil variates, 16 interaction variates 
between weather-management and soil variables, and 12 interac­
tions between soil variables. The complete model explained 
about 79?S of the variability in yield. Deletion of the BA 
(barren stalks) and SD (silking date) variates decreased the 
R to 0.673• Linear and quadratic variates of the management 
variables, excluding BA and SD, explained the largest portion, 
or 48#, of the yield variability. The weather variables (EM3V, 
DV, and DV^ ) explained about 13# of the variability, and the 
linear and quadratic variates of the soil variables explained 
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\y^ of the variability in the absence of the TWP and RANGE 
variables. 
The final yield prediction equation contained 72 weather, 
management, and soil variates, including squared and interac­
tion terms, and had an R^ -value of O.67O. Most of the linear 
variates and all of the squared variates retained were sig­
nificant at the 10^  level. Most of the 12 interaction vari­
ates retained between the weather and management variables 
were highly significant. Eight of the 16 interactions between 
weather-management and the soil variables and 7 of the 12 in­
teractions between the soil variables were retained in the 
final equation; all were significant at the 0.10 level or less. 
Detailed study of the effect of each variable on yield can 
be made only by considering its interactions with other vari­
ables. In the final yield equation, increasing yields at a 
decreasing rate up to the maximum and then decreasing yields 
were associated with ST, PD, N, PHI, STNl, STPl, TWP, and 
DRAIN. Linear increases in yield occurred with increasing 
levels of P, TILE (closer to tile line), STKl, DV, PAWC, DA, 
OCl, BIO (from forest to prairie), DPHMIN, and STP3. The SL 
variable changed from positive to negative at about pH 6.6 be­
cause of the negative SL * PHMIN interaction. 
Decreasing yields at increasing rates or at decreasing 
rates to a minimum yield were associated with K, NR (from 
first-year to continuous com), RANGE, and EROS in the final 
equation. Linear decreases in yield occurred with increasing 
261 
levels of RL, CRW, W, EM3V, GPL, and PHMIN. All soil variables 
except DRAIN were involved in significant interactions with 
the weather-management variables or other soil variables. 
Most of these interaction effects on yield were as expected. 
Because high correlations between some of the variables 
interfered with interpretation of the effects of some variables 
on yield, alternative models were derived by deleting some of 
the correlated variates. These alternative models could be 
used for yield prediction, but they have more importance for 
assessing the magnitude and directional effect of important 
variables on com yield. 
The results of this investigation have shown that the soil 
variables (soil type characteristics and location variables) 
must be considered when evaluating differential yield responses 
to environmental factors. 
The use of multivariate statistical techniques for estab­
lishing the relationships between soil factors and between 
soil factors and com yield brought out important causal rela­
tions between soil factors and suggested the possibility that 
index variables could be computed representing the effects of 
many related variables. This procedure could reduce the 
amount of interaction between variables in a polynomial yield 
equation. For soils variables in which distributions of sub­
soil values were considered, such as organic carbon, bulk 
density, pH, and soil test P and K, the use of orthogonal 
polynomials to describe the distributons may be useful. 
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Since large within-group variation for most weather and 
management variables posed certain problems for determining the 
effects of soil variables, more research is needed on the 
criteria of stratification for determining the effects of soil 
variables, and to study the effects of soil, weather, and man­
agement interactions. 
Better characterization of weather variables would be 
possible if important soil characteristics such as the percent 
slope which influences water run-off and internal soil drainage 
conditions such as depth to the water table are included in 
the model for determination of weather indexes. 
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Table Al. Data listing for soil variables on computer card 05, Projects 
1377 and 1958 (rev. 1-31-74) 
Column Identification or variable 
1-2 Card no. = 05 
3-4 County code (Adams = 02 to Woodbury = 97) 
5-6 Site no. 
7-10 Soil unit no. (col. 7 indicates variant; 1010 and 2010 are 
Monona variants) 
11-12 Location—Township no. (T67 toT99; TlOO = T99) 
13-14 Location—Range no. (RlE = 0, RlW = 1 to R47W = 47) 
15 Slope configuration, where: 
1 = strongly convex 4 = straight (flat) 
2 = convex 5 = straight to concave 
3 = convex to straight 6 = concave 
16 Erosion class, where: 
0 = + (deposition) 
1 <= none to slight (>7") 
2 = moderate (3-7", seme mixing) 
3 • severe (<3") 
17-18 Depth of A horizon (A^ + A^ + Ag) in inches 
19-20 Est. % organic carbon of 0-7" layer (coded; %0C x 10) 
21-22 Est. % DC of 7-20" layers (coded: wtd. av. x 10) 
23-24 Color value of 0-7" layer (coded: value x 10) 
25-26 Color chroma of 0^7" layer (coded; chroma x 10) 
27-28 Color value of 7-20" layers (coded; wtd. av. x 10) 
29-30 Color chroma of 7-20" layers (coded: wtd. av. x 10) 
31-32 Natural internal drainage, where: 
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Table Al. (Continued) 
Column Identification or variable 
10 = excessive 
20 = excessive to well 
30 = well 
40 = moderately well 
50 = somewhat poor 
60 = somewhat poor to poor 
70 = poor 
80 = poor to very poor 
90 = very poor 
33-34 Subsoil permeability, where; 
00 = very rapid 50 = moderate 
10 = rapid 60 = moderate to slow 
20 = rapid to mod. rapid 70 = slow 
30 = moderately rapid 80 = slow to very slow 
40 = mod. rapid to moderate 90 = very slow 
35-36 % clay in plow-layer 
37-38 Maximum % clay in subsoil (below plow-layer) 
39-40 Average % clay to 60" (or in profile if shallow to bedrock) 
41-42 Depth to mid-point of horizon(s) with maximum % clay 
43 Subsoil group rating for crop growth, where; 
0 = very favorable 
1 = favorable 
2 = slightly unfavorable 
3 = slightly to mod. unfavorable 
4 = moderately unfavorable 
5 = mod. to very unfavorable 
6 = very unfavorable 
44 Biosequence, where 
1 = forest 
2 = forest-transition intergrade 
3 = transition 
4 = transition-prairie intergrade 
5 = prairie 
45-46 Location on landscape (dummy variables), where; 
Col. 45 Col. 46 
Upland 0 0 
Terrace, outwash 1 0 
Bottomland 0 1 
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Table Al. (Continued) 
Column Identification or variable 
47-48 Bulk density (g/cm^) at 15-30"; coded (value-l.OO)lOO 
49-50 Bulk density (g/cm^) at 30-40"; coded (value-1.00)100 
51 Subsoil structure (B horizon or comparable zone), where; 
1 = structureless (massive or 4 = weak to moderate 
single-grain) 5 = moderate 
2 = structureless to weak 6 = mod. to strong 
3 = weak 7 - strong 
52-57 Parent material grouping (dummy variables—0 or 1 entries) 
Column no. 
52 53 54 55 56 57 
1. Other than groups 2-7 0 0 0 0 0 0 
2. Till mapping units 1 0 0 0 0 0 
3. Paleosol or gumbotil 0 1 0 0 0 0 
4. Loess (<60") over till 0 0 1 0 0 0 
5. Deep loess (>60") 0 0 0 1 0 0 
6. <60" to sand 0 0 0 0 1 0 
7. <60" to bedrock 0 0 0 0 0 1 
58-59 Depth to, or thickness of, following characteristics in parent 
material grouping (coded: 60"-depth; more than 60" = 0) 
1. Other than groups 2-7: no depths; all entries coded 0. 
2. Till units: thickness of silty overburden or reworked 
materials over till. 
3. Faleosol or gisobotil; thickness of overburden or loess 
over heavy-textured paleosol. 
4. Loess over till: depth to till; always more than 20". 
5. Deep loess: depth to deoxidized loess. 
6. Less than 60" to sand: depth to loamy sand, sand, or 
gravel. 
7. Less than 60" to bedrock: depth to bedrock. 
60-61 Minimum pH in subsoil (below plow-layer) (coded: pH x 10) 
62-63 Depth to midpoint of minimum pH layer in subsoil (inches) 
64-65 Thickness of minimum pH zone (inches) 
66-67 Depth to top of carbonate horizon (coded; 60"-depth; more than 
60: . 0) 
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Table Al. (Continued) 
Column Identification or variable 
68-69 pH of 10-20" zone (coded: pH x 10) 
70-71 pH of 30-42" zone (coded; pH x 10) 
72-73 pH of 42-60" zone (coded: pH x 10) 
74-75 Available P of 10-20" zone (lb. P/acre 6") 
76-77 Available P of 30-42" zone (lb. P/acre 6") 
78-80 Available K of 12-24" zone (lb. K/acre 6") 
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Table A2. Data listing for soil parameters used for weather indexes on 
computer card 06 (rev. 1-27-76) 
Column Identification or variable 
1-2 Card no. =06 
3-4 County code number (Adams = 02 to Woodbury = 97) 
5-6 Site no. 
7-8 Horizon 1 (plow layer) of soil profile—thickness in inches 
9-10 Horizon 1—estimated % sand content 
11-12 Horizon 1—estimated % clay content 
13-18 Horizon 2 (described horizon below Horizon 1)—thickness, 
% sand, and % clay (2 digits each) 
19-•24 Horizon 3 (below Horizon 2)—thickness , % sand and % clay 
25-•30 Horizon 4 (below Hor. 3)—thickness, % sand and % clay 
31--36 Horizon 5 (below Hor. 4)—thickness, % sand and % clay 
37-•42 Horizon 6 (below Hor. 5)—thickness, % sand and % clay 
43-•48 Horizon 7 (below Hor. 6)—thickness, % sand and % clay 
49-•54 Horizon 8 (below Hor. 7)—thickness, % sand and % clay 
55-•60 Horizon 9 (below Hor. 8)—thickness, % sand and % clay 
Note: Each soil profile has data to a depth of 60" but number 
of genetic horizons varies from 4 to 9. If number of 
horizons are less than 9, the data in the columns for 
the subsequent horizons are listed as zeros. 
61-62 Most impervious subsurface layer in profile, coded as follows; 
02—6 to 12" 05—24 to 30" 08—42 to 48" 
03—12 to 18" 06—30 to 36" 09—48 to 54" 
04—18 to 24" 07—36 to 42" 10—54 to 60" 
Note: Most Impervious subsurface layer is the designated 6" 
layer where water movement is slowest; selection in each pro­
file was based on horizon with maximum % clay (dominant factor), 
bulk density changes with depth, % sand if texture was a sandy 
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Table A2. (Continued) 
Column Identification or variable 
loam or loamy sand, and % carbon If maximum clay occured 
In the plow layer or In the A1 to A3 below the plow 
layer. Layer 01 (plow layer) was not listed as the 
most Impervious layer although It may have been In a 
few soils. 
63—64 
65-66 
Number of genetic horizons In the soil profile for which thick­
ness, % sand and % clay data are listed In columns 7-60; number 
of horizons vary from 4 to 9. 
Internal drainage class coded from 10 to 90; see Card 05. 
67-68 Subsoil permeability class coded from 10 to 90; see Card 05. 
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Table A3. Data listing for soil parameters used for weather indexes on 
computer card 07 (rev. 2-15-76) 
Column Identification or variable 
1-2 Card no. = 07 
3-4 County code number (Adams = 02 to Woodbury = 97) 
5-6 Site no. 
7-33 Bulk density values for each described horizon in the 60" deep 
soil profile—3 digits each for up to 9 horizons. Coded: 100 * 
bulk density to the nearest hundreth (decimal point omitted). 
From 4 to 9 horizons were described per profile; when bulk den­
sities of all horizons have been listed (if less than 9 horizons), 
zeros are listed in the remaining columns. 
[Note: For method of estimating bulk density values, refer to 
the bulk density distribution curves with depth, developed for 
most of the soil types used in this study.] 
34-51 Plant-available water capacity (PAWC) for each described horizon 
In the 60" deep soil profile--2 digits each for up to 9 horizons. 
Coded: 100 * PAWC In inches of water per inch of soil to the 
nearest hundreth (decimal point omitted). When PAWC values of 
all horizons have been listed (If less than 9 horizons), zeros 
are listed in the remaining columns. 
[Note: For method of estimating PAWC from soil texture and 
organic carbon content, refer to the isolines and adjustments on 
the textural triangle, developed for this study.] 
52-53 % slope of the site area (average value) 
54 Aspect (direction of slope) at the site. Coded: 1 = SSW, 2 = 
SW or S, 3 = WSW or SSE, 4 W or SE, 5 = WNW or ESE, 6 = NW or 
E, 7 = NNW or ENE, 8 = N or NE and 9 = NNE 
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Table A4. Data listing for field and management variables on computer 
card 1 (rev. 6-12-72) 
Column Identification or variable 
1-4 
5 
6-7 
8-9 
10-11 
12-14 
15-16 
17-18 
19-20 
21-22 
23-24 
25-27 
28-29 
30-31 
Job account number 
Card no. = 1 
County code: 
Adams = 02 
Bremer = 09 
Cass = 15 
Clay =21 
Crawford = 24 
Fayette = 33 
Hamilton = 40 
Harrison = 43 
Howard 45 
Keokuk = 54 
Linn = 57 
Lyon = 60 
Muscatine = 70 
Wayne = 93 
Woodbury - 97 
Year; last 2 digits for 1957 to 1970 
Site number (relocated sites numbered from last-numbered Initial 
site in the county) 
Corn yield to nearest whole bushel per acre (adjusted for 
estimated yield loss due to hail damage) 
Time trend: 1957 = 1 to 1970 = 14 
Frost damage in the fall, listed as: estimated percent yield 
loss due to frost or killing freeze before maturity 
Disease damage, listed as: estimated percent yield loss due to 
leaf disease (and to stalk rots only if they were known to have 
caused premature dying of the stalks) 
Date site harvested: coded Aug. 1=1 and calculated as follows: 
in Aug. = Aug. date 
in Sept. = Sept. date + 31 
in Oct. = Oct. date + 61 
in Nov. = Nov. date + 92 
Percent grain moisture at the harvest date to the nearest whole 
percent. 
Stand level (stalks per acre) at harvest, listed as: stalks per 
acre x 10"2 
Percent of stalks which were barren 
Average ear weight (pound per stalk), listed as: average ear 
weight X 100. 
284 
Table A4. (Continued) 
Column Identification or variable 
32-33 Percent of stalks Byaderately root lodged at harvest—leaning 
between 30° and 60" from vertical (100% = 99) 
34-35 Percent of stalks severely root lodged at harvest—leaning more 
that 60° from vertical (100% = 99) 
36-37 Total percent of stalks moderately and severely root lodged at 
harvest (100% =99) 
38-39 Corn root damage due to corn rootworms and based on Peters' 
rating scale of 1.0 (none) to 6.0 (most severely damaged) and 
listed as: rating x 10 
From 1964 to 1970, root damage ratings were made from a sample 
of 10 root systems per site. From 1957 to 1963, damage ratings 
for the sites were estimated from 1964-1970 averages, from 
Turpin's regression equation calculated from 1964-1970 data and 
from adjustments based on area of the state and crop sequence. 
40 Insecticide effectiveness based on the Turpin-Peters rating 
scale of 1 = no insecticide used to 9 = most effective insecti­
cides and modified by Dumenil in May, 1972. 
41-42 Corn leaf aphid infestation rating based on Peters' rating scale 
of 1.0 = none to 5.0 = most severe infestation and listed as; 
rating x 10. Ratings were made only in 1967 to 1970. No data 
for earlier years listed as: 00. 
43-44 Percent of stalks broken over below the ear node at harvest 
(100% = 99) 
45-46 Percent of stalks broken over at or above the ear node at harvest 
(100% = 99) 
47-48 First-brood corn borer infestation, listed as; number of 
cavities (feeding areas) per 10 stalks. 
49-50 Second-brood com borer infestation in the ear shanks, listed 
as: number of cavities per 10 stalks (100 or more = 99). 
51-52 Second-brood com borer infestation in the stalks, listed as; 
number of cavities per 10 stalks (100 or more = 99). 
53-54 Total second-brood com borer infestation in the ear shanks and 
stalks, listed as: total number of cavities in the shanks and 
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Table A4. (Continued) 
Column Identification or variable 
stalks per 10 stalks (100 or more = 99; only 5 sites in all years 
had more than 99 second-brood cavities per 10 stalks). 
55-56 Percent of stalks shoving leaf feeding due to first-brood corn 
borer (0% obseirved listed as 01 and 100% observed listed as 99; 
no data in earlier years listed as 00) 
57-59 Grassy veeds, listed as: lbs./A (air-dry) x 10 ^  
60-62 Broadleaf veeds, listed as: lbs./A (air-dry) x 10 ^  
63-65 Total veeds (grassy + broadleaf), listed as: lbs./A x 10 ^  
66 2,4-D spray application, listed as; 0 = none, 1 = once, 2 = 
twice and 3=3 times 
67 Number of times com harrowed after planting 
68 Number of times corn rotary hoed after planting 
69 Number of times corn cultivated 
70 Field plowed on the contour, listed as: 0 = not contour plowed 
and 1 = contour plowed 
71 Field planted on the contour, listed as: 0 = not contour planted 
and 1 = contour planted 
72 Distance in feet to top of terrace ridge above site, coded as; 
200 - distance in feet (200 feet or a greater distance = 0 and 
no terrace in the field =0) 
75-76 Number of years to date that field was contour plowed (not 
contour plowed = 0) 
77-78 Number of years to date that field was contour planted (not 
contour planted = 0) 
79-80 Number of years to date since terrace was built within 200 feet 
above the site (no terrace in the field or 200' or greater dist­
ance = 0) 
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Table À5. Data listing for management variables on computer card 2 
(rev. 3-22-72) 
Column Identification or variable 
1 Card no. = 2 
2-3 County code no. 
4-5 Year (last 2 digits) 
6-7 Site no. 
8 Seedbed preparation: fall moldboard & others = 0 
spring moldboard = 1 
9 Seedbed preparation: moldboard (fall or spring) = 0 
all others = 1 
10 No. tillage operations before plowing: single disked + others 
11 No. tillage operations after plowing: single disked + spring-
toothed + harrowed + others 
12-13 Date planted: in April = April date - 20 
in May = May date + 10 
in June = June" dZTe^f 41 
14-15 Date 75% silked: in July = July date 
in August = Aug. date + 31 
16 Planting method: drilled = 0 
hill dropped and wire-checked - 1 
17-18 Hill spacing; drilled = 0 
hill dropped: hill spacing to nearest inch 
19-20 Row width: average row width to nearest inch - 28" 
21-22 Total limestone (T/A x 10) applied in current year plus 3 
previous years 
23-24 Manure rate in T/A 
25-33 Nutrients applied in manure assuming 1 ton = 5#N, 5#P<,0, and 
lO^KgO (3 col. each) ^ 
34-39 Nutrients applied in row fertilizer: pounds/A N, PmOc and lUO 
(2 columns each) 
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Table A5. (Continued) 
Column Identification or variable 
40-42 Pounds/A fertilizer N applied in fall; none or spring-applied 
or side-dressed N » 0 
43-45 Pounds/A fertilizer N applied in spring (pre-plant); none or 
fall-applied or side-dressed N = 0 
46-48 Pounds/A fertilizer N side dressed; none or fall- or spring-
applied pre-plant N = 0 
49-50 Date side dressed: none side dressed = 0 
in May = May date 
in June = June date + 31 
in July = July date + 61 
51-53 Pounds/A PgOg plowed under; none or disked-in P = 0 
54-56 Pounds/A PgOg broadcast after plowing and disked in; none or 
plowed-under P = 0 
57-59 Pounds/A KgO plowed under; none or disked-in K = 0 
60-62 Pounds/A KgO broadcast after plowing and disked in; none or 
plowed-under K = 0 
63-71 Total nutrients (N, P^Og, and KoO) applied from manure and all 
fertilizer applications? sum over columns 25-33, 34-39, 40-48 
and 51-62 (3 col. each) 
72-74 Distance to tile listed as: 200-distance to tile; tile > 200' 
from site = 0 
75-76 Cropping code for N availability (corn in current year under­
lined) : 
Ç-M-M = 08 C-Sb-M-M = 08 
^-M " 10 C^Sb-M = 10 
C-OFI = 15 C-SB-OX = 14 
Ç-C-M-M = 17 C-Sb-C-M-M =» 15 
Ç-C-M - 20 C-Sb-C-M = 17 
Ç-C-% = 25 C-Sb-C-O^ » 20 
Ç-C-C-M • 30 Ç-Sb-C-C-M » 25 
Ç-C-C-Om - 35 Ç-Sb-C-C-0]yi = 30 
Ç-C-C-C (cont. corn) = 40 Ç-Sb-C-C-C = 35 
C-Grass-Grass = 30 
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Table A5. (Continued) 
Column Identification or variable 
Abbreviations: C = corn, M = legume-grass meadow, % = oats and 
legume seeding, and Sb = soybeans. 
77-78 Cropping code for K availability 
Corn after 3 or more years of corn or after Diverted Acres 00 
Corn after 2 years of com 05 
Corn after corn, oats or oats and green manure 10 
Corn after soybeans 20 
Com after soybeans (2 or more years) 30 
Corn after 1 year of meadow (pastured) 30 
Corn after 1 year of meadow (hay and pasture) 35 
Corn after 1 year of meadow (hay) or corn silage 40 
Com after 2 or more years of meadow (pastured 
last 2 years) 40 
Corn after 2 or more years of meadow (hay and pasture 
last 2 years) 50 
Corn after 2 or more years of meadow (hay) or corn 
silage 60 
79 First-brood corn borer control: 0= none and 1= insecticide 
used 
80 Second-brood corn borer control; 0 = none and 1 = insecticide 
used 
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Table Â6. Data listing for management, soil, and leaf analysis variables 
on computer card 3 (rev. 1-25-73) 
Column Identification or variable 
1 Card no. = 3 
2-3 County code 
4-5 Year—last two digits 
6-7 Site no. 
Total nutrients applied previous year from fertilizer and 
manure (IT. manure 5#N, 5#P„0e and 10# K.O) 
8-10 #N/A ^ * 
11-13 ^PoOc/A 
14-16 #K20/A 
Total nutrients applied 2 years previously from fertilizer 
and manure 
17-19 #N/A 
20-22 #P205/A 
23-25 #K20/A 
Total nutrients applied 3 years previously from fertilizer 
and manure 
26-28 #N/A 
29-31 #P205/A 
32-34 
35-36 % slope of site area 
37-38 % slope of corn rows through harvest area 
39-40 Ratio: % slope of rows . . 
% slope of site 
Rows fully on contour = 00 ratio 
Rows up and down hill = 99 ratio (Let 100 - 99) 
41 Aspect (direction of slope) of site—coded 1 to 9, as follows: 
1 » SSW 6 « E or NW 
2 s S or SW 7 • EUE or NNW 
3 - SSE or WSW 8 = NE or N 
4 - SE or W 9 « NNE 
5 - ESE or WNW 
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Table A6. (Continued) 
Column Identification or variable 
42 Row direction--coded 1 to 9,  as follows; 
1 = E-W 7 = SSE-NNW or NNE-SSW 
3 = ESE-WNW or ENE-WSW 9 =» N-S 
5 = NE-SW or SE-HW 
Soil tests of plow layer from sample taken at harvest 
43-44 pH listed as: actual pH x 10 
45-46 Buffer pH listed as: (actual buffer pH - 6.00) * 100; 
buffer pH > 7.00 to be listed as 99. 
47-49 N (moist): pounds/A nitrifiable N in air-dried sample (no data 
in recent years listed as 000). 
53-55 P: pounds/A of P; prior to 1963, adjusted to scale of values 
obtained with present ISU Soil Testing Lab. procedure. 
56-58 K: pounds/A of K in field-moist sample (values > 999 listed 
as 999). 
59 Field soil tested within previous 5 years (0 = no, 1 = yes) 
Corn leaf analyses data (1961-1970) (No obs. » 0) 
60-62 Leaf %N * 100 
63-65 Leaf %P * 1000 
66-68 Leaf %K * 100 
69-70 Date leaf sampled (July date; in Aug. = Aug. date + 31) 
71-72 % silked at leaf sampling (if 100%, list as 99) 
73-75 Weight per acre of sample leaf (to nearest kilogram, oven-dry) 
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Table A7. Data listing for organic carbon regressions on soil colors and 
other variables (rev. 4-3-74) 
Column Identification or variable 
1-3 Profile number = 001 to 806 
4-5 County number (coded: 01 = Adair to 99 = Wright) 
1 6-8 Township number (T65 to TlOO) 
2 9-11 Range number, as follows: 
R7E = -06 R4E = -03 RIE = +00 
R6E = -05 R3E = -02 RIW = 401 
R5E = -04 R2E = -01 R2W = +02, etc. 
12-15 Soil mapping number; column 12 used to designate 
variant (0010 = Monona; 1010 = Monona variant A; 
2010 = Monona variant B, etc.) 
3 16 Profile from cultivated or uncultivated area; 0 = 
uncultivated and 1 = cultivated 
4 17-20 Depth to mid-point of soil horizon (decimal point 
recorded) 
5 21 Plowlayer (or surface layer if uncult.) = 0; sub-
horizons = 1 
Y1 22-25 % organic carbon (to 2 numbers to right of decimal 
point; decimal point recorded) 
Y2 26-29 % total N (to 3 numbers to right of decimal; deci­
mal point recorded) 
6 30-31 % silt (to nearest whole number) 
7 32-33 % clay (to nearest whole number) 
8 34-35 % slope 
9 36-37 Drainage class, where: 
10 = excessive 60 = somewhat poor to poor 
20 =• exc. to well 70 = poor 
30 = well 80 = poor to very poor 
40 = moderately well 90 = very poor 
50 = somewhat poor 
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Table Â7. (Continued) 
Column Identification or variable 
10 38 Erosion class, where: 
0 = +(depositlon) 2 = moderate 
1 = none to slight 3 = severe 
11 39 Blosequence, where; 
1 = forest 4 = transltlon-pralrle 
2 = forest-transltlon 5 ® prairie 
3 = transition 
12-14 40-42 Location on landscape (dummy variables), where 
Col. 40-42 
Upland 000 
Footslope 100 
Terrace, outwash 010 
Bottomland 001 
15 43-45 Hue (moist color) adjusted for mottles, coded as: 
5.0YR = 2.0 N or 2.5Y = 5.0 
7.5YR = 3.0 5.0Y = 6.0 
lOYR or OY = 4.0 
16 46-48 Value (moist color) adjusted for mottles (2.0 to 8.0) 
17 49-51 Chroma (moist color) adjusted for mottles (0.0 to 8.0) 
18 52-54 Hue (moist color) not adjusted for mottles 
19 55-57 Value (moist color) not adjusted for mottles 
20 58-60 Chroma (moist color) not adjusted for mottles 
21 61-63 Hue (crushed, kneaded or rubbed moist color) 
22 64-66 Value (crushed, kneaded or rubbed moist color) 
23 67-69 Chroma (crushed, kneaded or rubbed moist color) 
24-26 70-78 Hue, Value, and Chroma (dry color) 
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Table A8. Rainfall and pan evaporation Input data for the soil 
moisture program 
Column Input 
1-2 Card no. =01 to 08 
3-4 Site no. 
5-6 Year (last 2 digits) 
7-8 County no. 
9-80 PVEC 
1 Card no. =01 to 08 
2-3 Site no. 
4-5 Year (last 2 digits) 
6-7 County no. 
8 Blank 
9-80 PVEC 
1-2 Card no. =01 to 04 
3-4 Blank 
5-6 Year (last 2 digits) 
7-8 County no. 
9-70 EVEC 
Description 
Rainfall from March 25 to September 
15 for all counties except 
Muscatine; 24 fields of 3 columns 
each on each card 
Rainfall from March 25 to September 
15, Muscatine county; 24 fields 
at 3 columns each on each card 
Pan evaporation data from May 15 
to September 15; 31 fields of 
2 columns each on each card 
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Table Â9. Dates and Initial soil moisture Inputs for the soil moisture 
program 
Column Input Description 
1-2 Card no. 10 
3-4 Site no. 
5-6 Year (last 2 digits) 
7-8 County no. 
9-10 IDATEl 
11-12 IDATEA 
13-14 IDATEB 
15-24 PAW 
Starting date, initial moisture 
estimate; March date or April 
date + 31 
75% silking date; July date or 
August date + 31 
Planting date; April date - 20 
May date +10, or June date 
+ 41 
Estimate of starting soil mois­
ture for each foot, 5 fields 
of 2 columns each 
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Table AlO. Soil parameter cards for the soil moisture program 
Column Input Description 
1-2 Card no. =12 
3-4 Site no. 
5-6 Blank 
7-8 County no. 
9-10 IMPERV Impervious layer 
11-12 KX Redistribution class 
13-72 BOIT Accumulated PAWC; 10 fields of 6 
columns each 
1-2 Card no, = 13 
3-4 Site no. 
5-6 Blank 
7-8 County no. 
9-58 PAWC Layer PAWC; 10 fields of 5 columns 
each 
1-2 Card no. = 14 
3-4 Site no. 
5-6 Blank 
7-8 County no. 
9-58 ES615 Air space above 15 atmospheres; 
10 fields of 5 columns each 
1-2 Card no. = 15 
3-4 Site no. 
5-6 Blank 
7-8 County no. 
9-58 WILT Vector containing H2O below 15 
atmospheres; 10 fields of 5 
columns each 
59-63 Blank 
64-68 AVGCLY Average clay content of 5' profile 
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Table All. Moisture stress, excess moisture, and precipitation index 
outputs from the soil moisture program 
Card Col. Output Description 
1 
2-3 
4-5 
6-7 
8-10 
11-13 
14-19 
20-25 
26-31 
32-37 
38-43 
44-49 
50-55 
56-59 
60-64 
65-69 
70-72 
73-75 
76-78 
79-80 
Card no. 7 
ICTY 
lYR 
ISTE 
IBOT 
ICLY 
EXM02 
EXM03 
EXM03V 
EXM04 
DEFCTV 
DEFCTW 
DEFCTX 
DEFCT 
XI 
X3 
IPPT75 
IPPT63 
IPPT63W 
IPPT30 
County no. 
Year (last 2 digits) 
Site no. 
Average PAWC 
Average clay content 
Excess moisture Index for layer 
airspace <12.5% 
Excess Index for layer airspace 
<15.0% 
EXM03 weighted for pan evaporation 
losses 
Excess index for layer airspace 
<17.5% 
Relative transpiration ratio 
weighted for growth stage 
and pan evaporation 
Relative transpiration ratio 
weighted for growth stage 
Relative transpiration ratio 
weighted for pan evaporation 
Relative transpiration 
Turgor ratio weighted for energy 
Turgor ratio weighted for growth 
stage and energy 
Rainfall for 75-day period from 
six weeks before 75% silking 
Rainfall for 63-day period from 
six weeks before 75% silking 
Rainfall for 63-day period 
weighted for growth stage 
Rainfall for 30-day period from 
30 days before 75% silking 
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Table A12. Simple correlations between yield and weather-management 
variables, MODEL I series 
Variable r* Variable r 
TR &.32 PD -0.26 
FD -.24 N .44 
ST .50 P .31 
BA -.47 K .23 
CBW -.13 TILE .13 
CBl .12 NR .03 
CB2 .01 KR .03 
W -.18 PHI .01 
EM2 -.09 PHB .10 
EM3V -.11 STNl .07 
DV .32 STPl .20 
P75 .27 STKl .07 
*Number of observations = 2773; r « .08 for significance at the 1% 
level. 
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Table A13. Simple correlations between weather and management variables, 
MODEL I series* 
Between Between 
variables r variables r 
TR and ST 0.60 P and K 0.80 
PD -.28 STPl .32 
N .59 
P .45 K and STPl .30 
K .25 
TILE and STNl .24 
ST and PD -.24 
N .59 NR and KR .52 
P .49 STPl .29 
K .34 STKl .26 
STPl .26 
PHI and PHB 
VO 00 
BA and DV -.28 
STPl and STKl .50 
CRW and NR .37 
KR -.36 
STKl .28 
CBl and PD -.24 
N and P .69 
K .53 
m . .34 
STPl .38 
*Only those correlation coefficients greater than + 0.23 are shown. 
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Table A14. Simple correlations between yield and the weather-management 
variables, MODEL II Series 
Variable r* Variable r 
TR 0.36 NR 0.04 
ST .54 PHI .02 
BA -.44 PHB .12 
RL -.09 STN .07 
CRW -.13 STPl .23 
CBl .12 STKl .08 
CB2 -.01 EM2 -.16 
W -.18 EM3 -.15 
PD -.27 EM3V -.16 
SD -.46 EM4 -.13 
N .48 DV .30 
P .34 DT .23 
K .25 P75 .29 
TILE .14 
dumber of observations = 2750; r = .08 for significance at the 1% 
level. 
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Table A15. Simple correlations between weather and management variables, 
MODEL II series* 
Between 
variables r 
Between 
variables r 
TR and ST 0.61 SD and N -0.28 
PD -.28 
SD -.27 N and P .69 
N .59 K .53 
P .45 NR .34 
K .26 STPl .39 
ST and PD -.24 P and K .80 
SD -.25 STPl .32 
N .59 
P .48 K and STPl .31 
K .34 
STPl .26 NR and STPl .29 
STKl .26 
BA and DV -.27 
DT -.27 PHI and PHB .86 
RL and CRM .25 STPl and STKl 
o
 
m
 
CRW and NR .37 
STKl .27 
CBl and PD -.24 
SD -.35 
PD and SD .64 
®Only those correlation coefficients greater than + 0.23 are shown. 
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Table Â16. Analysis of variance for testing group means and group by 
environment Interactions for the weather and management 
variables, MODEL V series 
Source df Mean squares for variable 
Yield ST BA CRU 
Total 134 
Group (G) 1 5896.96 
Environment (E) 8 1524.81, 
G * E 8 710.85 
Error 117 187.03 
C.V. % 12.41 
.** 
** 
** 
16403.50 
5097.97 
353.79 
86.05 
5.81 
** 
** 
** 
91.56 
27.61 
28.27 
6.77 
49.47 
.** 
** 
** 
234.72 
29.49, 
9.15 
4.64 
14.40 
** 
** 
CB2 W PD NR 
Total 134 
Group (G) 1 2572.3% 
Environment (E) 8 803.55 
G * E 8 392.50 
Error 117 79.54 
C.V. Z 58.04 
.** 
** 
** 
1916.59 
3021.15 
413.18 
548.46 
42.93 
** 
0.44, 
145.88; 
22.62 
10.95 
14.56 
** 
53.08. 
83.42 
11.41 
13.30 
15.08 
** 
STNl 
Total 134 
Group (G) 1 
Environment (E) 8 
G * E 8 
Error 117 
C.V. % 
3823.22 
15955.58; 
769.28 
307.16 
19.93 
.** 
** 
** 
10858.09 
4408.52 
406.09 
98.99 
18.34 
.** 
** 
** 
60660.54 
4067.75 
1520.08 
373.23 
37.30 
.** 
** 
** 
496.34, 
101.07' 
5.68 
30.16 
8.71 
.** 
** 
STPl STKl EM3V DV 
Total 134 
Group (G) 1 135.68** 304733. 96 7. zC 0, .40, 
Environment (E) 8 608.19 2200. 61 8. 76* 0, .26: 
G * E 8 53.15 1682. 71 2. 88 0, .63 
Error 117 32.31 1798. 50 1. ,54 0 .07 
C.V. % 17.41 21. 19 87. 45 10, .83 
** 
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Table A17. Simple correlations between yield and soil variables for 
Group I, MODEL VI series 
Variable r^ Variable r* 
PAWC 0.175 PMS 0.077 
SL 0.070 PMR -0.083 
ASPECT 
-0.037 PHMIN -0.094 
TWP -0.199 DPHMIN 0.106 
RANGE -0.241 THPHMIN 0.126 
SLCONF -0.040 DCAL -0.153 
EROS -0.075 PH2 -0.091 
DA 0.039 PH3 -0.150 
OCl -0.081 PH4 -0.152 
0C2 -0.007 STP2 0.031 
DRAIN -0.031 STP3 0.141 
PERM -0.041 STK2 0.121 
CPL -0.001 DPMT -0.010 
CMAX -0.015 DPMP -0.094 
CAV 0.026 DPML/T 0.064 
DCMAX 0.026 DPML 0.028 
SUBGRP -0.077 DPMS -0.133 
BIO 0.050 DPMR -0.080 
TERR -0.093 DCMAX * CMAX 0.017 
BOTT 0.050 PHMIN * DPHMIN 0.093 
BDl -0.138 PHMIN * THPHMIN 0.113 
BD2 -0.121 
STRUCT 0.049 
PMT -0.015 
PMP -0.095 
PML/T 0.057 
PML 0.117 
^Based on n = 1434 observations. 
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Table À18. Simple correlations between yield and soil variables for 
Group II, MODEL VI series 
Variable r® Variable r^ 
PAWC 0.105 PMS -0.050 
SL -0.098 PHMIN —0.084 
ASPECT -0.021 DPHMIN 0.151 
TWP -0.104 THPHMIN 0.146 
RANGE -0.009 DCAL -0.180 
SLCONF 0.102 PH2 -0.091 
EROS -0.168 PH3 -0.143 
DA 0.136 PH4 -0.179 
OCl 0.107 STP2 0.163 
0C2 0.182 STP3 0.209 
DRAIN -0.092 STK2 0.100 
PERM -0,055 DPMT -0.044 
CPL -0.046 DPMP -0.095 
CMÂX -0.024 DPML/T -0.042 
CAV -0.022 DPML 0.033 
DCMÂX 0.136 DPMS -0.046 
SUBGRP -0.067 DCMAX * CMAX 0.078 
BIO 0.010 PHMIN * DPHMIN 0.134 
TERR -0.019 PHMIN * THPHMIN 0.131 
BOTT 0.106 
BDl -0.135 
BD2 -0.136 
STRUCT -0.024 
PMT -0.049 
PMP —0.096 
PML/T —0 «048 
PML -0.015 
^Based on n » 1316 observations. 
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Table A19. Simple correlations between soil variables in Groups I and II, 
MODEL VI series 
Between Group I Group II 
variables* r r 
PAWC and PERM .58 -.57 
CPL .58 -.34 
CMAX .63 -.53 
CAV .75 -.46 
SUBGRP .49 -.61 
BDl -.69 -.82 
BD2 —.65 —.82 
PML .61 .39 
PMS -.63 -.47 
DPM -.56 -.59 
DPM -.56 -.59 
DPMS -.69 -.49 
SL and SLCONF -.58 -.53 
EROS .54 .62 
CCI -.54 -.53 
0C2 -.54 -.62 
BOTT -.16 -.50 
ASPECT NONE NONE 
TWP and RANGE .48 .79 
BD2 .52 -.26 
PH4 .42 .51 
RANGE and OCl .57 .05 
0C2 .59 .09 
PERM .16 -.60 
CMAX .20 -.51 
SUBGRP .27 -.60 
BDl -.03 -.50 
PHMIN .46 .62 
DCAL .66 .43 
PH2 .45 .65 
PH3 .64 .56 
PH4 .65 .50 
^Coefficients between variables are shown only if correlation is 
greater than + 0.49 (r^ = >0.24) in 1 of the 2 groups. Number of obser­
vations in Groups I and II • 1434 and 1316, respectively. 
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Table A19. (Continued) 
Between Group I Group II 
variables r r 
SLCONF and EROS -.40 -.55 
DA .57 .62 
OCl .62 .45 
0C2 .66 .66 
DRAIN .60 .35 
EROS and DA -.53 -.69 
OCl -.32 -.58 
0C2 -.39 -.76 
DA and 0C2 .63 .82 
BOTT .50 .47 
OCl and 0C2 .85 .75 
DRAIN .73 .27 
CPL .64 .36 
BIO .52 .09 
PHMIN .57 -.37 
DCAL .52 -.29 
PH2 .52 -.33 
PH3 .67 —.21 
PH4 .64 -.16 
STP3 -.54 .13 
0C2 and DRAIN .63 .30 
CPL .61 .14 
BIO .65 .06 
PHMIN .56 -.25 
PH2 .52 -.26 
PH3 .63 -.30 
PH4 .60 -.30 
STP3 -.50 .32 
DRAIN and PERM .64 .73 
CPL .66 .38 
CMAX .58 .74 
CAV .62 ,75 
SUBGRP .60 .72 
PERM and CPL .65 .44 
CMAX .89 .96 
CAV .88 .90 
SUBGRP .84 .97 
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Table A19. (Continued) 
Between Group I Group II 
variables r r 
PERM and BDl -.18 .62 
BD2 -.11 .58 
STRUCT .46 .53 
PMS -.62 -.13 
DPMS -.71 -.15 
CPL and CMAX .71 .55 
CAV .75 .59 
SUBGRP .66 .46 
STRUCT .23 .53 
PH3 .53 .01 
DPMS -.53 -.09 
CMAX and CAV .89 .92 
SUBGRP .88 .96 
BDl -.43 .55 
BD2 -.36 .52 
STRUCT .46 .58 
PMS -.53 -.14 
PHMIN ,11 -.50 
DPMS -.59 -.18 
CAV and SUBGRP .84 .89 
STRUCT .49 .60 
PMS -.72 -.29 
PHMIN .13 -.53 
PH2 .05 -.50 
DPMS -.74 -.30 
DCMAX NONE NONE 
SUBGRP and BDl -.31 .67 
BD2 -.23 .64 
STRUCT .40 .55 
BIO and STP2 -.52 -.19 
STP3 -.60 -.14 
TERR and PMS .63 .21 
DPMS .50 .11 
BOTT and PML -.13 -.58 
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Table A19. (Continued) 
Between Group I Group II 
variables r r 
BDl and BD2 .96 .98 
PMT .64 .57 
PML —.63 —.38 
DPM .77 .73 
DPMI .72 .57 
BD2 and PMT .72 .57 
PMP .09 .51 
PML -.73 -.42 
DPM .77 .73 
STP3 -.55 -.18 
DPMI .77 .57 
DPMP .09 .51 
PMT and DPM .57 .53 
STP3 -.51 -.11 
DPMT .96 .99 
PMP and DPMP .99 .99 
PML/T and DPML/T .96 .89 
PML and STP3 .52 -.09 
DPML .63 .35 
PMS and DPMS .87 .93 
PMR and DPMR .97 .00 
DPM and DPMT .64 .53 
PHMIN and DCAL .70 .76 
PH2 .95 .97 
PH3 .79 .79 
PH4 .68 .67 
DPHMIN and THPHMIN .57 .59 
PH3 -.62 -.31 
PH4 -.65 -.35 
STP3 .52 .38 
DCAL and PH2 .70 .81 
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Table A19. (Continued) 
Between Group I Group II 
variables r r 
DCAL and PH3 .84 .87 
PH4 .80 .82 
STP3 -.47 -.51 
PH2 and PH3 .76 .85 
PH4 .63 .73 
PH3 and PH4 .94 .93 
STP3 -.59 -.52 
PH4 and STP3 -.64 -.57 
STP2 and STP3 .62 .74 
STK2 NONE NONE 
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Table A20. R^-values for regressions of yield on the linear functions 
of soil variables, Group I, MODEL VI series 
Model 
no. 
No. X 
variates 
Variates 
Deleted Re-tested 
VI-1 
6 
7 
8 
10 
11 
1 2  
13 
14 
15 
16 
17 
18 
42 
33 
31 
32 
29 
30 
29 
29 
24 
20 
20 
18 
18 
16 
19 
PMT, PMP, PML/T, PML, PMS, PMR, 
DPM 
0C2, PERM, CAV, SUBGRP, BDl, PML 
DCAL, PH2, PH3, PH4, DPMR from 
VI-1 
DPHMIN, THPHMIN from VI-5 
None from VI-6 
DCMAX, PHMIN, PHMIN * DPHMIN, 
PHMIN * THPHMIN from VI-7 
DCAL from VI-8 
PH4 
DCAL 
DCMAX, PH2 
PH4 
PH2, PH4 from VI-9 PH3 
PH3 from VI-10 PH4 
ASPECT, SLCONF, DCMAX, TERR, BOTT, PH3 
STRUCT, PML, THPHMIN, STP2, 
PHMIN * THPHMIN from VI-5 
PH3, CMAX * DCMAX, DPML, 
DPMP from VI-12 
PHMIN * DPHMIN from VI-13 
TWP, RANGE from VI-14 
STRUCT, DPMT from VI-14 
STRUCT, DPMT from VI-15 
Same as VI-16 
STRUCT 
DPMT 
0.219 
.207 
.202 
.202 
.197 
.198 
.197 
.197 
.194 
.194 
.194 
.152 
.187 
.147 
.191 
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2 Table A21. R values for regressions of yield on the linear functions 
of soil variables, Group II, MODEL VI series 
Model No. X Variates 2 
no. variates Deleted Re-tested R 
-1 41 PMT, PMP, PML/T, PML, PMS, PMR, 
DPM, DPMR " 
0.190 
5 33 0C2, PERM, CAV, SUBGRP, BDl, 
DCAL, PH2, PH3, PH4 from VI-1 
PML .143 
6 31 DPHMIN, THPHMIN from VI-5 —— .140 
7 32 None from VI-6 PH4 .140 
8 29 PHMIN, PH4, PHMIN * DPHMIN, 
PHMIN * THPHMIN from VI-7 
DCAL .136 
9 30 DCAL from VI-8 PH2, PH4 .136 
10 29 PH2, PH4 from VI-9 PH3 .134 
11 29 PH3 from VI-10 PH4 .135 
12 24 ASP, SLCONF, DCMAX, TERR, BOTT, 
STRUCT, PML, THPHMIN, STP2, 
PHMIN * THPHMIN from VI-5 
PH3 .117 
13 20 PH3, CMAX * DCMAX, DPML/T 
DPMP from VI-12 
— .117 
14 20 PHMIN * DPHMIN from VI-13 STRUCT .116 
15 18 TWP, RANGE from VI-14 — .097 
16 19 DPMT, STRUCT from VI-15 TWP, RANGE 
BOTT 
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Table A22. Structural equations and partial regression coefficients 
for causal relationships between soil factors and corn 
yield, Group I, MODEL VI series 
Dependent variate 
Varlates PAHC EROS DA OCl DRAIN GPL 
SL 
BIO 
DPMI 
DPML/T 
DPMS 
PAWC 
EROS 
DA 
OGl 
DRAIN 
GPL 
CMAX 
BD2 
PHMIN 
DPHMIN 
STP3 
STK2 
Intercept 
0.037 
•0.001 
0.013 
-0.008 
0.058 
-0.097 
0.963 1.337 
0.596 0.365 
-0.288 
1.215 
-6.537 
•0.495 
2.201 
-0.438 
18.509 2.201 
0.338 0.655 
-2.088 
1.257 
0.075 
-0.278 
-0.332 
0.892 
-0.780 
2.141 
-0.099 
0.051 
-0.316 
5.059 
19.507 15.418 
0.573 0.534 
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Dependent variate 
CMAX BD2 PHMIN DPHMIN STP3 STK2 Yield 
-0.463 0.248 -0.214 0.948 
1.017 0.658 0.109 -1.940 -5.479 4.947 7.125 
-0.156 0.568 -0.043 -0.045 -0.273 -0.160 
-0.033 0.469 0.012 -0.022 -0.189 
-0.419 0.286 0.002 0.072 -0.205 
27.620 31.170 59.251 
2.184 -5.252 4.795 -0.630 
0.005 0.103 -0.367 0.201 -0.107 
0.542 -0.231 -0.595 
0.164 
-0.269 0.410 
-0.118 -0.106 -0.182 -0.960 
0.267 
-0.334 -0.050 -0.219 
0.782 0.672 0.581 
0.168 
0.043 
29.985 46.358 50.312 32.292 42.768 -17.518 41.538 
0.531 0.785 0.350 0.327 0.624 0.057 0.136 
Table A23. Structural equations and partial regression coefficients for 
causal relationships between soil factors and com yield, 
Group II, MODEL VI series 
Dependent varlate 
Varlates PAWC EROS DA OCl DRAIN CPL 
SL 0.094 -0.117 -0.338 -0.704 -0.471 
BIO -0.094 0.485 1.302 0.740 
DPML 0.044 -0.019 
DPMS -0.132 -0.166 
PAWC 
EROS 0.013 -10.119 -3.140 1.212 
DA 0.0003 
OCl 0.0044 
DRAIN 0.007 
CPL -0.006 
CMAX 0.923 
BOZ -0,008 
PHMIN 
DPHMIN 
STP3 
STK2 
Intercept 1.437 1.202 25.469 17.878 13.128 25.339 
R^ 0.739 0.388 0.479 0.387 0.582 0.094 
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Dependent varlate 
CMAX BD2 PHMIN DPHMIN STP3 STK2 Yield 
-0.864 -0.385 -0.050 0.107 
-1.940 0.935 3.389 -3.626 -3.307 -12.599 5.004 
0.077 -0.058 -0.034 -0.017 -0.368 
-0.428 0.767 0.134 -0.044 0.280 0.946 
29.598 40.973 -33.485 
-0.167 -1.696 -11.233 -4.437 
-0.113 0.326 0.051 1.515 -0.174 
-0.377 -0.327 0.508 
-0.140 
0.684 -0.419 
0.693 -0.367 0.056 0.929 0.066 
=0.566 
-0.593 1.688 -0.224 
0.759 0.592 0.429 
0.141 
0.009 
48.617 7.184 72.130 30.371 32.741 -82.239 147.691 
0.194 0.392 0.367 0.272 0.285 0.289 0.086 
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Table A24. Regression statistics for the Interaction variates, 
MODELS XV-23, XV-27, and XV-29 
Regression coefficients (b^) 
Variate ' MODEL XV-23 MODEL XV-27 MODEL XV-29 
ST * CBl -0.0055* -0.0054* -0.0038* 
** ** ** 
CRW * STPl -0.0107 -0.0103 -0.0116 
** * * 
CBl * CB2 -0.0137 -0.0127 -0.0138 
** ** 
N * NR 0.0041 0.0041 0.0041** 
** * ** 
STNl -0.0013 -0.0013 -0.0015 
** ** ** 
P * STPl -0.0023 -0.0024 -0.0022 
NR * STNl 0.0064* 0.0064* 0.0046 
** ** 
DV * ST 0.171 0.170 0.173 
* * ** 
CBl 0.484 0.494 0.517 
•kit ** ** 
NR -0.366 -0.370 -0.383 
** ** _ ** 
STPl 0.195 0.194 0.182 
** ** ** 
PAWC * DV -0.184 -0.188 -0.176 
** ** 
EROS * STNl 0.244 0.238 — 
DRAIN * PD -0.0042+^ -0.0043** -0.0038** 
CPL * P -0.0030 -0.0028 -0.0022*^ 
* * * 
BIO * PHI -0.179 -0.177 -0.162 
STKl —— -0.010 —— 
** ** ** 
DPHMIN * STPl -0.0075 -0.0082 -0.0071 
CPL * BIO -0.244** -0.209** -0.154* 
** ** ** 
INTERCEPT -304.1 -307.1 -341.0 
