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Variety Evasive Sets
Zeev Dvir∗ Ja´nos Kolla´r† Shachar Lovett ‡
Abstract
We give an explicit construction of a large subset S ⊂ Fn, where F is a finite field, that has
small intersection with any affine variety of fixed dimension and bounded degree. Our con-
struction generalizes a recent result of Dvir and Lovett (STOC 2012) who considered varieties
of degree one (that is, affine subspaces).
1 Introduction
In this work we consider subsets of Fn, where F is a finite field. We will be interested in con-
structing large subsets of Fn that have small intersection with any k-dimensional affine variety
of bounded ‘complexity’. Our measure of complexity here will just be the degree of the variety.
We call such sets variety evasive sets. One can show, using the probabilistic method, that a large
random set will have small intersection (small here means independent of the field size) with any
k-dimensional variety of bounded degree (see Section 7 for the probabilistic bound). We give
an explicit construction of such a set and provide quantitative bounds on the intersection with
varieties of sufficiently small degree. By ‘explicit’ here we mean that there is an efficient algorithm
that outputs elements in the set, given an index, in a one-to-one manner.
Our work builds on an earlier work by a subset of the authors [DL12] in which such a con-
struction was given for varieties of degree one – affine subspaces. The original motivation for the
work done in [DL12] was an improvement to the list-decoding algorithm of Guruswami-Rudra
codes [GR08, Gur11]. We are not aware of any applications of variety evasive sets but hope that
these will indeed prove useful in the future.
Our starting point is a new, more direct, proof of the main theorem of [DL12]. The new proof
technique allows us to generalize the result to higher degree varieties. The new proof uses a lemma
on Laurent series solutions (Lemma 3.1) which was implicitly used in earlier works dealing with
explicit constructions of graphs with pseudo-random properties [KRS96].
The main ingredient in our construction is a theorem (Theorem 2.1) that gives an explicit
set of k polynomials f1, . . . , fk ∈ F[x1, . . . , xn] such that the variety that they define (over the
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algebraic closure of F) has zero dimensional intersection with any k-dimensional variety of degree
at most d. The degrees of these k polynomials depend on both the degree parameter d and the
number of variables n. The result for finite fields follows by showing that these polynomials have
a large (and easy to describe) set of common solutions over the finite field F.
Organization: In Section 2 we work over the algebraic closure of F and show how to construct
the polynomials f1, . . . , fk discussed above. Section 3 contains the proof of the main lemma
regarding Laurent series solutions as well as another useful lemma on projections of varieties.
The two main theorems of Section 2, Theorem 2.1 and Theorem 2.2, are proved in Sections 4
and 5. In Section 6 we go back to the original problem and discuss the zero-set of f1, . . . , fk
over the finite field F. In Section 7 we compare our explicit construction to that obtained by a
random construction. Finally, in Section 8 we discuss some connections between our work and a
conjecture of Griffiths and Harris.
2 Variety Evasive Sets in The Algebraic Closure
Let F be a field and F its algebraic closure. Given k polynomials f1, . . . , fk ∈ F[x1, . . . , xn], we
denote the variety they define as
V(f1, . . . , fk) := {x ∈ F
n
| f1(x) = . . . = fk(x) = 0}.
We will use the following definition: A k × n matrix (where k ≤ n) is k-regular if all its k× k
minors are regular (i.e have non-zero determinant). For example, if F is a field with at least n
distinct nonzero elements γ1, . . . , γn then the Vandermonde matrix Ai,j = γ
i
j is k-regular.
The following theorem is the heart of our construction and is proved in Section 4.
Theorem 2.1. Let 1 ≤ k ≤ n and d ≥ 1 be integers and let F be a field. Let A be a k× n matrix
with coefficients in F which is k-regular. Let d1 > d2 > . . . > dn > d be pairwise relatively prime
integers. Let the polynomials f1, . . . , fk ∈ F[x1, . . . , xn] be defined as follows:
fi(x1, . . . , xn) :=
n∑
j=1
Ai,j · x
dj
j
Let U = V(f1, . . . , fk) ⊂ F
n
denote the variety defined by these polynomials. Then, for every
affine variety V ⊂ F
n
of dimension k and degree at most d, the variety V ∩U has dimension zero.
In particular,
|V ∩ U | ≤ d ·
k∏
i=1
di.
Choosing d1, . . . , dn in Theorem 2.1 to be the first n prime numbers larger than d, we get that
d1 ≤ c(d+ n) log(d+ n) for an absolute constant c > 0 and hence
|V ∩ U | ≤ d · (c(d + n) log(d+ n))k ≤ (d+ n)O(k). (1)
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This bound is quite effective when the degree d is comparable to the number of variables n. In
some scenarios it is useful to obtain better bounds when d≪ n. This is achieved by the following
construction. Fix m > k such that m divides n. Let U ⊂ F
m
be the variety constructed by
Theorem 2.1 in dimension m. We show that the (n/m)-Cartesian product Un/m has a bound on
its intersection with any variety V ⊂ F
n
of dimension k and degree d, and this bound depends
just on m and not on n. Recall that if U ⊂ F
m
is a variety then its (n/m)-Cartesian product
Un/m ⊂ F
n
is the variety given by
Un/m = {x ∈ F
n
: (x1, . . . , xm) ∈ U, (xm+1, . . . , x2m) ∈ U, . . . , (xn−m+1, . . . , xn) ∈ U}.
We prove the next theorem in Section 5.
Theorem 2.2. Let k, d ≥ 1 be integers and let F be a field. Let m > k be an integer such that
m divides n. Let A be a k ×m matrix with coefficients in F which is k-regular. Let d1 > d2 >
. . . > dm > d be pairwise relatively prime integers. Let the polynomials f1, . . . , fk ∈ F[x1, . . . , xm]
be defined as follows:
fi(x1, . . . , xm) :=
m∑
j=1
Ai,j · x
dj
j
Let U = V(f1, . . . , fk) ⊂ F
m
be the variety defined by these polynomials. Then, for every affine
variety V ⊂ F
n
of dimension k and degree at most d,
|V ∩ Un/m| ≤ dk+1 · (
k∏
i=1
di)
k.
In particular, if we fix some ǫ > 0, set m = ⌊k/ǫ⌋ and let d1, . . . , dm be the first k primes
following d then Un/m has dimension at least (1− ǫ)n and
|V ∩ Un/m| ≤ (d+m)O(k
2). (2)
We do not know if the bound on |V ∩ Un/m| achieved by Theorem 2.2 can be improved to
match that of |V ∩ U | established in Theorem 2.2. Our current analysis only imply a weaker
bound. We note that when d = 1 it was shown in [DL12] that in fact |V ∩ Un/m| ≤ mk. We
suspect that for general d, the bound in Theorem 2.2 can be improved to |V ∩Un/m| ≤ (d+m)O(k).
3 Two Lemmas
3.1 A lemma on Laurent series solutions
A Laurent series in the variable T is a formal expression of the form
h(T ) =
∞∑
j=−r
bj · T
j
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That is, a formal power series in T that has a finite number of negative powers. The set of formal
Laurent series in variable T and coefficients from F will be denoted by F{{T}}. If f(x1, . . . , xn) is
a polynomial with coefficients in F and h1, . . . , hn ∈ F{{T}}, we say that f vanishes on h1, . . . , hn
if f(h1(T ), . . . , hn(T )) is the zero element of F{{T}}. Notice that, in the evaluated polynomial,
each coefficient of T is a function of a finite number of coefficients in the hi’s and so the output is
a well defined Laurent series. We say that h(T ) has a pole if there is at least one negative power
of T appearing in it with a non-zero coefficient.
The following lemma states that every affine variety of dimension at least one has a solution
in Laurent series such that at least one coordinate has a pole. It was originally used in [KRS96]
(Remark 1) but was not stated there explicitly. The proof will use basic notions and results from
the theory of algebraic curves. All of the results we will use can be found in the first two chapters
of [Sha94].
Lemma 3.1. Let V ⊂ F
n
be an affine variety of dimension k ≥ 1 and let I(V ) ⊂ F[x1, . . . , xn]
be the ideal of polynomials that vanish on V . Then there exists h1(T ), . . . , hn(T ) ∈ F{{T}} such
that, for all f ∈ I(V ), f vanishes on h1, . . . , hn. In addition, at least one of the hi’s has a pole.
Proof. We follow the argument given in [KRS96, Remark 1]. Let C ⊂ V be an irreducible curve
contained in V and let I(C) be its ideal so that I(V ) ⊆ I(C). Consider the embedding of F
n
into
projective space PF
n
by adding a new coordinate x0 (so that F
n
is identified with the set x0 = 1).
Let C¯ be the projective closure of C in PF
n
. Since a curve and a hyperplane always intersect
in projective space, we have that C¯ contains a point P0 with x0 = 0 (i.e., a point at infinity).
We would like to work with power series solutions at P0 but this is problematic since P0 might
be singular. To remedy this, we use the fact that there always exists a non-singular irreducible
projective curve C ′ and a surjective morphism φ : C ′ 7→ C. Let Q0 ∈ C
′ be a (non-singular) point
such that φ(Q0) = P0. Let OQ0 be the local ring of Q0 and MQ0 ⊂ OQ0 its maximal ideal. Since
φ is a morphism, its coordinates can be written locally as n+1 functions φ0, . . . , φn ∈ OQ0 . Since
Q0 is non-singular, there is an injective ring homomorphism τ mapping OQ0 to the ring F[[T ]]
of formal power series in T in such a way that MQ0 maps into the maximal ideal I0 ⊂ F[[T ]]
containing all power series that are divisible by T (i.e., those that have a zero constant term).
Define, for each 0 ≤ i ≤ n+ 1 the power series gi(T ) = τ(φi) corresponding to φi.
Notice that, since the 0’th coordinate of P0 is zero, we have that φ0 ∈ MQ0 and so g0(T ) has
a zero constant term. Also, since P0 has at least one non zero coordinate, there is some gi(T )
with a non-zero constant term. Consider the formal Laurent series hi(T ) = gi(T )/g0(T ), where
i ∈ [n]. From the above comments on the constant terms in the gi’s we get that some hi has a
pole. We now show that the hi’s satisfy the consequence of the lemma. Let f ∈ I(C) and let
f¯ ∈ F[x0, . . . , xn] be its homogenization defined as
f¯(x0, . . . , x1) = x
deg(f)
0 · f(x1/x0, . . . , xn/x0).
Since f¯ vanishes on C¯ we have the identity f¯(φ0, . . . , φn) = 0 over the ring OQ0 . This implies
that f¯(g0(T ), . . . , gn(T )) = 0 as a formal power series identity. Dividing by g0(T )
deg(f) we get
that f(h1(T ), . . . , hn(T )) = 0. This completes the proof.
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Remark 3.2. Even if V is defined over F, the coefficients of the Laurent series solutions given
by the lemma are generally not going to be in F but only in the algebraic closure F.
Remark 3.3. The fact that one of the Laurent series has a pole is what makes this lemma so
useful (as we shall see in the proof of Theorem 2.1). This pole allows us to work only with the
leading terms of the series instead of having to analyze higher order terms (as we would have to
do with power series solutions). The basic fact we will use is that, if h(T ) has a pole of order r
then h(T )d has a pole of order rd for every d ≥ 1.
3.2 A lemma on projections of varieties
Lemma 3.4. Let V ⊂ F
n
be an affine variety of dimension k < n and degree d. Then, for every
set J ⊂ [n] of size k+1 there exists a polynomial f ∈ F[xj, j ∈ J ] (i.e., a polynomial that depends
only on variables indexed by J) with degree at most d such that f ∈ I(V ). Moreover, if V is
defined over a subfield F then the coefficients of f can be chosen to be in the same subfield.
Proof. We can assume w.l.o.g that V is irreducible (otherwise apply the theorem on each of the
components). We now proceed by induction on n (the base case n = 2 is trivial). If V is a
hyper-surface then its degree is equal to the degree of its defining polynomial and so we are done.
If k < n − 1 we take a projection of V on some n − 1 coordinates containing J . The projection
is, in general, not an affine variety. However, one can show that the projection is always an open
set of one (that is, an affine variety minus some proper sub-variety) [Sha94]. Consider the Zariski
closure of the projection. This is a variety of dimension at most k and degree at most d (See
[Hei83, Lemma 2] for an elementary proof and also [Sha94, Sec IV.1, Ex.5]). Thus, using the
inductive hypothesis, there exists a polynomial f with the required properties.
To prove the moreover part, notice that the ideal I of V is generated by a finite number of
polynomials g1, . . . , gt with coefficients in F. We have shown that there exists an f ∈ F[xj, j ∈ J ]∩
I of degree at most d. This means that there exist polynomials h1, . . . , ht such that f =
∑
i hi ·gi.
Consider the linear map H sending a t-tuple of polynomials h1, . . . , ht to their combinations∑
i hi · gi. This linear map is defined over F since the coefficients of g1, . . . , gt are in F. We know
that the image of H contains an element in F[xj , j ∈ J ] and so, since it is defined over F, it must
also contain an element with entries in F.
4 Proof of Theorem 2.1
Let V ⊂ F
n
be an affine variety of dimension k and degree d and consider the intersection of V
and U = V(f1, . . . , fk). Ie we know that V ∩U has dimension zero, the bound on the size |V ∩U |
will follow from the affine Be´zout inequality. Specifically, since applying invertible row operations
on a the matrix A in the construction does not affect the variety V(f1, . . . , fk), we can assume
w.l.o.g that the first k columns of A form an upper triangular square matrix. Thus deg(fi) = di
for all i ∈ [k]. Applying the affine Be´zout’s inequality we get that the degree of the intersection
V ∩ U is at most the product of the degree of V and the degree of U = V(f1, . . . , fk) which is
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(again by Be´zout) a most d1 · . . . · dk. A variety of dimension zero and degree D has at most D
points.
We now turn to showing that V ∩ U has dimension zero. Assume by contradiction that its
dimension is at least 1. Then, by Lemma 3.1, there exist Laurent series h1(T ), . . . , hn(T ) ∈
F{{T}}, one of which has a pole, such that
1. All polynomials in I(V ) vanish on h1, . . . , hn,
2. f1, . . . , fk vanish on h1, . . . , hn.
Consider the second item and write the k identities
n∑
j=1
Aij · hj(T )
dj = 0, i ∈ [k].
Let R denote the largest integer so that T−R appears with non zero coefficient in one of the
Laurent series hj(T )
dj , j ∈ [n]. Since at least one hj has a pole we know that R is positive.
Since A is regular we conclude that the term T−R has to appear with non zero coefficient in at
least k + 1 of the Laurent series hj(T )
dj , j ∈ [n]. To see why, notice that the minimal (negative)
power of T has to cancel in all k equations and so, if there were less than k+1 places where T−R
appears, we would get a non zero linear combination of at most k columns of A that vanishes,
contradicting the regularity of A. Let J ⊂ [n] denote the set of j’s such that hj(T )
dj has a non
zero coefficient of T−R. For each j ∈ J , let rj be the largest integer such that T
−rj has a non
zero coefficient in hj(T ). From the maximality of R we get that R = rj · dj for all j ∈ J .
Write J = {j1, . . . , jk+1} (if J is larger than k + 1 we take some subset of J of this size).
We now use item (1) above, namely that h1, . . . , hn satisfy the equations of V , together with
Lemma 3.4, to conclude that there exists a polynomial g(Z1, . . . , Zk+1) in k + 1 variables and of
degree at most d such that
g(hj1(T ), . . . , hjk+1(T )) = 0. (3)
Each monomial in g is of the form Zα11 · . . . , ·Z
αk+1
k+1 with
∑
i αi ≤ d. We identify each monomial
with the vector of non-negative integers α1, . . . , αk+1. Consider the smallest (negative) power of T
that appears in one of the monomials of g after the substitution Zi = hji(T ). This power of T must
appear in at least two distinct monomials (otherwise it will not cancel). Let α = (α1, . . . , αk+1)
and β = (β1, . . . , βk+1) be two such monomials. Thus, we have the equality∑
i∈[k+1]
αi · rji =
∑
i∈[k+1]
βi · rji . (4)
Let D =
∏
i dji and observe that rji = R/dji for each i ∈ [k + 1]. Now, multiply Eq.(4) by D/R
and obtain the equality ∑
i∈[k+1]
αi · (D/dji) =
∑
i∈[k+1]
βi · (D/dji). (5)
Taking this equality modulo dj1 we get
α1 · (D/dj1) = β1 · (D/dj1) mod dj1 .
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Since D/dj1 is co-prime to dj1 we can cancel it from both sides and get
α1 = β1 mod dj1 .
Now, since both α1 and β1 are at most d < dj1 we get the equality α1 = β1. Repeating this
argument for all i ∈ [k + 1] we get α = β which contradicts our assumption. This completes the
proof of Theorem 2.1.
5 Proof of Theorem 2.2
Let m divide n and let U = V(f1, . . . , fk) ⊂ F
m
given by Theorem 2.2. Let V ⊂ F
n
be a variety
of dimension dim(V ) ≤ k and degree deg(V ) ≤ d. We will show that
|V ∩ Un/m| ≤ deg(V )dim(V )+1 · (
k∏
i=1
di)
dim(V ).
We will prove the bound by induction on the number of buckets n/m. We note that the base case
n = m was established (with a better bound) in Theorem 2.1. Hence, we assume n ≥ 2m.
Moreover, we note that it suffices to prove the bound when V is irreducible. Otherwise, let
V = V1 ∪ . . . ∪ Vt be the decomposition of V to irreducible components. If we establish the
bound for each component V1, . . . , Vt individually, then since
∑t
i=1 deg(Vi) = deg(V ) ≤ d and
dim(Vi) ≤ dim(V ) ≤ k we obtain that
|V ∩ Un/m| ≤
t∑
i=1
|Vi ∩ U
n/m| ≤
k∑
i=1
deg(Vi)
k+1 · (
k∏
j=1
dj)
k ≤ dk+1 · (
k∏
j=1
dj)
k.
Hence, we assume from now on that V is irreducible (however, by the above claim by can apply
the result inductively to reducible varieties as well).
Let π(V ) denote the projection of V to the first m coordinates,
π(V ) = {(x1, . . . , xm) : x ∈ V } ⊂ F
m
.
Notice that we already know that π(V ∩Un/m) is finite (this follows from Theorem 2.1). Our task
is to show that the size is smaller than what you would get with a careless application of that
Theorem. For each a ∈ π(V ), let ϕ(V, a) denote the fiber of V over a,
ϕ(V, a) = {(xm+1, . . . , xn) : x ∈ V, x1 = a1, . . . , xm = am} ⊂ F
n−m
.
We will apply the identity
|V ∩ Un/m| =
∑
a∈π(V )∩U
|ϕ(V, a) ∩ U (n/m)−1|. (6)
As in Lemma 3.4, the projection π(V ) is in general not an affine variety, but is an open
subset of an affine variety. Let π(V ) denote its Zariski closure. We note that π(V ) has degree
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at most d as discussed in Lemma 3.4. We further note that the fibers ϕ(V, a) are affine varieties
of degree at most d because they are the intersection of V with the degree-one variety given by
x1 = a1, . . . , xm = am.
Consider first that case that π(V ) is zero dimensional, hence finite. Since we assume V is
irreducible we must have that |π(V )| = 1. That is, V = {a} × ϕ(V, a) for some a ∈ F
m
. The
bound on |V ∩ Un/m| then follows immediately by induction, since
|V ∩ Un/m| ≤ |ϕ(V, a) ∩ Un/m−1|
and ϕ(V, a) has the same dimension and degree as that of V . So, assume ℓ = dim(π(V )) ≥ 1. By
Theorem 2.1 we know that
|π(V ) ∩ U | ≤ |π(V ) ∩ U | ≤ d ·
k∏
i=1
di. (7)
In fact, one can obtain the improved bound |π(V ) ∩ U | ≤ d ·
∏ℓ
i=1 di, however this will only
obtain a marginal improvement in the overall bound, so we avoid it. Consider a fiber ϕ(V, a) for
a ∈ π(V ) ∩ U . We claim that
dim(ϕ(V, a)) ≤ dim(V )− 1.
Otherwise, {a} ×ϕ(V, a) is an affine variety contained in V and with the same dimension as that
of V . Since by assumption V is irreducible this implies that V = {a}×ϕ(V, a). In particular, the
dimension of π(V ) is zero, which we assumed is not the case. Hence, dim(ϕ(V, a)) ≤ dim(V )− 1
and we have by induction that
|ϕ(V, a) ∩ Un/m−1| ≤ ddim(V )−1 · (
k∏
i=1
di)
dim(V )−1. (8)
The bound on |V ∩ Un/m| now follows immediately from (6), (7) and (8).
6 Variety Evasive Sets in Finite Fields
Using the construction given in Section 2, Theorem 2.1 and Theorem 2.2, we can construct large
finite sets in Fn, where F is a finite field, that have small intersections with any variety of bounded
dimension and degree (where now we think of the variety as a subset of Fn). Of course, this would
follow by showing that the variety V(f1, . . . , fk) defined over the algebraic closure of F has many
points in Fn. This argument is essentially identical to the one given in [DL12] (the construction
is the same, only with weaker constraints on the exponents di) and so we will only sketch it here.
Another topic of interest in application is the explicitness of the finite set obtained in Fn. There
are several different notions of explicitness but the one obtained by our methods (as is the one
in [DL12]) satisfies a very strong definition of explicitness which we discuss below. We will only
discuss the construction in Theorem 2.1 since the extension to the ‘bucketing’ construction of
Theorem 2.2 follows easily.
8
Suppose F is of size q. Let U = V(f1, . . . , fk) ⊂ F
n
be the variety defined in Theorem 2.1
and let U ′ = U ∩ Fn. The most direct way to obtain large size and explicitness is to pick the
exponents d1, . . . , dk (or any other set of k exponents) to be coprime to q − 1. For a carefully
chosen F this added requirements will not increase by much the total degree of the polynomials
(see [DL12] for some exact computations). This choice will guarantee that (a) U ′ is large and (b)
U ′ is explicit. To see both, notice that for every fixing of the last n− k variables (or indeed any
other set of size n − k) it is trivial to compute the unique setting of the first k variables so that
the resulting point x1, . . . , xn is in V . This can be done by a single matrix inversion operation
(over F) and k exponentiations. We use the fact that the map x 7→ xdi is invertible over F for all
i ∈ [k]. This shows that, assuming the di’s are coprime to q − 1, V
′ has size qn−k and that there
is an efficiently computable mapping φ : Fn−k 7→ U ′ that is one-to-one (and the inverse is also
efficiently computable). There is also a way to argue about the size of U ′ for general choice of
exponents but this makes the explicitness of the construction less obvious (see [DL12] for details).
We summarize the above argument in two immediate corollaries of Theorem 2.1 and Theo-
rem 2.2.
Corollary 6.1. Let 1 ≤ k ≤ n and d ≥ 1 be integers and let F be a field. Let d1 > d2 > . . . >
dn > d be pairwise relatively prime integers, and assume that at least k of d1, . . . , dn are co-prime
to |F| − 1. Let U ⊂ F
n
be the variety defined by Theorem 2.1, and let U ′ = U ∩ Fn. Then
|U ′| = |F|n−k,
and for every affine variety V ⊂ Fn of dimension k and degree at most d,
|V ′ ∩ U | ≤ d ·
k∏
i=1
di.
Corollary 6.2. Let k, d ≥ 1 be integers, ǫ > 0 and let F be a field. Let m > k/ǫ be an integer
such that m divides n. Let d1 > d2 > . . . > dm > d be pairwise relatively prime integers, and
assume that at least k of d1, . . . , dm are co-prime to |F| − 1. Let U
n/m ⊂ F
n
be the variety defined
by Theorem 2.2, and let U ′ = Un/m ∩ Fn. Then
|U ′| = |F|n(1−k/m) ≥ |F|(1−ǫ)n,
and for every affine variety V ⊂ Fn of dimension k and degree at most d,
|V ′ ∩ U | ≤ dk+1 · (
k∏
i=1
di)
k.
7 Comparison With a Random Construction
We compare in this section the explicit results we obtained, with results than one can get from
random constructions. In many scenarios random constructions obtain optimal or near optimal
parameters, and these can be compared to the best results than one can obtain explicitly. For
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technical reasons, our discussion in this section will be restricted to varieties that are defined over
F. This is in contrast to our explicit construction that works also for varieteis defined over an
extension of F. The main technical difficulty with varieties defined not over F is in bounding their
number (this number is finite since we are only interested in points in Fn).
We recall the parameters we obtained in Corollary 6.2. Let k denote the dimension, d the
degree and n the number of variables, and let ǫ > 0 denote a small parameter. Choosing a finite
field F appropriately, we gave an explicit construction of a subset S ⊂ Fn of size |S| ≥ |F|(1−ǫ)n
such that for any affine variety V ⊂ F
n
of degree d and dimension k,
|S ∩ V | ≤ (d+ k/ǫ)O(k
2).
We compare in this section what parameters can one achieve, if S ⊂ Fn is chosen randomly
of size |S| = |F|(1−ǫ)n. We analyze this random construction when the dimension of the variety is
small enough, k ≪ ǫn. We note that our simple analysis for a random construction breaks when
k ≈ n, while our explicit construction still get bounds which are independent of the field size.
Let Vn,d,k denote the family of varieties in F
n
of degree d and dimension k that are defined
over F.
Lemma 7.1. Let n, d, k ≥ 1, ǫ > 0 be parameters, and assume that k ≤ ǫn/4. Let F be a field
large enough such that d ≤ |F|k. Let S ⊂ Fn be a random subset of size |S| = |F|(1−ǫ)n. Then with
high probability over the choice of S, for all varieties V ∈ Vn,d,k
|S ∩ V | ≤ O
(
d
ǫ
·
(
k + d+ 2
k
))
.
First, we need a bound on the number of points in Fn in a variety V ∈ Vn,d,k.
Claim 7.2. Let V ∈ Vn,d,k. Then |V ∩ F
n| ≤ d · |F|k.
Proof. We prove the claim by induction of the number of variables, degree and dimension. It
suffices to prove the claim for irreducible varieties, since if V = ∪Vi is the decomposition of V to
irreducible varieties, then deg(V ) =
∑
deg(Vi) and dim(Vi) ≤ dim(V ). So, we assume that V is
irreducible. Let Hc := (x1 = c) for c ∈ F be a family of hyperplanes. If V ⊂ Hc for some c then
the claim follows by induction on the number of variables. Otherwise let Vc := V ∩Hc. Then Vc
has dimension k − 1 and degree ≤ d. Hence
|V ∩ Fn| ≤
∑
c∈F
|Vc ∩ F
n| ≤ |F| · d|F|k−1 = d|F|k.
We next need a bound on the number of varieties in Vn,d,k. Recall that this set contains only
varieties defined over the finite field F.
Claim 7.3. |Vn,d,k| ≤ |F|
n·O(d(k+d+2k )).
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Proof. We first argue about irreducible varieties. Let V be an irreducible variety of degree d and
dimension k. Assume w.l.o.g that x1, . . . , xk are algebraically independent over V . We first claim
that there exist polynomials {fi(x1, . . . , xk, xk+i) : 1 ≤ i ≤ n−k} with coefficients in F of degree d,
such that V is an irreducible component of U = {x ∈ F
n
: f1(x) = . . . = fn−k(x) = 0}. To see this,
note that by Lemma 3.4 we can take fi to be the polynomial defined by projection to the variables
x1, . . . , xk, xk+i. Since we assumed x1, . . . , xk are algebraically independent over V , we must have
that fi depends on xk+i. Let us decompose fi(x1, . . . , xk, xk+i) =
∑di
j=1 fi,j(x1, . . . , xk) · x
j
k+i,
where 1 ≤ di ≤ d and fi,di is not identically zero. Let g(x1, . . . , xk) =
∏n
i=1 fi,di(x1, . . . , xk), and
let G = {x ∈ F
n
: g(x) = 0} be the hypersurface defined by g. We have by construction that U \G
has dimension k. Moreover, we have that V \ G has dimension k, since V is irreducible and is
not contained in G. Thus, there exists a Zariski open subset of U of dimension k which contains
a Zariski open subset of V . Since V is irreducible, this can only happend in V is an irreducible
component of U .
So, we obtain that there exist (n− k) polynomials of degree d in k + 1 variables over F, such
that the variety that they define have an irreducible component equal to V . Hence the number
of distinct possibilities for V is bounded by(
n
k
)(
|F|(
k+d+2
k )
)(n−k)
≤ nk|F|n·(
k+d+2
k ) ≤ |F|n·O((
k+d+2
k )).
To get the bound for general, not necessarily irreducible varieties, we need to sum over all possible
decompositions of V into irreducible components of degree d1 + . . . + dr = d. Hence
|Vn,d,k| ≤
∑
d1+...+dr=d
r∏
i=1
|F|n·O((
k+di+2
k )) ≤ |F|n·O(d(
k+d+2
k )).
We now prove Lemma 7.1.
Proof of Lemma 7.1. Let c > 0 be a parameter to be fixed later. Let S ⊂ Fn be a random subset
of size |S| = |F|(1−ǫ)n. We will show that with high probability over the choice of S, |S ∩ V | ≤ c
for all V ∈ Vn,d,k. In order to show this, consider first a fixed variety V ∈ Vn,d,k. By Claim 7.2
we know that |V ∩ Fn| ≤ d|F|k, hence
Pr
S
[|S ∩ V | ≥ c] ≤
(
|V ∩ Fn|
c
)
|F|−ǫn·c ≤ (d|F|k−ǫn)c ≤ |F|−(ǫ/2)n·c,
by our choice of parameters. The number of distinct V ∈ Vn,d,k is bounded by Claim 7.3 by at
most |F|ns where s = O(d
(k+d+2
k
)
). So, for c ≥ O(s/ǫ) we get by the union bound that with high
probability, |S ∩ V | ≤ c for all V ∈ Vn,d,k.
8 Connection to a Conjecture of Griffiths and Harris
Here we consider how Theorem 2.1 fits with various known results and conjectures about sub-
varieties of complete intersections.
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A hypersurface of degree d is a zero set of a polynomial of degree d; these form a vector space
Vn,d. A claim holds for a very general hypersurface if it holds whenever the polynomial is outside
a countable union of Zariski closed sub-varieties of Vn,d. According to a conjecture of [GH85],
if Xd ⊂ P
n is a very general projective hypersurface of sufficiently high degree then for every
sub-variety Z ⊂ X, the degree of X divides the degree of Z. The conjecture does not specify
‘sufficiently high degree’, but the only known counter examples have d ≤ 2n− 3.
The conjecture is not known in general. For n = 3 this is the classical Noether–Lefschetz
theorem. In higher dimensions only much weaker divisibility results are known using the method
of [Kol92] and only some of these have been worked out explicitly. For instance, if Xd ⊂ P
4 is
a very general hypersurface and d = p3 for a prime p ≥ 5 then p divides the degree of every
subvariety Z ⊂ Xd.
Note further that it is known that one definitely needs a countable union of Zariski closed
subvarieties of Vn,d for the conjecture to hold, thus the general methods may not guarantee the
existence of examples over countable fields. For a complete treatment see [Voi03, Chap.III] and
[Voi89] for further related results.
Let us now assume the above conjecture and see what it would imply if we replace the con-
struction of Theorem 2.1 with general complete intersections of the same degrees. Applying the
conjecture to several hypersurfaces, we get that if d1, . . . , dk are pairwise relatively prime and
Xd1,...,dk := Xd1 ∩ · · · ∩Xdk ⊂ P
n
is a very general complete intersection of sufficiently high degree then d1 · · · dk divides the degree
of every subvariety Z ⊂ Xd1,...,dk .
Let now Y ⊂ Pn be any subvariety of degree < mini{di}. Consider the sequence of intersections
Y ⊃ Y ∩Xd1 ⊃ Y ∩Xd1,d2 ⊃ · · · ⊃ Y ∩Xd1,...,dk .
If the dimension drops at each step then Y ∩Xd1,...,dk is zero dimensional. Otherwise there is an
index i such that Yi := Y ∩Xd1,...,di has dimension k− i but Xdi+1 contains one of the irreducible
components of Yi. We know that deg Yi = degY · d1 · · · di and the degree of every irreducible
component of Yij ⊂ Yi is divisible by d1 · · · di. If Yij ⊂ Xdi+1 then its degree is also divisoble by
di+1. Thus
degY · d1 · · · di = deg Yi ≥ deg Yij ≥ d1 · · · di · di+1,
a contradiction.
The bound deg Y < mini{di} is optimal as shown by an intersection of Xdi with a linear space
of dimension k + 1.
Let us note finally that [GH85] and related works consider projective varieties while the setting
considered in Theorem 2.1 is affine. In fact, the projective closures of our constructions are
very degenerate: their intersection with the hyperplane at infinity is a linear space (with high
multiplicity).
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