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Abstract. In this paper, we present the use of optimization models to
evaluate how to best allocate cloud computing resources to minimize cost
and time to generate analysis. With the many cloud computing options
available, it could be difficult to determine which specific configuration
can provide the best time performance while minimizing cost. To provide
comparison, we consider cloud platform providers Amazon Web Services,
Google Cloud and Microsoft Azure on their product offering. We select
18 machine configuration instances among these providers and analyze
the pricing structure of the different configurations. Utilizing a support
vector machine analysis written in python, performance data is gathered
on these instances to compare time and cost on various data sizes. Using
the results, we build models that allow us to select the optimal provider
and system configuration to minimize cost and time based on the users’
requirement. From our testing and validation, we find that our brute
force model has slight advantage over the general optimization model.
1 Introduction
Cloud computing has gained popularity over the last decade. While other forms
of cloud computing existed prior to 2002, it became mainstream when Amazon
launched Amazon Web Services (AWS) in 20021. Since then, more cloud plat-
form providers have joined this market. Today, there are hundreds of companies2
whose business model is to provide Infrastructures as a Service (IaaS) or Plat-
form as a Service (PaaS) to their customers. While the specific products and
services may vary slightly, all cloud providers offer consumption based products
and automatic scaling in order to minimize computing cost.
The cost to use these services is often charged by the hour. Some common use
cases for cloud platforms are big data processing, distributed computing and
large volume, high throughput data transfers[1]. The problem in using these in-
frastructures is that the time and cost must be minimized such that all deadlines
and budgets are met.
There are some advantages of using cloud computing over in-house on premise
1 https://www.computerweekly.com/feature/A-history-of-cloud-computing
2 Wikipeida Cloud Computing Providers, https://en.wikipedia.org, 2018
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infrastructure[2]. One of those advantages is eliminating the need of large capital
requirements on hardware and software[3]. In cloud computing, customers can
create the required infrastructure to perform any tasks. It can be turned on and
off at any time and pay only on the amount when the machine is in use. With
the growing availability of smart devices on all aspects of life[4], large quantity
of data is being generated. This data provides opportunity for learning and im-
provement with the proper analytic techniques. With the increasing focus on
this big data analytics, cloud computing has become an important tool for data
scientists and anyone who required large processing power for a limited time[5].
To process complex algorithms on big data, there are three constraints to con-
sider: processing power to handle the analysis, time constraint to obtain results
and cost constraint to generate the analysis.
Any given analysis may contain hundreds of millions of records. To analyze
these large datasets, it requires the computing platform to have suitable storage
space to house the data and large processing memory to perform calculations.
Advanced analytics can take hours to generate results and personal computers
are often inadequate to handle these tasks. More powerful processors with the
ability to handle higher numbers of instructions per second are more desirable
when performing advanced analytics on large data sets. While the computer is
performing the computation, it would take up significant central processing unit
(CPU) and disk space resources of the computer. Running these types of analysis
on personal computer would prevent it to perform any other functions while the
analysis is being processed. For this reason, cloud computing offers an effective
alternative to manage the processing power dilemma.
The other two constraints to consider are time and cost. All cloud computing
platform providers have different pricing schemes. There could be different fixed
and variable costs associated with the type of machines. For example, certain
providers may charge a monthly fixed subscription rate. And almost all providers
have tier pricing structure on size of storage, CPU and available RAM. Virtual
machines with lower processing power may require a longer run time to generate,
resulting in higher cost since the pricing is based on hours in operation. Beside
the basic hourly cost on these virtual machines and storage cost, there are other
factors to consider. For example, some providers may charge for ingress(upload),
egress(download) or file deletion. Given that computing resources can impact
both cost and time to produce an analysis, the optimal configuration can reduce
cost while meeting deadline. With the many possible permutations base on pric-
ing tiers, miscellaneous charges and machine configuration, there are potential
savings for cost and time by simply selecting the most appropriate combination
of different variables.
To solve for this optimization problem, we design a plan to collect the data
and to build a model that can solve the challenge. First, we select three large
platform providers for evaluation. From these providers, we collect pricing infor-
mation on their pre-configured machine instances. We then use these instances
to perform a series of data analyses. The analyses are structured in ways to min-
imize any external factors that could impact the performances for comparison
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purpose. The next step is to analyze the time performance on the different ma-
chine instances. Two models are constructed for comparison on the suitability
to solve the problem. We then select the best model that can help identify the
optimized configuration based on specific user requirement that best minimizes
the total cost and time.
The remainder of this paper is organized as follows: In Section 2 we first
look at the pricing structure of each provider to understand the complexity. We
present our data gathering process, results and analysis on the finding in Sec-
tion 3. In Section 4 we design the optimization models that help identify the
best machine configuration the minimize time to process and cost to generate
the analysis. Since the use of cloud computing has broad ethical implications, we
discuss some of these ethical concerns in Section 5. We then draw the relevant
conclusions in Section 6 of this paper.
2 Pricing Structure
To understand any savings opportunity, we first evaluate the pricing structure of
the platform providers. We choose three of the most widely used services in the
industry: Microsoft Azure, Google Cloud Platform, and Amazon Web Services
(AWS). Each company offers a wide range of pricing models and services. We
use cost models based on the Linux operating system which is offered by all
three companies and allows us to provide an unbiased comparison. The tiers and
instances in Table 1 are selected based to the similarity in general performance.
They are all pre-configured machine images that can setup without the need of
customization.
Table 1 section 1 shows the pricing models offered by the Microsoft Azure
On-demand plan based on the B-series instance3. From the Microsoft Azure
description, we learned that the B-series are economical virtual machines that
provide a low-cost option for workloads which typically run at a low to moder-
ate baseline CPU performance, but can potentially increase significantly higher
CPU performance when the demand rises. These workloads don't require the use
of the full CPU regularly, but occasionally can scale up to provide additional
computational resources when needed.
Section 2 shows the pricing models offered by the Amazon EC2 On-demand
plan based on T2 instance4. T2 instances are high performance instances and
can sustain high CPU performance for as long as a workload is needed.
Section 3 shows the pricing models offered by the Google Cloud reserved plan
based on custom machine type5. The custom machine types are priced according
to the number of CPUs and memory that the virtual machine instance uses.
In addition to the virtual machine cost, there are other charges that could
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Table 1. Pricing Comparison By Providers
Provider InstanceName Core RAM(GB) CostPerHour($)
Microsoft Azure B1S 1 1 0.012
B2S 2 4 0.047
B1MS 1 2 0.023
B2MS 2 8 0.094
B4MS 4 16 0.188
B8MS 8 32 0.375
Amazon AWS t2.nano 1 0.5 0.0058
t2.micro 1 1 0.0116
t2.small 1 2 0.023
t2.medium 2 4 0.0464
t2.large 2 8 0.0928
t2.xlarge 4 16 0.1856
t2.2xlarge 8 32 0.3712
Google Cloud n1-standard-1 1 3.75 0.0535
n1-standard-2 2 7.5 0.1070
n1-standard-4 4 15 0.2140
n1-standard-8 8 30 0.4280
n1-standard-16 16 60 0.8560
n1-standard-32 32 120 1.7120
n1-standard-64 64 240 3.4240
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the pricing model is a straight forward per GB rate of $0.023. Table 3 shows the
cost to extract the data once the analysis is completed.
It is evident that the three providers offer similar per hour pricing models;
however, there are differences in how their pricing tiers are structured as well as
marginal differences in pricing of instances that are in similar range. For exam-
ple, both [Microsoft Azure B2S] and [AWS t2.medium] instances have 2 cores
and 4 GB of RAM. The costs per hour to use these machines are $0.047 and
$0.0464 respectively. The storage cost and egress charges however are different
from these two providers thus making the straight pricing comparison difficult
when factoring in these variables. These differences allow for an optimization
problem to be approached. It should be noted that each provider does offer the
ability to define custom machine settings; this option is often accompanied by
additional costs and applies a separate pricing model from the providers stan-
dard pricing scheme. For this reason, these instances will not be considered in
this paper.
3 Gathering Data to Solve the Optimization Problem
To have the necessary data to build a model to solve this optimization problem,
we first obtain a baseline on the relationship between data size and machine
configuration. Our hypothesis is that the machine power has an inverse relation-
ship to the time to generate the analysis result, where a machine with higher
power would decrease processing time. Conversely, we anticipate that the smaller
datasets would cause a decrease in the time to process the data. To confirm our
hypothesis, we perform the same analysis on all machine instances but with
variation to data size.
3.1 Datasets
To facilitate this experiment, we select the Sberbank Russian Housing Market
dataset from kaggle.com6. The training dataset contains 30,000 records with
275 features which include geographical information, population demographic
and property statistics. The data types are a mixture of categorical and con-
tinuous variables. We select this dataset because of the vast size of the data
and its flexibility to using different modeling techniques. The intended purpose
of the kaggle.com competition is to predict housing price using these features.
Since our experiment is purely for the purpose of measuring process time, no
regression results are analyzed.
3.2 Data Replication
The objective is to obtain relationship between data size and machine configu-
ration by measuring the processing time. In order to ensure the result can be
6 https://www.kaggle.com/c/sberbank-russian-housing-market, 2017
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compared across virtual machine instances, the original dataset is replicated into
various sizes to ensure the same analysis can be performed . Table 4 shows the
number of records and file size of the replicated datasets.









3.3 Result and Analysis
In all, we create a total of 18 virtual machine instances from AWS, Google Cloud
and Azure in the east region of the providers. All machines are Linux servers
running the Red Hat operating system. The benchmarking runtime environ-
ments consist of python 3.6 with the pandas, numpy and scikit-learn libraries. A
python script is created to import the data from cloud storage and run a support
vector machine analysis. In each instance we executed the same support vector
machine analysis 7 times, but on different data sizes as denoted in Table 4. Some
instances are not able to perform the analysis when the data exceeds the pro-
cessing limit. The analysis would either fail with a generic Linux MemoryError
message or continuously run without generating any result. When a MemoryEr-
ror message is encountered, we execute the analysis multiple times to ensure it is
not an isolated server issue. Instances that ran for longer than 48 hours without
generating result are terminated.
In total, we perform over 700 hours of computation from the 18 virtual
machines. Table 5 shows the result of all instances’ performance time. We sort
the table by the platform provider, machine configuration and then the machine
size from that provider. At a high level inspection, the data suggests a positive
relationship between processing time and data size and an inverse relationship
with machine power. To further confirm the overall relationship between ma-
chine power, data size with processing time, we summarize the data separately
to obtain the averages to be analyzed.
First, we looked at the correlation between of processing time and machine
configuration. To measure this, we artificially create a machine power index
value. [AWS t2.nano] is the smallest machine we tested, which has 1 CPU and
0.5 GB RAM. Using this configuration as our baseline of 1, we apply multipliers
based on CPU count and gigabytes of RAM. For example, [AWS t2.medium]
6
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Table 5. Run Time by Instance in minutes
Instance Name 100MB 200MB 300MB 400MB 500MB 700MB 800MB
AWS - t2.nano Out of Memory
AWS - t2.micro 10 Out of Memory
AWS - t2.small 10 95 446 Out of Memory
AWS - t2.medium 11 24 47 243 371 520 2286
AWS - t2.large 35 55 69 88 102 358 780
AWS - t2.xlarge 11 24 44 68 105 260 491
AWS - t2.2xlarge 12 39 63 104 147 242 423
Google - n1-standard-1 16 47 76 119 182 799 1333
Google - n1-standard-2 16 41 65 102 166 611 1067
Google - n1-standard-4 18 50 89 117 165 620 1291
Google - n1-standard-8 14 44 99 131 201 320 945
Google - n1-standard-16 11 38 76 111 154 368 1107
Azure - B1S 11 248 1002 1417 1904 Out of Memory
Azure - B2S 11 26 50 96 276 1808
Azure - B1MS 9 20 204 394 525 670 1435
Azure - B2MS 11 22 37 61 84 246 967
Azure - B4MS 11 23 40 62 85 206 639
Azure - B8MS 11 23 36 51 76 195 302
has 2 CPU and 4 GB RAM, which results in 2 times the CPU and 8 times the
RAM from the baseline machine. Therefore, it has an index value of 10. Table 6
shows the calculation and power index value of each machine.
To analyze the performance results, we use 2880 to fill in the missing values
for those machines that could not perform the given analysis. 2880 is the total
number of minutes in 2 days. This is the threshold we set to terminate a machine
if no result is returned. Figure 1 displays the scatter plot of average processing
time based on this machine power index value. The index values are denoted
next to the scatter plot points. To display this by machine, we separate out the
machines that share the same index power. For example, both [AWS-t2.Micro]
and [Azure-B1S] have Power index of 3. We add 0.01 and 0.02 respectively to de-
note the exact server. On the graph, we notice servers with same power index do
not necessarily share the same performance. The performance of machines with
power index of 3, 5 and 10 vary greatly by platform providers. However, we also
see that machines with power index of 18, 36 and 72 have almost identical per-
formance. While we can visually detect a downward trend of processing time as
the increase in the CPU and RAM of the machine, the relationship is not linear
and has varied efficiencies from different configurations. [Google-n1-standard-8]
instance has an index of 68 with 8 CPU and 30 GB of RAM, but appears to be
less efficient than [AWS - t2.xlarge] and [Azure - B4MS] with both having index
value of 36. We apply different models on MachinePower and Time. Table 7
shows 2 of the model results. Due to variation in machine performance, the best
adjusted r-squared of the 2 models is only at 0.2989, which does not provide
7
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statistical significance of the trend line.
Table 6. Machine Power Index Calculation
Instance CPU RAM(GB) Power Index
CPU/1 +RAM/0.5
AWS - t2.nano 1 0.5 1 (baseline)
AWS - t2.micro 1 1 3
AWS - t2.small 1 2 5
AWS - t2.medium 2 4 10
AWS - t2.large 2 8 18
AWS - t2.xlarge 4 16 36
AWS - t2.2xlarge 8 32 72
Google - n1-standard-1 1 3.75 8.5
Google - n1-standard-2 2 7.5 17
Google - n1-standard-4 4 15 34
Google - n1-standard-8 8 30 68
Google - n1-standard-16 16 60 136
Azure - B1S 1 1 3
Azure - B2S 2 4 10
Azure - B1MS 1 2 5
Azure - B2MS 2 8 18
Azure - B4MS 4 16 36
Azure - B8MS 8 32 72
Table 7. Analysis Output from R on Time and Machine Power
Time by Machine Power Index Models
t = β0 + β1MachinePower t = β0 + β1
√
MachinePower
Coefficients: Estimate t value Pr(>|t|) Coefficients: Estimate t value Pr(>|t|)
Intercept 505.357 4.508 0.00147 Intercept 685.23 4.543 0.0014
MachinePower -3.326 1.589 0.14641 MachinePower -56.86 -2.294 0.0474
Multiple R-Squared 0.2192 Multiple R-Squared 0.369
Adjusted R-Squared 0.1324 Adjusted R-Squared 0.2989
F-statistic 2.527 F-statistic 5.264
p-value 0.1464 p-value 0.04744
We perform similar analysis on processing time with respect to data size.
Figure 2 displays the scatter plot of average processing time by data size. Unlike
the machine power, there appears to be correlation between data size and pro-
cessing time. We applied various regression models to test the correlation and
two of the results are displayed in Table 8. Exponential model provides better fit
and with higher adjusted R-squared. We would apply this estimate to the final
optimization model in the next section.
8
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Fig. 1. Average Processing time by Machine Power
Fig. 2. Average Processing time by Data Size
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Table 8. Analysis Output from R on Time and Data Size
Square Root Model Exponential Model
t = β0 + β1
√
s t = β0 + β1s
2
Coefficients: Estimate t value Pr(>|t|) Coefficients: Estimate t value Pr(>|t|)
Intercept -741.24 -2.415 0.0605 Intercept -29.31 -0.75 0.722999
size 56.75 3.828 0.0123 size 0.001714 7.169 0.000821
Multiple R-Squared 0.7456 Multiple R-Squared 0.9113
Adjusted R-Squared 0.6947 Adjusted R-Squared 0.8936
F-statistic 14.65 F-statistic 51.4
p-value 0.01228 p-value 0.0008212
4 Optimization for Cost and Time
4.1 Method Selection
There have been other papers written on cloud resource optimization models[6].
For example, there is a combinational auction approach which allocates resources
by focusing on Quality of Service, Service Level Agreement and Maximization
of profit. In that analysis, the Quality of Service was defined by the number
of CPU[7]. Another example would be the use of a greedy method to allocate
resources to users. That paper focused on the large request volumes into cloud
computing environment by finding the best schedule in maximizing profit[8].
Our model leverages an optimization technique to identify the best resource con-
figuration in order to minimize cost. This allows the user to define the size of
the dataset, the time the task needs to be completed, as well as the cost a user
is willing to accept. Based on these inputs the model would determine the most
cost effective instance for the task.
In functional form, the optimum solution can be defined as:
Solution x∗ ∈ S is an optimum solution if f (x∗) ≤ f (x) for all x ∈ S (1)
Where S is all feasible solutions of x.
Table 9. Combination of Configuration
Count of Count of Variation
Instances storage tiers
Google Cloud 7 3 21
Amazon 7 1 7
Azure 6 3 18
Total Combination 46
With the configuration variations present in Section 2 of this paper, there are
46 permutations between cost of the virtual machine, egress charges and the hard
10
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drive space as shown in Table 9. There are 2 input variables to be considered:
size of the dataset and total time requirement to perform the calculation. The
total cost function of a given analysis can be defined as:
C = time ∗ ProcessCost + size ∗ StorageCost + size ∗ EgressCost (2)
Where C is less than the acceptable cost by user.
4.2 Brute Force Approach
To begin we utilize a brute force approach by performing the calculation based
on the data obtained from Section 3. With users input parameters, it performs
a calculation on total cost by first limiting the machines with those that have
acceptable performance time. This is done by taking the users input and com-
pare it with the estimate from our simulation step. Storage cost is calculated by
users input on the storage size requirement. We then eliminate machines with
an estimated total cost that exceeds the users acceptable criteria. The last step
is identifying the instance with the lowest cost based on the specification by the
users.
Table 10. SQL Server Tables
Table Name Column1 Column2 Column3 Column4
EgressCost InstanceName Cost
ProcessCost InstanceName Cost
StorageCost InstanceName lowerlimt upperlimit Cost
Runtime InstanceName size Runtime
Performance InstanceName Core RAM PowerIndex
With this model we leverage SQL Server to perform the calculation and 5
tables were created to house the different data types (see Table 10). The column
InstanceName is used as the key to join across all the tables for data queries.
For StorageCost table we set the lower and upper limits based on the tier
structure shown in Table 2. Using a SQL query we are able to identify the in-
stance(s) that fit the input paremeters by the users and allow them to select the
best environment to perform their analysis while minimizing cost and time.
4.3 Optimization Approach
The second approach leverages the optimization technique to calculate the mini-
mum function. For this section we use the following functions as our foundation:
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Formula 3 denotes the overall cost function. StorageCost is simplified to
include both actual data storage cost and egress cost based on data size. C
represents the total cost to perform the analysis. t is the time estimate to perform
the calculation. s is the storage size requirement. In Formula 4, MachinePower
is the same value as used in Section 3 based on the machine configuration. x
is a factor of s in run time. In our analysis from Section 3 we generated a
model t = β0 + β1(size)
2, which has adjusted R-square of 0.8936. We apply this
to Formula 4 to further refine the equation. The objective of this model is to
optimize the total cost and select the most appropriate machine configuration.
Even though machine power does not have significant correlation to time, we are





In this model, C and t are treated as unknown variables for calculation
purposes. The optimization calculation will be performed on C. To calculate
the minimum of C and t we must first combine Formula 3 and 5 to obtain
the function for optimization. Formula 6 below shows our final equation to be
optimized:





To optimize this function for the minimum we apply the following assump-
tions: First, we treated s as a known value. StorageCost is a function of s. This
is obtained by getting the average cost based on the dataset size. ProcessCost
is a function of MachinePower. Based on s and MachinePower value, we can
determine the StorageCost and ProcessCost using data obtained in Section 3.
Both of these relationships are shown in Table 11.
MachinePower is a variable that take on specific value from a set (1, 3, 5,
8.5, 10, 17, 18, 34, 36, 68, 72, 136). For each MachinePower we first obtain the
minimum by taking the derivative of the combined function. We then set the
derivative result equal to zero to find the minimum.
4.4 Model Evaluation
To evaluate the models we run 3 scenarios using the arbitrary constraints listed
in Table 12 and apply the constraints to both models. For the brute force model
we use SQL query script to obtain our results.
All tests results from model 1 are displayed in Table 13. For validation test
scenario 1 we found 9 instances that can generate the analysis given constraints
of time and cost. 2 of the instances have the same lowest cost; however, [Azure -
B1MS] was selected as the optimal instance to perform the task since it provided
a faster result. Scenario 2 and 3 are done in same fashion. The 3 validation test
results are logged in Table 13.
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Table 11. Average Process and Storage Cost by Data Size and Power Index
size(GB) StorageCost($) Machine ProcessCost($)
Power Index
100 0.01 1 0.0058
200 0.03 3 0.0118
300 0.06 5 0.023
400 0.09 8.5 0.0535
500 0.13 10 0.0467
700 0.21 17 0.107






Table 12. Test Scenario Requirement for Model Evaluation
Constraints for Evaluation
Scenario Size(MB) Cost($) Time
1 80 MB $0.06 15 min
2 350 MB $1.5 100 min
3 750 MB $5 400 min
Table 13. Model 1 Results
Scenario Instance Pass Selected instance PowerIndex run time(min) TotolCost($)
Constraints
1 9 Azure - B1MS 5 9 0.01
2 5 Azure - B2S 10 96 0.14
3 1 AWS - t2.large 18 392 0.74
13
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The Model 2 optimization process is done by taking the derivative of Func-
tion 6. Table 14 displays the calculation process using validation test scenario 3
as the example. By comparing the result of each minimized function, we select
the machine that pass our test restraints and have the minimum t and C overall
values. Results of all 3 valiation test scenarios are logged in Table 15.
Table 14. Model 2 Calculation Example
Machine Function f′(t) Min t Min C
index
3 C = t ∗ 0.18 −
√
(t ∗ 3)/0.001714 ∗ 0.21 0.18 − 4.39283122382671/
√
t 595 13
5 C = t ∗ 0.25 −
√
(t ∗ 5)/0.001714 ∗ 0.21 0.25 − 5.67112072419359/
√
t 515 11
8.5 C = t ∗ 0.23 −
√
(t ∗ 8.5)/0.001714 ∗ 0.21 0.23 − 7.39423677307149/
√
t 1034 23
10 C = t ∗ 0.51 −
√
(t ∗ 10)/0.001714 ∗ 0.21 0.51 − 8.02017584200971/
√
t 247 6
17 C = t ∗ 0.53 −
√
(t ∗ 17)/0.001714 ∗ 0.21 0.53 − 10.4570299278756/
√
t 389 9
18 C = t ∗ 0.31 −
√
(t ∗ 18)/0.001714 ∗ 0.21 0.31 − 10.7601950245412/
√
t 1205 26
34 C = t ∗ 0.64 −
√
(t ∗ 34)/0.001714 ∗ 0.21 0.64 − 14.788473546143/
√
t 534 12
36 C = t ∗ 0.47 −
√
(t ∗ 36)/0.001714 ∗ 0.21 0.47 − 15.2172137374857/
√
t 1048 23
68 C = t ∗ 1.79 −
√
(t ∗ 68)/0.001714 ∗ 0.21 1.79 − 20.9140598557511/
√
t 137 3
72 C = t ∗ 0.91 −
√
(t ∗ 72)/0.001714 ∗ 0.21 0.91 − 21.5203900490824/
√
t 559 12
136 C = t ∗ 3.8 −
√
(t ∗ 136)/0.001714 ∗ 0.21 3.8 − 29.576947092286/
√
t 61 1
Table 15. Model 2 Results
Scenario Instance Pass Selected instance PowerIndex Est. Est.
Constraints run time(min) Total Cost($)
1 9 AWS - t2.medium 10 2 0.02
2 5 Google - n1-standard-2 17 96 1.09
3 2 Google - n1-standard-16 136 61 1
The results shown in Table 13 and in Table 15 show the selection of the
instances in all test cases are different by model. Model 2 optimization calculation
selects the minimum value of t based on the overall cost function. In scenario
1 and in scenario 2, both the results from model 2 seem logical. However, in
scenario 3 it returns [Google-n1-standard-16] as the optimal instance for the
analysis. This instance provides an estimate run time of 61 minutes, which would
be the most cost efficient overall. However, when we examine the data from our
server testing phase in section 3 we see that no machine was able to perform
the calculation in less than 195 minutes on any data size greater than 700MB.
Therefore, while this maybe the best mathematical calculation to minimize t and
C, the estimate may not be practical based on the actual performance. Since
the model 1 calculation is done on data collected from test results, the estimate
14
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would be restricted to the known performance of each machine, thus providing
a more accurate estimate. All 3 of the test results from model 1 appear to be
accurate in comparison to the actual data. The selected machines indeed would
provide the faster processing time while adhering to the cost constraint.
5 Ethical Considerations
Cloud computing has been called disruptive innovation[10]. The ease of access,
usability, and performance has provided computing power to many users that
may not otherwise been able to obtain. This technology comes with ethical con-
cerns: First and foremost is the ethical obligation of protecting sensitivity data.
For analytics, the data that is being analyzed could potentially contain sensitive
information such as personal data. In an on premise infrastructure there are
Information Technology professionals whose responsibility is to control security
settings and protect the data from unauthorized and unlawful access. While all
cloud computing providers allow users to set security restriction on how data
can be accessed, some data network terminologies can sometime be outside of
the user’s domain expertise. If the cloud user is not careful on how to apply the
security settings, the data and analyses could potentially be accessible by others.
User has the ethical obligation to protect and safeguard the information.
Data collection is an important part of any given analysis. Some data is freely
available to download and others may need to be collected or purchased. In many
situations there may be terms of use and privacy policy associated with the data.
Many users of these datasets often omit to read the fine print. There could be
potential clauses that restrict the data usage in cloud. It is up to the users of
these datasets to adhere to these policies and agreements. In cases where data
is collected, explicit or implicit agreements may be made on how the data can
be used and safeguarded. Users have an obligation to follow through on how to
use and protect the information.
With the ease of access to cloud computing, energy consumption may be
an unintended effect. As the Institute of Imperial College London has pointed
out7, the ethical issues with energy can be divided into producers, consumers
and policy categories. As we have identified, many analyses can take hours to
generate and use large quantities of processing power. If the user only has ac-
cess to the personal laptop or a limited in-house infrastructure, he or she may
be more selective on the when, what and how to analyze the data to balance
the use of the computer. With the availability of relatively cost effective cloud
computing, this limitation has been removed and can potentially generate de-
mand on the service. There has been analyses and papers written on data center
energy consumption[13][14]. In those papers, we learn that power usage by data
centers consume approximately 2% total US energy consumption. Cloud com-
puting users add to the demand with every transaction. While the ease of access
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6 Conclusions
Cloud computing has provided additional resources to perform big data ana-
lytics. The convenience of using this technology has allowed the cloud users to
perform tasks that may otherwise be limited by their available infrastructure.
While the costs of using these platforms are relatively inexpensive in isolated use
cases, the long term and extended use can be costly if not managed diligently.
A machine that only cost 9 cents per hour to use can add up to $788 per year if
down time of the machine is not managed appropriately. This could multiply if
more than one machine is needed. For a large organization with many analysts
that frequently perform computation using cloud platforms, selecting the right
configuration can potentially lead to big savings over time. Consider a situation
where data size is less than 100MB. From our data gathering phase we learned
that 11 of the 18 instances can perform the same analysis between 9 and 11
minutes. The most expensive configuration of the 11 is [Google - n1-standard-
16] which costs $0.85 per hour. The least expensive one is [AWS - t2.micro] and
it costs only $0.0116 per hour. There is a savings of $7,344 annually with no
difference in their performance for that given analysis. Both of the models in
this paper provide solution to solve the cost optimization problem for a specific
analysis. Model 1 provides more accurate result since it is strictly based on the
data collected. Model 2 could be improved by adding additional variables to re-
strict the function lower limit to be more in line with the actual performance. In
conclusion, we find that optimization of cloud computing resource to minimize
cost and time is achievable through building algorithms and models to idenfify
the best resource.
7 Future Work
The models presented in this paper are a good start but do not provide immedi-
ate practical use. We generated the data from a single experiment using support
vector machine analysis. To make these models more robust and applicable, addi-
tional data must be collected. For example, a similar comparison can be done on
width and length of files with similar size. Different types of analyses like random
forest and neural network should also be tested for comparison. By considering
more than one dimension, the optimization models would be more accurate to es-
timate the cost of operation. However, data collection to have additional variable
can be expensive and time consuming. The experiments performed for this paper
took 3 weeks of time, 700 hours machine operation and over $120 in machine
cost. An alternative to performing these experiments can be crowd sourcing. If
enough analysts can log the machine performance time for their analyses, this
would help the overall analytic community to improve upon these models and
provide saving opportunity for everyone while minimizing waste.
16
SMU Data Science Review, Vol. 1 [2018], No. 3, Art. 2
https://scholar.smu.edu/datasciencereview/vol1/iss3/2
References
[1] S. Deshmukh and S. Sumeet, ”Big Data Analytics Using Public Cloud In-
frastructure: Use Cases and Cost Economics,” 2015
[2] Hanin Abubaker, Khaled Salah, ”Workflow Automation for Partially Hosted
Cloud Services”, Foundations and Applications of Self* Systems (FAS*W)
2017 IEEE 2nd International Workshops on, pp. 149-154, 2017.
[3] Fenton, Scott , ”The high cost and risk of On-Premise vs. Cloud”, InfoWorld,
May, 2017
[4] Maryam Pouryazdan, Burak Kantarci, Tolga Soyata, Luca Foschini, Houbing
Song, ”Sharing user IoT devices in the cloud”, Access IEEE, vol. 5, pp. 1382-
1397, 2017.
[5] J. B. Villegas-Puyod, ”Cost effective cloud computing for real-time applica-
tions,” 2012 Tenth International Conference on ICT and Knowledge Engi-
neering, Bangkok, 2012, pp. 171-174.
[6] P. Maenhaut, H. Moens, B. Volckaert, V. Ongenae and F. D. Turck, ”Re-
source Allocation in the Cloud: From Simulation to Experimental Vali-
dation,” 2017 IEEE 10th International Conference on Cloud Computing
(CLOUD), Honolulu, CA, 2017, pp. 701-704.
[7] Yeongho Choi and Yujin Lim, Optimization Approach for Resource Allocation
on Cloud Computing for IoT International Journal of Distributed Sensor
Networks Volume 2016, Article ID 3479247, 2016
[8] Ala’a Al-Shaikh, Hebatallah Khattab, Ahmad Sharieh, Azzam Sleit, Re-
source Utilization in Cloud Computing as an Optimization Problem Inter-
national Journal of Advanced Computer Science and Applications, Vol. 7,
No. 6, 20
[9] Yali Zhao, Rodrigo N. Calheiros, James Bailey, SLA-based profit optimization
for resource management of big data analytics-as-a-service platforms in cloud
computing environments, 2016 IEEE International Conference on Big Data,
pp. 431-441, 2016.
[10] Kiblawi, Tarek and Khalifeh, Ala’, Disruptive Innovations in Cloud Com-
puting and Their Impact on Business and Technology, EEE Engineering Man-
agement Review, Pages: 98 - 108 Vol 41, 2013
[11] Hong-Linh Truong and Schahram Dustdar, Programming Elasticity in the
Cloud” IEEE Internet Computing, vol. 48, pp. 87-90, 2015
[12] James Mitchell, What’s the Best Way to Purchase Cloud Services?”, IEEE
Internet Computing, vol. 2, pp. 12-15, 2015
[13] Murugesan, San and Bojanova, Irena, Cloud Energy Consumption Hoboken
NJ USA: Wiley. Print.
[14] S. K. Mishra and R. Deswal and S. Sahoo and B. Sahoo, Improving energy
consumption in cloud, 2015 Annual IEEE India Conference (INDICON), 2015
17
Yim and Fernandes: Resource Allocation Optimization Problem for Cloud Computing
Published by SMU Scholar, 2018
