We prove tightness of a family of path measures νε on tubes L(ε) of small diameters around a closed and connected submanifold L of another Riemannian manifold M . Together with a result from [7] , that implies weak convergence of the measures as the tube radius ε tends to zero to a measure supported by the path space of the submanifold. As a consequence, we obtain weak convergence of the measures obtained by conditioning Brownian motion to stay within the tubes L(ε) up to a finite time T > 0, and we identify the limit measure.
Introduction
We consider an l-dimensional closed and connected submanifold L ⊂ M of a Riemannian manifold M of dimension m > l. Let r > 1 be a number such that the r-tube L(r) is mapped diffeomorphically onto the rneighbourhood N L(r) of the zero section in the normal bundle by the exponential map. For 0 < ε < r, we consider Brownian motion conditioned to remain within L(ε) up to a finite time horizon T > 0. In [7] , we showed that the marginals of this family of conditional processes tend to the marginals of a process supported by the path space of the submanifold with a path measure which is equivalent to the Wiener measure on L. In this paper, we prove that the family of conditional processes is actually tight, showing that the path measures of the conditional processes actually converge weakly to the limit measure. For embeddings into Euclidean space this was shown in [9] .
As in [7] , we do not attempt to give a direct proof for conditional Brownian motion in the first place, but consider measures νε, equivalent to the measure of Brownian motion absorbed at the tube boundary ∂L(ε). These measures are related to the generators Hε constructed in [7] in such a way, that the associated semigroups correspond to the one-dimensional marginals of νε. By the same rescaling and renormalization procedure as in [7] , we now obtain ultracontractive symmetric Markov semigroups on L 2 (L(1), µSa) given by smooth kernels for t > 0. Here µSa denotes the Riemannian volume associated to the Sasaki-metric on L(1). Using properties of the ground states of the generators from Proposition 5 and Corollary 5, together with a Hardy inequality, we prove in Proposition 10 a version of the Rosen Lemma by which the logarithmic Sobolev inequalities of the generator can be used to obtain intrinsic ultracontractivity of the semigroups. The corresponding L 2 -L ∞ operator bound can be extended to the sub-Gaussian estimate Proposition 2 of the kernel, by methods described for instance in [3] , Section 3.2. From the uniform estimate of the kernel, we conclude tightness of the measure family (νε : ε > 0) and finally of conditional Brownian motion by the standard argument Proposition 3.
In the first section, we reintroduce the setup from [7] , in the second section, we prove by a rather general argument that tightness of the conditional processes is equivalent to tightness of its projections, which are processes on the path space of L. In Section 3, we establish the sub-Gaussian bound Corollary 2 and conclude tightness of the projected processes. The main work, namely the proof of Proposition 2, is done in Section 4.1. Everything that is done here, follows closely the considerations in [3] . However, we attempted to outline the basic ideas from this source for the convenience of the reader.
The conditional process
In this section, we are going to describe the setup from [7] . a. Let Ω := C([0, ∞), M ) be the path space and Ω ε s,t := {ω ∈ Ω : ω(u) ∈ L(ε), s ≤ u ≤ t}.
Denoting by W the Wiener measure on M , we fix some finite T > 0 and consider the measure
on the path space of M . Here, ϕ ∈ C ∞ (M ) is smooth with ϕ| L(1) = 1 and ϕ| M \L(r) = 0, and for some r > 1, U ∈ C ∞ (L(r)) is a potential given by
where ρ = dµ/dµSa is the Radon-Nikodym density of the Riemannian volumes µ associated to the induced metric and µSa associated to the Sasaki metric on the tube. Finally, ∆ denotes the Laplace -Beltrami operator on M . Now, we consider the probability measures Lε, ε > 0, which are obtained by restricting ν to the set Ω ε 0,T followed by normalization to total mass one. To be precise, t ≤ T , the transition kernel of x ε t , given by the conditional probability Qε(s, x; t, dy) := Lε(ω(t) ∈ dy | ω(s) = x), can be written as
where
is the transition kernel of the process absorbed at the boundary, i.e. τε is the first exit time from L(ε), and π ε u (w) := L(ε) P ε (0, w; u, dz). Since M is smooth, P ε and therefore Q ε have a density with respect to the Riemannian volume measure of M .
b. By the Feynman-Kac formula, integration with respect to the transition kernel can be represented by
where (∆−U )ε denotes the second order differential operator with Dirichlet boundary conditions associated to the quadratic form
We study the limit of this family of operators as ε tends to zero by a rescaling procedure, followed by a renormalization of the lowest eigenvalue. To explain this, we first have to note that there are two different metrics on L(1), the metric induced by the embedding L(1) ⊂ M and the Sasaki metric. The Sasaki metric can most easily described by using that the exponential map of M , restricted to the normal bundle, yields a diffeomorphism exp | NL (1) :
of the zero section in the normal bundle to the tube L(1). By pulling back the metric suitably, we can identify any Riemannian structure on L(1) and N L(1) which we will do in the sequel without further mentioning. Then, for W ∈ N L(1), X, Y ∈ TW N L(1), the Sasaki metric is given by
where π : N L(1) → L is the projection, and KW :
be given by W → ε −1 W . By the identification described above, we will denote the corresponding map exp •ε
by the same symbol. Now, we consider the rescaling map Σε :
By partial integration, it turns out that
where Hε with domain
, and the domain of the quadratic form is given by
c. Because the parameter ε > 0 is closely related to the tube radius, the perturbation problem for Hε is not to be expected to yield a sensible limit as ε tends to zero. However, if λ0 > 0 is the smallest eigenvalue for the Dirichlet problem on the (m − l)-dimensional Euclidean unit ball B ⊂ R m−l , the semigroups generated by H 0 ε := Hε − ε −2 λ0 converge strongly to a semigroup on a subspace E0 ⊂ L 2 (L(1), µSa). The orthogonal projection onto the subspace E0, denoted by the same symbol, is obtained as follows:
The eigenspace corresponding to the lowest eigenvalue λ0 > 0 of the Dirichlet Laplacian on the flat unit ball is one-dimensional generated by a normed eigenfunction ϕ0(v) = ϕ0( v ) ≥ 0, which is invariant under rotations. By [5] , Prop. 3.3, all fibers Fx := π −1 (x), x ∈ L, of the projection π : L(1) → L are isometric when equipped with the metric induced by the Sasaki metric. Hence, they are isometric to the flat unit ball B ⊂ R m−l and φ0 : L(1) → R, given by φ0(W ) := ϕ0(d(W, x)) is a well-defined, smooth function on L(1). Now, integration along the fibre yields a mapping ·, φ0 :
on L. Thus, the orthogonal projection E0 is given by
In particular, every function f ∈ E0 can be uniquely written f = (f b •π)φ0. Now, the main result of [7] reads as follows: 
uniformly on each compact sub-interval
Remark. (a) Using the explicit form of the projection, we obtain
(b) Theorem 1 will still hold if u(ε) is only strongly continuous at ε = 0.
d. In [7] , we also concluded from Theorem 1 the following statement that the one-dimensional marginals of the processes x ε t converge to those of Brownian motion x 0 t on L. Since they are Markov processes, this statement implies convergence in finite dimensional distributions.
i.e. the associated flows converge as ε tends to zero.
Convergence of all marginals is the first part of proving weak convergence of the path measures. The second part is tightness of the measure family. Tightness will be discussed in the sequel.
Tightness of the conditional process and its projection
In this first section, we prove that the family of conditional processes is tight, iff the family of its projections onto L is tight.
The projection
Let Y be a process on M with continuous paths and Y ε the process Y conditioned not to leave L(ε) up to a fixed time T > 0. As above, π : L(1) → L denotes the projection. We denote by S ε := πY ε the projected process supported by the path space of L.
Eventually basic functions
The subalgebra of eventually basic functions is denoted by B ⊂ C(L(1)) and separates points in L(1).
Proof. Let δ > 0 and φ1, φ2 ∈ C(M ) be a continuous partition of unity such that
We consider an arbitrary f ∈ C(L(1)). The function f := (f |L •π)φ1+f φ2 is eventually basic with
Due to the compactness of L, for all ε > 0 we find a δ > 0 such that
That implies the statement.
Tightness
From now on, we assume
The conditioned process Y ε is supported by the path space Ω ε 0,T . L is compact, therefore L(1) as well and the compact containment condition is fulfilled. By [4] , 9.1 Theorem, p. 142, together with Lemma 1, the family (Y ε : ε > 0) is tight, iff for all eventually basic functions f ∈ B the family
is tight.
Note that under the assumptions on the tube, the probability of Brownian motion not to leave an ε-tube around L up to time T > 0 is positive, if the starting point is inside the tube. In particular, for a starting point x ∈ L, this holds for every ε-tube, i.e. µ x (τε > T ) > 0 for every ε > 0.
Proof If µ x denotes the law of Y on M with starting point x ∈ L, the law µ x ε of Y ε with starting point x is given by the Radon -Nikodym density
where τε denotes the first exit time of the process Y from the tube domain L(ε). As ε tends to ε0, the densities Θε converge to Θε 0 pointwise. By monotonicity of the first exit time, we have
and hence, by Θε ≤
and dominated convergence, we obtain the result.
Proposition 1 Under the conditions above, the following statements are equivalent:
Proof (a) Let first (Y ε : 0 < ε ≤ 1) be tight. By the continuous mapping principle, that implies that (S ε = πY ε : 0 < ε ≤ 1) is tight as well. (b) Let now (S ε = πY ε : 0 < ε ≤ 1) be tight. By the theorem from [4] mentioned above, the proposition is proved if we show that this implies that the families Π(f ) are tight for all f ∈ B. Let δ > 0 and
follows again by the theorem from [4] and by our assumption on the tightness of S ε . Thus, by
tightness of Π(f ) is finally proved.
3 A sub-Gaussian estimate and tightness of the projections
In the sequel, we consider the pointwise norm of the gradient of functions g ∈ C ∞ (L(1)), given by
and the pointwise norm of the gradient of
Proof. See [2] , proof of Corollary 6, p. 326.
Remark. By substituting cf instead of f for an arbitrary c > 0, the statement of the Lemma also holds with cdL(x, y) instead of dL(x, y) and
The following proposition, the proof of which will take the entire Section 4.1, is the key result to prove tightness of the process family. Please note that the usage of the letter W for points on the tube is here to indicate, that we will think of the tube as the neighbourhood N L(1) of the zero section in the normal bundle. For some of the expressions (in particular for σε) it is more convenient to make use of the vector space structure of the fibers of the normal bundle.
Then we obtain the kernel estimate
with k, C > 0.
Proposition 2 implies the following uniform sub-Gaussian kernel estimate:
Corollary 2 There is some ε0 > 0 such that for all ε < ε0, with the notations above, we have
(10)
with B, C > 0.
be a basic function. Then, by the expression for the metric on the tube from [7] , Proposition 6, we obtain dh, dh ε = dh, dh L + ε rε(dh, dh). Now, by dh = π * dh, and the fact that the pullback induces a continuous map
That implies for all 0 < ε < max{1/R, 1}
Now define
Thus, by the remark following Lemma 3, we have for fixed x, y ∈ L and
Then, by (11), dh ε ≤ 1, we may apply Proposition 2, and thus, letting finally η tend to zero, there is another constant B > 0 such that
.
To prove tightness of the family of conditional measures, we will use the following well-known sufficient criterion.
Proposition 3
The family of processes (πY ε : 0 < ε ≤ 1) is tight, if for all 0 ≤ s < t ≤ T , there is some M > 0 such that the expected distance can be estimated by
Proof. [6] , Corollary 14.9, p. 261.
The ultracontractivity estimate for the kernel is now sufficient to verify the assumptions of Proposition 3 for the projected processes. That implies:
Proof. By Proposition 1, it suffices to show tightness of the projections. We will apply Proposition 3. Assume 0 ≤ s < t ≤ 1 and Y ε (0) = x ∈ L the starting point. The expected distance is given by
where Zε(x) := L(ε) dµ(Z)Qε(0, x; 1, Z). After the transformation to the 1-tube (note that x ∈ L), we obtain
M and φε ≥ 0. Now, φε → φ0 (see Corollary 4 below) and σ
Thus, we obtain by Theorem 1
and
That implies by introducing a new constant N > 0
for all 0 < ε < ε0. Thus, we obtain finally for the expected distance
Taking M > 
Then µ x ε converges weakly to the path measure
supported by the path space of L.
Proof. The potential U ∈ C ∞ (L(r)) from (1) above is bounded. Therefore, the density
is continuous and bounded below away from zero, i.e. there are real numbers 0 < c < C < ∞ such that c < ρ(ω) < C. Thus, ρ −1 ∈ C(Ω, R) has the same properties. Weak convergence of the measures ν 
and also
for all ε > 0. Thus, for all τ ∈ C(Ω, R), we have
which implies weak convergence of conditional Brownian motion by
4 Logarithmic Sobolev inequalities and the proof of Proposition 2
Properties of the ground states
Let qε be the quadratic form (5) and
We consider the mappings φε,α,0 : H 
where f ∈ E0 can be uniquely written f = (f b • π)φ0 with f b ∈ C ∞ (L) (cf. Section 1.1.c). We have Proposition 4 For α > λ0 + 1 there is some ε0 > 0 such that for all ε < ε0, we have an A > 0 with
, i.e. the family is equi -coercive, 2. φε,α,0 epi-converges to φα,0 with respect to the weak topology on H 3. There is some K > 0 such that φε,α,0(φ0) ≤ α + Kε for all ε < ε0.
Proof. (i) [7] , Proposition 2. (ii) [7] , Proposition 3.
The operators Hε are bounded below with semi-simple spectrum for all ε > 0. The eigenspace associated to the smallest eigenvalue λε is onedimensional and there is a unique, non-negative eigenfunction φε ≥ 0 with φε = 1. We are now going to establish uniform upper and lower estimates for the eigenfunctions in terms of the distance to the boundary of L(1) by extending well known bounds for ground states of Dirichlet operators to the parametric situation.
Proposition 5
We have
Proof. By the Rayleigh -Ritz principle
, µSa). The mappings φε,α,0 and φα,0 remain lower semi -continuous when restricted to S when S is equipped with the (weak) relative topology. By Proposition 4 (3) and (1), we obtain that the set of minimizers M := ∪ ε≤ε 0 argmin (φε,α,0|S) ⊂ S is norm -bounded in H 
We choose a sequence of non-negative ground states φε n ≥ 0 of the operators Hε n . By compactness, every subsequence of (φε n ) n≥1 contains a convergent subsequence. By Proposition 4 (2), the limit of this final sequence is a minimizer φ * of φε,α|S and, necessarily, φ * ≥ 0. Hence φ * = φ0, and that implies the second statement.
Corollary 4 The ground states converge uniformly in all derivatives, i.e. we have lim
Proof. By Proposition 5, (2), we have limε→0 φε = φ0 in L 2 (L(1), µSa). Hence, by [7] , Theorem 1, for t = 1, and a sequence (εn) tending to zero as above, we have
uniformly in all derivatives.
Let now δ : L(1) → R, x → dSa(x, ∂L(1)) denote the distance to the boundary of the tube. It is well known that the non-negative ground state ϕ for the Dirichlet Laplacian on the flat unit ball D ⊂ R n satisfies an estimate of the form
with constants 0 < a ′ < A ′ . That implies the existence of constants 0 < a < A such that
From the uniform convergence of the ground states, we may now conclude that this estimate actually holds uniformly for small values of ε.
Corollary 5 There are constants C > c > 0, such that
Proof. Let 0 < a < A be as in (12). By Corollary 4, we may choose ε0 > 0 so small that
for all ε < ε0. By
for an arbitrary smooth curve connecting x with a point x0 ∈ ∂L(1) and
we obtain |φε(x) − φ0(x)| ≤ a 2 δ(x) by choosing a shortest connection γ of x0 to the boundary. Thus
and that implies the statement.
Finally, we prove a Hardy -inequality for the Dirichlet Laplacian on the tube with respect to the Sasaki metric. (1)), denotes the distance to the boundary.
Proof. The Hardy inequality is valid for the Dirichlet Laplacian on the flat unit ball B ⊂ R m−l (cf. for instance [3] , Lemma 1.5.2, p. 26). The fibers π −1 (x), x ∈ L, with the metric induced by the Sasaki metric are
By [7] , the Sasaki metric on one-forms is given by
where J * W is the dual of the flat parallel transport JW :
with δx :
we obtain the statement.
A uniform estimate for the
In the sequel, we always assume α ≥ λ0 + 1. First of all, we prove that the semigroups generated by H ε 0 + α are ultracontractive and prove a uniform bound for the L 2 /L ∞ -norm − 2,∞ of the operators.
Proposition 7
There is some ε0 > 0 and a constant N > 0, such that for all ε < ε0, t > 0,
Proof. By [7] , Corollary 4, α ≥ λ0 + 1 implies λs(ε) + α ≥ 1 for all eigenvalues (λs(ε)) s≥0 of H 0 ε . By the spectral theorem, we hence obtain for f ∈ L 2 (L(1), µSa) and t > 0
(λs(ε)+α) us(ε), f us(ε),
where the functions us(ε) ∈ L 2 (L(1), µSa), s ≥ 0 are smooth and normalized eigenfunctions. By [7] , Corollary 10, we have for all n ∈ N some Dn > 0 such that we have the following estimate for the 2n-Sobolev norm on H 2n (L(1), µSa):
Now, for x ≥ 1 and t > 0, we have the estimate
where cn := (2n/e) n and χn : (0, ∞) → R is continuous and strictly decreasing. Therefore,
with K ′ 2n := 2 √ 2Dncn. By interpolation, we obtain for the 2n+1-Sobolev norm the estimate
with some suitable K
By the Sobolev embedding theorem, we have for 2r > m some constant Ar > 0 such that u ∞ ≤ Ar u r .
That implies for r = By the symmetry mentioned above, it will suffice, if we consider for all ε > 0 the semigroup generated by Hε, i.e. the operator associated to the (non -renormalized) quadratic form (cf. (5))
Clearly, the same estimate as in Proposition 7 also holds for the semigroup generated by Hε: for α > λ0 + 1, we obtain the statement.
In order to apply the arguments from [3] , 2.2, we have to show we are actually dealing with symmetric Markov semigroups, i.e. we will now check the Beurling -Deny conditions.
Proposition 8 For ε0 > ε > 0, the semigroup
Hε is positivity -preserving and a semigroup of L ∞ -contractions.
Proof. By [7] , Corollary 4, H 0 ε + α is self -adjoint and non -negative, since α ≥ λ0 + 1. That implies, Hε is self -adjoint as well and nonnegative, since qε ≥ 0. Hence, the associated extended quadratic form
, µSa) and φt ∈ C 1 (R), t > 0, be a family of functions such that
for all x ∈ R, 2. 0 < φt(x) − |x| ≤ t for all x ∈ R, i.e. φt converges uniformly from above to |x|, as t tends to zero.
, µSa) and thus,
, µSa) and finally positivity of the semigroup by [3] , Thm. 1.3.2, p. 12. (ii) Let f ∈ H 1 0 (L(1), µSa) and ψt ∈ C 1 (R), t > 0, be a family of functions such that
, and therefore (1), µSa) . Thus, [3] , Thm. 1.3.3, p. 14 finally implies the contraction property.
Corollary 6 and Proposition 8 immediately imply an L
2 -Logarithmic Sobolev inequality for Hε. In the sequel, we will denote by
the p-entropy term and the p-norm contained in the Logarithmic Sobolev inequalities, and we always assume p ≥ 2.
for all θ > 0, where
The estimate holds uniformly for all 0 < ε < ε0.
Proof. [3] , Theorem 2.2.3, p. 64.
As in Section 4.1, we denote by q 0 ε the renormalized quadratic form
where λ0 > 0 is the smallest eigenvalue of the Dirichlet Laplacian on the flat unit ball B ⊂ R m−l . q ε 0 is the form associated to the operator H 0 ε . Now, a simple rearrangement of (17) yields:
Corollary 7 Under the same hypotheses as in Proposition 9, we have
with γ(θ) = c − m+1 4 log(θ) for all θ > 0 uniformly for all 0 < ε < ε0.
Weighted L 2 -Sobolev estimates
From Corollary 7, we will infer weighted Sobolev estimates in L p -spaces for general p ≥ 2. We consider a ground state transform together with a weight of the form e a h with a ∈ R and h ∈ C ∞ (L(1)) to be specified later. In the sequel, we denote by
df ∧ #εdg − ⋆Saλεf g the bilinear form associated to the quadratic form qε(f ) − λε f 2 , where λε > 0 is the smallest eigenvalue of the operator Hε, i.e. Hεφε = λεφε as in Section 4.1 above.
Please note that the chosen renormalizations differ for q By the ground state transform, the measure underlying the Hilbert space under consideration is changed from µSa to φ 2 ε µSa such that we have to adjust our notation. Namely, we will use the shorthands 
for p-entropy term and p-norm (p ≥ 2), respectively.
Since we want to apply a ground state transform to the bilinear form B 0 ε (−, −), we consider from now on the domain
where νε is the probability measure on L(1) given by the radon -Nikodym density
, µSa) and therefore, since φε ≥ 0 is bounded, we have 
The proof of the sub-Gaussian estimate
In this final section, we will complete the proof of tightness by proving the uniform heat kernel bound stated in Proposition 2.
The operator Hε = φ By φε ≥ 0, the associated semigroup is still positivity-preserving and, by [8] , Thm. X.55, p. 255, it determines contraction semigroups on L p (L(1), φ
we obtain
e a(h(x)−h(y)) e
