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Among the properties of sea ice, roughness is an important parameter. It aﬀects
the interactions between ice, atmosphere and ocean. The morphological properties
of the top and underside surface inﬂuence the transfer of energy and momentum.
In satellite remote sensing, the knowledge of surface roughness characteristics is
important, because they inﬂuence the measured signal in a complex way.
Based on in-depth statistical analyses of sea-ice roughness, two classiﬁcation
methods are investigated in this work regarding their potential to separate diﬀerent
ice types. These methods are discriminant and cluster analysis.
In order to take diﬀerent aspects of roughness into account, datasets from four
diﬀerent geographical locations are used. These comprise data from the Lincoln Sea
north of Greenland, the Arctic Ocean near Svalbard, and the Baltic Sea. One dataset
from the Arctic Ocean was obtained during summer. The available data thus enable
investigations of regional as well as seasonal changes of sea-ice roughness.
The statistical analyses reveal regional diﬀerences in sea-ice roughness. Surface
roughness proﬁles are found to be nonstationary and to display fractal properties
on length scales below 20 m. The distributions of height and spacing of pressure
ridges are approximately exponential or lognormal, respectively. Pressure ridges are
not distributed randomly over the ice surface but appear in clusters. Signiﬁcant
correlations exist between proﬁles of the sea-ice surface and draft. Spatial scales that
contribute most to the surface roughness are found to be smaller than 50 m. The
surface roughness is thus largely inﬂuenced by length scales comparable to observed
pressure ridge widths. The statistical analyses lead to a set of parameters, consisting
of mean height, RMS height, skewness, kurtosis, fractal dimension and RMS slope,
which characterize the roughness and form the basis for the classiﬁcation analysis.
The discriminant analysis shows that the thickest ice classes can be distinguis-
hed from one another and from thinner ice using the surface roughness parameters
to separate the classes. The cluster analysis reveals that diﬀerent types of surface
roughness cannot be distinguished clearly from one another.
Synthetic roughness proﬁles are important for studies of the interactions between
the sea-ice surface and the atmosphere. In this work a numerical model for simula-
tions of sea-ice draft is assessed regarding its potential to generate realistic sea-ice
surface proﬁles. It is shown that the model is capable of reproducing many of the
properties of real surface roughness proﬁles.
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Zusammenfassung
Ein wichtiger Parameter zur Beschreibung von Meereis ist seine Rauigkeit. Diese
beeinﬂusst die Wechselwirkungen zwischen Atmospha¨re und Eis bzw. Schneeauﬂage
an der Eisoberﬂa¨che und zwischen Ozean und Eis an der Eisunterseite. Insbesondere
der Impuls- und Energieaustausch werden von den morphologischen Eigenschaften
der Grenzﬂa¨che beeinﬂusst. Fu¨r die satellitengestu¨tzte Fernerkundung von Meereis
ist eine genaue Kenntnis der Rauigkeit wichtig, da das vom Sensor gemessene Signal
in komplexer Weise von ihr beeinﬂusst wird.
Basierend auf detaillierten statistischen Analysen der Rauigkeit von Meereis wer-
den in dieser Arbeit zwei Klassiﬁzierungsverfahren auf ihre Eignung zur Unterschei-
dung verschiedener Eisklassen gepru¨ft. Dies sind Verfahren der Diskriminanz- und
der Clusteranalyse.
Um ein mo¨glichst umfassendes Bild der Rauigkeit zu erhalten, werden fu¨r die
Untersuchungen vier Datensa¨tze aus unterschiedlichen geographischen Regionen ver-
wendet. Dies sind drei Datensa¨tze aus der Arktis (aus der Lincolnsee no¨rdlich von
Gro¨nland sowie der Umgebung von Spitzbergen) sowie ein Datensatz aus der Ost-
see. Ein Datensatz aus der Umgebung von Spitzbergen wurde wa¨hrend des Som-
mers gemessen. Somit ko¨nnen sowohl regionale als auch saisonale A¨nderungen der
Eisrauigkeit analysiert werden.
Die statistischen Analysen belegen regionale Unterschiede der Eisrauigkeit in den
verschiedenen Messgebieten. Weiterhin zeigt sich, dass Rauigkeitsproﬁle nichtstatio-
na¨r sind, und auf Skalen unterhalb von 20 m fraktales Verhalten aufweisen. Die
Verteilungen der Ho¨hen und Absta¨nde von Presseisru¨cken folgen anna¨hernd einer
Exponential- bzw. Lognormalverteilung. Die Presseisru¨cken sind nicht zufa¨llig u¨ber
das Eis verteilt sondern bilden Haufen. Zwischen Rauigkeitsproﬁlen der Eisober-
ﬂa¨che und dem Eistiefgang bestehen signiﬁkante Korrelationen. La¨ngenskalen, die
maximal zur Rauigkeit beitragen, sind kleiner als 50 m. Damit wird die Rauigkeit
wesentlich von kleinen Skalen in der Gro¨ßenordnung der Breite von Presseisru¨cken
beeinﬂusst. Die statistischen Analysen fu¨hren zu einem Satz von Parametern, be-
stehend aus mittlerer Ho¨he, RMS Ho¨he, Schiefe, Kurtosis, fraktaler Dimension und
RMS Steigung, der die Rauigkeit charakterisiert und die Grundlage der Klassiﬁzie-
rungsverfahren bildet.
Die Diskriminanz-Analyse zeigt, dass sich die dicksten Eisklassen anhand der
Rauigkeit voneinander sowie von du¨nneren Eisklassen unterscheiden lassen. Die Clu-
steranalyse ergibt keine klar gegeneinander abgegrenzten Rauigkeitsklassen. Synthe-
tische Rauigkeitsproﬁle sind ein wichtiges Hilfsmittel fu¨r Studien der Wechselwir-
kungen zwischen der Eisoberﬂa¨che und der Atmospha¨re. In dieser Arbeit wird ein
Modell zur numerischen Simulation von Proﬁlen des Eistiefgangs auf seine Eignung
zur Erzeugung von realistischen Proﬁlen der Eisoberﬂa¨che untersucht. Es zeigt sich,




Die Rolle von Meereis im Klimasystem
Die Kryospha¨re ist deﬁniert als derjenige Teil der Erde, der permanent oder saisonal
mit Schnee und Eis bedeckt ist (Albritton und Filho, 2001). Vera¨nderungen der Ba-
lance zwischen Akkumulation und Ablation von Schnee und Eis haben das Klima
der Erde seit Millionen von Jahren durch den Wechsel von Ka¨lte- und Wa¨rmepe-
rioden beeinﬂusst. Die zwei gro¨ßten Komponenten der Kryospha¨re sind Landeis, in
Form von Eisschilden (beispielsweise u¨ber Gro¨nland und der Antarktis), Schelfeis (an
der Ku¨ste festgewachsenes Eis, wie beispielsweise die Larsen-, Ross- oder Filchner-
Ronne-Schelfeisgebiete der Antarktis) und Gletschern, sowie Meereis. Sowohl Land-
als auch Meereis wechselwirken untereinander und mit dem Klimasystem auf kom-
plexe Weise, und werden andererseits von Klimaa¨nderungen auf unterschiedlichen
Zeitskalen beeinﬂusst. Zu den wichtigsten klimarelevanten Prozessen von Meereis
geho¨ren die folgenden:
• Meereis besitzt eine gro¨ßere Albedo als Meerwasser. Wa¨hrend die Albedo von
trockenem Schnee im Bereich von 80-97% liegt (Paterson, 1994), schwanken
die Werte fu¨r schneefreies Meereis je nach Entwicklungsstadium zwischen 16%
fu¨r Nilas und 49% fu¨r einja¨hriges Eis (Lubin und Massom, 2006, Kap. 5.7).
Die Albedo von Meerwasser ha¨ngt stark vom Einfallswinkel ab und betra¨gt ca.
10%. Aufgrund der ho¨heren Albedo reduziert die Meereisbedeckung des Ozeans
den Anteil der an der Wasseroberﬂa¨che absorbierten solaren Einstrahlung. Eine
abnehmende Meereisausdehnung verringert andererseits die Albedo. Sinkt die
Albedo, so wird mehr solare Einstrahlung an der Wasseroberﬂa¨che absorbiert
und es kommt zu einer Erwa¨rmung, die der Bildung von Meereis entgegenwirkt.
Dieser Ru¨ckkoppelungseﬀekt wird als Eis-Albedo-Feedback bezeichnet.
• Im langwelligen Bereich wirkt Meereis dem Ozean gegenu¨ber als Wa¨rmeisolie-
rung. In Gebieten oﬀenen Wassers im Packeis (Rinnen und Polynjen) ﬁndet ein
intensiver Austausch von Wa¨rme, Feuchtigkeit und CO2 zwischen dem Ozean
und der Atmospha¨re statt. Vera¨nderungen der Eisdicke und des Anteils an
oﬀenem Wasser modiﬁzieren den Wa¨rmeaustausch, da eine Vergro¨ßerung des
Anteils an oﬀenem Wasser den Wa¨rmeverlust des Ozeans an die Atmospha¨re
versta¨rkt.
• Die Entstehung von Neueis in Rinnen oﬀenen Wassers und Polynjen fu¨hrt
zum Ausstoß von Sole in das Meerwasser. Dieser zusa¨tzliche Salzeintrag er-
zeugt Konvektion und ist eine der Hauptquellen fu¨r die Bildung von dichtem,
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kalten Tiefenwasser. Vera¨nderungen der Meereiskonzentration wirken sich des-
halb indirekt auf die Struktur der ozeanischen Wassermassen aus.
Die Gro¨ße der mit Meereis bedeckten Ozeanﬂa¨che betra¨gt im Laufe des Jahres
maximal ca. 10%. Dabei ist die Gesamtbedeckung starken saisonalen Schwankungen
unterworfen. In der Arktis schwankt die Bedeckung zwischen ca. 7.5 × 106 km2 im
Sommer und ca. 15.5 × 106 km2 im Winter, wa¨hrend die Werte fu¨r die Antarktis
zwischen 3.8 × 106 km2 im Sommer und 19 × 106 km2 im Winter liegen (Comiso,
2003). Aufgrund dieser großen jahreszeitlichen Variabilita¨t ist Meereis eine der dy-
namischsten Komponenten der Kryospha¨re. Da es bereits auf sehr kurzen Zeitskalen
von Klimavera¨nderungen beeinﬂusst wird, ist dieser Teil der Kryospha¨re ein wichti-
ger Indikator fu¨r kurzfristige Klimaa¨nderungen (Bamber und Payne, 2004). Zur Zeit
machen sich die Klimaa¨nderungen besonders stark in der Arktis bemerkbar. Das ark-
tische Meereis kann deshalb gewissermaßen als
”
Fru¨hwarnsystem“ angesehen werden,
in welchem die Auswirkungen von kurzfristigen Klimaa¨nderungen sichtbar werden
(ACIA, 2004).
Die Bedeutung der Eisoberﬂa¨che und seiner Rauigkeit
Die Eisoberﬂa¨che ist die Grenzﬂa¨che zwischen dem Meereis und der Atmospha¨re.
Die morphologischen Eigenschaften dieser Grenzﬂa¨che haben wesentlichen Einﬂuss
auf die Wechselwirkungen zwischen der Atmospha¨re und dem Eis bzw. der Schnee-
auﬂage des Eises. Dies gilt insbesondere fu¨r den Energie- und Impulsaustausch. Der
Impulsu¨bertrag zwischen der Atmospha¨re und dem Eis u¨ber einer rauen Oberﬂa¨che
ist wesentlich gro¨ßer als u¨ber einer glatten. Die Beschaﬀenheit der Eisoberﬂa¨che be-
einﬂusst die dynamische und thermische Struktur der bodennahen atmospha¨rischen
Grenzschicht (z.B. Garbrecht (2002); Guest und Davidson (1991); Andreas (1994)).
Zum Versta¨ndnis des Impulsﬂusses zwischen der Oberﬂa¨che und dem Eis sind daher
detaillierte Kenntnisse der Rauigkeit der Oberﬂa¨che erforderlich. Insbesondere fu¨r
die Modellierung der bodennahen Grenzschicht ist es wichtig, Rauigkeiten realistisch
abzubilden. Gleiches gilt fu¨r die Eisunterseite, die die Grenzschicht zwischen Meer-
eis und Ozean bildet. Die Beschaﬀenheit dieser Grenzschicht hat Einﬂuss auf die
Wechselwirkungen (Impuls- und Wa¨rmeaustausch) zwischen dem Ozean und dem
Eis. Auch hier gilt, dass fu¨r die Modellierung der Prozesse innerhalb der eisnahen
Grenzschicht ein genaues Versta¨ndnis der Rauigkeit unerla¨sslich ist.
Aufgrund seiner großen Ausdehnung und der Tatsache, dass Meereis u¨berwie-
gend in unzuga¨nglichen Regionen der Erde anzutreﬀen ist, sind satellitengestu¨tzte
Methoden der Fernerkundung die einfachste Mo¨glichkeit, diesen Teil der Kryospha¨re
großﬂa¨chig und kontinuierlich zu beobachten. Dazu eignen sich vor allem Mikrowel-
lensensoren, da sie im Gegensatz zu Sensoren im optischen oder Nah-Infrarot-Bereich
auch bei Dunkelheit oder wolkenbedecktem Himmel Daten der Eisoberﬂa¨che liefern.
Bei Mikrowellensensoren wird unterschieden zwischen passiven Systemen, die die
von der Oberﬂa¨che oder der Atmospha¨hre emittierte thermische Mikrowellenstrah-
lung messen, und aktiven Systemen, die ein Signal aussenden und dessen Reﬂexion
und Streuung messen.
Die zur Untersuchung von Meereis verwendeten passiven Mikrowellenradiometer
sind das
”
scanning multi-spectral microwave radiometer“ (SMMR, Daten von 1978-
1987), der
”
special sensor microwave/imager“ (SSM/I, seit 1987) sowie das
”
advanced
microwave scanning radiometer“ (AMSR) an Bord des Aqua-Satelliten der NASA,
3das seit 2002 Daten liefert. Aus den Daten dieser Sensoren lassen sich die Ausdeh-
nung und die Konzentration des Meereises ableiten, und Zeitserien dieser Gro¨ßen
reichen bis in die 1970er Jahre zuru¨ck. Ein Nachteil der passiven Sensoren im Mi-
krowellenbereich ist ihre schlechte ra¨umliche Auﬂo¨sung. Dies ist durch die Tatsache
bedingt, dass die Auﬂo¨sung durch die Wellenla¨nge begrenzt ist, die bei Mikrowellen
um ca. 104 gro¨ßer als im sichtbaren Bereich ist (Bamber und Kwok, 2004).
Bei den aktive Mikrowellensensoren, die zur Beobachtung von Meereis einge-
setzt werden, nehmen SAR-Systeme eine herausragende Stellung ein. SAR-Sensoren
(englisch
”
synthetic aperture radar“) verwenden synthetische Antennen. Mit diesem
Verfahren la¨sst sich eine sehr gute ra¨umliche Auﬂo¨sung in Flugrichtung (Azimuth)
erreichen. Typische Auﬂo¨sungen satellitengetragener SAR-Sensoren liegen im Be-
reich von ca. 5-100 m (Bamber und Kwok, 2004).
Die Dicke von Meereis, die fu¨r die Bestimmung des Volumens (d.h. des Produktes
aus eisbedeckter Fla¨che und Dicke (Haas, 2003)) erforderlich ist, la¨sst sich mit den
oben beschriebenen satellitengetragenen Sensoren nicht direkt messen. Radarmes-
sungen der Eisdicke von Satelliten werden dadurch erschwert, dass Meereis einerseits
ein sehr inhomogenes Medium ist, das die einfallene Strahlung stark streut. Zudem
ko¨nnen die Radarwellen aufgrund des hohen Salzgehaltes nicht tief genug in das
Eis eindringen, um die Lage der Eisunterseite zu bestimmen (Lubin und Massom,
2006, Kap. 5.9.6). Satellitengetragene Sensoren sehen vor allem die Oberﬂa¨che oder
das Volumen der obersten Schicht des Eises, nicht jedoch die Eisunterseite. Eine
genaue Kenntnis der Eisdicke bzw. seines Volumens ist jedoch unerla¨sslich fu¨r ein
detailliertes Versta¨ndnis der Wechselwirkungen zwischen dem Meereis und dem rest-
lichen Klimasystem und zur Analyse seiner Vera¨nderungen. Daher sind Verfahren
von großer Wichtigkeit, die indirekt aus dem gemessenen Signal auf die Dicke des
Eises schließen lassen. Dazu ist eine genaue Kenntnis der Eigenschaften, die das
Signal beeinﬂussen, unerla¨sslich. Die Intensita¨t der gemessenen Ru¨ckstreuung wird
von zahlreichen Faktoren beeinﬂusst. Darunter fallen neben Polarisation, Frequenz
und Einfallswinkel der Strahlung die elektromagnetischen und physikalischen Pa-
rameter der Eisoberﬂa¨che und der Schneeauﬂage. Dies sind die dielektrischen Ei-
genschaften des Eises und der Schneeauﬂage, das Vorhandensein von dielektrischen
Diskontinuita¨ten wie beispielsweise Gasblasen im Eis, die Oberﬂa¨chenrauigkeit und
die Orientierung der Oberﬂa¨che relativ zum Sensor (Lubin und Massom, 2006, Kap.
5.7).
Klassiﬁzierung von Meereis
Indigene Volksgruppen der Polargebiete, fu¨r die das Meereis ein notwendiger Be-
standteil ihres Lebensraumes ist, besitzen ein sehr umfangreiches Wissen u¨ber die-
sen Teil der Kryospha¨re. Um sich auf dem Eis sicher u¨ber lange Strecken bewegen
zu ko¨nnen und zu jagen, ist eine detaillierte Kenntnis der Eiseigenschaften erforder-
lich. Die Fa¨higkeit, Meereis aufgrund seiner Eigenschaften zu klassiﬁzieren, ist zum
U¨berleben in dieser Umgebung unerla¨sslich.
Fu¨r die Industrienationen hat eine Einteilung von Meereis in verschiedene Eis-
klassen vor allem wirtschaftliche Gru¨nde. Die Mo¨glichkeit zur Identiﬁkation von Ge-
bieten dickeren und du¨nneren Eises ist unerla¨sslich zur Navigation von Eisbrechern
und anderen Schiﬀen, die die Packeisgebiete der Polarregionen und andere eisbe-
deckter Gebiete befahren. Die ﬁnanziellen Auswirkungen einer Fehlklassiﬁzierung
von dickem Eis in vermeintlich du¨nnes Eis ko¨nnen gravierend sein.
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Fu¨r wissenschaftliche Zwecke sind Verfahren zur Klassiﬁzierung von Meereis in
mehrfacher Hinsicht wichtig. Da das Meereis sehr große Fla¨chen bedeckt, vereinfacht
eine Einteilung in Klassen gleicher Eigenschaften die Behandlung dieser Komponente
der Kryospha¨re in Modellen und Studien seiner Wechselwirkungen im Klimasystem
erheblich. Die Interpretation von Satellitenbildern wird vereinfacht, wenn das Eis in
homogene Gebiete unterteilt werden kann. Da satellitengetragene Sensoren, wie er-
wa¨hnt, zwar die Oberﬂa¨cheneigenschaften des Eises sehen, nicht jedoch seine Dicke,
ist eine Einteilung der Bilder in Eistypen bestimmter Eigenschaften ein wichtiges
Hilfsmittel, um Anhaltspunkte u¨ber die Eisdicke zu erhalten (Bamber und Kwok,
2004). Fu¨r eine solche Klassiﬁzierung von Satellitenbildern bietet sich die Eisklas-
siﬁkation der World Meteorological Organization (WMO) an (WMO, 1989). Die
Topographie und die dielektrischen Eigenschaften von Meereis variieren fu¨r unter-
schiedliche Entwicklungsstadien. So ist beispielsweise der Salzgehalt von mehrja¨h-
rigem Eis niedriger als der von einja¨hrigem Eis. Dies beeinﬂusst die dielektrischen
Eigenschaften und somit die Intensita¨t des ru¨ckgestreuten Signals. Damit wird ei-
ne Unterscheidung zwischen Eistypen verschiedener Entwicklungsstadien mo¨glich.
Fu¨r die einfachste derartige Einteilung wird zwischen einja¨hrigem und mehrja¨hri-
gem Eis in Mikrowellendaten unterschieden. Diese beiden Eistypen lassen sich dann
als (grobe) Indikatoren fu¨r die Eisdicke verwenden. Analysen dieser Art wurden bei-
spielsweise von Kwok und Cunningham (1994) fu¨r Daten aktiver Mikrowellensenso-
ren und von Cavalieri und Gloersen (1984) fu¨r Daten passiver Mikrowellensensoren
durchgefu¨hrt. Obwohl dieser Ansatz im Vergleich zu in situ Messungen ungenau ist,
liefert er Informationen u¨ber die Eisdickenverteilung auf sehr viel gro¨ßeren Skalen,
als mit direkten Messungen erfasst werden ko¨nnen.
Ziele der Arbeit
Das Hauptziel dieser Arbeit bestand darin, zu untersuchen, ob eine Einteilung von
Meereis in unterschiedliche Klassen aufgrund der Rauigkeit mo¨glich ist. Um eine
Klassiﬁzierungsmethode zu entwickeln, muss daher zuna¨chst die Rauigkeit von Meer-
eis in geeigneter Weise charakterisiert werden. Zu diesem Zweck wurden umfangrei-
che Analysen der statistischen Eigenschaften der Eisoberﬂa¨che durchgefu¨hrt, deren
Ergebnisse in Kapitel 3 vorgestellt werden. In diesem Rahmen wurde insbesonde-
re die Eisrauigkeit in verschiedenen Regionen verglichen. Dafu¨r wurden Messungen
aus verschiedenen Gebieten der Arktis und der Ostsee verwendet. Ein weiteres Ziel
der Analysen lag darin, Unterschiede zwischen der Rauigkeit des Eises im Winter
und im Sommer zu quantiﬁzieren. Im Winter wird die Rauigkeit der Oberﬂa¨che
stark von der Rauigkeit der Schneeauﬂage beeinﬂusst. Im Sommer ist hingegen we-
nig Schnee vorhanden, der zudem ha¨uﬁg stark wassergesa¨ttigt ist. Zusa¨tzlich fu¨hren
Schmelzprozesse zu einer Gla¨ttung der Oberﬂa¨chentopographie. Ein weiterer wich-
tiger Unterschied zum Winter sind die Schmelztu¨mpel, die sich im Sommer auf den
Eisschollen ausbilden. All diese Eﬀekte lassen erwarten, dass sich die Oberﬂa¨chenrau-
igkeit des Eises im Sommer grundlegend von derjenigen des Winters unterscheidet.
Mit den Ergebnissen der statistischen Analyse war es mo¨glich, die Rauigkeit des
Meereises durch einen Satz statistischer Parameter zu charakterisieren. Basierend
auf diesen Parametern wurden verschiedene Verfahren zur Klassiﬁzierung entwickelt
und auf ihre Gu¨te hin verglichen (Kapitel 4). Dabei wurde zuna¨chst untersucht, ob
es mo¨glich ist, Proﬁle der Eisoberﬂa¨che allein aufgrund ihrer Rauigkeit unterschied-
lichen Eisdickenklassen oder -regimen zuzuordnen. Dieses Verfahren zielte darauf ab,
5die Beziehung zwischen der Eisdicke und der Rauigkeit zu quantiﬁzieren und, falls
mo¨glich, diese Beziehung zur Prognose von Eisdicken auszunutzen. Dies wa¨re auch
ein wichtiges Hilfsmittel bei der Interpretation von Satellitenbildern. Ein weiteres,
grundlegend anderes Verfahren wurde verwendet, um Oberﬂa¨chenproﬁle verschiede-
nen Rauigkeitsklassen zuzuordnen. In dieser Untersuchung wurde analysiert, wie gut
sich verschiedene Rauigkeitsparameter fu¨r eine Unterscheidung von Rauigkeitstypen
eignen, und wie stark sich Rauigkeitsklassen gegeneinander abgrenzen lassen.
Kapitel 2
Messdaten
In dieser Arbeit wurden zwei verschiedene Typen von Daten verwendet. Dies sind
Proﬁle der Eisoberﬂa¨che, die mit einem Laseraltimeter gemessen wurden, sowie Eis-
dickenproﬁle, die mit einem elektromagnetischen (kurz: EM) Induktionsverfahren
gemessen wurden.
2.1 Laserproﬁle der Eisoberﬂa¨che
Die Oberﬂa¨chenproﬁle wurden mit einem Riegl LD90-3100Hs Infrarot-Laseralti-
meter gemessen, das eine Wellenla¨nge von 905 nm besitzt. Das Altimeter beﬁndet
sich auf der gleichen Plattform wie der EM-Sensor zur Messung der Eisdicke und
wird von einem Helikopter in einer Ho¨he von 10-20 m u¨ber die Eisoberﬂa¨che ge-
schleppt. Fu¨r jeden Flug stehen damit gleichzeitige Rauigkeits- und Eisdickenproﬁle
zur Verfu¨gung. Die Messfrequenz des Lasers betra¨gt 100 Hz, was bei einer Flugge-
schwindigkeit von 60-80 Knoten einem Messpunktabstand von 30-40 cm entspricht.
Die Messgenauigkeit betra¨gt 15 mm (Riegl, 2005). Das Rauschen wurde wa¨hrend
eines Fluges u¨ber ebenes Eis bestimmt und betra¨gt ±20 mm. Damit liegt das Rau-
schen in der gleichen Gro¨ßenordnung wie die Messgenauigkeit. Der O¨ﬀnungswinkel
des Lasers betra¨gt 1.8 mrad. Damit betra¨gt die Strahlbreite am Boden (englisch
”
footprint“) bei einer Ho¨he von 20 m etwa 4 cm.
Da kein Helikopter perfekt gleichma¨ßig auf einer Ho¨he ﬂiegen kann, enthalten
die gemessenen Proﬁle der Eisoberﬂa¨che niederfrequente Ho¨henschwankungen, die
durch die Helikopterbewegung entstehen. Um diese aus den Rauigkeitsproﬁlen zu ele-
minieren, wurden die Laserdaten mit einer von Hibler (1972) entwickelten Kombina-
tion aus Hoch- und Tiefpassﬁltern prozessiert. Hierfu¨r eignet sich eine Kombination
aus Hoch- und Tiefpassﬁltern besser als ein reiner Hochpassﬁlter, da die Frequenz-
spektren der Rauigkeit und der Hubschrauberbewegung teilweise u¨berlappen. Dies
fu¨hrt dazu, dass ein reiner Hochpassﬁlter zusa¨tzlich zur Hubschrauberbewegung auch
Anteile der Rauigkeit aus dem Spektrum entfernen wu¨rde und insbesondere hohe
Presseisru¨cken erniedrigen wu¨rde (Hibler, 1972). Abbildung 2.1 illustriert die U¨ber-
lagerung der Eisrauigkeit mit der Hubschrauberbewegung. Die Abbildung (a) zeigt
einen ca. 2 km langen Ausschnitt aus einem der gemessenen Rauigkeitsproﬁle. Auf





aufgetragen. Mit bloßem Auge sind zwei Frequenzkomponenten erkennbar: Eine nie-
derfrequente Bewegung, und dieser u¨berlagert, ein ho¨herfrequenter Anteil. Letzterer
stellt die Oberﬂa¨chenrauigkeit des Eises dar, wa¨hrend die niederfrequente Bewegung
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Abbildung 2.1: Ausschnitt eines gemessenen Rauigkeitsproﬁl (La¨nge ca. 2 km) (a) und
niederfrequenter Teil des dazugeho¨rigen Spektrums (b)
aus den Ho¨henschwankungen des Hubschraubers resultiert. Ein Ausschnitt aus dem
niederfrequenten Bereich des fu¨r diesen Ausschnitt berechneten Amplitudenspek-
trums ist in Abbildung 2.1 (b) gezeigt. Der hochfrequenter Anteil ist hier als aus-
gedehnter Schwanz zu erkennen, wa¨hrend die Helikopterbewegung am linken Rand
erkennbar wird. Durch die Prozessierung wird der niederfrequente Anteil aus dem
Proﬁl herausgeﬁltert, wobei gleichzeitig die Rauigkeit erhalten bleibt.
Die Prozessierung erfolgt in drei Schritten. Da der Laser an jedem Punkt den Ab-
stand zwischen Sensor und Eisoberﬂa¨che misst, besteht die unprozessierte Messkurve
aus den Absta¨nden des Lasers zur Eisoberﬂa¨che. Im ersten Schritt wird dieses Pro-
ﬁl hochpassgeﬁltert (Pra¨prozessierung). Im zweiten Schritt werden im geﬁlterterten
Proﬁl lokale Maxima innerhalb eines Fensters vorgegebener Breite bestimmt. An
diesen Stellen ist der Abstand zwischen Sensor und Oberﬂa¨che am gro¨ßten, so dass
diese den tiefsten Punkten der Eisoberﬂa¨che entsprechen. Die Werte des urspru¨ngli-
chen, ungeﬁlterten Proﬁls an diesen Koordinatenpunkten werden durch geradlinige
Segmente verbunden. Die so entstandene Kurve liegt oberhalb der urspru¨nglichen
Messkurve. An dieser Stelle der Prozessierung ist eine manuelle Korrektur der au-
tomatisch ermittelten lokalen Maxima mo¨glich. Dies ist notwendig, da plo¨tzliche
Ho¨hena¨nderungen des Hubschraubers auftreten ko¨nnen, die durch die automatisch
berechneten Maxima nicht aufgelo¨st werden ko¨nnen. Plo¨tzliche Ho¨hena¨nderungen
des Eisproﬁls, wie sie z.B. an Schollenkanten auftreten, werden durch die lokalen
Maxima ebenfalls nicht aufgelo¨st. Ein weiterer Grund ist, dass die scheinbare Breite
einiger Presseisru¨cken im Laserproﬁl gro¨ßer als der gro¨ßtmo¨gliche Abstand zweier
automatisch ermittelter Maxima sein kann. Im dritten Schritt (Postprozessierung)
wird die stu¨ckweis geradlinige Kurve tiefpassgeﬁltert. Die so entstandene glatte Kur-
ve stellt die modellierte Helikopterbewegung dar. Das Proﬁl der Oberﬂa¨chenrauigkeit
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ergibt sich schließlich durch Subtraktion des urspru¨nglichen Proﬁls von dieser Kurve.
Bei den Eisrauigkeiten handelt es sich dabei um Ho¨hen relativ zur Ho¨he des ebenen
Eises, nicht um das Freibord des Eises relativ zur Wasseroberﬂa¨che.
2.1.1 Filterparameter
Der erste und der dritte Schritt der Prozessierung erfolgen in unterschiedlichen
Softwaremodulen. Bei beiden Programmen mu¨ssen die Frequenzintervalle der Fil-
ter vorgegeben werden. Statt eines reinen Hochpass- bzw. Tiefpassﬁlters werden
Bandpassﬁlter verwendet. Diese beno¨tigen je zwei Parameter, die den Frequenzbe-
reich des Filters deﬁnieren. Bei der Pra¨prozessierung ist der entscheidende Parameter
λmax, dessen Kehrwert die untere Grenze des Frequenzintervalls des Hochpassﬁlters
festlegt. Ein Wert von λmax = 40 m bedeutet, dass nur Wellenla¨ngen kleiner oder
gleich 40 m den Filter passieren, oder a¨quivalent, nur Frequenzen gro¨ßer oder gleich
1/40 m. Bei der Postprozessierung ist der entscheidende Parameter λmin, dessen
Kehrwert die obere Grenze des Frequenzintervalls des Tiefpassﬁlters festlegt. Ein
Wert von λmin = 55 m bedeutet, dass nur Wellenla¨ngen gro¨ßer oder gleich 55 m den
Filter passieren, bzw. nur Frequenzen kleiner oder gleich 1/55 m.
Fu¨r beide Filter wurden unterschiedliche Parameterwerte untersucht. Das Ziel
bestand darin, die Hubschrauberbewegung, die hauptsa¨chlich niederfrequente An-
teile besitzt, mo¨glichst optimal zu modellieren. Die Abbildungen 2.2 und 2.3 illustrie-
ren die Auswirkung verschiedener Parameterwerte. Die gezeigten Proﬁlausschnitte
wurden dazu sehr stark vergro¨ßert. In Abbildung 2.2 (a) ist das Ergebnis der Hoch-
passﬁlterung fu¨r unterschiedliche Werte des Filterparameters λmax gezeigt. Bei einem
Wert von λmax = 10 m passieren nur die ho¨chsten Frequenzen (entsprechend Wellen-
la¨ngen kleiner oder gleich 10 m) den Filter. Die geﬁlterte Kurve weist deshalb kaum
vertikale Schwankungen auf, und die Bestimmung von lokalen Maxima ist schwierig.
Fu¨r gro¨ßere Werte von λmax entha¨lt die geﬁlterte Kurve zunehmend gro¨ßere Wellen-
la¨ngen, und die vertikalen Schwankungen im geﬁlterten Proﬁl nehmen zu. Abbildung
2.2 (b) zeigt das gemessene Proﬁl. Zusa¨tzlich sind fu¨r unterschiedliche Werte von
λmax die Punkte verbunden, an denen das hochpassgeﬁlterte Proﬁl lokale Maxima
aufwies. Fu¨r λmax = 10 und λmax = 100 unterscheidet sich die Lage dieser Punkte
deutlich. Fu¨r λmax = 10 schneidet die stu¨ckweis geradlinige Kurve, die diese Punkte
verbindet, teilweise das gemessene Proﬁls. In einem solchen Fall wu¨rde das fertig
prozessierte Proﬁl unrealistische negative Eisho¨hen aufweisen.
Abbildung 2.3 zeigt das gemessene Proﬁl sowie das Ergebnis der Tiefpassﬁlte-
rung der stu¨ckweis geradlinigen Kurve fu¨r verschiedene Werte von λmin, d.h. die
modellierte Hubschrauberbewegung. Bei einem Wert von λmin = 10 m passieren alle
Wellenla¨ngen gro¨ßer oder gleich 10 m den Filter. Bei einer Wahl von λmin = 100 m
bleiben andererseits nur die niedrigsten Frequenzen ensprechend Wellenla¨ngen gro¨-
ßer oder gleich 100 m u¨brig, so dass die geﬁlterte Kurve gegenu¨ber dem urspru¨ngli-
chen Proﬁl abweicht. In der Abbildung wird dies bei einer Entfernung von ca. 180 m
und 300 m deutlich. Die Subtraktion der urspru¨nglichen von der tiefpassgeﬁlterten
Kurve wu¨rde an diesen Stellen zu unrealistischen negativen Eisho¨hen fu¨hren. Bei den
in dieser Arbeit verwendeten Proﬁlen wurden Werte von λmin zwischen 35 und 55 m
verwendet. Bei der Wahl der Werte fu¨r λmax und λmin wurden dabei zwei Punkte be-
ru¨cksichtigt. Einerseits sollten nicht nur die ho¨chsten Frequenzen den Hochpassﬁlter
passieren (durch die Wahl von λmax), andererseits sollte die tiefpassgeﬁlterte Kurve
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Abbildung 2.2: (a) Ausschnitt des hochpassgeﬁlterten Proﬁls fu¨r Werte λmax =
10, 25, 50, 100 m. (b) Ausschnitt des gemessenen Proﬁls sowie, durch Segmente verbun-
dene Punkte, an denen das hochpassgeﬁlterte Proﬁl lokale Maxima aufwies. Diese Kurven
sind fu¨r Werte von λmax = 10, 50, 100 m gezeigt. Die Proﬁlausschnitte in Teilbild (a) und
(b) sind nicht identisch.
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Abbildung 2.3: Ausschnitt des gemessenen Proﬁls und der modellierten Hubschrauber-
bewegung. Letztere ist das Ergebnis der Tiefpassﬁlterung der Kurve zwischen Punkten
lokaler Maxima im hochpassgeﬁlterten Proﬁl und ist fu¨r Werte λmin = 10, 35, 55, 100 m
gezeigt.
aufgrund der Wahl von λmin nicht zu stark von dem urspru¨nglichen Proﬁl abweichen.
Bei der Wahl von λmax sollten typische Breiten von Presseisru¨cken beru¨cksichtigt
werden. In den Laserproﬁlen wurden, je nach Winkel, in dem die Presseisru¨cken
u¨berﬂogen wurden, und je nachdem, wie stark deformiert das Eis war, bis zu 32 m
breite Ru¨cken beobachtet. Wellenla¨ngen dieser Gro¨ßenordnung sollten den Hoch-
passﬁlter passieren, da sie einen wichtigen Beitrag zur Oberﬂa¨chenrauigkeit liefern.
Weiterhin sollte die tiefpassgeﬁlterte Kurve das urspru¨ngliche Proﬁl nicht schneiden,
da die Subtraktion der beiden Kurven sonst zu negativen Eisho¨hen fu¨hren wu¨rde.
Trotz der Unterschiede, die sich durch verschiedene Werte von λmax und λmin in den
einzelnen Schritten der Prozessierung ergeben, wie besonders in Abbildung 2.2 (a)
deutlich wird, sind die Auswirkungen auf die endgu¨ltige Kurve der Hubschrauberbe-
wegung gering. In Abbildung 2.3 sind die gro¨ßten Unterschiede zwischen den Kurven
fu¨r λmin = 10 m und λmin = 100 m erkennbar. Wie die obige Diskussion zeigt, sind
diese Werte jedoch Extreme, die fu¨r die tatsa¨chliche Prozessierung nicht verwendet
wurden (der Wertebereich von λmin lag zwischen 35 und 55 m). Die Unterschiede
zwischen den Kurven fu¨r λmin = 35 m und λmin = 55 m sind in Abbildung 2.3 nur
klein. Zusammenfassend zeigen diese Ergebnisse, dass das Prozessierungsverfahren
robust gegenu¨ber Vera¨nderungen der Filterparameter ist.
Nach Subtraktion der tiefpassgeﬁlterten Maxima-Kurve vom urspru¨nglichen Mess-
proﬁl ergibt sich das Rauigkeitsproﬁl. Ein Beispiel ist in Abbildung 2.4 (a) gezeigt.
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Abbildung 2.4: Prozessiertes Rauigkeitsproﬁl (a) und Ausschnitt aus dem niederfrequen-
ten Teil des dazugeho¨rigen Spektrums (b)
In Abbildung 2.4 (b) ist das Frequenzpektrum der geﬁlterten Kurve gezeigt. Ein
Vergleich mit Abbildung 2.1 (b) bei Frequenzen unterhalb von 0.005 verdeutlicht,
dass durch den Filterprozess der niederfrequente Anteil zum gro¨ßten Teil aus dem
Spektrum entfernt wurde.
2.1.2 Fehlerquellen
Im Rahmen der Pra¨prozessierung ist eine manuelle Korrektur mo¨glich. Unterschiedli-
che Personen, die die Prozessierung durchfu¨hren, bringen unterschiedliche manuelle
Korrekturen an. Um zu testen, wie empﬁndlich das Programm zur Prozessierung
auf diese manuellen Korrekturen reagiert, wurden Sensitivita¨tsstudien anhand eines
Fluges vom 14.05.2006 durchgefu¨hrt. Als Referenz (Fall 0) diente das ohne manuelle
Korrekturen erzeugte Proﬁl. Zum Vergleich wurden in Fall (1) sehr viele manuel-
le Korrekturen angebracht, die dazu fu¨hrten, dass die korrigierte Kurve sich der
gemessenen mo¨glichst gut anschmiegte. In Fall (2) wurden die Korrekturen so an-
gebracht, dass die korrigierte Kurve stets oberhalb des gemessenen Proﬁls lag, um
durch die Subtraktion die Entstehung von negativen Eisho¨hen zu vermeiden. Diese
beiden Fa¨llen wurden als Extremfa¨lle der Prozessierung ausgewa¨hlt. Die Auswirkun-
gen der manuellen Prozessierung auf die mittlere Ho¨he des erzeugten Proﬁls sowie
auf Anzahl, mittlere Ho¨he und mittleren Abstand der in diesem Proﬁl identiﬁzierten
Presseisru¨cken sind in Tabelle 2.1 zusammengefasst. Die gro¨ßten Unterschiede erge-
ben sich fu¨r Fall (2) und die mittlere Ho¨he. Die Abweichungen bezu¨glich des nicht
korrigierten Proﬁls liegen bei 5.14%. Da die beiden untersuchten Fa¨lle Extremfa¨l-
le der Prozessierung darstellen, lassen sich die durch die manuelle Prozessierung
bedingten Schwankungen in den Proﬁlho¨hen auf ±5% abscha¨tzen. Bezu¨glich der
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Tabelle 2.1: Auswirkungen der manuellen Prozessierung auf das resultierende Proﬁl der
Eisho¨hen. Es gelten folgende Bezeichnungen: μ: Mittlere Proﬁlho¨he, NR: Anzahl der vor-
handenen Presseisru¨cken, μR: mittlere Ho¨he der Presseisru¨cken, dxR: Mittlerer Abstand
der Presseisru¨cken. Fall (0) ist das Referenzproﬁl, in Fall (1) wurden viele manuelle Kor-
rekturen durchgefu¨hrt, und in Fall (2) erfolgten die Korrekturen so, dass das resultierende
Proﬁl mo¨glichst wenig Punkte mit negativen Eisho¨hen enthielt. Die Zahlen in Klammern
bei den Fa¨llen (1) und (2) geben die prozentualen Unterschiede im Vergleich zum Refe-
renzproﬁl an.
Fall μ [m] NR μR [m] dxR [m]
(0) 0.306 414 1.401 71.88
(1) 0.299 (-2.16%) 412 (-0.48%) 1.389 (-0.86%) 72.23 (+0.63%)
(2) 0.312 (+5.14%) 418 (+0.97%) 1.412 (+0.79%) 71.19 (+0.43%)
Presseisru¨cken ist der Schwankungsbereich mit ±1% wesentlich kleiner.
Die Bewegung des Hubschraubers beeinﬂusst die Bewegung der Messplattform,
die an einem Seil befestigt ist und stellt somit eine Fehlerquelle dar. Zwei Arten der
Bewegung beeinﬂussen die Abstandsmessungen des Lasers. Beim Nicken erfolgt die
Bewegung um eine horizontale Achse senkrecht zur Flugrichtung, so dass sich die
Spitze der zigarrenfo¨rmigen Messplattform vertikal nach oben und unten bewegt.
Dieser Eﬀekt tritt beispielsweise bei Geschwindigkeitsa¨nderungen des Helikopters
auf. Beim Rollen erfolgt die Bewegung um die La¨ngsachse der Sonde. Durch Nicken
um den Winkel α oder Rollen um den Winkel β wird die wahre Ho¨he des Lasers h





gegeben. Wichtig hierbei ist, dass diese Gro¨ße proportional zur Flugho¨he h ist.
Wa¨hrend der Messungen betrug die Ho¨he des EM-Sensors u¨ber dem Boden etwa
15-20 m. Im Feld beobachtete Winkel lagen typischerweise wesentlich unterhalb von
10◦. Ein Rollwinkel α = 10◦ bewirkt bei einer Ho¨he von h = 20 m einen Fehler von
dh = h′ − h = 0.31 m, d.h. die wahre Ho¨he wird um 1.6% u¨berscha¨tzt. Damit ist
dieser Fehler wesentlich gro¨ßer als die Messgenauigkeit von 15 mm, das Rauschen
des Lasers von ±20 mm oder der Eﬀekt der manuellen Prozessierung.
2.2 Eisdickendaten
Die Eisdicken wurden durch ein elektromagnetisches (kurz: EM) Induktionsverfah-
ren gemessen (Kovacs et al., 1987). Dabei wird ausgenutzt, dass das Meereis eine
niedrigere elektrische Leitfa¨higkeit besitzt als das Meerwasser. Die Sendespule des
Instrumentes erzeugt ein prima¨res Magnetfeld. Dieses induziert Wirbelstro¨me im
leitfa¨higen Salzwasser (Leitfa¨higkeit σ = 2300 − 2900 mS/m)(Haas et al., 1997)
unter dem Eis, sowie zu einem weit kleineren Teil im weniger leitfa¨higen Meereis
(σ = 0 − 50 mS/m). Die Wirbelstro¨me erzeugen ein Sekunda¨rfeld, das von der
Empfa¨ngerspule des Sensors registriert wird. Aus dem Verha¨ltnis von Prima¨r- und
Sekunda¨rfeld la¨sst sich der Abstand des Sensors von der Grenzﬂa¨che Eis-Ozean be-
stimmen. Mit dem Laseraltimeter wird gleichzeitig die Entfernung des Sensors zur
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Eisoberﬂa¨che gemessen, so dass sich aus der Diﬀerenz die Dicke des Eises bestim-
men la¨sst. Der Sensor wird bei zwei Frequenzen betrieben (112 und 3.6 kHz), ist 3.4
m lang und hat ein Gewicht von 120 kg. Die Messfrequenz betra¨gt 10 Hz, was bei
einer Fluggeschwindigkeit des Helikopters von 60-80 Knoten einem Messpunktab-
stand von 3-4 m entspricht. Der Antennenﬂeck des Sensors (englisch
”
footprint“),
d.h. der Durchmesser der Fla¨che unterhalb des Sensors, in der der Großteil des Se-
kunda¨rfeldes erzeugt wird, betra¨gt ca. das 2,5-3fache der Ho¨he u¨ber dem Boden
(Kovacs et al., 1995; Reid et al., 2006), d.h. fu¨r eine Flugho¨he von 15 m etwa 37-40
m. Die gemessenen Eisdicken sind somit keine Punktmessungen, sondern werden
von der gesamten innerhalb des footprint liegenden Topographie beeinﬂusst. Im Ge-
gensatz zu den Laserdaten, die durch den kleinen footprint Information praktisch
nur entlang einer Dimension, der Flugrichtung, enthalten, ﬂießt in die Dickendaten
Information eines breiten Streifens ein. So kann es vorkommen, dass ein Presseis-
ru¨cken, der seitlich des u¨berﬂogenen Proﬁls liegt, in den Dickendaten erscheint, in
den Laserdaten jedoch nicht.
Die Genauigkeit der Eisdickenbestimmung betra¨gt u¨ber ebenem Eis ca. 10 cm.
U¨ber deformierten Eis ist die Eisdickenbestimmung durch das elektromagnetische
Induktionsverfahren wesentlich sta¨rker fehlerbehaftet. So kann die Dicke von Press-
eisru¨cken um bis zu 50% unterscha¨tzt werden (Haas et al., 1997; Haas, 1998). Im
Sommer stellt die Bildung von Su¨sswasserlinsen unter dem Eis eine zusa¨tzlicher Feh-
lerquelle fu¨r die Eisdickenbestimmung dar. Solche Schichten niedrigen Salzgehaltes
fu¨hren zu einer U¨berscha¨tzung der Eisdicke (Eicken, 1994; Eicken et al., 2001).
Jedem Messpunkt von Laser und EM-Sonde wird eine Nummer zugeordnet, die
sogenannte ﬁd (ﬁducial number), die diesen Punkt eindeutig identiﬁziert. Zwei be-
nachbarten Messpunkten der EM-Sonde werden zwei aufeinanderfolgende ganzzah-
lige ﬁds zugeordnet. Da die Messfrequenz des Lasers um den Faktor 10 gro¨ßer ist,
werden den Messpunkten des Lasers ﬁds zugeordnet, die in Zehntelschritten za¨hlen.
Zwischen zwei ganzzahligen ﬁds liegen somit 10 Zehntelﬁds des Lasers. Um eine Zu-
ordnung der Messpunkte zu geographischen Koordinaten zu ermo¨glichen, beﬁndet
sich auf der Messplattform zusa¨tzlich ein GPS-Gera¨t, das zu jeder zehnten Messung
der EM-Sonde die ra¨umlichen Koordinaten des Sensors ermittelt. Zwischen zwei
GPS-Koordinaten liegen 10 EM-Messpunkte und 100 Lasermessungen. Um fu¨r diese
Punkte die geographischen Koordinaten zu bestimmen, wird stu¨ckweise linear zwi-
schen den na¨chstgelegenen bekannten Koordinaten interpoliert. Das so entstandene
Proﬁl ist a¨quidistant bezu¨glich der ﬁds, jedoch nicht notwendigerweise bezu¨glich der
metrischen Absta¨nde. Da man annimmt, dass sich die Geschwindigkeit des Heliko-
pters zwischen zwei GPS-Messungen nicht a¨ndert, ko¨nnen die Proﬁle jedoch auch
im metrischen Raum als a¨quidistant betrachtet werden.
2.3 Verwendete Datensa¨tze
Vier unterschiedliche Datensa¨tze, jeweils bestehend aus zeitgleichen Laser- und EM-
Dickenproﬁlen, wurden in dieser Arbeit verwendet. Die Lage der Gebiete, in denen
diese Datensa¨tze gemessen wurden, ist in den Abbildungen 2.5 und 2.7 gezeigt. Die
ersten drei Datensa¨tze stammen aus unterschiedlichen Gebieten der Arktis, wa¨hrend
der vierte Datensatz in der Ostsee gemessen wurde.
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2.3.1 Laser- und Dickendaten der Messkampagne ARK XIX
Die Expedition ARK XIX (im Folgenden mit Ark19 bezeichnet) fand im Ma¨rz/April
2003 im Gebiet der Framstraße und der Barentssee mit dem Forschungsschiﬀ Polar-
stern statt (Schauer und Kattner, 2004). Das untersuchte Gebiet ist in Abbildung
2.5 dargestellt und la¨sst sich grob in drei Regionen einteilen: Den Storfjord und die
Barentssee su¨do¨stlich von Spitzbergen, sowie das Gebiet der Framstraße nordwest-
lich. Diese drei Gebiete sind in Abbildung 2.6 dargestellt. Die gemessenen Proﬁle
unterscheiden sich somit bereits regional, und es ist zu vermuten, dass auch die
Rauigkeit des Eises in den einzelnen Gebieten unterschiedliche Merkmale aufweist.
2.3.2 Laser- und Dickendaten der Messkampagne ARK XX
Die Expedition ARK XX (im Folgenden mit Ark20 bezeichnet) fand im Juli/August
2004 im Gebiet der Framstraße mit dem Forschungsschiﬀ Polarstern statt (Abb. 2.5).
Die untersuchten Proﬁle decken nur eine relativ kleine Region ab, und sind damit
vermutlich recht homogen bezu¨glich der Rauigkeitseigenschaften. Die Daten dieser
Messkampagne zeichnen sich dadurch aus, dass sie wa¨hrend des Sommers gemessen
wurden. Aus diesem Grund war einerseits kaum du¨nnes Eis mehr vorhanden, und
andererseits fu¨hrten die Schmelzprozesse zur Ausbildung von Schmelztu¨mpeln auf
den Eisschollen. Die physikalischen Prozesse, die die Rauigkeit beeinﬂussen, unter-
scheiden sich damit grundlegend von denen des Winters.
2.3.3 Laser- und Dickendaten der Messkampagne GreenICE
2004
Die Messkampagne (im Weiteren mit Greenice04 bezeichnet) fand im Rahmen des
europa¨ischen Projektes Greenlandic Arctic Shelf Ice and Climate Experiment (Gree-
nICE) im Mai 2004 no¨rdlich von Gro¨nland und Ellesmere Island statt (Abb. 2.5).
Das untersuchte Gebiet zeichnet sich dadurch aus, dass Eis versta¨rkt an die Ku¨ste
gedru¨ckt wurde, und somit stark deformiert und sehr dick war.
2.3.4 Laser- und Dickendaten der Messkampagne IRIS 2003
Die Messkampagne fand im Rahmen des EU-Projektes IRIS (ice ridging information
for decision making in shipping operations), im Folgenden mit Iris03 bezeichnet, im
Februar 2003 sowohl in der no¨rdlichen als auch in der westlichen Ostsee statt (Abb.
2.7). Das untersuchte Eis war relativ du¨nnes, u¨berwiegend einja¨hriges Eis. Die Daten
stellen eine vierte, unabha¨ngige Eissituationdar.
In Abbildung 2.8 ist exemplarisch je ein Laserproﬁl der vier Datensa¨tze gezeigt,
und in Abbildung 2.9 sind die dazugeho¨rigen Eisdickenproﬁle dargestellt.

































































Abbildung 2.7: Karte der Proﬁle der Messkampagne Iris 2003 in der Ostsee mit einge-
zeichneten Messﬂu¨gen.
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Abbildung 2.8: Beispiele fu¨r Laserproﬁle der vier untersuchten Datensa¨tze.
18 Messdaten
























































Ein Ziel der Arbeit bestand darin, eine Klassiﬁzierung von Meereis aufgrund seiner
Rauigkeit zu entwickeln. Dafu¨r ist es erforderlich, die Rauigkeit genau zu deﬁnie-
ren. Zu diesem Zweck wurden zuna¨chst die statistischen Eigenschaften der Eisrau-
igkeitsproﬁle, d.h. der Oberﬂa¨chenproﬁle des Lasers untersucht. Dafu¨r wurden die
vollsta¨ndigen Proﬁle analysiert, da sie Informationen u¨ber die Rauigkeit auf ver-
schiedenen Skalen enthalten.
Ein Eisproﬁl wurde in dieser Arbeit als Zeitreihe betrachtet, d.h. als eine Abfolge
von a¨quidistanten Messwerten. Jeder Messpunkt einer Zeitreihe ist eindeutig einem
bestimmten Zeitpunkt zugeordnet. Im Fall der hier untersuchten Eisproﬁle erfolgte
diese Zuordnung nicht zeitlich, sondern ra¨umlich, d.h. jeder Messpunkt z wurde
einem Punkt x entlang des Proﬁls zugeordnet:
z = z(x).
Einige statistische Kennzahlen der gemessenen Laserho¨hen z sind in Tabelle 3.1
fu¨r die vier Datensa¨tze aufgefu¨hrt. Erkennbar ist, dass sich die einzelnen Regionen
hinsichtlich der gemessenen Laserho¨hen unterscheiden. Die gro¨ßten Unterschiede er-
geben sich dabei zwischen den Datensa¨tzen Iris03 mit den niedrigsten Werten fu¨r
Mittelwert, Median und Standardabweichung, und Greenice04 mit den ho¨chsten
Werten dieser drei Gro¨ßen. Eine visuelle Inspektion der Amplitudenspektren der
Laserproﬁle zeigt, dass die Amplituden aller Spektren im Frequenzbereich von ca.
0.1-2 m−1 sta¨rker als 1/f mit der Frequenz f abfallen. In diesem Frequenzbereich
weisen alle Spektren Potenzverhalten mit negativem Exponenten auf. Abbildung 3.1
Tabelle 3.1: Statistische Kennzahlen der gemessenen Laserho¨hen in den vier untersuchten
Datensa¨tzen
Kampagne Mittelwert [m] St.abw. [m] Median [m] Max. [m]
Ark19 0.1623 0.2311 0.0891 6.1790
Ark20 0.1856 0.2382 0.1250 4.8960
Greenice04 0.4306 0.4766 0.2823 7.2340
Iris03 0.1026 0.1360 0.0660 5.4790
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Abbildung 3.1: Gegla¨ttete Amplitudenspektren (Breite des Filters = 100 Punkte) fu¨r je
ein Laserproﬁl der vier Datensa¨tze
zeigt exemplarisch die gegla¨tteten Amplitudenspektren je eines Laserproﬁls fu¨r jeden
der vier Datensa¨tze. Gut erkennbar ist eine Spitze im Spektrum des Ark20-Proﬁls
bei einer Frequenz von ca 1 m−1. Diese Spitze wurde fu¨r etwa 30% der Spektren be-
obachtet, und trat in allen vier Datensa¨tzen auf. Die Frequenz von 1 m−1 entspricht
einer Periode von ca. 3 Lasermessungen. Dieser Eﬀekt wurde auch im Amplitu-
denspektrum eines Proﬁlausschnittes von ausschließlich ebenem Eis beobachtet, wie
Abbildung 3.2 zeigt. Dies deutet darauf hin, dass es sich um einen technischen Eﬀekt
handelt.
Wa¨hrend sich die Spektren der Proﬁle von Ark19, Ark20 und Greenice04 stark
a¨hneln, ist der Anteil der hohen Frequenzen im Spektrum des Iris03-Proﬁls we-
sentlich gro¨ßer. Dies besta¨tigt den qualitativen Eindruck, den bereits ein visueller
Vergleich der Laserproﬁle, wie in Abbildung 2.8 gezeigt, erzeugt. Die Rauigkeit des
Iris03-Proﬁls erscheint auf kleinen Skalen wesentlich gro¨ßer als die der drei anderen
Proﬁle. Das Spektrum des Greenice-Proﬁls besitzt fu¨r Frequenzen oberhalb von ca.
0.05 m−1 die niedrigsten Werte von allen vier Kurven. Andererseits sind die nied-
rigeren Frequenzen im Bereich 0.005-0.01 m−1 im Greenice-Proﬁl sta¨rker vertreten
als in den beiden Arktis-Proﬁlen. Damit entha¨lt das Greenice-Proﬁl mehr niedrigere
Frequenzen, und weniger hohe Frequenzen als die Proﬁle von Ark19 und Ark20.
Diese Beobachtungen lassen sich quantiﬁzieren, indem die Steigung des Spek-
trums bestimmt wird. Aus Abbildung 3.1 wird deutlich, dass die Steigung der Spek-
tren nicht konstant ist, sondern sich von kleinen zu großen Frequenzen stark a¨ndert.
Fu¨r den Vergleich der Steigungen unterschiedlicher Spektren ist es wichtig, zu wis-
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Abbildung 3.2: (a) Auschnitt eines Laserproﬁls u¨ber ebenem Eis und (b) Amplituden-
spektrum dieses Ausschnitts.
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sen, fu¨r welchen Frequenzbereich die Steigung berechnet wurde. In Abschnitt 3.2
wird ein Verfahren beschrieben, mit dem sich die Punkte bestimmen lassen, an de-
nen sich die Steigung a¨ndert. Um an dieser Stelle einen ersten U¨berblick u¨ber die
Unterschiede zwischen den Spektren der vier Datensa¨tze zu erhalten, wurden fu¨r alle
Proﬁle der untersuchten Datensa¨tze die Steigungen der Spektren u¨ber den gesam-
ten Frequenzbereich durch lineare Regression im doppeltlogarithmischen Diagramm
bestimmt. Dafu¨r wurden alle Punkte mit Ausnahme der ersten 20 Werte verwendet.
Bei diesem Verfahren wurde bewusst in Kauf genommen, dass mehrere Frequenzbe-
reiche mit unterschiedlichen Steigungen vermischt wurden. Um eine Vergleichbarkeit
der so ermittelten Steigungen zu gewa¨hrleisten, wurden nur diejenigen Spektren be-
ru¨cksichtigt, bei denen die lineare Regression 95% oder mehr der Beobachtungen
anna¨hern konnte. Die Verteilungen der so ermittelten Steigungen der Spektren sind
in Abbildung 3.3 gezeigt. Zur besseren U¨bersichtlichkeit sind die Verteilungen der
Absolutbetra¨ge der Steigungen gezeigt. Die tatsa¨chlichen Steigungen aller Spektren
sind negativ. In dieser Darstellung wird deutlich, dass die Steigungen aller Iris-
Spektren wesentlich kleiner sind als die der Spektren der restlichen Datensa¨tze. Die
gro¨ßten Werte der Steigung ergeben sich fu¨r Spektren der Datensa¨tze Ark20 und
Greenice04. Fu¨r den Ark19-Datensatz liegen die Werte im mittleren Bereich und
umfassen einen sehr großen Wertebereich.
3.1 Stationarita¨t
Eine wichtige Eigenschaft von Zeitreihen ist ihre Stationarita¨t bzw. Nichtstation-
arita¨t. Fu¨r eine Zeitreihe z(x) bedeutet Stationarita¨t, dass die Momente (Potenz-
momente) unabha¨ngig von einer Vergro¨ßerung des Zeitreihenintervalls m ·Δx sind
(Scho¨nwiese, 1985, Kapitel 2.6). Dies bedeutet, dass ab einem nicht zu kleinen In-
tervall m ·Δx die Momente invariant sind. Anders ausgedru¨ckt besagt Stationarita¨t,
dass sich die statistischen Eigenschaften von Teilintervallen einer Zeitreihe von ei-
nem Intervall zum na¨chsten nicht signiﬁkant a¨ndern. Dies bedeutet insbesondere,
dass Mittelwert und Autokorrelation von Teilintervallen translationsinvariant sind,
d.h. dass sie sich nicht signiﬁkant a¨ndern, wenn sich der Startpunkt des Intervalls
verschiebt (Bendat und Piersol, 1986, Abschnitt 1.3.4). Fu¨r nichtstationa¨re Zeitrei-
hen sind diese statistischen Eigenschaften nicht translationsinvariant. Beispiele fu¨r
nichtstationa¨re Datenreihen sind Zeitreihen mit zeitlich variablem Mittelwert oder
zeitlich variierender Frequenz. Da insbesondere viele geowissenschaftliche Zeitrei-
hen ha¨uﬁg nichtstationa¨r sind (Scho¨nwiese, 1985), wurden die in der vorliegenden
Arbeit verwendeten Daten auf Stationa¨rita¨t gepru¨ft. Dazu wurden zwei Methoden
verwendet, die beide die Variabilita¨t des Mittelwertes pru¨fen. Lassen die Ergebnisse
Stationarita¨t vermuten, so ko¨nnen die ho¨heren Momente gepru¨ft werden.
Im ersten Fall wurden die Mittelwerte von Teilintervallen untersucht, im zweiten
wurde ein sogenannter
”
Reverse Arrangements Test“ durchgefu¨hrt. Bei beiden Ver-
fahren wurde jede Datenreihe in N gleich lange Intervalle geteilt. Dabei wurden die
Daten jedes Intervalls als unabha¨ngig betrachtet. Im ersten Test wurde untersucht,
wie stark die Mittelwerte der einzelnen Intervalle bezu¨glich eines Mutungsberei-
ches schwanken (Scho¨nwiese, 1985). Beim zweiten Verfahren wurde die Abfolge der
Intervallmittelwerte auf Unabha¨ngigkeit untersucht, indem auf das Vorhandensein
eines Trends dieser Mittelwerte getestet wurde. La¨sst sich kein Trend nachweisen,
so kann die Zeitreihe als stationa¨r betrachtet werden. Fu¨r jeden Intervallmittelwert
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Abbildung 3.3: Verteilungen der Betra¨ge der Steigungen der Spektren der vier Daten-
sa¨tze. Die durchgezogene waagerechte Linie in der Mitte jedes Ka¨stchens markiert den
Median, untere und obere Grenze des Ka¨stchens das 1. (25%) bzw. 3. (75%) Quartil. Die
gestrichelten vertikalen Linien ober- und unterhalb des Ka¨stchens illustrieren die Streu-
ung des gesamten Datensatzes. Punkte, die sich außerhalb beﬁnden, sind durch Kreise als
”Ausreißer“ gekennzeichnet und beﬁnden sich weiter als das Eineinhalbfache des Abstan-des zwischen 1. und 3. Quartil vom oberen oder unteren Ende des Ka¨stchens. Gezeigt sind
nur Punkte, fu¨r die das Regressionsmodell ≥ 95% der Beobachtungen erkla¨ren konnte.
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z¯i(x), i = 1, 2, . . .N wurde geza¨hlt, wie oft z¯i(x) > z¯j(x) fu¨r i < j war. Diese Un-
gleichheiten werden als reverse arrangements bezeichnet. Falls z(x) eine stationa¨re
Zufallsvariable ist, so ist in den Intervallmittelwerten kein Trend nachweisbar und






N(2N + 5)(N − 1)
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gegeben sind (Bendat und Piersol, 1986). Die Verteilung der Gro¨ße A la¨sst sich da-
her verwenden, um die Hypothese zu testen, dass die einzelnen Intervallmittelwerte
unabha¨ngige Realisierungen einer Zufallsvariable sind und keinen Trend aufweisen.
Liegt die Gro¨ße A außerhalb des Akzeptanzbereichs der Verteilung von A
AN ;1−α/2 < A ≤ AN ;α/2
unter dieser Hypothese, so wird diese abgelehnt. Die Zeitreihe wird dann als nichtsta-
tiona¨r betrachtet, da die Intervallmittelwerte nicht als unabha¨ngig angesehen werden
ko¨nnen, sondern einen Trend aufweisen.
Die Ergebnisse des ersten Tests ließen fu¨r alle Datensa¨tze auf Nichtstationari-
ta¨t bezu¨glich der Mittelwerte der Proﬁle schließen. Der zweite Test ergab, dass bei
60-80% der Proﬁle Mittelwertstationarita¨t angenommen werden kann. Die großen
Unterschiede zwischen den Ergebnissen der beiden Tests verdeutlichen, dass die-
se unterschiedlich empﬁndlich bezu¨glich der Nichtstationarita¨t der Daten reagieren.
Der erste Test setzt zudem approximativ eine Normalverteilung voraus (Scho¨nwiese,
1985, Abschnit 11.1). Der Reverse-Arrangements-Test hat dagegen den Vorteil, dass
keine Annahmen bezu¨glich der Verteilung der Punkte der Zeitreihe gemacht wer-
den. Da fu¨r keinen der untersuchten Datensa¨tze Stationarita¨t fu¨r sa¨mtliche Proﬁle
nachgewiesen werden konnte, wurden alle in dieser Arbeit verwendeten Zeitreihen
als nichtstationa¨r angesehen.
3.2 Fraktale Eigenschaften
Klassische, glatte Kurven und Oberﬂa¨chen zeichnen sich dadurch aus, dass ihre
Struktur auf großen Skalen sehr komplex sein kann, sich auf kleinen Skalen jedoch
auf Geraden oder Ebenen zuru¨ckfu¨hren la¨sst. Diese Kurven und Fla¨chen lassen sich
durch Methoden der Diﬀerentialgeometrie beschreiben. Im Gegensatz dazu sind frak-
tale Kurven und Fla¨chen auf jeder Skala rau, besitzen also unendlich viel Detail
(Peitgen und Saupe, 1988), und lassen sich nicht mithilfe von Diﬀerentialgeometrie
beschreiben. Fraktale lassen sich in zwei Hauptgruppen unterteilen: Deterministische
Fraktale, die prinzipiell aus herunterskalierten und gedrehten Kopien von sich selbst
bestehen, sowie zufa¨llige Fraktale, die sich fu¨r die Beschreibung von natu¨rlichen Fla¨-
chen und Kurven besonders eignen. Insbesondere lassen sich auch nichtstationa¨re
Prozesse durch Fraktale beschreiben. Fraktale werden anhand ihrer Eigenschaften
bei Skalentransformationen charakterisiert: Isotrope Fraktale sind selbsta¨hnlich, d.h.
invariant unter isotropen Transformationen. Natu¨rliche Oberﬂa¨chen sind ha¨uﬁg in-
variant unter anisotropen Transformationen und geho¨ren damit der allgemeineren
Klasse der selbstaﬃnen Fraktale an. Ein gutes Beispiel hierfu¨r ist eine Ku¨stenlinie,
die auf zwei Karten mit unterschiedlicher Vergro¨ßerung a¨hnlich aussieht. Mit bloßem
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Auge la¨sst sich nicht feststellen, welche der Karten den besseren Maßstab besitzt.
Die statistischen Eigenschaften der Ku¨stenlinien sind fu¨r beide Maßsta¨be gleich.
Um fraktale Eigenschaften von nichtstationa¨ren geologischen oder Meereispro-
ﬁlen zu beschreiben, haben zahlreiche Autoren den Hurst-Parameter untersucht
(Rothrock und Thorndike, 1980; Bishop und Chellis, 1989; Key und McLaren, 1991;
Barabasi und Stanley, 1995; Shepard et al., 2001). Diese Gro¨ße beschreibt das Ver-
halten eines Proﬁls oder einer Oberﬂa¨che unter Skalentransformationen. Fu¨r ein
selbstaﬃnes Proﬁl z = z(x) weist die Varianz der Ho¨heninkremente Δz = z(x +
Δx) − z(x) zwischen Proﬁlpunkten eines horizontalen Abstands Δx Potenzverhal-
ten auf:
V ar(Δz) ∼ Δx2H . (3.1)
Der Exponent H heißt Hurst-Exponent (0 ≤ H ≤ 1). Im Allgemeinen skalieren die
horizontale und die vertikale Achse mit unterschiedlichen Faktoren. So wa¨chst fu¨r
H < 1 die vertikale Skala (Δz) langsamer als die horizontale (Δx), so dass das Proﬁl
zu großen Skalen hin abﬂacht. Fu¨r H = 1 heißt ein Proﬁl selbsta¨hnlich. Horizon-
tale und vertikale Achse skalieren in diesem Fall mit dem gleichen Faktor (isotrope
Transformation). Fu¨r den Spezialfall der Brown’schen Bewegung gilt H = 1/2. Ein
Proﬁl, dessen Spektrum sich durch ein Potenzgesetz mit einem Exponenten p be-
schreiben la¨sst, besitzt einem Hurst-Exponenten von H = −(p + 1)/2. In diesem
Fall kann der Hurst-Exponent a¨quivalent auch aus der Steigung des Graphen in
einem doppeltlogarithmischen Diagramm des Spektrums, wie in Abbildung 3.1 ge-
zeigt, bestimmt werden. Der Hurst-Exponent ist mit der fraktalen Dimension dF




3−H fu¨r Oberﬂa¨chen (3.2)
Fu¨r ideale Fraktale gilt die Beziehung (3.1) fu¨r alle mo¨glichen horizontalen Absta¨nde
Δx. Natu¨rliche Oberﬂa¨chen weisen jedoch ha¨uﬁg nur fu¨r einen begrenzten Bereich
fraktales Verhalten auf (Bishop und Chellis, 1989; Dierking, 1999; Shepard et al.,
2001). Auf Skalen, die gro¨ßer als eine bestimmte La¨nge sind, sind solche Oberﬂa¨chen
oder Proﬁle ha¨uﬁg nicht mehr fraktal. In anderen Fa¨llen a¨ndern sich die fraktalen
Eigenschaften ab einer bestimmten Skala. Die Untersuchung der Amplitudenspek-
tren in Abschnitt 3 zeigte, dass Potenzverhalten der Spektren fu¨r unterschiedliche
Proﬁle in unterschiedlichen Frequenzbereichen auftrat (vgl. Abbildung 3.1). Zudem
a¨nderte sich das Potenzverhalten und damit die fraktalen Eigenschaften der Eispro-
ﬁle in unterschiedlichen Frequenzbereichen (in Abbildung 3.1 wird dies besonders fu¨r
die Spektren der Ark19- und Ark20-Proﬁle deutlich). Da das Potenzverhalten am
sta¨rksten ausgepra¨gt fu¨r hohe Frequenzen, d.h. kleine ra¨umliche Skalen war, wurde
das fraktale Verhalten der Proﬁle auf kleinen Skalen untersucht. Zusa¨tzlich wurde
gepru¨ft, auf welchen Skalen eine A¨nderung des fraktalen Verhaltens auftrat.
Fu¨r diese Fragestellung eignet sich zur Bestimmung der fraktalen Dimension und
insbesondere des Punktes einer A¨nderung der fraktalen Eigenschaften die Methode
nach Gleichung 3.1 und 3.2 besser als die Bestimmung der Steigung des Ampli-
tudenspektrums. Dies liegt daran, dass im doppeltlogarithmischen Diagramm der
Spektren die kleinen Skalen den hohen Frequenzen entsprechen und somit im Be-
reich hoher Frequenzen des Spektrums liegen. Ein Knickpunkt bei kleinen Skalen
la¨sst sich in dieser Darstellung schwer identiﬁzieren. In Gleichung 3.1 wird dage-
gen die Steigung aus einer Regression der Varianz von Δz gegen unterschiedliche




































































Abbildung 3.4: Varianz von Δz in Abha¨ngigkeit des horizontalen Abstands Δx (graue
Kreuze). Die schwarze, gestrichelte Kurve ist die Regressionsgerade bis zum Knickpunkt
bei 3.9 m, die eine Steigung von H = 0.42 hat.
horizontale Absta¨nde Δx bestimmt. Kleine Skalen liegen am linken Rand und sind
somit graphisch besser aufgelo¨st. Insbesondere eine A¨nderung der Steigung bei klei-
nen Skalen ist hier leichter zu erkennen. Dies ist in Abb. 3.4 fu¨r ein typisches La-
serproﬁl der Eisoberﬂa¨che gezeigt. Fu¨r kleine Skalen bis hin zu einem bestimmten
Punkt ist ein Potenzverhalten erkennbar. An diesem Punkt a¨ndert sich die Steigung
der Kurve. Die Skala, auf welcher der Knickpunkt liegt, kann ein Indiz dafu¨r sein,
dass sich die a¨ußeren Prozesse, die die Oberﬂa¨che formen und beeinﬂussen, auf die-
ser Skala a¨ndern (Shepard et al., 2001). Ein Vergleich dieses Parameters fu¨r Proﬁle
unterschiedlicher Entwicklungs- oder Deformationsstadien (z.B. ein Vergleich von
Proﬁlen aus dem Sommer und dem Winter) bietet die Mo¨glichkeit zu pru¨fen, ob
sich dies fu¨r die Eisproﬁle nachweisen la¨sst. In diesem Fall ließe sich die Skala des
Knickpunktes verwenden, um Schlussfolgerungen auf die a¨ußeren Prozesse, die die
Rauigkeit beeinﬂussen, zu ziehen.
Um den Knickpunkt zu bestimmen, wurde eine gleitende lineare Regression der
Daten berechnet. Ausgehend von den ersten drei Proﬁlpunkten wurde in jedem
Schritt ein weiterer Datenpunkt hinzugenommen. In jedem Schritt wurde die Gu¨te
der Regression durch den Faktor R2 gemessen, der angibt, wie gut das Regressions-
modell die beobachteten Werte anna¨hert. Als Knickpunkt wurde der letzte Punkt
deﬁniert, fu¨r den R2 ≥ 95% erfu¨llt war. Abbildung 3.5 zeigt die regionale Variation
der fraktalen Dimension und des Knickpunktes fu¨r 2 km lange Laserproﬁle. Darge-
stellt sind Werte fu¨r die vier untersuchten Messkampagnen. Bei beiden Gro¨ßen wird
die gro¨ßte Streuung der Werte fu¨r den Datensatz Ark19 beobachtet. Sowohl bei den
Ark19- als auch bei den Iris03-Daten sind in der Verteilung der Skala des Knickpunk-
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tes sehr viele Ausreißer mit großen Werten vorhanden, die weiter als das 1,5-Fache
des Abstands zwischen 25%- und 75%-Quartil von letzterem entfernt sind. Dabei
ist zu beachten, dass diese beiden Datensa¨tze wesentlich mehr Elemente enthalten
als die von Greenice04 und Ark20. Die fraktale Dimension weist fu¨r die Kampa-
gnen Ark19 und Iris03 a¨hnliche Werte von 25%-, 75%-Quantil und Median auf. Die
fraktale Dimension fu¨r die Proﬁle der Kampagnen Ark20 und Greenice04 nimmt
im Vergleich dazu u¨berwiegend niedrigere Werte an. Die gro¨ßten Unterschiede sind
zwischen den Medianwerten der Kampagnen Ark19 und Ark20 erkennbar. Die Som-
merexpedition (Ark20) hat einen wesentlich niedrigeren Medianwert als die Win-
terexpedition (Ark19). Andererseits sind die Verteilungen fu¨r die Datensa¨tze Ark20
und Greenice04 gleich (ein Kolmogorov-Smirnov-Test belegt Gleichheit auf dem 1%
Signiﬁkanzniveau). Da die Greenice04-Kampagne ebenso wie Ark19 im Winter statt-
fand, ko¨nnen keine Ru¨ckschlu¨sse auf generelle saisonale Unterschiede der fraktalen
Dimension gezogen werden.
Die Skalen des Knickpunktes in den verschiedenen Regionen weisen sta¨rkere Un-
terschiede auf. Die beiden Arktis-Expeditionen (Ark19 und Ark20) haben fu¨r diesen
Parameter recht a¨hnliche Verteilungen. Der Median der Ark20-Daten liegt nur leicht
oberhalb des Ark19-Wertes. Die Werte der Ostseekampagne (Iris03) sind dagegen
wesentlich niedriger als diejenigen der Arktis, wa¨hrend der Median der Lincoln-Sea-
Daten (Greenice04) von allen vier Datensa¨tzen am gro¨ßten ist. Diese Unterschiede
sind in Tabelle 3.2 zusammengefasst. Zusammenfassend weisen alle untersuchten
Proﬁle fraktales Verhalten auf kleinen Skalen bis hin zu einigen Metern auf. Ein
Vergleich der Mittelwerte und Medianwerte zeigt, dass sich die Knickpunkte der
Greenice- und der Iris-Kampagne am sta¨rksten unterscheiden. Die Greenice-Daten
weisen fraktales Verhalten typischerweise auf Skalen bis hin zu 20 m auf, die Iris-
Daten hingegen nur fu¨r wesentlich kleinere Skalen (kleiner als 5 m). Dieser Unter-
schied in den Skalen besta¨tigt die Beobachtung, dass die Greenice-Daten auf einer
gro¨ßeren Skala rau erscheinen als die Iris-Daten, die sich durch die Analyse der Am-
plitudenspektren und durch visuellen Vergleich von Proﬁlen der beiden Datensa¨tze
(vgl. Abbildung 2.8) ergab. Die Skala des Knickpunktes eignet sich somit, um Skalen
der Rauigkeit zu identiﬁzieren.
Die Unterschiede zwischen den Skalen der beiden Arktis-Datensa¨tzen sind nur
klein. Dies ist bemerkenswert, da eine Kampagne im Winter stattfand und die andere
im Sommer. Im Sommer fu¨hren Schmelzprozesse und die Ausbildung von Schmelz-
tu¨mpeln auf den Eisschollen zu einer Gla¨ttung der Eisoberﬂa¨che. Die Beobachtung,
dass sich die mit dem Laser gemessenen Rauigkeiten von Sommer- und Wintereis
weniger stark unterscheiden als vermutet la¨sst sich mo¨glicherweise darauf zuru¨ck-
fu¨hren, dass die Oberﬂa¨chenrauigkeit im Winter durch eine Schneeauﬂage vera¨ndert
wird. Der Laser wird an der Grenzﬂa¨che Schnee-Luft reﬂektiert und misst somit bei
schneebedecktem Eis die Rauigkeit des Schnees, nicht die des Eises. Die Schneeauf-
lage wirkt jedoch gla¨ttend, da der Schnee Lu¨cken zwischen Eisblo¨cken auﬀu¨llt.
3.3 Großskalige Rauigkeit: Presseisru¨cken
In einer Analyse der Rauigkeit spielt die Skala, auf der diese untersucht wird, eine
wichtige Rolle. Die Rauigkeit einer Oberﬂa¨che kann sich auf unterschiedlichen Ska-
len a¨ndern. Die in dieser Arbeit untersuchten Laserdaten wurden im Abstand von
30-40 cm gemessen und lo¨sen somit die Rauigkeit auf kleinen Skalen auf. Wa¨hrend
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Abbildung 3.5: Beobachtete Verteilungen von fraktaler Dimension (links) und Skala des
Knickpunktes (rechts) bei 2 km langen Proﬁlen fu¨r die vier untersuchten Regionen in Form
von Boxplots analog zu Abbildung 3.3.
Tabelle 3.2: Regionale Variation von fraktaler Dimension und Skala des Knickpunktes
Fraktale Dim. dF Min. 1. Quartil Median Mittelwert 3. Quartil Max.
Ark19 1.39 1.52 1.57 1.58 1.64 1.90
Ark20 1.38 1.48 1.52 1.53 1.57 1.81
Greenice04 1.36 1.48 1.54 1.54 1.59 1.76
Iris03 1.39 1.54 1.60 1.60 1.65 1.87
Knickpunkt [m] Min. 1. Quartil Median Mittelwert 3. Quartil Max.
Ark19 0.90 3.90 9.00 13.40 16.50 103.50
Ark20 0.90 7.20 10.50 11.66 14.10 57.30
Greenice04 2.70 12.45 22.20 29.21 36.15 119.10
Iris03 0.90 1.80 3.00 6.78 6.45 89.40
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die fraktale Dimension im letzten Abschnitt fu¨r Skalen von der Gro¨ßenordnung eini-
ger Meter untersucht wurde, beschreibt dieser Abschnitt die Rauigkeit auf gro¨ßeren
Skalen. Dies ist insbesondere dadurch motiviert, dass satellitengetragene Ferner-
kundungssensoren wie beispielsweise SAR sehr viel gro¨ßere Skalen erfassen als ein
Laseraltimeter. Um die von diesen Sensoren abgebildete Rauigkeit zu untersuchen,
mu¨ssen deshalb gro¨ßere Skalen beru¨cksichtigt werden.
Presseisru¨cken stellen die gro¨ßten und fu¨r das Auge auﬀa¨lligsten Rauigkeitsele-
mente des Meereises dar, und wurden aus diesem Grunde in der Vergangenheit
ausfu¨hrlich studiert (u.a. Hibler et al. (1972); Mock et al. (1972); Wadhams (1980);
Comiso et al. (1991); Dierking (1995); Lensu (2003)). Sie entstehen, wenn zwei Eis-
schollen gegeneinandergedru¨ckt werden. Durch diese Krafteinwirkung zerbricht das
Eis am Rand und die Bruchstu¨cke tu¨rmen sich vertikal auf. Das durch diesen Prozess
auf der Oberseite aufgeha¨ufte Eis wird als Segel des Presseisru¨cken bezeichnet, wa¨h-
rend sich an der Eisunterseite entsprechend ein Kiel ausbildet. Wie die Ergebnisse
aus Abschnitt 3.7 zeigen, beﬁndet sich ein solcher Kiel jedoch nicht immer direkt
unterhalb des Segels. Presseisru¨ckensegel ko¨nnen Ho¨hen von typischerweise 2 m er-
reichen. In Ausnahmefa¨llen wurden jedoch auch Ho¨hen von ca. 8-10 m beobachtet.
Damit sind Presseisru¨cken großskalige Rauigkeitsmerkmale, die auch in Fernerkun-
dungsdaten identiﬁziert werden ko¨nnen. Aus diesem Grunde ist es von besonderem
Interesse, ihre Eigenschaften zu untersuchen. Um Verwechslungen mit Rauigkeits-
merkmalen wie z.B. Schneeverwerfungen (Sastrugi) zu vermeiden, die nicht durch die
Deformation des Eises bedingt sind, wurden in den Laserproﬁlen nur Presseisru¨cken
beru¨cksichtigt, deren Segelho¨he gro¨ßer als ein Schwellwert (englisch
”
cutoﬀ“) ist. Die
Wahl dieses Schwellwertes muss zwei Dinge beru¨cksichtigen. Einerseits muss die Ho¨-
he gro¨ßer sein als typische Ho¨hen von Rauigkeitselementen, die nicht durch Deforma-
tion entstanden sind. Andererseits sollte der Schwellwert klein genug sein, um noch
genu¨gend viele Presseisru¨cken zu detektieren. In Untersuchungen von Presseisru¨cken
in der Ostsee wurden in der Vergangenheit u.a. cutoﬀ-Ho¨hen der Segel zwischen 30
und 50 cm (Simila¨ et al., 1992; Leppa¨ranta et al., 1990) verwendet, und fu¨r antarkti-
sches Meereis Werte zwischen 75 und 91 cm verwendet (Granberg und Leppa¨ranta,
1990; Lytle und Ackley, 1991). In Anlehnung an die Untersuchung von Dierking
(1995) wurde in dieser Arbeit ein Schwellwert von 80 cm Segelho¨he verwendet.
In den Laserdaten wurde ein Presseisru¨ckensegel durch das Rayleigh-Kriterium
bestimmt (Wadhams und Davy, 1986). Dieses identiﬁziert ein lokales Maximum als
einen Presseisru¨cken bzw. dessen Segel, wenn sich zu beiden Seiten innerhalb eines
Fensters festgelegter Breite Punkte ﬁnden lassen, deren Ho¨he kleiner als die Ha¨lfte
des Maximums ist. Durch das Rayleigh-Kriterium wird sichergestellt, dass mehrere
Maxima eines breiten Segels nicht als mehrere Ru¨cken geza¨hlt werden. Abbildung
3.6 illustriert das Verfahren. In dem gezeigten Proﬁlausschnitt sind das Ru¨ckenma-
ximum sowie die ersten beiden Punkte rechts und links davon gekennzeichnet, die
niedriger als die halbe Maximalho¨he sind. Das Kriterium garantiert, dass die zweite
Spitze rechts des Ru¨ckenmaximums nicht als eigener Ru¨cken geza¨hlt wird.
Hibler et al. (1972) entwickelten ein theoretisches Modell zur analytischen Be-
schreibung der Wahrscheinlichkeitsverteilung der Segelho¨hen h von Presseisru¨cken.
In diesem Modell ergibt sich, dass die Wahrscheinlichkeitsdichte durch








, h > h0 (3.3)
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Abbildung 3.6: Beispiel fu¨r die Identiﬁzierung eines Presseisru¨ckens mit dem Rayleigh-
Kriterium in einem Laserproﬁl. Ru¨ckenmaximum und die na¨chstgelegenen Punkte rechts
und links davon, die niedriger als die halbe Maximalho¨he sind, sind schwarz gefa¨rbt. Die
zweite Spitze des Ru¨ckens zwei Punkte rechts des Maximums wird nicht als eigensta¨ndiger
Ru¨cken geza¨hlt.
gegeben ist. Diese Verteilungsfunktion ist abha¨ngig von der cutoﬀ-Ho¨he h0, ab der
ein Segel als Presseisru¨cken identiﬁziert wird, sowie von einem Parameter λ1, der
sich aus der mittleren Segelho¨he der Presseisru¨cken bestimmen la¨sst. Die Funk-
tion erfc bezeichnet die komplementa¨re Fehlerfunktion (Abramowitz und Stegun,
1972, Def.7.1.2). Diese Verteilung wurde an experimentellen Daten getestet und
auf dem 95%-Konﬁdenzniveau besta¨tigt (Hibler et al., 1972)1. Untersuchungen von
Wadhams (1980); Wadhams et al. (1992) belegen hingegen, dass sich die Verteilung
der Segelho¨hen von Presseisru¨cken in der Arktis besser durch eine einfache Expo-
nentialverteilung der Form
p(h; h0, λ2) = λ2 exp [−λ2(h− h0)] , h > h0 (3.4)
beschreiben la¨sst. Der Parameter λ2 wird durch die Inverse der Standardabweichung
der Ho¨henverteilung der Presseisru¨cken deﬁniert. Außerdem gilt, dass die mittlere
Segelho¨he durch h0 + λ
−1
2 gegeben ist. Lewis et al. (1993) konnten zeigen, dass ei-
ne solche Exponentialverteilung auch fu¨r Presseisru¨cken der Ostsee eine passende
Beschreibung liefert.
Fu¨r die vier untersuchten Datensa¨tze wurde ein Vergleich der empirischen und
der theoretischen Wahrscheinlichkeitsdichten durchgefu¨hrt und ist in Abbildung 3.7
gezeigt. Fu¨r jeden Datensatz sind die Ha¨uﬁgkeitsverteilungen einmal linear und
einmal logarithmisch aufgetragen. Die einfache Exponentialverteilung ist mit Wad-
hams1 bzw. mit Wadhams2 bezeichnet, wobei zwei verschiedene Werte des Parame-
ters λ2 verwendet wurden, je nachdem, ob dieser durch die Inverse der Standardab-
weichung (Wadhams1) oder u¨ber die Beziehung zur mittleren Ho¨he bestimmt wurde
1Die dieser Untersuchung zugrundeliegenden Daten bestanden aus Feldmessungen der no¨rdli-
chen Baﬃn Bay von 1970 sowie Laserproﬁlen u¨ber einja¨hrigem arktischen Eis, ebenfalls von 1970.
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(Wadhams2). Theoretisch sollten diese Werte u¨bereinstimmen, in der Realita¨t erge-
ben sich jedoch aus numerischen Gru¨nden Diﬀerenzen. Dass diese Unterschiede nur
sehr klein sind, illustriert Abbildung 3.7. Die logarithmische Darstellung verdeut-
licht, dass die Hibler-Verteilung insbesondere fu¨r die Datensa¨tze Iris03 und Ark19
fu¨r große Ru¨ckenho¨hen nur sehr schlecht mit den empirischen Verteilungen u¨berein-
stimmt. Ein χ2-Test zum Vergleich der empirischen und theoretischen Verteilungen
ergab, dass in allen Fa¨llen die einfache Exponentialverteilung die bessere Appro-
ximation liefert. Die Ergebnisse sind in Tabelle 3.3 aufgefu¨hrt. Zusa¨tzlich zu den
Testergebnissen sind die mittleren Segelho¨hen fu¨r jeden Datensatz aufgefu¨hrt. Die
Datensa¨tze Ark19 und Iris03 sind bei einem Konﬁdenzniveau von 95% mit keiner der
Verteilungen vereinbar. Die Datensa¨tze Ark20 und Greenice04 sind bei einem Signi-
ﬁkanzniveau von 95% konsistent mit der von Wadhams vorgeschlagenen einfachen
Exponentialverteilung. Hier wird deutlich, wie gering die Unterschiede fu¨r die bei-
den Werte des Parameters λ2 sind. Die schlechteste U¨bereinstimmung ergibt sich fu¨r
die Daten der Iris03-Kampagne. Insbesondere konnte die von Lewis et al. (1993) be-
obachtete (einfache) Exponentialverteilung fu¨r die untersuchten Proﬁle quantitativ
nicht besta¨tigt werden. Trotzdem ist fu¨r diesen Datensatz die Anpassung an die ein-
fache Exponentialverteilung qualitativ wesentlich besser als an die Hibler-Verteilung.
Zusa¨tzlich ist zu beachten, dass die gro¨ßten Abweichungen von den theoretischen
Kurven fu¨r extrem hohe Segelho¨hen auftraten (vgl. die logarithmische Darstellung
in Abbildung 3.7). Insgesamt 6 Segel des iris03-Datensatzes besaßen Ho¨hen ≥ 3 m.
Diese sechs Fa¨lle wurden ausschließlich in zwei Proﬁlen (Flug 2 vom 17.2.2003, Teil-
stu¨ck 5; und Flug 1 vom 19.2.2003, Teilstu¨ck 6) beobachtet. Bei beiden Flu¨gen
handelt es sich um ku¨stennahe Flu¨ge (IRIS, 2003). Die extrem großen Segelho¨hen
lassen sich daher darauf zuru¨ckfu¨hren, dass das Eis gegen die Ku¨ste gedru¨ckt und
deformiert wurde. Mo¨glicherweise hatten die Kiele dabei Bodenkontakt. Abbildung
3.8 zeigt als Beispiel das Laserproﬁl eines derart entstandenen Deformationselemen-
tes. Der Bildausschnitt zeigt eine Scholle, die durch den Druck gekippt ist und sich
aufgestellt hat. Gut erkennbar sind die glatten, senkrecht stehenden Fla¨chen der
Scholle. Wird der χ2-Anpassungstest fu¨r alle Presseisru¨cken des Iris03-Datensatzes
mit Segelho¨hen < 3 m durchgefu¨hrt, so ergibt sich Konsistenz mit der von Wad-
hams vorgeschlagenen Verteilung auf dem 95%-Konﬁdenzniveau. Die Ergebnisse von
Lewis et al. (1993) ko¨nnen somit besta¨tigt werden, wenn extreme Deformationsele-
mente aus den Daten entfernt werden.
Neben der Verteilung der Ru¨ckenho¨hen ist die ra¨umliche Verteilung der Ru¨cken
von Interesse. Dazu wurden die Absta¨nde zwischen einzelnen Presseisru¨ckensegeln
untersucht. Abbildung 3.9 zeigt diese Verteilungen fu¨r alle vier untersuchten Da-
tensa¨tze. Nach Hibler et al. (1972) la¨sst sich fu¨r eine rein zufa¨llige Anordnung der
Presseisru¨cken die Verteilung der Absta¨nde s zwischen benachbarten Ru¨cken durch
eine einfache Exponentialverteilung beschreiben:
p(s; h0, λ3) = λ3 exp(−λ3s), h > h0. (3.5)
Der Parameter λ3 ist durch die Inverse des mittleren Ru¨ckenabstands gegeben, und
h0 bezeichnet den Schwellwert des Rayleigh-Kriteriums. Mock et al. (1972) unter-
suchten diese Hypothese anhand von Presseisru¨ckensegeln, die in Luftbildern der
Beaufortsee identiﬁziert wurden. Fu¨r zehn der zwo¨lf untersuchten Stichproben konn-
te in dieser Untersuchung die Hypothese der Exponentialverteilung auf dem 95%-
Konﬁdenzniveau akzeptiert werden.




















































































































































Abbildung 3.7: Beobachtete Wahrscheinlichkeitsdichten der Ru¨ckenho¨hen fu¨r die vier un-
tersuchten Datensa¨tze, sowie aus den Daten bestimmte theoretische Verteilungen nach
Hibler und Wadhams. Fu¨r die Formel von Wadhams sind die Verteilungen fu¨r zwei ver-
schiedene Werte des Verteilungsparameters λ2 gezeigt (siehe Text).
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Abbildung 3.8: Laserproﬁl mit stark deformiertem Eis in Ku¨stenna¨he der Ostsee wa¨hrend
der Iris03-Kampagne.
Tabelle 3.3: χ2-Test fu¨r die Anpassung der empirischen an die theoretische Verteilung
der Ru¨ckenho¨hen. X2() bezeichnet jeweils die Teststatistik fu¨r die Verteilungen nach
Hibler (H), Wadhams1 (W1) und Wadhams2 (W2), und χ2ν;α ist das α-Quantil der χ
2-
Verteilung mit ν Freiheitsgraden, d.h. derjenige Wert, fu¨r den gilt, dass die Wahrschein-
lichkeit P [χ2ν > χ
2
ν;α] = α ist. Getestet wurde die Nullhypothese, dass die empirische
und die theoretische Verteilung gleich sind. Ist der Wert der Teststatistik gro¨ßer als der
Konﬁdenzwert χ2ν;α, so wird die Nullhypothese auf dem Konﬁdenzniveau (1 − α) abge-
lehnt. Die Zahl der Freiheitsgrade (FG) ergibt sich aus der Anzahl der zur Berechnung
eines Histogramms verwendeten Klassen sowie der Anzahl der Parameter der verwende-
ten theoretischen Verteilung und ist in der vorletzten Spalte aufgefu¨hrt. Die letzte Spalte
entha¨lt zusa¨tzlich die mittlere Segelho¨he jedes Datensatzes.
Kampagne X2(H) X2(W1) X2(W2) χ2ν;0.05 FG ν mittl. Ho¨he [m]
Ark19 9.87× 1010 282.0017 281.9508 58.1240 42 1.2011
Ark20 4.93× 103 25.9125 25.9120 44.9853 31 1.2727
Greenice04 1.37× 104 67.3206 67.3201 73.3115 55 1.5726
Iris03 3.65× 1016 1.13× 104 1.13× 104 36.4150 24 1.0550
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Abbildung 3.9: Regionaler Vergleich der Abstandsverteilungen von Presseisru¨cken.
Wadhams und Davy (1986) konnten zeigen, dass sich die Verteilungen der Absta¨n-
de zwischen Kielen der Eisunterseite besser durch eine lognormale Verteilung aus-
dru¨cken lassen. Nach Lewis et al. (1993) gilt dies auch fu¨r die Absta¨nde zwischen
Presseisru¨ckensegeln in der Ostsee. Die Lognormalverteilung der Absta¨nde s zwi-
schen Ru¨cken der Ho¨he h > h0 hat folgende Form:









, s > θ. (3.6)
Dabei bezeichnet θ einen Verschiebungsparameter, der einen minimalen Abstand
zwischen zwei Ru¨cken deﬁniert, und μlns und σ
2
lns bezeichnen Mittelwert und Va-
rianz der normalverteilten Gro¨ße ln(s − θ). Der mittlere Ru¨ckenabstand ist durch
θ + exp(μlns − σ2lns/2) gegeben. Der Vergleich der empirischen Ha¨uﬁgkeiten mit ei-
ner Lognormal- sowie einer Exponentialverteilung ist in Abbildung 3.10 dargestellt.
In den linken Teilbildern sind jeweils die empirischen Ha¨uﬁgkeitsverteilungen der
Variable ln(s − θ) als Histogramme fu¨r die vier untersuchten Datensa¨tze gezeigt.
Der Parameter θ wurde durch den Mindestabstand der Ru¨cken fu¨r jeden Datensatz
gescha¨tzt. Dieser lag fu¨r alle vier Datensa¨tze unterhalb von 1 m. Die durchgezogene
Linie ist die theoretisch erwartete Verteilungsfunktion einer Lognormalverteilung,
die gepunktete die einer Exponentialverteilung. Dabei wurden die Parameter der
Verteilungen aus den Daten gescha¨tzt. Diese sind in Tabelle 3.4 aufgelistet. In den
rechten Teilbildern von Abbildung 3.10 ist die kumulative Dichte gezeigt. Bei den
Datensa¨tzen Ark19, Ark20 und Greenice04 ist eine gute U¨bereinstimmung der empi-
rischen Ha¨uﬁgkeiten mit der theoretischen Lognormalverteilung erkennbar. Lediglich
fu¨r die Iris03-Daten ist die U¨bereinstimmung schlechter. Der Vergleich mit der Ex-
ponentialverteilung fa¨llt fu¨r alle vier Datensa¨tze dagegen wesentlich schlechter aus.
Fu¨r alle vier Datensa¨tze wurden die beobachteten Verteilungen außerdem quan-
titativ auf Konsistenz mit der Exponential- und der Lognormalverteilung getestet.
Dazu wurden ein Kolmogorov-Smirnov-Test sowie ein χ2-Anpassungstest auf einem

































































































































































Abbildung 3.10: Beobachtete Wahrscheinlichkeitsdichten des Logarithmus der Ru¨ckenab-
sta¨nde fu¨r die vier untersuchten Datensa¨tze, sowie aus den Daten bestimmte theoretische
Lognormalverteilung (durchgezogene Linie) und Exponentialverteilung (gepunktete Linie).
In den linken Teilbildern ist jeweils die relative Ha¨uﬁgkeit, in den rechten Teilbildern die
daraus bestimmte kumulative Dichte gezeigt.
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Tabelle 3.4: Parameter der Verteilungen von Presseisru¨ckenabsta¨nden aus den Gleichun-
gen 3.5 und 3.6.
λ3 [m
−1] θ [m] μlns [m] σlns [m] mittl. Abstand [m]
Ark19 0.010 0.6 3.34 1.56 102.50
Ark20 0.007 0.3 3.95 1.48 136.80
Greenice04 0.014 0.7 3.44 1.30 69.84
Iris03 0.005 0.5 3.52 1.99 221.78
Konﬁdenzniveau von 95% durchgefu¨hrt. Die Ergebnisse sind in Tabelle 3.5 zusam-
mengefasst. Beide Tests zeigen, dass fu¨r alle vier Datensa¨tze sowohl die Hypothese
der Lognormalverteilung als auch die der Exponentialverteilung verworfen werden
muss. Die Abweichungen von der Lognormalverteilung sind in den linken Teilbil-
dern von Abbildung 3.10 als Diﬀerenzen zwischen den durchgezogenen Kurven und
den Daten erkennbar. Eine Verringerung des Konﬁdenzniveaus auf 90% a¨ndert das
Ergebnis nicht. Im Vergleich zur Lognormalverteilung fa¨llt die Anpassung an die
Exponentialverteilung wesentlich schlechter aus. Die schlechteste U¨bereinstimmung
ergibt sich fu¨r den Datensatz der Ostsee. Obwohl die von Lewis et al. (1993) in der
Ostsee beobachtete Lognormalverteilung quantitativ nicht besta¨tigt werden kann,
ergibt diese Verteilung qualitativ das bessere Ergebnis. Fu¨r die Datensa¨tze der Ark-
tis, insbesondere die Greenice-Daten der Lincolnsee, ist die Anpassung an eine Lo-
gnormalverteilung ebenfalls besser. Aus diesen Ergebnissen folgt insbesondere, dass
die Annahme einer zufa¨lligen ra¨umlichen Verteilung der Presseisru¨cken, die zu einer
Exponentialverteilung der Ru¨ckenabsta¨nde fu¨hren wu¨rde, angezweifelt werden muss.
Dieser Aspekt wird im folgenden Abschnitt untersucht.
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Tabelle 3.5: Kolmogorov-Smirnov- und χ2-Test fu¨r die Verteilungen der Ru¨ckenab-
sta¨nde. Getestet wurde die Nullhypothese, dass die empirischen Verteilungen einer
Exponential- bzw. einer Lognormalverteilung genu¨gen. Dabei bezeichnet Pˆ die Teststati-
stik des Kolmogorov-Smirnov-Tests, Pn,α die zugeho¨rige Konﬁdenzgrenze bei einem Kon-
ﬁdenzniveau von (1 − α), X2 die Teststatistik des χ2-Tests und χ2ν;α das α-Quantil der
χ2-Verteilung mit ν Freiheitsgraden. Die Anzahl der Freiheitsgrade und der Stichproben-
umfang n sind ebenfalls aufgefu¨hrt. Die Anzahl der Freiheitsgrade im χ2-Test ergibt sich
aus der Anzahl der zur Berechnung eines Histogramms verwendeten Klassen sowie der
Anzahl der Parameter der verwendeten theoretischen Verteilung.
Lognormalverteilung Pˆ Pn,0.05 n X
2 χ2ν;0.05 ν
Ark19 0.0289 0.0092 17592 229.9159 36.4150 24
Ark20 0.0351 0.0181 4532 100.3995 28.8693 18
Greenice04 0.0180 0.0113 11665 69.6147 26.2962 16
Iris03 0.0506 0.0173 4945 293.6529 35.1725 23
Exponentialverteilung Pˆ Pn,0.05 n X
2 χ2ν;0.05 ν
Ark19 0.2810 0.0092 17592 264276 36.4150 24
Ark20 0.1752 0.0181 4532 7136 28.8693 18
Greenice04 0.1410 0.0113 11665 50696.47 31.4104 20
Iris03 0.3997 0.0174 4944 117379 33.4087 17
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Abbildung 3.11: Presseisru¨ckenbedeckung von Eisschollen im Sommer (links) und Winter
(rechts).
3.4 Homogenita¨t
Fu¨r eine statistische Analyse von Eisrauigkeitsproﬁlen ist es wichtig, dass die Pro-
ﬁle ausreichend homogen sind. Auch fu¨r eine Unterscheidung von Rauigkeitsklassen
in den Proﬁlen ist es wichtig, dass diese mo¨glichst homogen sind. Auf Luftbildern
der Eisoberﬂa¨che lassen sich mit dem Auge Presseisru¨cken und Schollenkanten als
ﬁlamentartige Gebilde erkennen, zwischen denen sich Fla¨chen ebenen Eises beﬁnden
(vgl. Abb. 3.11). In Proﬁlen der Eisoberﬂa¨che sind die Bereiche sta¨rker deformierten
Eises ebenfalls klar von ebenem Eis zu unterscheiden. Die großskaligen Rauigkeitsele-
mente erscheinen hier nicht zufa¨llig u¨ber die Schollen verteilt, sondern bilden bevor-
zugt Haufen. Die im letzten Abschnitt gezeigte Analyse der empirischen Verteilun-
gen der Ru¨ckenabsta¨nde besta¨tigt dies. Ein genauerer Nachwies der Eigenschaften
einer solch inhomogenen ra¨umlichen Verteilung der Presseisru¨cken ist wichtig, bei-
spielsweise fu¨r die Modellierung des Impulstransportes zwischen Eisoberﬂa¨che und
Atmospha¨re.
Eine Mo¨glichkeit, dieses Verhalten statistisch nachzuweisen, besteht darin, zu
pru¨fen, ob bestimmte Absta¨nde ha¨uﬁger auftreten, als dies bei einer rein zufa¨lligen
Verteilung der Presseisru¨cken erwartet wu¨rde. Treten Presseisru¨cken bevorzugt in
Haufen dicht nebeneinander auf, so sollten die beobachteten Ha¨uﬁgkeiten fu¨r sehr
kurze Absta¨nde gro¨ßer sein, als dies bei einer zufa¨lligen Verteilung der Fall wa¨re.
Zuna¨chst wurde fu¨r jedes Laserproﬁl die Verteilung der Presseisru¨ckenabsta¨nde
bestimmt. Im na¨chsten Schritt wurden die gefundenen Presseisru¨cken permutiert,
d.h. zufa¨llig u¨ber das Proﬁl verteilt, und wiederum die Verteilung der Ru¨ckenabsta¨n-
de bestimmt. Abbildung 3.12 veranschaulicht das Verfahren. Im obersten Teilbild (a)
ist ein ca. 19 km langes Rauigkeitsproﬁl gezeigt. Abbildung 3.12 (b) zeigt die, durch
das Rayleigh-Kriterium identiﬁzierten Presseisru¨cken. Da in dieser Untersuchung
nur die Presseisru¨cken interessieren, wurden die Ho¨hen aller u¨brigen Proﬁlpunkte
auf Null gesetzt. In Abbildung 3.12 (c) wurden die gefundenen Presseisru¨cken zufa¨l-
lig u¨ber das Proﬁl verteilt. Die Anzahl und die Ho¨he der Ru¨cken blieb dabei gleich,
nur die Lage im Proﬁl wurde vera¨ndert. Fu¨r dieses
”
neue“ Proﬁl wurden nun die Ab-
sta¨nde zwischen den Presseisru¨cken bestimmt und ihre Verteilung berechnet. Dieser
Prozess wurde fu¨r jedes Laserproﬁl 1000 Mal durchgefu¨hrt. Es ergaben sich 1000 Ab-
standsverteilungen, die im Folgenden als simulierte Verteilungen bezeichnet werden,
um sie von der tatsa¨chlich beobachteten Abstandsverteilung zu unterscheiden. Aus
den 1000 simulierten Verteilungen wurde fu¨r jeden Abstand das Intervall bestimmt,
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in dem 99% der simulierten Ha¨uﬁgkeiten lagen. Dieses Konﬁdenzintervall ist zusam-
men mit den tatsa¨chlich beobachteten Ha¨uﬁgkeiten in Abbildung 3.13 exemplarisch
fu¨r je ein Proﬁl aus jedem der untersuchten Datensa¨tze dargestellt.
Fu¨r die untersuchten Proﬁle aller vier Datensa¨tze ergibt sich, dass die kleinen
Absta¨nde (ca. 10-20 m) signiﬁkant ha¨uﬁger beobachtet wurden als dies bei einer
rein zufa¨lligen Verteilung der Presseisru¨cken der Fall wa¨re. Weiterhin ist erkennbar,
dass bei vielen Proﬁlen Absta¨nde ≥ 50-500 m im Vergleich zur zufa¨lligen Verteilung
unterrepra¨sentiert sind. Diese Beobachtungen besta¨tigen die Hypothese, dass Press-
eisru¨cken inhomogen u¨ber das Eis verteilt sind und vorzugsweise Haufen bilden.
Diese Haufenbildung wird auch als
”
Clustering“ bezeichnet. Dies ist nicht zu ver-
wechseln mit der Clusteranalyse, auf die im Rahmen der Klassiﬁzierungsverfahren
in Kapitel 4 eingegangen wird. Die sehr kurzen Absta¨nde zwischen Presseisru¨cken
lassen sich als Absta¨nde innerhalb einzelner Haufen von Presseisru¨cken interpretie-
ren. Die Absta¨nde zwischen den Haufen lassen sich andererseits aus den Bereichen
großer Absta¨nde der Verteilungen scha¨tzen. Presseisru¨cken ﬁnden sich bevorzugt an
den Schollenra¨ndern. Dies bedeutet, dass die Verteilung der Ru¨ckenabsta¨nde auch
von der Schollengro¨ße abha¨ngt.
Der Vergleich mit zufa¨llig erzeugten Abstandsverteilungen bot zusa¨tzlich die Ge-
legenheit zu einer U¨berpru¨fung des von Hibler et al. (1972) erbrachten Nachweises,
dass die Absta¨nde zwischen zufa¨llig verteilten Presseisru¨cken exponentiell verteilt
sein mu¨ssen. Diese Annahme folgt, falls die Anzahl der Presseisru¨cken pro La¨n-
ge Poisson-verteilt ist. Die simulierten, zufa¨lligen Verteilungen der Ru¨ckenabsta¨nde
wurden mit einem Kolmogorov-Smirnov-Test auf einem Konﬁdenzniveau von 95%
auf U¨bereinstimmung mit einer Exponentialverteilung getestet. In 67% der Fa¨lle
konnte eine solche U¨bereinstimmung nachgewiesen werden. Dieses Verhalten wurde
fu¨r alle vier Regionen beobachtet. Die Tatsache, dass nur ein relativ kleiner An-
teil mit der theoretischen Exponentialverteilung u¨bereinstimmte, ist durch die ge-
ringe Gro¨ße der Stichproben bedingt. In ven verwendeteten Laserproﬁlen sind im
Mittel nur zwischen 96 (Iris2003) und 508 (Greenice04) Presseisru¨cken vorhanden.
Wird der gleiche Test mit einem zufa¨llig erzeugten Proﬁl, das 1000 Ru¨cken entha¨lt
durchgefu¨hrt, so ergibt sich bei 95% Konﬁdenz eine gute U¨bereinstimmung mit der
Exponentialverteilung.
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Abbildung 3.12: Prinzip der Permutation von Presseisru¨cken: (a) urspru¨ngliches Laser-
proﬁl (La¨nge ca. 19 km), (b) mit dem Rayleigh-Kriterium identiﬁzierte Presseisru¨cken.
Die Ho¨hen aller u¨brigen Punkte wurden gleich Null gesetzt, (c) zufa¨llige Verteilung der
Presseisru¨cken u¨ber das Proﬁl.
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Abbildung 3.13: Beobachtete Ha¨uﬁgkeitsverteilung der Absta¨nde von Presseisru¨cken ei-
nes Proﬁls und 99%-Konﬁdenzbereich der Ha¨uﬁgkeiten bei einer rein zufa¨lligen Verteilung
der Ru¨cken. Der Konﬁdenzbereich liegt zwischen den beiden durchgezogenen Linien. Dar-
gestellt sind exemplarisch jeweils die Ergebnisse eines Proﬁls aus jedem Datensatz.
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Die gemessenen Laserproﬁle besitzen La¨ngen zwischen unter einem und u¨ber
siebzig Kilometern. Um Aussagen u¨ber lokale Eigenschaften der Eisrauigkeit treﬀen
zu ko¨nnen, und um außerdem genu¨gend viele Datensa¨tze zur Berechnung statisti-
scher Kennzahlen zur Verfu¨gung zu haben, mu¨ssen die Proﬁle in ku¨rzere Teilstu¨cke
unterteilt werden. Ein Problem besteht darin, herauszuﬁnden, wie groß typische
Teilstu¨cke sein sollten. Die Ergebnisse des vorangehenden Abschnittes belegen, dass
die Presseisru¨cken in Haufen auftreten. Aus Abb. 3.9 ergibt sich, dass die Median-
werte und 75%-Quantile der Ru¨ckenabsta¨nde bei allen vier Datensa¨tzen unterhalb
von 200 m liegen. Wird die La¨nge der Teilstu¨cke nun wesentlich gro¨ßer als dieser
Abstand gewa¨hlt, so kann angenommen werden, dass jedes Teilstu¨ck mehrere Hau-
fen von Presseisru¨cken entha¨lt. Auf diesen, gro¨ßeren Skalen, kann dann Homogenita¨t
angenommen werden.
Ein anderer Ansatz zur Bestimmung einer Mindestla¨nge liegt in der Analyse der
Autokorrelationsla¨ngen der Proﬁle. Die Autokorrelationsfunktion einer Zeitreihe ist
ein Maß dafu¨r, wie stark sich Punkte a¨hneln bzw. beeinﬂussen, die entlang eines
Proﬁles eine bestimmte Strecke τ voneinander entfernt sind. Die Autokorrelations-
la¨nge gibt die Entfernung zwischen zwei Punkten an, nach der diese Beeinﬂussung
verschwindet bzw. nicht mehr nachweisbar ist, und die Punkte somit als statistisch
unabha¨ngig betrachtet werden ko¨nnen. Unabha¨ngigkeit von zwei Punkten ist ab
der Verschiebung τ > 0 erreicht, ab welcher die Autokorrelation innerhalb eines
Konﬁdenzintervalles um Null herum schwankt. In Abschnitt 3.1 wurde gezeigt, dass
alle in dieser Arbeit verwendeten Rauigkeitsproﬁle als nichtstationa¨r betrachtet wer-
den mu¨ssen. Diese Eigenschaft hat wichtige Auswirkungen auf die Aussagekraft der
Autokorrelationsla¨nge. Bei einer stationa¨ren Zeitreihe ha¨ngt die Autokorrelations-
funktion nur von der Verschiebung τ ab, nicht jedoch von den einzelnen Punkten der
Zeitreihe, an denen sie berechnet wird (Bendat und Piersol, 1986). Eine Unterteilung
der urspru¨nglichen Reihe in Teilreihen a¨ndert den Wert der Autokorrelationsfunk-
tion fu¨r gegebenes τ und damit die Autokorrelationsla¨nge nicht. Teilt man dagegen
eine nichtstationa¨re Zeitreihe in Teilreihen, so ergeben sich fu¨r diese Teilreihen im
Allgemeinen unterschiedliche Autokorrelationsla¨ngen. Ein direkter Vergleich dieser
Gro¨ße fu¨r Proﬁle unterschiedlicher La¨nge ist deshalb schwierig. Quantitative Aus-
sagen u¨ber Unterschiede in der Rauigkeit in den unterschiedlichen Gebieten lassen
sich aus den Autokorrelationsla¨ngen nichtstationa¨rer Datenreihen deshalb nicht ab-
leiten. Trotz dieses Nachteils wird die Autokorrelationsla¨nge in der Literatur ha¨uﬁg
zur Beschreibung von Rauigkeiten verwendet (z.B. Lewis et al. (1993); Haas (1997);
Rothrock und Thorndike (1980); Shepard et al. (2001)), und wurde deshalb auch fu¨r
die vorliegenden Daten berechnet. Um abzuscha¨tzen, wie stark die Nichtstationarita¨t
die Vergleichbarkeit der Ergebnisse fu¨r unterschiedlich lange Proﬁle beeintra¨chtigt,
wurden die Autokorrelationsla¨ngen sowohl fu¨r die vollsta¨ndigen, ungleich langen
Proﬁle, als auch fu¨r gleich lange Teilstu¨cke berechnet.
Fu¨r alle vier Datensa¨tze wurden die Autokorrelationsla¨ngen als erste Nullstellen
der Autokorrelationsfunktion berechnet. Dabei wurde als Punktabstand jeweils der,
auf 10 cm gerundete, mittlere Punktabstand jedes Laserproﬁls verwendet2. Die resul-
tierenden Verteilungen der Autokorrelationsla¨ngen sind in Abb. 3.14 (a) dargestellt.
Die Mittelwerte, Mediane und Werte des 3. Quartils liegen fu¨r alle vier Datensa¨tze
2Da angenommen wurde, dass die Geschwindigkeit des Helikopters zwischen zwei GPS-
Messungen konstant blieb, wurde der metrische Abstand zwischen zwei Messpunkten als konstant
angesehen (vgl. Abschnitt 2.2)
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Abbildung 3.14: Verteilungen der Autokorrelationsla¨ngen fu¨r die kompletten Proﬁle (a)
und fu¨r 20 km lange Proﬁle (b) in den vier untersuchten Regionen.
unterhalb von 2000 m. Bei den Laserproﬁlen, deren Punktabstand 30-40 cm betrug,
entspricht diese La¨nge 5000-6700 Punkten. Ein zeitgleich gemessenes Eisdickenproﬁl
mit einem Punktabstand von 3-4 m besteht entsprechend aus 500-670 Punkten. Die-
se Punktanzahl ist ausreichend zur Berechnung von Statistiken. Als Mindestla¨nge
der Teilstu¨cke erscheint daher 2000 m sinnvoll. Um zu pru¨fen, ob dieser Wert ei-
ner Mindestla¨nge durch die Verwendung von gleich langen Proﬁlen vera¨ndert wird,
wurden die Proﬁle zusa¨tzlich in 20 km lange Teilstu¨cke unterteilt und erneut die Au-
tokorrelationsla¨ngen bestimmt. Die resultierenden Verteilungen sind in Abb. 3.14 (b)
dargestellt und besta¨tigen, dass die gewa¨hlte Mindestla¨nge von 2000 m sinnvoll ist,
da lediglich die maximalen Autokorrelationsla¨ngen aller vier Datensa¨tze diesen Wert
u¨berschreiten. Fu¨r die weiteren Untersuchungen in dieser Arbeit wurde daher eine
Mindestla¨nge von 2000 m verwendet.
Eine Obergrenze fu¨r die La¨nge der Teilstu¨cke ergibt sich aus der Tatsache, dass
die gemessenen Proﬁle unterschiedlich lang sind. Um noch genu¨gend viele Proﬁle
zur Verfu¨gung zu haben, sollte die maximale La¨nge zur Berechnung von Statistiken
fu¨r die hier untersuchten Datensa¨tze 20 km nicht u¨berschreiten.
3.5 Waveletanalyse
In einer Analyse der Rauigkeit spielt die ra¨umliche Skala, auf welcher diese unter-
sucht wird, eine wichtige Rolle. Die Rauigkeit der Eisoberﬂa¨che variiert wesentlich
zwischen unterschiedlichen Skalen. Auf Skalen von etwa 1-100 m sind Presseisru¨cken
die dominantesten Rauigkeitselemente. Geht man zu kleineren Skalen im Bereich
0.1-1 m u¨ber, so tragen die einzelnen Blo¨cke, die die Presseisru¨cken bilden, zur
Rauigkeit bei. Auf noch kleineren Skalen (mm) bestimmt schließlich die Mikrostruk-
tur des Eises oder der Schneeauﬂage die Rauigkeit. Und auf sehr großen Skalen
im Kilometerbereich erscheint eine stark deformierte Fla¨che mit vielen Presseis-
ru¨cken wiederum glatt. Insbesondere fu¨r einen Vergleich von Rauigkeitsmessungen
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von Sensoren verschiedener Auﬂo¨sung ist es wichtig, die Variabilita¨t der Rauigkeit in
Abha¨ngigkeit von der Skala zu kennen. Fu¨r die vorliegende Arbeit wurden u¨berwie-
gend hochauﬂo¨sende Laseraltimeter-Daten verwendet. Diese spiegeln die Rauigkeit
auf einer Skala von etwa 30 cm wider. SAR-Aufnahmen des Meereises, in denen die
Rauigkeit großﬂa¨chig abgebildet werden kann, haben andererseits eine Auﬂo¨sung
von typischerweise 5-100 m. Die kleinskalige Rauigkeit beeinﬂusst das Signal, wird
jedoch aufgrund der gro¨beren Auﬂo¨sung nicht abgebildet. Fu¨r die von verschiedenen
Sensoren abgebildete Rauigkeit ist die ra¨umliche Skala somit sehr unterschiedlich.
In Abschnitt 3.2 wurden fraktale Eigenschaften der Laserproﬁle auf Skalen von typi-
scherweise bis zu 20 m nachgewiesen. Auf diesen Skalen a¨ndern sich die statistischen
Eigenschaften der Rauigkeit nicht. Beim U¨bergang zu gro¨ßeren Skalen ist dies je-
doch der Fall. Mit Methoden der Waveletanalyse ist es mo¨glich, die Variabilita¨t der
Rauigkeit auf verschiedenen Skalen zu untersuchen.
Wavelets wurden urspru¨nglich als mathematische Basisfunktionen eingefu¨hrt,
nach denen andere Funktionen entwickelt werden konnten (Grossmann und Morlet,
1984). Heutige Anwendungsbereiche fu¨r Wavelets ﬁnden sich unter anderem in der
Bildverarbeitung, Turbulenzstudien, Geophysik oder Medizin. Methoden der Wa-
veletanalyse eignen sich zur Untersuchung von Zeitreihen, insbesondere auch von
nichtstationa¨ren Zeitreihen, weshalb sie ein geeignetes Werkzeug zur Analyse der
Eisrauigkeitsproﬁle sind. Die Waveletzerlegung ermo¨glicht es, Informationen sowohl
u¨ber den Ort bestimmter Merkmale der Zeitreihe zu liefern, als auch u¨ber die Ska-
len der Variabilita¨t innerhalb einer Zeitreihe. Eine Zeitreihe entha¨lt Informationen
u¨ber den Ort bestimmter Merkmale, die zur Variabilita¨t beitragen, nicht jedoch
u¨ber die Skalen der Variabilita¨t. Die Koeﬃzienten einer Fouriertransformation ent-
halten Informationen u¨ber Skalen der Variabilita¨t und u¨ber Periodizita¨ten innerhalb
der Zeitreihe, jedoch keine Information daru¨ber, wo diese Variabilita¨ten in der Zeit
lokalisiert sind. Der Grund hierfu¨r ist, dass die Basisfunktionen der Fouriertransfor-
mation Sinus- und Kosinunsfunktionen sind. Bei der Wavelet-Transformation werden
hingegen Basisfunktionen, die sogenannten Wavelets, verwendet, die sowohl in der
Zeit als auch in der Frequenz lokalisiert sind. Dies bewirkt, dass die Koeﬃzienten
der Wavelet-Transformation Informationen u¨ber die ra¨umliche Skala als auch den
Ort der Variabilita¨t enthalten.
Die Wavelet-Transformation a¨hnelt in dieser Hinsicht der Fensterfourieransfor-
mation (WFT). Bei dieser Methode wird der lokale Frequenzinhalt eines Signals in
einem Fenster um den interessierenden Punkt beschrieben, indem das Signal mit ei-
ner Fensterfunktion, beispielsweise einer Gauß-Glocke (Gabor-Transformation) ver-
glichen wird. Das Fenster wird dazu an den jeweiligen Zeitpunkt und an die inter-
essierende Frequenz verschoben. Die Breite des Fensters im Zeit- und Frequenzbe-
reich a¨ndert sich u¨blicherweise dabei nicht. Da die Auﬂo¨sung der Transformation
im Zeitbereich umgekehrt proportional zur Auﬂo¨sung im Frequenzbereich ist, la¨sst
sich eine bestmo¨gliche Auﬂo¨sung in beiden Bereichen nicht gleichzeitig erreichen.
Interessieren im untersuchten Signal niederfrequente als auch hochfrequente Antei-
le, so ist bei niedrigen Frequenzen eine hohe Frequenzauﬂo¨sung erwu¨nscht, da in
diesem Bereich eine kleine Frequenza¨nderung bereits starke Auswirkungen hat. Im
hohen Frequenzbereich ist stattdessen eine gute zeitliche Auﬂo¨sung wichtig, da eine
komplette Schwingung in ku¨rzerer Zeit erfolgt. Durch die feste Fensterbreite ist eine
















Abbildung 3.15: Schematische Darstellung der Zeit-Frequenz-Fenster bei der Fensterfou-
riertransformation (a) und bei der Wavelet-Transformation (b). (Darstellung in Anlehnung
an Lau und Weng (1995)).
Bei der Wavelet-Transformation wird das Signal ebenfalls mit einer Fensterfunk-
tion (der Basisfunktion) verglichen. Das Fenster wird jedoch nicht nur im Frequenz-
bereich verschoben, sondern zusa¨tzlich skaliert (d.h. gedehnt bzw. gestaucht). Durch
die ﬂexible Fensterbreite la¨sst sich fu¨r hohe Frequenzen eine hohe zeitliche Auﬂo¨sung
bei gleichzeitiger niedrigerer Auﬂo¨sung im Frequenzbereich erreichen. Lokalisierte,
hochfrequente Signale, wie z.B. abrupte Spru¨nge der Zeitreihe an Schollenkanten
oder Presseisru¨cken in den Eisproﬁlen, lassen sich so auﬃnden. Im niedrigen Fre-
quenzbereich la¨sst sich andererseits eine hohe Frequenzauﬂo¨sung durch eine schlech-
tere zeitliche Auﬂo¨sung erreichen. Dies ist schematisch in Abbildung 3.15 (b) illu-
striert. Fu¨r hohe Frequenzen ist die Auﬂo¨sung im Frequenzbereich schlecht (Δωi
ist groß), wa¨hrend gleichzeitig die zeitliche Auﬂo¨sung gut ist (Δti ist klein). Die
Wavelet-Transformation liefert fu¨r jeden Faktor, mit dem die Frequenz skaliert wird
einen Satz Koeﬃzienten, dessen Elemente den Punkten der Zeitreihe zugeordnet
werden ko¨nnen. Die erste Skala entspricht dem Punktabstand. Jede weitere Skala
ist doppelt so lang wie die vorherige. Ein Wavelet wird durch Strecken und Verschie-
ben eines
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wobei b die Position (Translation) und a > 0 den Skalierungsfaktor des Wavelets
bezeichnet. Die Gro¨ße ψb,a wird als ”
Tochterwavelet“ bezeichnet. Das Mutterwavelet
muss unter anderem zwei Bedingungen erfu¨llen: Das Integral u¨ber die gesamte reale
Achse muss verschwinden, und das Integral des Quadrates u¨ber die gesamte reale
Achse muss Eins ergeben. Die erste Bedingung bedeutet, dass das Wavelet um Null
herum oszilliert. Die zweite Bedingung bedeutet anschaulich, dass die meisten Oszil-
lationen innerhalb eines Intervalls endlicher Breite auftreten (Percival und Walden,
2000; Torrence und Compo, 1998). Die Tochterwavelets bilden die Basis, nach der
ein reales Signal entwickelt werden kann. Die Wavelet-Transformation eines solchen
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Signals (in diesem Fall eines Rauigkeitsproﬁls) z(x) mit dem Wavelet ψ(x) kann
durch ein Faltungsintegral ausgedru¨ckt werden (Lau und Weng, 1995):










wobei ψ∗ das komplex Konjugierte von ψ ist. Durch Variieren der Skala a und Ver-
schieben um b la¨sst sich fu¨r jedes Merkmal der Zeitreihe die Amplitude in Abha¨ngig-
keit der Skala untersuchen, sowie die Variation der Amplitude im weiteren Verlauf
der Zeitreihe. Formal kann das Signal z(x) durch Inversion aus den Waveletkoeﬃ-
zienten rekonstruiert werden. Dies bedeutet, dass bei der Wavelet-Transformation
keine Information verloren geht.
Fu¨r die Wahl des Mutterwavelets gibt es verschiedene Mo¨glichkeiten. Die verwen-
deten Funktionen lassen sich in zwei Kategorien einteilen. In der ersten Kategorie
bilden die Wavelets ψb,a eine Orthonormalbasis. In diesem Fall ﬁndet die diskre-
te Wavelet-Transformation Anwendung. Im Falle einer nicht-orthonormalen Basis
kann sowohl die diskrete als auch die kontinuierliche Wavelet-Transformation ver-
wendet werden (Torrence und Compo, 1998). Die diskrete Wavelet-Transformation
ermo¨glicht die Zerlegung der Varianz sowie der Kovarianz des untersuchten Si-
gnals in Beitra¨ge der einzelnen Skalen (Percival und Walden, 2000). Durch diese
Eigenschaft ist es mo¨glich, Skalen zu identiﬁzieren, die besonders stark zur Rau-
igkeit eines Proﬁls beitragen. In dieser Arbeit wurde deshalb die diskrete Wavelet-
Transformation verwendet. Die folgende theoretische Beschreibung orientiert sich an
Percival und Walden (2000).
3.5.1 Die diskrete Wavelet-Transformation (DWT)
Die diskrete Wavelet-Transformation W einer Zeitreihe X der La¨nge N ist eine
orthonormale Transformation, die in Matrixform geschrieben werden kann:
W =WX.
Falls die La¨nge N eine Potenz von zwei ist, so ist W ein Spaltenvektor der La¨nge
N = 2J . Die ersten N − 1 Elemente von W heißen Waveletkoeﬃzienten, wa¨hrend
das letzte Element der Skalenkoeﬃzient ist. Die reelle N×N MatrixW deﬁniert die
diskrete Wavelet-Transformation und erfu¨llt WTW = 1N×N . Die Waveletkoeﬃzien-
ten stehen in Beziehung zu A¨nderungen von X auf Skalen τj = 2
j−1, j = 1, 2, . . . , J .
Der Skalenkoeﬃzient steht in Beziehung zum Mittelwert von X auf der Skala N . Die
Skala τj ist standardisiert. In der Praxis haben zwei Punkte der Zeitreihe den Ab-
stand Δx. Die Skala τj entspricht dann der physikalischen Skala τj ·Δx. Der Vektor












Jeder Teilvektor Wj entha¨lt die Waveletkoeﬃzienten fu¨r die Skala τj, und VJ entha¨lt
den Skalenkoeﬃzienten. Aufgrund der Orthonormalita¨t von W gilt




Hierbei bezeichnet ‖X‖2 die quadrierte Norm von X: ‖X‖2 = XTX. Da unter Ver-
wendung des Mittelwertes X¯ von X gilt, dass ‖VJ‖2 = NX¯2 ist, la¨sst sich die









‖Wj‖2/N ist somit der Beitrag von A¨nderungen der Zeitreihe auf der Skala τj zur




WTj Wj + VTJ VJ =
J∑
j=1
Dj + SJ . (3.7)
Die Zeitreihe X la¨sst sich so als Summe eines konstanten (N × 1) Vektors SJ und J
(N × 1) Vektoren Dj schreiben. Jedes Dj steht dabei in Beziehung zu Variationen
von X auf der Skala τj , und wird als Wavelet-Detail der jten Stufe und der Vektor SJ
als Wavelet-Smooth bezeichnet. Die Zerlegung 3.7 heisst daher Multiskalenanalyse.
Da ‖Dj‖2 = ‖Wj‖2, la¨sst sich die Varianz von X als Summe der Beitra¨ge der






‖Dj‖2, j = 1, 2, . . . , J. (3.8)
In Fa¨llen, in denen die La¨nge der Zeitreihe N keine Potenz von zwei ist, sind
mehrere Alternativen mo¨glich. Eine Methode besteht darin, die Zeitreihe solange mit
Werten zu erga¨nzen, bis die neue La¨nge N ′ > N eine Potenz von zwei ist. Eine natu¨r-
liche Wahl fu¨r die aufzufu¨llenden Werte ist dabei der Mittelwert der urspru¨nglichen
Zeitreihe. Eine weitere Methode besteht darin, die Zeitreihe an der gewu¨nschten
La¨nge abzuschneiden. Schließlich besteht eine Alternative zur DWT in der Maximal
Overlap Discrete Wavelet Transform (MODWT). Diese Transformation funktioniert
fu¨r alle La¨ngen N . Die MODWT ist allerdings keine orthonormale Transformation.
Einige Eigenschaften sind jedoch denen der DWT a¨hnlich. Insbesondere la¨sst sich
mit der MODWT ebenfalls eine Multiskalenanalyse durchfu¨hren, und die Varianz
la¨sst sich wie bei der DWT in Beitra¨ge der verschiedenen Skalen zerlegen. Mit dieser
Methode lassen sich so diejenigen Skalen identiﬁzieren, die den gro¨ßten Beitrag zur
Varianz liefern.
3.5.2 Waveletanalyse von Eisproﬁlen
Die Waveletanalyse wurde fu¨r 20 km lange Proﬁle durchgefu¨hrt. Fu¨r alle Proﬁle der
vier untersuchten Datensa¨tze wurden die Skalen berechnet, die den maximalen Bei-
trag zur Waveletvarianz liefern. Dazu wurde fu¨r jedes Proﬁl eine Multiskalenanalyse
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mittels der MODWT unter Verwendung des asymmetrischen Daubechies-Wavelets3
LA8 der La¨nge 8 (Percival und Walden, 2000) durchgefu¨hrt. Abbildung 3.16 zeigt
ein Beispiel einer solchen Multiskalenanalyse fu¨r einen Ausschnitt eines Proﬁls des
Ark19-Datensatzes. Das urspru¨ngliche Proﬁl ist im linken Teilbild der obersten Zeile
abgebildet, darunter und daneben beﬁnden sich die Wavelet-Details der Stufen 1-8
sowie das Wavelet-Smooth der Skala 8. Nach Gleichung 3.7 la¨sst sich das vollsta¨ndige
Proﬁl aus der Summe aller Wavelet-Details und des Wavelet-Smooths rekonstruie-
ren. Gut erkennbar ist der Zusammenhang zwischen dem Wavelet-Smooth und einem
gleitenden Durchschnitt des urspru¨nglichen Proﬁls. Die Presseisru¨cken, die im ur-
spru¨nglichen Proﬁl als dominante Rauigkeitselemente erkennbar sind, ﬁnden sich in
allen Details wieder.
Fu¨r jede der verwendeten Skalen wurde der Beitrag dieser Skala zur Varianz be-
rechnet. Fu¨r jedes analysierte Proﬁl ergab sich somit eine Kurve der Wavelet-Varianz
in Abha¨ngigkeit von der Skala. Diese Kurven sind in Abbildung 3.17 fu¨r die Proﬁle
aller vier Datensa¨tze gezeigt. Jedes Teilbild zeigt die Varianzkurven eines Datensat-
zes. Alle Wavelet-Varianzen wurden mit der Varianz des jeweiligen Proﬁls normiert.
Der Verlauf der Kurven der Datensa¨tze Ark19 und Ark20 ist sehr a¨hnlich. In allen
Fa¨llen steigt die Varianz mit zunehmender Skala bis zu einem Maximum bei etwa
10 m steil an und fa¨llt danach ebenfalls steil zu gro¨ßeren Skalen hin ab. Auﬀallend
ist die große Homogenita¨t der Datensa¨tze Ark20 und Greenice04. Dies ist teilweise
darauf zuru¨ckzufu¨hren, dass dies die kleinsten Datensa¨tze waren und nur 22 bzw.
13 Proﬁle enthielten. Obwohl der Ark19-Datensatz in drei verschiedenen Regionen
gemessen wurde (vgl. Abschnitt 2.3), zeigen die Varianzkurven abgesehen von zwei
Fa¨llen das gleiche Verhalten. Bei diesen beiden Proﬁlen liegt das Varianzmaximum
bei 76.8 m, einem mehr als viermal so großen Wert wie im Mittel. Beide Proﬁle wur-
den u¨ber sehr du¨nnem, jungem Eis im Storfjord gemessen. Die mittlere Ho¨he der
Proﬁle betrug 0.4 m und die Standardabweichungen waren mit 0.07 m und 0.05 m
sehr klein. Das Eis war in beiden Fa¨llen sehr glatt, so dass die Skalen der maximalen
Varianz gro¨ßere Werte annehmen. Die Kurven des Greenice04-Datensatzes a¨hneln
im Verlauf den Kurven der Datensa¨tze Ark19 und Ark20. Sie steigen bis zu einem
Maximum steil an, und fallen danach ebenfalls steil wieder ab. Das Maximum liegt
hier bei gro¨ßeren Skalen als bei den Ark19- oder Ark20-Daten. Im Gegensatz da-
zu verlaufen die Kurven des Iris03-Datensatzes wesentlich ﬂacher. Das Maximum
ist weniger stark ausgepra¨gt und liegt in einigen Fa¨llen bei den kleinsten Skalen.
Wa¨hrend die Varianzkurven fu¨r die drei Datensa¨tze der Arktis die gleiche Form
aufweisen, ist bei den Ostseedaten ein grundsa¨tzlich anderes Verhalten erkennbar.
Aus den Varianzkurven jedes Proﬁls wurde diejenige Skala bestimmt, die den
maximalen Beitrag zur Gesamtvarianz lieferte. Diese Skala la¨sst sich als Skala ma-
ximaler Rauigkeit oder als charakteristische Rauigkeitsskala interpretieren (vgl. die
Arbeit von Lindsay et al. (1996) fu¨r eine a¨hnliche Analyse von Satellitendaten). Die
Verteilungen dieser Rauigkeitsskalen aller Proﬁle eines Datensatzes sind in Tabelle
3.6 zusammengefasst. Dabei ist zu beachten, dass die Skalen, fu¨r die die Varianz be-
rechnet wurde, Produkte aus dem mittlerem Messpunktabstand und Potenzen von
2 sind. Aus diesem Grund sind die betrachteten Skalen fu¨r unterschiedliche Proﬁle,
die den gleichen Punktabstand haben, oftmals gleich. Zur Berechnung der in Tabel-
3Die Familie der Daubechies-Wavelets besteht aus orthogonalen Wavelet-Funktionen, die ste-
tig sind und einen kompakten Tra¨ger haben. Eine Variante hiervon sind die asymmetrischen
Daubechies-Wavelets, auch symlets genannt (Percival und Walden, 2000).
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Abbildung 3.16: Multiskalenanalyse eines Rauigkeitsproﬁls des Ark19-Datensatzes. Darge-
stellt sind das urspru¨ngliche Proﬁl (oben links), sowie die Wavelet-Details Dj (j = 1, . . . , 8)
und das Wavelet-Smooth S8. Nach Gleichung 3.7 ergibt sich die urspru¨ngliche Zeitreihe
als Summe aller Wavelet-Details und des Wavelet-Smooths.
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Abbildung 3.17: Verlauf der Wavelet-Varianzen in Abha¨ngigkeit von der Skala fu¨r die vier
Datensa¨tze bei 20 km langen Proﬁlen. Alle Wavelet-Varianzen wurden mit der Varianz des
jeweiligen Proﬁls normiert.
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le 3.6 aufgefu¨hrten Kennzahlen der Verteilungen standen daher nur wenige Punkte
zur Verfu¨gung. Die gro¨ßten Skalen ergeben sich fu¨r den Greenice04-Datensatz mit
einem Mittelwert von 36.89 m. Dies la¨sst sich mo¨glicherweise dadurch erkla¨ren, dass
das Eis der Greenice-Kampagne u¨berwiegend aus mehrja¨hrigem Eis bestand, dessen
Oberﬂa¨che durch Schmelzen im Sommer und erneutes Gefrieren im Winter gegla¨t-
tet wurde. Durch diesen Prozess wird die kleinskalige Rauigkeit vermindert. Dieses
Eis ist zudem stark deformiert und weist die gro¨ßte Presseisru¨ckendichte der vier
Datensa¨tze auf (vgl. die Ru¨ckenabsta¨nde in Tabelle 3.4). Die Presseisru¨cken tragen
daher wesentlich zur Gesamtvarianz bei, und ihre relativ großen Absta¨nde (im Mittel
69.84 m) beeinﬂussen auch die charakteristischen Skalen. Im Gegensatz dazu ergeben
sich die kleinsten Rauigkeitsskalen fu¨r die Daten der Sommerkampagen Ark20 (im
Mittel 10.62 m) und die Ostseekampgne Iris03 (im Mittel 11.03 m). Die Proﬁle dieser
Datensa¨tze wiesen die niedrigsten Presseisru¨ckendichten auf (vgl. Tabelle 3.4). Die
wenigen vorhandenen Presseisru¨cken tragen weniger stark zur Gesamtvarianz bei als
im Fall der Greenice-Daten, so dass die großen Ru¨ckenabsta¨nde die charakteristi-
schen Skalen kaum beeinﬂussen. Wa¨hrend das Eis der Ark20-Kampagne durch die
sommerlichen Schmelzprozesse an der Oberﬂa¨che gegla¨ttet wurde, bestand das Eis
der Ostseekampagne Iris2003 u¨berwiegend aus einja¨hrigem Eis, das keinen Schmelz-
prozessen ausgesetzt war. Dieser Unterschied ist mo¨glicherweise dafu¨r verantwort-
lich, dass sich die Minimalwerte der Ark20- und Iris03-Daten stark unterscheiden.
Aufgrund des Schmelzens wurden die kleinsten Skalen aus den Ark20-Proﬁlen ent-
fernt. Dadurch wurden die charakteristischen Rauigkeitsskalen gro¨ßer. Ein Vergleich
der beiden Datensa¨tze Ark19 und Ark20 zeigt, dass die Skalen maximaler Vari-
anz etwa in der gleichen Gro¨ßenordnung liegen. Die Skalen der Ark19-Kampagne
sind tendenziell etwas gro¨ßer. Ebenso wie bei den Knickpunkten der fraktalen Di-
mension (vgl. Abbildung 3.5) la¨sst sich kein deutlicher Unterschied zwischen den
Sommer- und den Winterdaten feststellen. Die mittleren Absta¨nde zwischen Press-
eisru¨cken sind bei der Ark20-Kampagne mit 136.8 m gro¨ßer als die Absta¨nde der
Ark19-Daten (im Mittel 102.5 m). Die mittleren Ho¨hen der Presseisru¨cken unter-
scheiden sich dagegen nur wenig (vgl. Tabelle 3.3). Daher tragen die Presseisru¨cken
bei den Ark20-Daten weniger stark zur Varianz bei als bei den Ark19-Daten, und
die Ru¨ckenabsta¨nde haben geringeren Einﬂuss auf die charakteristischen Skalen. Wie
bereits erwa¨hnt, ist der Eﬀekt der Gla¨ttung der Oberﬂa¨che durch die sommerlichen
Schmelzprozesse, der die kleinsten Skalen entfernt, mo¨glicherweise dafu¨r verantwort-
lich, dass die Minimalwerte bei den Ark20-Daten gro¨ßer sind. Aufgrund der kleinen
Anzahl zur Verfu¨gung stehender Proﬁle la¨sst sich diese Vermutung jedoch nicht be-
sta¨tigen. Deutliche Unterschiede zwischen der Rauigkeit des Eises im Sommer und
im Winter lassen sich in den Ergebnissen somit nicht nachweisen.
Ein Vergleich mit Tabelle 3.4 zeigt, dass die Mittel- und Medianwerte der Rau-
igkeitsskalen aller vier Datensa¨tze unterhalb von typischen Presseisru¨ckenabsta¨n-
den liegen. Dies bedeutet, dass die Absta¨nde von Presseisru¨cken zwar, wie im Fall
der Greenice-Daten die Rauigkeitsskalen beeinﬂussen, diese jedoch nicht dominieren.
Große charakteristische Rauigkeitsskalen gehen zwar mit einer hohen Presseisru¨cken-
dichte einher, der gro¨ßte Beitrag zur Gesamtvarianz stammt jedoch in den meisten
Fa¨llen von kleinen Skalen unterhalb etwa 50 m. Die Berechnung der kumulativen
Varianz der unterschiedlichen Skalen zeigt zudem, dass bei den Datensa¨tzen Ark19,
Ark20 und Iris03 bereits 75% der Gesamtvarianz von Skalen kleiner als 20 m bei-
getragen wird. Die Rauigkeit der Laserdaten wird somit wesentlich von den kleinen
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Tabelle 3.6: Regionale Variabilita¨t der Rauigkeitsskalen
Skala [m] Min. 1. Quartil Median Mittelwert 3. Quartil Max.
Ark19 2.40 9.60 12.80 17.24 19.20 76.80
Ark20 6.40 9.60 9.60 10.62 12.80 12.80
Greenice04 12.80 19.20 38.40 36.89 51.20 76.80
Iris03 0.30 2.00 4.00 11.03 12.80 51.20
Skalen gepra¨gt. Diese kleinen Skalen ko¨nnen von satellitengetragenen SAR-Sensoren
ha¨uﬁg nicht mehr abgebildet werden. Dies bedeutet, dass in einer SAR-Aufnahme
des gleichen Eises unter Umsta¨nden weniger als 50% der in den Laserproﬁlen ent-
haltenen Gesamtvarianz abgebildet werden. Die Rauigkeit auf kleineren Skalen be-
einﬂusst zwar das gemessene Radarsignal, la¨sst sich jedoch nicht abbilden. Diese
Tatsache verkompliziert einen direkten Vergleich der von Laseraltimeter und SAR
abgebildeten Rauigkeit.
Zusa¨tzlich zu den Absta¨nden zwischen Presseisru¨cken beeinﬂusst die Breite der
Ru¨cken die charakteristischen Skalen. Fu¨r die vier untersuchten Datensa¨tze betrug
der Median der Ru¨ckenbreite 3.62 m (Ark19), 3.7 m (Ark20), 6.87 m (Greenice04)
und 2.24 m (Iris03). Diese Werte liegen in der Gro¨ßenordnung der charakteristischen
Skalen. Die Breite von Presseisru¨cken wirkt sich somit sta¨rker auf die Rauigkeits-
skalen aus als die Absta¨nde.
Die gefundenen unterschiedlichen charakteristischen Rauigkeitsskalen besta¨tigen
und quantiﬁzieren, was bereits der visuelle Vergleich von Rauigkeitsproﬁlen der un-
terschiedlichen Regionen zeigte (vgl. Abbildung 2.8): Die Oberﬂa¨chenproﬁle der Iris-
Kampagne erscheinen rau auf einer sehr viel kleineren Skala als die Greenice-Daten.
Dieses Ergebnis besta¨tigt damit unabha¨ngig die Untersuchungen der Amplituden-
spektren und der Skalen des Knickpunktes der fraktalen Dimension in Abschnitt
3.
3.6 Statistische Parameter zur Charakterisierung
der Rauigkeit
Nach den Untersuchungen der letzten Abschnitte wird nun ein Satz von Parametern
beschrieben, der die Eisrauigkeit charakterisiert.
Untersuchungen der Eisrauigkeit wurden in der Vergangenheit unter anderem
von Rothrock und Thorndike (1980); Bishop und Chellis (1989); Lewis et al. (1993);
Goﬀ (1995); Manninen (1997) durchgefu¨hrt. Mathematische Eigenschaften von geo-
logischen Oberﬂa¨chen wurden außerdem beispielsweise von Shepard et al. (2001);
Campbell und Shepard (1996) und Dierking (1999) beschrieben. Die am ha¨uﬁg-
sten verwendeten Parameter zur Beschreibung der Rauigkeit sind die mittlere Ho¨he
des untersuchten Proﬁls, die Standardabweichung (RMS Ho¨he), sowie die Auto-
korrelationsla¨nge (Haas, 1997). Ein weiterer, ha¨uﬁg verwendete Parameter ist die
empirische RMS Steigung (englisch
”
RMS slope“), welche die Steigung zwischen
Proﬁlpunkten misst, die eine bestimmte Entfernung Δx voneinander entfernt sind
(Campbell und Shepard, 1996; Shepard et al., 2001). Die RMS Steigung θ(Δx) steht
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Das Quadrat ν2(Δx) der Allan deviation wird Allan-Varianz genannt und zur Er-
stellung von Variogrammen verwendet. Die RMS slope hat den Vorteil, dass sie fu¨r
einen gegebenen Punktabstand unabha¨ngig von der Proﬁlla¨nge ist. Ausserdem la¨sst
sich dieser Parameter, im Gegensatz zur RMS Ho¨he, selbst fu¨r die kleinsten gemes-
senen Punktabsta¨nde bestimmen (Campbell und Shepard, 1996). Schließlich la¨sst
sich aus der Allan deviation ebenfalls die fraktale Dimension bestimmen.
Goﬀ (1995) schla¨gt vor, die Schiefe der empirischen Verteilung der Proﬁlho¨hen als
Indikator fu¨r von der Normalverteilung abweichende Eigenschaften der Eisoberﬂa¨che
zu verwenden. Die Schiefe ist ein Maß fu¨r die Asymmetrie einer Verteilung. Sie wird











Eine positive Schiefe bedeutet, dass sich ein asymmetrischer kleinerer Anteil hin zu
ho¨heren Werten erstreckt (vgl. Abb 3.18). Ein Oberﬂa¨chenproﬁl mit einer positiven
Schiefe besitzt demnach im Vergleich zu einem Proﬁl mit einer Schiefe von Null mehr
Merkmale, die ho¨her als die umgebende Topographie sind, wie z.B. Presseisru¨cken.
Ein weiterer Parameter, der die statistische Verteilung eines Proﬁls beschreibt, ist der












Diese Kennzahl misst die relative Abplattung der Verteilung. Fu¨r eine Verteilung
mit positiver Kurtosis (leptokurtisch) ist das Maximum ho¨her als bei einer Nor-
malverteilung, und die Flanken sind steiler und schmaler. Ein U¨berschuss (Exzess)
an Werten ﬁndet sich in der Na¨he des Mittelwertes und in den Randbereichen. Ei-
ne Verteilung mit negativer Kurtosis (platykurtisch) hat ein niedrigeres Maximum,
sowie ﬂachere und breitere Flanken als die Normalverteilung (vgl. Abb. 3.18). Ein
Proﬁl, das positive Werte fu¨r Schiefe und Kurtosis hat, weist demnach mehr ho¨here
Merkmale auf als eine Normalverteilung.
Falls angenommen werden kann, dass die Oberﬂa¨che eine Realisierung eines
stationa¨ren Zufallsprozesses ist, so sind die empirisch berechneten Momente Scha¨tz-
werte fu¨r die theoretischen Momente der Verteilung der Proﬁlho¨hen. Insbesondere
sind dann die Parameter mittlere Ho¨he, Standardabweichung, Schiefe und Exzess
innerhalb eines Konﬁdenzintervalles konstant und unabha¨ngig von der Proﬁlla¨n-
ge. Allerdings haben Untersuchungen in der Vergangenheit gezeigt, dass natu¨rli-
che Oberﬂa¨chen ha¨uﬁg nicht oder nur schlecht durch stationa¨re Prozesse modelliert
werden ko¨nnen (Sayles und Thomas, 1978), und in Abschnitt 3.1 wurde Nichtsta-
tionarita¨t fu¨r die Proﬁle der Eisoberﬂa¨che nachgewiesen. Die Momente sowie die
Autokorrelation der Proﬁle sind in diesem Fall abha¨ngig von Vergro¨ßerungen der
Proﬁlla¨nge. Ein Vergleich dieser Gro¨ßen fu¨r Proﬁle unterschiedlicher La¨ngen ist pro-
blematisch. Die Skalenabha¨ngigkeit der Proﬁle la¨sst sich dagegen durch die fraktalen
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positivnegativ
(a) Schiefe (b) Kurtosis (Exzess)
positivnegativ
Abbildung 3.18: Beispiele fu¨r Verteilungen mit ausgepra¨gter Schiefe (a) oder Kurtosis (b).
(Darstellung in Anlehnung an Press et al. (1992, Kap. 14)).
Eigenschaften beschreiben (vgl. Abschnitt 3.2). Die fraktale Dimension ist deshalb
ein weiterer geeigneter Parameter zur Beschreibung der Rauigkeit.
Um trotz der Nichtstationarita¨t die statistischen Eigenschaften der Proﬁle zu ver-
gleichen, wurden in dieser Arbeit Rauigkeitsparameter nur fu¨r Proﬁle gleicher La¨nge
bestimmt. Zudem wurden nur Parameter gleicher Sensoren verglichen, so dass die
Skala, auf der die Proﬁle gemessen wurden, vergleichbar war. Fu¨r jedes Proﬁl wurden
vier Parameter untersucht, die die Verteilung der Proﬁlho¨hen beschreiben (Mittel-
wert, Standardabweichung, Schiefe und Exzess). Zusa¨tzlich wurden vier Parameter
bestimmt, die zur Beschreibung von nichtstationa¨ren Proﬁlen geeignet sind (die
fraktale Dimension und die RMS slope, letztere fu¨r drei verschiedene Skalen). Als
letzter Parameter wurde die Skala untersucht, auf der eine A¨nderung des fraktalen
Verhaltens erfolgte (vgl. Abschnitt 3.2). Alle verwendeten statistischen Rauigkeit-
sparameter sind in Tabelle 3.7 aufgelistet. Abbildung 3.19 zeigt in Erga¨nzung zu
Abb. 3.5 die Variabilita¨t der Parameter μ, σ, μ3, μ4, θ(0.3), θ(3) und θ(9.9) fu¨r 2 km
lange Laserproﬁle in den vier untersuchten Datensa¨tzen.
Wie bereits in Abschnitt 2.3 erwa¨hnt, wurden die Daten der Ark19-Kampagne
in unterschiedlichen Regionen gemessen. Das Untersuchungsgebiet la¨sst sich grob in
drei Regionen unterteilen: Die Framstraße, den Storfjord und die Barentssee. Abbil-
dung 3.20 verdeutlicht die Variabilita¨t der neun statistischen Parameter in diesen
drei Regionen. Zum Vergleich sind die Wertebereiche der Parameter in den u¨brigen
Datensa¨tzen ebenfalls gezeigt. In allen drei Regionen ist eine breite Streuung der
Werte erkennbar. Obwohl die Eisbedingungen in diesen Gebieten sehr unterschied-
lich waren, sind die Wertebereiche der statistischen Parameter a¨hnlich. Insbesondere
sind die Unterschiede zwischen den Daten des Storfjords und der Barentssee klein.
Gro¨ßere Unterschiede ergeben sich zu den Werten der Framstraße. Dies wird beson-
ders bei der Kurtosis (μ4), der RMS Steigung bei 0.3 m (θ(0.3)) sowie bei der Skala
des Knickpunktes fu¨r die Berechnung der fraktalen Dimension (Δx) deutlich. Auf
die Daten der Framstraße wird aus diesem Grund in Abschnitt 3.7 und in Kapitel 4
gesondert eingegangen.
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Abbildung 3.19: Regionale Variabilita¨t der statistischen Parameter μ, σ, μ3, μ4, θ(0.3),
θ(3) und θ(9.9) in den vier untersuchten Datensa¨tzen fu¨r 2 km lange Laserproﬁle. Zu
beachten ist die logarithmische Darstellung fu¨r die Parameter μ4, θ(0.3), θ(3) und θ(9.9).
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Abbildung 3.20: Variabilita¨t der neun statistischen Parameter innerhalb des Datensat-
zes Ark19. Zum Vergleich sind die Wertebereiche der drei anderen Datensa¨tze ebenfalls
gezeigt. Die Parameter wurden fu¨r 2 km lange Laserproﬁle berechnet. Es gelten folgende
Bezeichnungen: FS: Ark19, Region Framstraße, SF: Ark19, Region Storfjord, BS: Ark19,
Region Barentssee, gi04: Greenice04. Zu beachten ist die logarithmische Darstellung fu¨r
die Parameter μ4, θ(0.3), θ(3), θ(9.9) und Δx.
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Tabelle 3.7: Rauigkeitsparameter
μ Mittlere Proﬁlho¨he [m]




Δx Max. Abstand in der Berechnung von dF [m]
θ(0.3) RMS Steigung fu¨r 0.3 m [◦]
θ(3) RMS Steigung fu¨r 3 m [◦]
θ(9.9) RMS Steigung fu¨r 9.9 m [◦]
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3.7 Vergleich der Rauigkeiten von Eisober- und
Unterseite
Bereits Hibler et al. (1972) diskutierte die Mo¨glichkeit, die Verteilung der Kieltie-
fen von Presseisru¨cken der Arktis aus der Verteilung der Segelho¨hen zu scha¨tzen.
Comiso et al. (1991) und Wadhams et al. (1992) erweiterten dies auf die Verteilun-
gen sa¨mtlicher Ho¨hen bzw. Tiefen eines Eisproﬁls. Sie konnten anhand von Mes-
sungen aus der zentralen Arktis im Mai 1987 zeigen, dass die Wahrscheinlichkeits-
verteilungen von Proﬁlen der Eisoberﬂa¨che (Ho¨he) und der Eisunterseite (Tiefgang)
eine sehr a¨hnliche Form aufweisen4. Die Proﬁle der Eisho¨hen wurden dabei mit ei-
nem Laser aus einem Flugzeug gemessen, die Proﬁle der Eisunterseite mittels Sonar
von einem Unterseeboot5. Zur Prozessierung der Laserdaten wurde das in Abschnitt
2.1 beschriebene Verfahren von Hibler (1972) modiﬁziert. Im Gegensatz zur vorlie-
genden Arbeit war es den Autoren mo¨glich, mithilfe von zeitgleich aufgenommenen
Luftbildern Stellen oﬀenen Wassers oder sehr du¨nnem Eises in den unprozessierten
Laserproﬁlen zu identiﬁzieren. Diese Punkte minimaler Eisho¨he wurden durch ei-
ne manuell erzeugte glatte Kurve verbunden, die die Flugzeugewegung modellierte.
Im Gegensatz zu den in dieser Arbeit verwendeten Eisho¨hen relativ zur Ho¨he des
ebenen Eises ergab sich durch Subtraktion dieser Kurve vom urspu¨nglichen Pro-
ﬁl ein Proﬁl des Freibords, d.h. relativ zur Wasseroberﬂa¨che. Die Ho¨henverteilung
der Oberﬂa¨che (Eisfreibord und Schneeauﬂage) ließ sich durch Skalierung mit ei-
nem Faktor, der gleich dem Quotienten aus mittlerem Tiefgang und mittlerer Ho¨he
war, sehr gut an die Verteilung der Unterseite (Tiefgang) anna¨hern. Aufgrund des
Archimedischen Prinzipes sollte dieser Skalierungsfaktor R folgendermaßen von der




ρw − ρm .
Die Autoren folgerten, dass sich bei Kenntnis des Skalierungsfaktors R in einigen
Regionen der Arktis die Wahrscheinlichkeitsdichte der Tiefe der Unterseite und so-
mit die Wahrscheinlichkeitsdichte der Eisdicke aus den Oberﬂa¨chenproﬁlen scha¨t-
zen la¨sst. Aufgrund der Abha¨ngigkeit des Faktors R von den Dichten ist dieser je-
doch nicht konstant, sondern regionalen und zeitlichen Schwankungen unterworfen
(Wadhams et al., 1992).
Um dies zu pru¨fen, wurden 64 Proﬁle der Eisober- und Unterseite des Ark19 Da-
tensatzes untersucht. Zuna¨chst wurde eine Kreuzkorrelationsanalyse der Rauigkeit
von Ober- und Unterseite durchgefu¨hrt, um zu pru¨fen, ob sich ein einfacher linearer
Zusammenhang nachweisen la¨sst. Die untersuchten Proﬁle hatten unterschiedliche
La¨ngen. Die Rauigkeitsproﬁle der Eisunterseite wurden aus den Laserproﬁlen der
Oberseite sowie den zugeho¨rigen Eisdickenproﬁlen wie folgt erzeugt: Zuna¨chst wur-
den die Oberﬂa¨chenproﬁle durch Anwendung eines gleitenden Durchschnitts (Fen-
sterbreite=Abstand zwischen zwei benachbarten Dickenmessungen) so interpoliert,
4Die Untersuchung von Comiso et al. (1991) bezieht sich auf drei 20 km lange Proﬁle des Ge-
bietes no¨rdlich von Gro¨nland bei etwa 85◦N . Die Studie von Wadhams et al. (1992) basiert auf
sechs 50 km langen Proﬁlen, die no¨rdlich von Gro¨nland (83.5− 85◦N , 8− 35◦W ) und no¨rdlich der
Framstraße (80.5− 81.5◦N , 2− 4◦W ) gemessen wurden.
5Messpunktabstand und footprint des Laser betrugen etwa 0.6 m bzw. 1.6 m. Die Auﬂo¨sung des
Sonars betrug 8× 8 m. Die Sonardaten wurden auf einen Messpunktabstand von 1 m interpoliert.

















































Abbildung 3.21: Ha¨uﬁgkeitsverteilung der maximalen Korrelation zwischen Eisober- und
Unterseite bei Beru¨cksichtigung des footprint-Eﬀektes in den Laserdaten (a) und bei Ver-
nachla¨ssigung dieses Eﬀektes (b).
dass der Punktabstand dem der Dickenproﬁle entsprach. Um den footprint-Eﬀekt
des EM-Birds in den Laserdaten zu beru¨cksichtigen, wurde ein weiterer gleiten-
der Durchschnitt (Fensterbreite=Ausdehnung des footprints) auf die so gegla¨tteten
Laserdaten angewandt. Durch Subtraktion der Eisdicke von den gegla¨tteten Laser-
proﬁlen wurden anschließend die Rauigkeitsproﬁle der Eisunterseite konstruiert. Fu¨r
jedes so erzeugte Paar von Ober- und Unterseitenrauigkeiten wurde die Kreuzkor-
relation untersucht. Dabei wurde die maximale positive bzw. negative Korrelation




Die maximalen Korrelationen zwischen Ober- und Unterseite verteilen sich zwi-
schen -0.85 und 0.25. Der Mittelwert liegt bei -0.55. Alle Korrelationen sind bei
einem Konﬁdenzniveau von 95% signiﬁkant. Abbildung 3.21 (a) zeigt die Ha¨uﬁg-
keitsverteilung. Bis auf einen Fall sind die Korrelationen stets negativ, was dar-
auf zuru¨ckzufu¨hren ist, dass die Rauigkeit der Unterseite von der Wasseroberﬂa¨che
nach unten gemessen wird und somit negative Werte hat. Das Proﬁl mit positiver
Korrelation zeichnet sich dadurch aus, dass es aus du¨nnem, sehr ebenem Eis ohne
Presseisru¨cken bestand. Die mittlere Dicke betrug 0.44 m, und die mittlere Ho¨he
des gegla¨tteten Laserproﬁls nur 0.04 m. Die positive Korrelation ist darauf zuru¨ck-
zufu¨hren, dass das Laserproﬁl im wesentlichen aus Rauschen besteht. Dieses Proﬁl
ist in Abbildung 3.22 dargestellt. Abb. 3.24 zeigt drei weitere Rauigkeitsproﬁle der
Ober- und Unterseite. Die gezeigten Proﬁle sind unterschiedlich lang. Im obersten
Teilbild betra¨gt die maximale Korrelation -0.83. Die mittlere und untere Abbildung
zeigen die Fa¨lle mit der gro¨ßten negativen bzw. positiven Verschiebung.
Die Ha¨uﬁgkeitsverteilung der Verschiebungen, die den maximalen Korrelationen
entsprechen, ist in Abb. 3.23 (a) dargestellt. Die Verschiebung zwischen Ober- und
Unterseite ist mit einem Mittelwert von 1.07 m sehr klein (der Abstand zwischen zwei
benachbarten Dickenmessungen eines Proﬁls liegt zwischen 3 und 4 m), so dass eine
generelle Phasenverschiebung von Ober- und Unterseite nicht erkennbar ist. Wenn
der Eﬀekt des footprint in den Laserdaten nicht beru¨cksichtigt wird, ergeben sich
keine großen A¨nderungen. Die Absolutwerte der Korrelationen zwischen Ober- und
Unterseite fallen in diesem Fall fu¨r alle Proﬁle niedriger aus (der Mittelwert liegt bei
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Abbildung 3.23: Ha¨uﬁgkeitsverteilung der Verschiebung bei maximaler Korrelation zwi-
schen Eisober- und Unterseite bei Beru¨cksichtigung des footprint-Eﬀektes (a) und bei
Vernachla¨ssigung dieses Eﬀektes in den Laserdaten (b).
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Abbildung 3.24: Drei unterschiedliche Proﬁle des Ark19 Datensatzes. Zu beachten sind
die unterschiedlichen La¨ngen der Proﬁle.
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-0.36). Die Verschiebungen nehmen wie vorher relativ kleine Werte an, allerdings
gleichma¨ßiger auf positive und negative Werte verteilt (die mittlere Verschiebung
liegt nun bei 0.12 m). Dies ist in den Abbildungen 3.21 (b) und 3.23 (b) dargestellt.
Zusammenfassend bedeuten die signiﬁkanten Korrelationen zwischen Ober- und Un-
terseite bei kleinen Werten der Verschiebung, dass in den untersuchten Fa¨llen die
Presseisru¨ckensegel im Mittel bereits lokal durch Kiele balanciert sind, obwohl phy-
sikalisch diese Balance nur fu¨r eine ganze Scholle gelten muss. Ein mo¨glicher Grund,
wieso keine gro¨ßeren Korrelationen zwischen der Rauigkeit von Ober- und Untersei-
te nachgewiesen werden konnten, ist die Tatsache, dass die Eisdicken und somit die
hier verwendeten Rauigkeiten der Eisunterseite bedingt durch den großen footprint
auch durch die Eigenschaften des Eises seitlich des vom Laser vermessenen Proﬁls
beeinﬂusst werden. In den Laserproﬁlen der Oberseite tritt dieser Eﬀekt nicht auf,
da der footprint des Lasers nur einige Zentimeter betra¨gt.
Als na¨chstes wurde das postulierte Skalierungsverhalten an den 64 Proﬁlen ge-
pru¨ft. Zuna¨chst wurde die Hypothese, dass Paare von Proﬁlen der Ober- und Unter-
seite der gleichen Verteilung genu¨gen, fu¨r jedes Proﬁlpaar mit einem Kolmogorov-
Smirnov-Test untersucht. Es ergab sich, dass die Hypothese fu¨r alle untersuchten
Proﬁle auf dem Konﬁdenzniveau von 95% abgelehnt werden muss. Weiterhin wur-
de fu¨r jedes Paar von Proﬁlen der Quotient aus mittlerem Tiefgang und mittlerer
Ho¨he berechnet (da der mittlere Tiefgang in dieser Arbeit negativ entlang der Or-
dinate aufgetragen wurde, nimmt auch der Faktor R negative Werte an). Fu¨r diese
Berechnung wurde der footprint in den Laserdaten nicht beru¨cksichtigt. Ein weite-
rer Kolmogorov-Smirnov-Test wurde fu¨r Paare von Proﬁlen der Unterseite und der
durch Skalierung der Oberﬂa¨che mit dem jeweiligen Faktor R erzeugten syntheti-
schen Proﬁle der Unterseite durchgefu¨hrt. Hierbei ergab sich keine Verbesserung des
Ergebnisses.
Im Untersuchungsgebiet der Ark19-Daten wurde eine große regionale Variabili-
ta¨t des berechneten Skalierungsfaktors R beobachtet. Dies ist in Abbildung 3.25 (a)
dargestellt. Die drei Regionen Framstraße, Storfjord und Barentssee sind durch un-
terschiedliche Symbole gekennzeichnet. Wa¨hrend die Werte von R fu¨r die Barentssee
und alle bis auf ein Proﬁl des Storfjords, fu¨r das R = −21.5 war, a¨hnliche Berei-
che abdecken, ergaben sich fu¨r das Gebiet der Framstraße z.T. wesentlich gro¨ßere
negative Werte. Dies liegt daran, dass in diesem Gebiet der mittlere Tiefgang des
Eises wesentlich gro¨ßer war (vgl. Abbildung 3.25 (b)). Das Proﬁl des Storfjords mit
R = −21.5 ist das mittlere der in Abb. 3.24 dargestellten Proﬁle. Der große Betrag
des Skalierungsfaktors erkla¨rt sich dadurch, dass die mittlere Laserho¨he nur 0.04 m
betrug, der mittlere Tiefgang jedoch -0.82 m.
Obwohl sich statistisch keine Gleichheit der Verteilungen von Ober- und Un-
terseite nachweisen ließ, konnte die Beobachtung einer qualitativen A¨hnlichkeit der
Verteilungen in einigen Fa¨llen besta¨tigt werden. Abb. 3.26 zeigt vier Beispiele, in
denen die Wahrscheinlichkeitsdichten der Eisunterseite sowie die um den Faktor R
skalierten Dichten der Eisoberseite aufgetragen sind. Fu¨r jeden Fall sind die Dich-
ten einmal linear und einmal logarithmisch aufgetragen, letzteres, um das Verhalten
von großen Werten des Tiefgangs besser kenntlich zu machen. Obwohl die U¨berein-
stimmung auf der linearen Skala recht gut ist, wird auf der logarithmischen Skala
deutlich, dass sich die Verteilungen bei großen Werten des Tiefgangs stark unter-
scheiden. Die unrealistisch großen Tiefga¨nge der skalierten Verteilungen entsprechen
den Presseisru¨ckensegeln der Oberﬂa¨che. Fu¨r die vier gezeigten Fa¨lle la¨sst sich jedoch
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Abbildung 3.25: Variabilita¨t des Skalierungsfaktors R (a) und des mittleren Tiefgangs (b)
innerhalb des Untersuchungsgebietes der Ark19-Kampagne.
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eine qualitative U¨bereinstimmung zwischen den wirklichen und den durch Skalierung
erzeugten Wahrscheinlichkeitsdichten bei kleinen und mittleren Werte des Tiefgangs
feststellen. Hier wird deutlich, dass die Skalierung fu¨r ebenes Eis gute Ergebnisse lie-
fert, die Presseisru¨ckenkiele von deformiertem Eis jedoch stark u¨berscha¨tzt werden.
Die Werte von R liegen fu¨r die vier Beispiele zwischen −3.29 und −4.47. Andererseits
gibt es Proﬁle, bei denen die skalierten Dichten wesentlich sta¨rker von den wirklichen
Dichten abweichen, wie Abb. 3.27 fu¨r vier Beispiele zeigt. Die reale Verteilung weist
in einigen Fa¨llen eine bimodale Form auf, die von den skalierten Verteilungen nicht
reproduziert werden kann. Die Werte des Skalierungsfaktors liegen zwischen −7.14
und −21.5 und sind damit vom Betrag her wesentlich gro¨ßer als fu¨r die Beispiele in
Abb. 3.26. Zusammenfassend la¨sst sich feststellen, dass aus den untersuchten Da-
ten nicht eindeutig abgeleitet werden kann, dass sich die Wahrscheinlichkeitsdichten
von Ho¨he und Tiefgang durch eine einfache Skalierung anna¨hern lassen. Dabei ist
jedoch zu beachten, dass die in dieser Untersuchung verwendeten Eisho¨hen nicht
dem Freibord entsprechen, wie es in der Studie von Comiso et al. (1991) verwendet
wurde, sondern relativ zur Referenzho¨he des ebenen Eises zu verstehen sind. Die
berechneten Skalierungsfaktoren R stimmen somit nicht u¨berein.
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Abbildung 3.26: Beobachtete Wahrscheinlichkeitsdichten fu¨r vier Proﬁle der Eisunterseite
(durchgezogene Linie). Ebenfalls dargestellt sind die durch Skalierung der Oberﬂa¨chenpro-
ﬁle erzeugten ku¨nstlichen Dichten (gestrichelte Linie). Der Skalierungsfaktor R ist ange-
geben. Die linken Teilbilder sind auf einer linearen, die rechten auf einer logarithmischen
Skala aufgetragen. In allen Fa¨llen ist eine gute qualitative U¨bereinstimmung der Dichten
bei kleinen Absolutwerten des Tiefgangs zu erkennen.
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Abbildung 3.27: Vier Beispiele fu¨r eine schlechte U¨bereinstimmung der beobachteten
Wahrscheinlichkeitsdichten der Eisunterseite (durchgezogene Linie) mit den durch Ska-
lierung der Oberﬂa¨chenproﬁle erzeugten ku¨nstlichen Dichten (gestrichelte Linie). Der Ska-
lierungsfaktor R ist angegeben. Die linken Teilbilder sind auf einer linearen, die rechten
auf einer logarithmischen Skala aufgetragen.
Kapitel 4
Klassiﬁzierung von Eistypen
Ein Ziel der Arbeit war die Erarbeitung einer Methode zur Unterscheidung verschie-
dener Eistypen oder -regime anhand von messbaren Rauigkeitsparametern. Dieses
Ziel wurde mit zwei verschiedenen Ansa¨tzen verfolgt.
Fu¨r den ersten Ansatz wird eine Stichprobe von Rauigkeitsproﬁlen beno¨tigt, die
bereits bekannten Eistypen (Eisklassen) zugewiesen sind (erha¨rtete Stichprobe). Um
die erha¨rtete Stichprobe zu bilden, sind neben der Rauigkeit zusa¨tzliche Informa-
tionen erforderlich. In dieser Arbeit handelt es sich dabei um die Eisdicke. Anhand
dieser la¨sst sich das Eis in Klassen unterteilen. Gesucht werden Regeln, die es ermo¨g-
lichen, ein Proﬁl allein aufgrund der Rauigkeitsmerkmale einer der Eisdickenklassen
zuzuordnen. Ist eine Zuordnungsregel gefunden, so lassen sich Proﬁle klassiﬁzieren,
fu¨r die ausschließlich Informationen u¨ber die Rauigkeit vorhanden sind. Damit er-
mo¨glicht das Klassiﬁzierungsverfahren ausgehend von der Rauigkeit Ru¨ckschlu¨sse
auf die Dicke des Eises. Ein solches Verfahren der Diskriminanz-Analyse ist bei-
spielsweise fu¨r Datensa¨tze geeignet, die mit a¨lteren Messungen aus dem gleichen
Gebiet verglichen werden sollen, fu¨r die das Eis bereits vorhandenen Eisklassen zu-
geordnet wurde. Diese Art der Klassiﬁzerung setzt einen Zusammenhang zwischen
der Eisdicke und der Rauigkeit voraus. Damit eignet sich diese Methode, um zu
untersuchen, ob ein solcher Zusammenhang prinzipiell existiert, und, wenn ja, wie
dieser beschaﬀen ist. Die wichtigsten Ergebnisse dieser Analyse sind in Saldern et al.
(2006) zusammengefasst.
Beim zweiten Ansatz ist die Art und die Anzahl der Klassen im Voraus nicht be-
kannt. Eine erha¨rtete Stichprobe liegt nicht vor, und neben der Rauigkeit sind keine
weiteren Merkmale bekannt. Es liegt eine Stichprobe vor, die sich mo¨glicherweise in
eine noch unbekannte Anzahl von Klassen unterteilen la¨sst. Gesucht sind Charakte-
ristika dieser mo¨glichen Rauigkeitsklassen sowie die Angabe, welchen Klassen welche
Proﬁle zugeordnet werden sollen. Fu¨r diese Fragestellung eignen sich Methoden der
Clusteranalyse.
4.1 Diskriminanz-Analyse
Die detaillierteste Beschreibung von verschiedenen Eistypen ﬁndet sich in der WMO
Sea-ice Nomenclature (WMO, 1989). Eistypen werden hier durch eine Vielzahl unter-
schiedlicher Parameter wie Eisdicke, Entwicklungsstadium, Deformationsgrad, Her-
kunft usw. unterschieden. Insbesondere die Unterschiedung verschiedener Eistypen
anhand des Entwicklungsstadiums ist fu¨r die Bestimmung der Massenbilanz von
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Tabelle 4.1: WMO Eistypen
Eisklasse Eisdicke d [m]
1 Junges Eis 0.1m < d ≤ 0.3m
2 Du¨nnes einja¨hriges Eis 0.3m < d ≤ 0.7m
3 Mittleres einja¨hriges Eis 0.7m < d ≤ 1.2m
4 Dickes einja¨hriges Eis 1.2m < d ≤ 2.0m
5 Altes Eis 2.0m < d
Meereis von Interesse, da ein Bezug zur Eisdicke besteht. Aus diesem Grund wur-
den die WMO Eisklassen in dieser Arbeit als Klassen fu¨r die erha¨rtete Stichprobe
gewa¨hlt. Die fu¨nf, in dieser Arbeit verwendeten Eisklassen und ihre jeweiligen Eis-
dicken sind in Tabelle 4.1 aufgelistet. Einja¨hriges Eis bezeichnet hierbei Eis, das sich
wa¨hrend eines Winters gebildet hat und noch keinen Sommer u¨berdauert hat. Zwei-
ja¨hriges Eis bezeichnet Eis, das einen Sommer u¨berdauert hat. Mehrja¨hriges Eis hat
mindestens zwei Sommer u¨berdauert. Zweija¨hriges und mehrja¨hriges Eis werden zu-
sammen als altes Eis bezeichnet. Bezu¨glich der Eisdicke sind die U¨berga¨nge zwischen
den einzelnen Eisklassen dabei ﬂießend. Die angegebenen Eisdicken sind typische
Eisdicken. So kann einja¨hriges Eis durchaus im Einzelfall dicker als 2.0 m sein. In
diesem Abschnitt wurden zwei unterschiedliche Verfahren der Diskriminanz-Analyse
untersucht. Dies sind ein k-Na¨chste-Nachbarn-Verfahren sowie eine abstandsbasierte
Klassiﬁzierung. Beide Methoden sind verteilungsfrei, d.h. es werden a priori keine
Annahmen u¨ber die Wahrscheinlichkeitsverteilung der Daten verwendet.
Zur Erarbeitung einer optimalen Klassiﬁzierungsvorschrift sowie zur Abscha¨t-
zung der Gu¨te der Klassiﬁzierung wird ein unabha¨ngiger Datensatz beno¨tigt. Der
Grund hierfu¨r liegt in einer Verfa¨lschung der Gu¨te der Klassiﬁzierung, die entsteht,
falls die Erarbeitung der Zuordnungsregel und die Fehlerabscha¨tzung mit der glei-
chen Stichprobe erfolgen. Die gesamte Stichprobe wurde aus diesem Grund zu Be-
ginn der Untersuchung in eine Trainings- und eine Teststichprobe unterteilt. Die
Klassiﬁzierungsvorschrift wurde danach allein anhand des Trainingsdatensatzes er-
stellt, wa¨hrend die Teststichprobe zur unabha¨ngigen Abscha¨tzung des Fehlers des
Verfahrens diente.
Im Folgenden wird ein Oberﬂa¨chenproﬁl mathematisch durch einen Vektor x im
Parameterraum beschrieben, der durch die neun in Tabelle 3.7 deﬁnierten Parameter
aufgespannt wird. Die Komponenten dieses Vektors sind durch die Werte der neun
Rauigkeitsparameter gegeben:
x = (x1, x2, . . . , x9)
Der Parameterraum ist in fu¨nf, den in Tabelle 4.1 deﬁnierten Eisklassen entspre-
chende Gebiete Ωi geteilt (i = 1, . . . , 5). Ein Element (Oberﬂa¨chenproﬁl) wird der
Klasse ωi zugeordnet, wenn sein zugeho¨riger Parametervektor x im Gebiet Ωi liegt.
4.1.1 K-Na¨chste-Nachbarn-Klassiﬁzierung
Bei diesem Verfahren ist das Ziel, die klassenbedingten Wahrscheinlichkeitsdichte-
funktionen (pdfs) p(x|ωi) aus den vorhandenen Daten zu scha¨tzen. Mit den a priori
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Wahrscheinlichkeiten P (ωi) und p(x), die die Wahrscheinlichkeit angeben, die Klasse
ωi bzw. das Element x zu erhalten, ergibt sich die a posteriori Wahrscheinlichkeit
P (ωi|x) nach dem Bayesschen Theorem zu
P (ωi|x) = p(x|ωi)P (ωi)
p(x)
. (4.1)
Diese a posteriori Wahrscheinlichkeit ist die Wahrscheinlichkeit, die Klasse ωi zu er-
halten, vorausgesetzt, das Element x ist gegeben. Die fundamentale Zuordnungsregel
(englisch
”
Bayes minimum error rule“) besagt, dass ein Element derjenigen Gruppe
zugeordnet wird, die die gro¨ßte a posteriori Wahrscheinlichkeit aufweist:
P (ωi|x) > P (ωk|x) fu¨r alle k = i ⇒ x ∈ Ωi (4.2)
Mit Gl. 4.1 wird dies zu (Hand, 1981; Lachenbruch, 1975; Deichsel und Trampisch,
1985)
p(x|ωi)P (ωi) > p(x|ωk)P (ωk) fu¨r k = i ⇒ x ∈ Ωi. (4.3)
Man betrachtet nun das zu klassiﬁzierende Element und legt eine Hyperspha¨re mit
Volumen V um das Element. Die Hyperspha¨re wird so gewa¨hlt, dass sie genau k
Elemente der erha¨rteten Stichprobe entha¨lt, deren Klassenzugeho¨rigkeiten bereits
bekannt sind. Von diesen k Elementen geho¨ren k1 der Klasse ω1 an, k2 der Klasse ω2
usw. Weiterhin ist bekannt, dass von allen n Elementen der erha¨rteten Stichprobe








pˆ(x|ωm)Pˆ (ωm) = km
n · V .
Die Zuordnungsregel Gl. 4.3 besagt, dass das Element der Klasse wi zugeordnet
wird, falls
ki = max(km), m = 1, . . . , 5. (4.4)





Bei dieser Methode wird ein neues Element derjenigen Klasse der erha¨rteten Stich-
probe zugeordnet, die dem Element im Parameterraum
”
am na¨chsten“ gelegen ist.
Dieses Konzept erfordert die Deﬁnition eines Abstandsmaßes, sowie eine Mo¨glich-
keit, jede einzelne Gruppe durch einen repra¨sentativen Punkt im Parameterraum zu
charakterisieren. Letzteres wird durch den Schwerpunkt xi realisiert. Diese Gro¨ße
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Als Maß zur Berechnung des Abstands zwischen dem zu klassiﬁzierenden Element
und den Gruppenschwerpunkten wird die Mahalanobis-Distanz gewa¨hlt, die folgen-
dermaßen deﬁniert ist (Krzanowski, 1993, Kap. 11.1):
D2i = (xij − xi)TW−1(xij − xi) (4.5)








(xij − xi)(xij − xi)T
und der Gesamtelementanzahl n der erha¨rteten Stichprobe. Im Gegensatz zum Eu-
klidischen Abstand beru¨cksichtigt die Mahalanobis-Distanz Korrelationen zwischen
den einzelnen Parametern.
4.1.3 Auswahl von Klassiﬁzierungsvariablen
Ein wichtiger Aspekt der Diskriminanz-Analyse ist die Auswahl der Klassiﬁzierungs-
variablen. Wie in Kapitel 3 gezeigt, beschreiben die verschiedenen Parameter unter-
schiedliche Eigenschaften der Proﬁle. Es ist daher zu erwarten, dass sich die einzel-
nen Parameter hinsichtlich ihrer Eignung als Klassiﬁzierungsvariablen unterschei-
den. Wa¨hrend ein einzelner Parameter fu¨r sich genommen u.U. keine besonders gute
Eignung fu¨r eine Klassiﬁzierung aufweist, kann sich die Gu¨te der Klassiﬁzierung we-
sentlich verbessern, wenn ein weiterer Parameter hinzugenommen wird. Andererseits
ist die Annahme, dass die Hinzunahme von weiteren Variablen die Klassiﬁzierung
nur verbessern kann, nicht generell gerechtfertigt (Hand, 1981). Das Frage der Merk-
malsauswahl sollte deshalb sorgfa¨ltig gepru¨ft werden.
Zur Bewertung einer bestimmten Merkmalskombination ist ein Gu¨tekriterium
erforderlich. In dieser Arbeit wurde dafu¨r die Fehlerrate der Klassiﬁzierung verwen-
det. Zu deren Bestimmung ist eine unabha¨ngige Stichprobe erforderlich, da es zu
einer Verfa¨lschung der Fehlerrate kommt, wenn sowohl zur Erarbeitung der Zuord-
nungsregel als auch zur Abscha¨tzung des Fehlers der gleiche Datensatz verwendet
wird. Wie beschrieben, wurde der Datensatz zu Beginn der Analyse bereits in eine
Trainings- und eine Teststichprobe unterteilt. Zur Merkmalsauswahl steht daher nur
der Trainingsdatensatz zur Verfu¨gung, da der Testdatensatz nach Erarbeitung der
Zuordnungsregel zur Abscha¨tzung der Fehlerrate der Klassiﬁzierung beno¨tigt wird
(Deichsel und Trampisch, 1985). Um die zur Abscha¨tzung der Gu¨te einer Merkmals-
kombination erforderliche unabha¨ngige Stichprobe zu erhalten, mu¨sste der Daten-
satzes ein weiteres Mal unterteilt werden. Um die durch eine solche Unterteilung
entstehende weitere Verkleinerung des Trainingsdatensatzes zu vermeiden, wurde
zur Abscha¨tzung der Fehlerrate einer bestimmten Merkmalskombination die soge-
nannte
”
cross validation“ Methode verwendet. Dazu wurde die Trainingsstichprobe
nicht in zwei Datensa¨tze unterteilt, sondern nur das erste Element aus der Trai-
ningsstichprobe herausgenommen. Die restlichen n − 1 Elemente dienten nun als
neue
”
Trainingsstichprobe“, aus der je nach Klassiﬁzierungsverfahren die na¨chsten
Nachbarn oder die Gruppenschwerpunkte bestimmt wurden. Das einzelne Element
wurde dann klassiﬁziert und das Ergebnis mit dessen wahrer Gruppenzugeho¨rigkeit
verglichen. Schließlich wurde das Element zuru¨ckgelegt. Nun wurde das zweite Ele-
ment der Trainingsstichprobe herausgenommen und ebenso klassiﬁziert. Schrittweise
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wurden nacheinander alle Elemente des Trainingsdatensatzes in dieser Weise klassi-
ﬁziert. Die Fehlerrate der ausgewa¨hlten Merkmalskombination ergibt sich in diesem




P (ωi) ∗ mi
ni
.
Hierbei bezeichnet g = 5 wieder die Anzahl der Eisdickenklassen aus Tabelle 4.1,
mi die Anzahl der falsch zugeordneten Fa¨lle aus Klasse i und ni die Anzahl der
Elemente der Klasse i in der Trainingsstichprobe.
Die eigentliche Merkmalsauswahl erfolgte nach dem Prinzip der sogenannten
”
for-
ward selection“. Dies ist ein schrittweises Verfahren, in dem zuna¨chst alle Variablen
einzeln untersucht werden. Diejenige Variable, die zu dem kleinsten cross validati-
on Fehler F fu¨hrt, wird ausgewa¨hlt. Im zweiten Schritt werden alle Kombinationen
dieser Variable mit einer zweiten untersucht. Wiederum wird die Kombination bei-
behalten, die zum niedrigsten cross validation Fehler fu¨hrt. Schrittweise werden so
die jeweils
”
besten“ Kombination aus 1, 2, . . . , 9 Variablen. Diejenige Kombination,
die hiervon den niedrigsten Fehler F aufweist, wird schließlich als endgu¨ltige Merk-
malskombination zur Klassiﬁzierung verwendet.
4.1.4 Gu¨te der Klassiﬁzierung
Als Maß fu¨r die Gu¨te einer Klassiﬁzierung dient der Anteil falsch zugeordneter Ele-
mente der Teststichprobe des Klassiﬁzierungsverfahrens. Fu¨r die gefundene optima-
le Merkmalskombination wurden die na¨chsten Nachbarn bzw. die Gruppenschwer-
punkte aus der Trainingsstichprobe bestimmt. Danach wurde jedes Element der
Teststichprobe mit den oben beschriebenen Verfahren klassiﬁziert, und der Fehler
durch Vergleich der zugeordneten Klassen mit den richtigen Klassen bestimmt. Die
Fehlerrate ergibt sich dabei durch Division der Anzahl falsch zugeordneter Elemente
durch die Gesamtzahl der Elemente (Deichsel und Trampisch, 1985, Abschnitt 3.3).
Da die Aufteilung in Trainings- und Testdatensatz die Fehlerrate stark beeiﬂusst,
wurde die Fehlerabscha¨tzung 1000 Mal durchgefu¨hrt, wobei in jedem Lauf eine zufa¨l-
lige Teilung des Datensatzes vorgenommen wurde. Um ein mo¨glichst repra¨sentatives
Bild der Gesamtstichprobe zu erhalten, enthielt der Trainingsdatensatz stets 80%
der Elemente (Hand, 1981; Deichsel und Trampisch, 1985).
4.1.5 Ablauf der Diskriminanz-Analyse
Zusammenfassend ergab sich folgende Vorgehensweise fu¨r die Diskriminanz-Analyse
der Laserdaten:
1. Unterteilung der Oberﬂa¨chen- und Eisdickenproﬁle in gleich lange Abschnitte.
2. Bestimmung der Eisdicke fu¨r jeden Abschnitt und Zuordnung jedes Abschnitts
zu einer der fu¨nf Eisklassen aus Tabelle 4.1 anhand der Dicke .
3. Berechnung der neun statistischen Parameter fu¨r jedes Oberﬂa¨chenproﬁl.
4. Teilung des Datensatzes in Trainings- und Teststichprobe.
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5. Bestimmung der optimalen Parameterkombination fu¨r die Klassiﬁzierung mit-
tels cross validation des Trainingsdatensatzes.
6. Klassiﬁzierung der Oberﬂa¨chenproﬁle des Testdatensatzes mit der K-Na¨chste-
Nachbarn-Methode oder der abstandsbasierten Klassiﬁzierung anhand des Trai-
ningsdatensatzes und der ausgewa¨hlten Variablenkombination.
7. Vergleich der zugeordneten Klassen mit den (bekannten) wirklichen Klassen
des Testdatensatzes und Bestimmung der Fehlerrate der Klassiﬁzierung.
Ziel der Diskriminanz-Analyse war, den Zusammenhang zwischen der Oberﬂa¨chen-
rauigkeit und der Eisdicke zu untersuchen. Bei einer hinreichend niedrigen Fehlerrate
der Klassiﬁzierung lassen sich aus der Rauigkeit quantitative Ru¨ckschlu¨sse auf die
Eisdicke ziehen. Das Klassiﬁzierungsverfahren la¨sst sich in diesem Fall dazu verwen-
den, Rauigkeitsproﬁle, fu¨r die keine Dickenmessungen vorliegen, Eisdickenklassen
zuzuordnen und somit die Eisdicke zu prognostizieren. Dazu wird ein Datensatz mit
bekannten Eisdicken als Trainingsstichprobe verwendet, wa¨hrend die zu klassiﬁzie-
renden Proﬁle unbekannter Dicke die Teststichprobe bilden.
4.1.6 Diskriminanz-Analyse von Laserdaten
Die oben beschriebenen Klassiﬁzierungsverfahren wurden auf die Laserproﬁle der
Rauigkeit und die Dickenproﬁle des Ark19-Datensatzes angewandt. Abbildung 4.1
zeigt eine Karte mit der regionalen Verteilung der gemessenen modalen Eisdicken
fu¨r 2 km lange Proﬁlabschnitte. Alle Proﬁle wurden zuna¨chst in gleich lange Ab-
schnitte unterteilt (Schritt 1 in Abschnitt 4.1.5). Um die Abha¨ngigkeit der Gu¨te der
Klassiﬁzierung von der Proﬁlla¨nge zu untersuchen, wurden die Klassiﬁzierungen fu¨r
Abschnitte der La¨ngen 2, 5, 8, 10 und 15 km durchgefu¨hrt. Fu¨r jeden Proﬁlabschnitt
wurden die in Tabelle 3.7 beschriebenen neun statistischen Rauigkeitsparameter be-
rechnet.
Als Scha¨tzwert fu¨r die Dicke des ebenen Eises jedes Proﬁlabschnittes wurde die
modale Eisdicke berechnet. Dies ist unter der Annahme gerechtfertigt, dass fu¨r hin-
reichend lange Proﬁle die Abschnitte ebenen Eises gro¨ßer als die Abschnitte defor-
mierten Eises sind. Die Dicke des ebenen Eises ist dann repra¨sentativ fu¨r das Proﬁl
und la¨sst sich mit den WMO Eisklassen in Beziehung setzen. Jeder Proﬁlabschnitt
wurde anhand seiner modalen Eisdicke einer der fu¨nf WMO Eisklassen zugeordnet.
Die sich ergebenden Eisdickenklassen sind in Abbildung 4.1 in unterschiedlichen
Graustufen dargestellt. Deutlich erkennbar sind die großen regionalen Unterschie-
de. Im inneren Storfjord (no¨rdlich von 77.5◦N) war u¨berwiegend junges und du¨nnes
einja¨hriges Eis vorhanden. Im Gebiet der Barentssee war die Eisdicke inhomogener:
im a¨ußeren Storfjord (76.5− 77.5◦N) befand sich mehrja¨hriges Eis, wa¨hrend su¨dlich
von 76.5◦N einja¨hriges Eis vorherrschte. Das dickste Eis wa¨hrend der Messkampagne
wurde in der Framstraße beobachtet.
Die beiden Klassiﬁzierungsverfahren wurden nun, wie in Abschnitt 4.1.4 beschrie-
ben, je 1000 Mal wiederholt. Die mittleren Fehlerraten beider Verfahren sind in den
Tabellen 4.2 und 4.3 dargestellt. Die Fehlerraten r1 bis r5 der einzelnen Klassen (d.h.
der Anteil der innerhalb der einzelnen Klassen falsch zugeordneten Elemente) sind
ebenfalls aufgefu¨hrt. In den 1000 La¨ufen wurden unterschiedliche Kombinationen













4 Dickes einj. Eis
3 Mittleres einj. Eis
2 Dünnes einj. Eis
1 Junges Eis
Abbildung 4.1: Gemessene modale Eisdicken wa¨hrend der Expedition Ark19 fu¨r 2 km lan-
ge Proﬁlabschnitte. Die modale Eisdicke ist entsprechend den fu¨nf Eisklassen aus Tabelle
4.1 farbcodiert dargestellt.
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Tabelle 4.2: Fehlerraten der K-Na¨chste-Nachbarn Klassiﬁzierung. Es gelten folgende Be-
zeichnungen: L: Proﬁlla¨nge, r: Mittlere Fehlerrate von 1000 La¨ufen , rlow bzw. rup: 5%
bzw. 75%-Quantil von r, r1-r5: Mittlere Fehlerraten innerhalb der fu¨nf Klassen von 1000
La¨ufen, n: Stichprobengro¨ße.
L 2 km 5 km 8 km 10 km 15 km
r 0.5851 0.6330 0.5890 0.6560 0.6224
rlow 0.4951 0.5000 0.4167 0.4444 0.3846
rup 0.6699 0.7750 0.7500 0.8333 0.8462
r1 0.7640 0.9875 0.9976 0.9769 0.9197
r2 0.7340 0.7388 0.6014 0.7551 0.7971
r3 0.8093 0.7668 0.7884 0.7144 0.7969
r4 0.3280 0.4457 0.3799 0.7273 0.3067
r5 0.3844 0.4083 0.4192 0.3822 0.4444
n 512 199 116 89 61
Tabelle 4.3: Fehlerraten bei abstandsbasierter Klassiﬁzierung. Es gelten die Bezeichnungen
aus Tabelle 4.2.
L 2 km 5 km 8 km 10 km 15 km
r 0.5452 0.5862 0.5770 0.5772 0.4998
rlow 0.4466 0.4500 0.4167 0.3889 0.2308
rup 0.6311 0.7250 0.7500 0.7778 0.7692
r1 0.4524 0.7308 0.7688 0.7511 0.6900
r2 0.7537 0.7924 0.7101 0.7234 0.6788
r3 0.7098 0.7107 0.7703 0.6920 0.6961
r4 0.3065 0.3012 0.3016 0.1636 0.2065
r5 0.4368 0.4692 0.4439 0.5083 0.4119
n 512 199 116 89 61
Unterteilung in Trainings- und Testdatensatz. Auf die Verteilung der mo¨glichen Pa-
rameterkombinationen wird in der Diskussion na¨her eingegangen. Die Fehlerraten in
den Tabellen 4.2 und 4.3 wurden durch Mittelung u¨ber alle 1000 La¨ufe bestimmt.
Ergebnisse der K-Na¨chste-Nachbarn Klassiﬁzierung
Die mittlere Fehlerrate von 1000 La¨ufen lag zwischen 58% und 66%, deutlich unter
dem Wert von 80%, der bei einer rein zufa¨lligen Zuordnung mit gleichen Wahrschein-
lichkeiten fu¨r alle fu¨nf Klassen erreicht wird. Die niedrigste mittlere Fehlerrate r er-
gab sich fu¨r Proﬁlabschnitte der La¨nge 2 km. Die Fehlerraten innerhalb der Klassen
1-3 lagen fu¨r alle untersuchten La¨ngen zwischen 70% und 100%. Dies bedeutet, dass
der Algorithmus nicht ausreichend zwischen diesen Klassen unterscheiden kann. Fu¨r
die Proﬁlla¨nge 2 km war r1, die Fehlerrate der du¨nnsten Eisklasse, am niedrigsten.
Die Fehlerraten innerhalb der Klassen 4 und 5 lagen bis auf die Proﬁlla¨nge 10 km
stets zwischen 30% und 45%.
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Ergebnisse der abstandsbasierten Klassiﬁzierung
Die mittlere Fehlerrate lag in allen Fa¨llen unterhalb von 60%. Die niedrigste Fehler-
rate ergab sich fu¨r die Proﬁlla¨ngen 15 und 2 km, wobei das Konﬁdenzintervall fu¨r
den Fall 2 km wesentlich kleiner war als fu¨r 15 km. Die Fehlerraten innerhalb der
ersten drei Klassen waren wie bei der k-Na¨chste-Nachbarn-Klassiﬁzierung wesentlich
gro¨ßer als die Fehlerraten innerhalb der dicksten Eisklassen 4 und 5. Die niedrigste
Fehlerrate r1 innerhalb der du¨nnsten Eisklasse ergab sich auch bei diesem Verfahren
fu¨r die Proﬁlla¨nge 2 km.
Diskussion
Ein Vergleich der Ergebnisse zeigt, dass beide Verfahren nur schwach von der Proﬁl-
la¨nge beeinﬂusst werden. Einzig die Fehlerrate innerhalb von Klasse 1 (junges Eis)
nahm wesentlich beim U¨bergang von 5 zu 2 km ab. Dieses Verhalten la¨sst Ru¨ck-
schlu¨sse auf die La¨ngenskalen zu, auf denen du¨nnes Eis homogen ist. Bei Skalen, die
u¨ber die Gro¨ßenordnung von 2 km hinausgehen, kommt es mo¨glicherweise zur Ver-
mischung mit dickeren Eisklassen und somit zu gro¨ßeren Fehlerraten. Generell zeigt
sich, dass keines der beiden Verfahren eindeutig u¨berlegen ist, da die Ergebnisse
sehr a¨hnlich sind. Die k-na¨chste-Nachbarn-Methode ist jedoch rechnerisch eﬃzien-
ter, so dass sie fu¨r die untersuchte Fragestellung vorgezogen wurde. Aufgrund der
bereits erwa¨hnten Beobachtung, dass die Fehlerrate innerhalb von Klasse 1 fu¨r die
Proﬁlla¨nge 2 km den niedrigsten Wert annahm, wurde diese La¨nge ausgewa¨hlt.
Abbildung 4.2 zeigt Streudiagramme der modalen Eisdicke der Ark19-Daten in
Abha¨ngigkeit von den neun statistischen Rauigkeitsparametern fu¨r die Proﬁlla¨nge 2
km. In Tabelle 4.4 sind die Korrelationskoeﬃzienten R zwischen der modalen Eis-
dicke und den einzelnen Rauigkeitsparametern fu¨r den vollsta¨ndigen Datensatz, die
Proﬁle der Framstraße und den Datensatz ohne die Framstraßenproﬁle aufgefu¨hrt.
Eine lineare Beziehung zwischen der Eisdicke und einem einzelnen Parameter la¨sst
sich fu¨r den vollsta¨ndigen Datensatz nur fu¨r die Parameter μ und σ vermuten. In
beiden Fa¨llen ist das dickste Eis, das u¨berwiegend aus der Framstraße stammt, als
”
Haufen“ links der Hauptdiagonalen erkennbar (graue Kreise). Die Tatsache, dass
diese großen mittleren Eisdicken keine entsprechend großen Werte der mittleren
Ho¨he μ aufweisen, la¨sst sich teilweise dadurch erkla¨ren, dass die Laserproﬁle die
Rauigkeit relativ zur Referenzho¨he des ebenen Eises erfassen. Die Ho¨he des ebenen
Eises, die fu¨r sehr dickes Eis ebenfalls ho¨her ist, fehlt in diesen Daten. Der beste
lineare Zusammenhang ergibt sich fu¨r die Parameter μ, σ und dF . Die Werte des
Korrelationskoeﬃzienten sind jedoch selbst in diesen Fa¨llen niedrig. Welche Varia-
blen zu den besten Klassiﬁzierungsergebnisse fu¨hren, la¨sst sich aus Abb. 4.2 allein
nicht schließen. Allerdings steht zu vermuten, dass die beste Parameterkombination
μ und σ enthalten wird.
Abb. 4.3 veranschaulicht die Verteilung der Zuordnungsfehler der k-na¨chste-
Nachbarn-Klassiﬁzierung auf die einzelnen Klassen. Jedes Teilbild zeigt die Anteile,
zu denen die Elemente jeweils einer Klasse (bezeichnet in der U¨berschrift) durch den
Algorithmus auf die fu¨nf auf der Abszisse bezeichneten Eisklassen verteilt wurden.
Idealerweise enthielte jedes Teilbild nur einen Balken bei der jeweils richtigen Eis-
klasse. Es zeigt sich, dass die besten Ergebnisse fu¨r die beiden dicksten Eisklassen
erzielt wurden. Von dickem einja¨hriges Eis (Klasse 4) wurden 67.2% der Elemente
richtig zugeordnet, und von altem Eis (Klasse 5) 61.6%. Die Zuordnungen innerhalb
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Abbildung 4.2: Modale Eisdicke in Abha¨ngigkeit von den einzelnen Parametern fu¨r Pro-
ﬁlabschnitte der La¨nge 2 km. Die Proﬁle aus dem Gebiet der Framstraße (FS) sind durch
graue Kreise kenntlich gemacht.
Tabelle 4.4: Werte des Korrelationskoeﬃzienten R zwischen der modalen Eisdicke d und
den neun statistischen Parametern. Die Spalte ”Ark19“ bezeichnet den vollsta¨ndigen Da-tensatz, ”FS“ den Datensatz der Framstraßenproﬁle und ”ohne FS“ den Datensatz ohnedie Proﬁle der Framstraße.
Korrelation Ark19 FS ohne FS
R(μ, d) 0.3657 0.1827 0.7505
R(σ, d) 0.3967 0.0843 0.6670
R(μ3, d) 0.0087 -0.2225 -0.2093
R(μ4, d) -0.0567 -0.1935 -0.2532
R(dF , d) -0.3362 -0.2318 -0.3138
R(θ(0.3), d) 0.0699 -0.0770 0.5351
R(θ(3), d 0.1981 -0.0163 0.5686
R(θ(9.9), d) 0.2584 0.0520 0.5329
R(Δx, d) 0.1251 -0.0443 0.0068
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Abbildung 4.3: Gu¨te der Klassiﬁzierung fu¨r die Proﬁlla¨nge 2 km. Jedes Teilbild zeigt,
zu welchen Anteilen alle Elemente einer bestimmten Klasse (bezeichnet in der jeweiligen
U¨berschrift) den fu¨nf Eisklassen (bezeichnet auf der Abszisse) zugeordnet werden.
der restlichen Eisklassen waren stark fehlerbehaftet. Insbesondere entﬁel bei mitt-
lerem einja¨hrigen Eis (Klasse 3) der zweitkleinste Anteil u¨berhaupt auf die richtige
Eisklasse. Aus den Ergebnissen kann daher gefolgert werden, dass die beiden dicks-
ten Eisklassen (dickes einja¨hriges und altes Eis) durch das Klassiﬁzierungsverfahren
voneinander und von den anderen Klassen unterschieden werden ko¨nnen. Die du¨n-
neren Eisklassen lassen sich aufgrund ihrer statistischen Eigenschaften mit dieser
Methode jedoch nicht identiﬁzieren.
Weiterhin ist es interessant, zu untersuchen, welche der neun Parameter jeweils
fu¨r die Klassifzierung ausgewa¨hlt wurden. Wie in Abschnitt 4.1.3 beschrieben, wurde
in jedem Klassiﬁzierungslauf ein Satz
”
bester“ Klassiﬁzierungsvariablen ausgewa¨hlt.
Da die Auswahl dem Prinzip der forward selection folgte, wurden in jedem Lauf nur















= 511 Kombinationen untersucht.
Um diese Einschra¨nkung teilweise auszugleichen, wurde die Klassiﬁzierung 1000 Mal
mit jeweils unterschiedlichen Trainings- und Testdatensa¨tzen durchgefu¨hrt. Die sich
ergebende Ha¨uﬁgkeitsverteilung der mo¨glichen Parameterkombinationen ist in Abb.
4.4 dargestellt. Die Markierungen auf der Abszisse nummerieren die unterschiedli-
chen Kombinationen. Die drei ha¨uﬁgsten Parameterkombinationen sind angegeben
und mit Pfeilen gekennzeichnet. Mit Abstand am ha¨uﬁgsten wurde die Kombinati-
on {μ, σ} in 49.2% der La¨ufe gewa¨hlt, gefolgt von {μ, σ, dF} (in 19.2% der Fa¨lle)
und {μ, σ, μ3, θ(0.3), θ(3), θ(9.9)} in 12.8% der Fa¨lle. Damit wurde die Vermutung
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Abbildung 4.4: Ha¨uﬁgkeitsverteilung der erhaltenen optimalen Parameterkombinationen
in 1000 La¨ufen der Diskriminanz-Analyse fu¨r die Proﬁlla¨nge 2 km. Um diese Verteilung
graphisch darzustellen wurde jeder Kombination ein Index zugeordnet, der auf der Abszisse
aufgetragen ist. Die drei ha¨uﬁgsten Parameterkombinationen sind gekennzeichnet.
besta¨tigt, dass μ und σ zu den aussagekra¨ftigsten Parametern geho¨ren.
Die Streudiagramme der Abbildung 4.2 verdeutlichen, dass sich die Eigenschaf-
ten der Proﬁle der Framstraße wesentlich von denen der u¨brigen Proﬁle unterschei-
den. Fu¨r dieses sehr dicke Eis (vgl. Abbildung 4.1) nehmen die mittlere Proﬁlho¨he
und die Standardabweichung deutlich niedrigere Werte an als fu¨r die u¨brigen Proﬁ-
le. Tabelle 4.4 belegt, dass die Korrelationskoeﬃzienten sich signiﬁkant verbessern,
wenn die Framstraßenproﬁle nicht beru¨cksichtigt werden. Dies triﬀt insbesondere
fu¨r die Korrelationen zwischen der modalen Eisdicke und den Parametern zu, die
vertikale Variationen der Rauigkeit erfassen, wie die mittlere Ho¨he μ, die Standard-
abweichung σ und die mittlere Steigung θ. Der Korrelationskoeﬃzient zwischen der
mittleren Proﬁlho¨he μ und der modalen Eisdicke betra¨gt ohne die Framstraßenpro-
ﬁle 75%. Um zu untersuchen, ob die Proﬁle der Framstraße ein Grund fu¨r die hohen
Fehlerraten bei der Klassiﬁzierung der du¨nnen Eisklassen sind, wurden zwei weite-
re k-Na¨chste-Nachbarn-Klassiﬁzierungen durchgefu¨hrt. Dabei wurden in der ersten
Analyse nur die Proﬁle der Framstraße untersucht, und im zweiten Fall alle Proﬁle
der u¨brigen Gebiete. Tabelle 4.5 fasst die Ergebnisse der Klassiﬁzierung fu¨r beide
Fa¨lle zusammen. Die Proﬁlla¨nge betrug jeweils 2 km. In beiden Fa¨llen wurde die
mittlere Proﬁlho¨he als optimale Klassiﬁzierungsvariable ausgewa¨hlt. Die niedrige
mittlere Fehlerrate von r = 33% fu¨r den Datensatz der Framstraßenproﬁle la¨sst sich
damit erkla¨ren, dass der Großteil der Proﬁle (115 von insgesamt 169) der dicksten
Eisklasse angeho¨rte. Diese Proﬁle wurden alle korrekt klassiﬁziert. Allerdings wur-
den sa¨mtliche Proﬁle der anderen Eisklassen falsch klassiﬁziert. Die Gesamtfehlerra-
te fu¨r den Datensatz ohne die Framstraßenproﬁle liegt mit r = 56% in der gleichen
Gro¨ßenordnung wie fu¨r den vollsta¨ndigen Datensatz. Die Fehlerrate r5 der dicks-
ten Eisklasse ist im Gegensatz zum vollsta¨ndigen Datensatz wesentlich gro¨ßer, was
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Tabelle 4.5: Fehlerraten der k-Na¨chste-Nachbarn-Klassiﬁzierung fu¨r den Datensatz der
Framstraßenproﬁle (”FS“) sowie den Datensatz aller u¨brigen Proﬁle (”ohne FS“) fu¨r 2 kmlange Proﬁlstu¨cke. Es gelten die Bezeichnunge aus Tabelle 4.2. Die angegebenen Werte
sind Mittelwerte aus 1000 La¨ufen.










darauf zuru¨ckzufu¨hren ist, dass nur noch vier Proﬁle dieser Eisklasse im Datensatz
vorhanden waren. Die Fehlerrate der du¨nnsten Eisklasse ist leicht vermindert, die
der Klassen 2 und 3 dagegen deutlich niedriger als fu¨r den vollsta¨ndigen Datensatz.
Beide Untersuchungen machen deutlich, wie sensitiv der Algorithmus auf die Zu-
sammensetzung des Trainigsdatensatzes ist. Aus diesem Grund wurde im folgenden
Abschnitt die Robustheit des Verfahrens na¨her untersucht.
4.1.7 Anwendbarkeit der Klassiﬁzierungsmethode
Mit der im letzten Abschnitt entwickelten Methode war es mo¨glich, im Datensatz von
Ark19 die beiden dicksten Eisklassen voneinander und von den du¨nneren Klassen zu
unterscheiden. Fu¨r diesen Abschnitt wurde die Robustheit des Klassiﬁzierungsver-
fahrens untersucht, um zu pru¨fen, wie groß sein Potenzial ist, auf Oberﬂa¨chenpro-
ﬁle angewendet zu werden, fu¨r die keine Dickendaten zur Verfu¨gung stehen. Wenn
die Klassiﬁzierungsmethode ausreichend robust ist, ließe sich ein hochwertiger Trai-
ningsdatensatz erstellen, der als Basis fu¨r die Klassiﬁzierung weiterer Proﬁle, deren
Eisdicke unbekannt ist, genutzt werden kann. Zu diesem Zweck wurden zwei zusa¨tz-
liche Datensa¨tze mit der K-Na¨chste-Nachbarn-Methode fu¨r 2 km lange Proﬁlstu¨cke
untersucht. Beide wurden in unterschiedlichen geographischen Regionen und zu ver-
schiedenen Jahreszeiten gemessen und wurden ausgewa¨hlt, da sie einen mo¨glichst
großen Bereich an Oberﬂa¨chenrauigkeiten abdecken.
Lincoln Sea/Arktischer Ozean, May 2004 (Greenice04)
Das untersuchte Eis war sehr dick, in 2 km langen Proﬁlstu¨cken wurden modale Eis-
dicken von bis zu 6 m gemessen. Der Datensatz wurde in 107, 2 km lange Teilstu¨cke
unterteilt. Anhand der modalen Eisdicke ließen sich von diesen 95% der Klasse alten
Eises zuordnen. Insgesamt waren nur fu¨nf Proﬁle jungen oder dicken einja¨hrigen Ei-
ses vorhanden. Fu¨r den Datensatz lag im Wesentlichen eine Ein-Klassen-Verteilung
vor, und die Anwendung der Klassiﬁzierungsmethode fu¨hrte dazu, dass alle Proﬁle
einer einzigen Klasse zugeordnet wurden. Die Robustheit der Klassiﬁzierungsmetho-
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Abbildung 4.5: Modale Eisdicke der kombinierten Datensa¨tze Ark19 und Greenice04 in
Abha¨ngigkeit von den einzelnen Parametern fu¨r Proﬁlabschnitte von 2 km La¨nge.
de ließ sich an diesem Datensatz nicht testen. Stattdessen wurde untersucht, wie sich
die einzelnen statistischen Parameter von denen des Ark19 Datensatzes, an dem die
Methode entwickelt wurde, unterscheiden. Abb. 4.5 zeigt Darstellungen der moda-
len Eisdicke in Abha¨ngigkeit von jedem der neun Parameter fu¨r beide Datensa¨tze.
Die Parameter μ und σ nahmen fu¨r die Greenice-Daten u¨berwiegend gro¨ßere Werte
an als fu¨r die Ark19 Daten, folgten jedoch dem generellen linearen Trend. Fu¨r die
u¨brigen Parameter waren die Wertebereiche a¨hnlich. In den Datensa¨tzen ließ sich
kein grundsa¨tzlich anderes Verhalten der Parameter feststellen. Aus diesem Grund
wurde eine Diskriminanz-Analyse fu¨r den kombinierten Datensatz durchgefu¨hrt. Die
Fehlerrate der Klassiﬁzierung war mit 49.9% insgesamt etwas niedriger als fu¨r den
Ark19 Datensatz, ebenso wie die 5% und 95%-Quantile mit 41.9% und 58.1%. Die
Fehlerrate r5 fu¨r altes Eis war mit 20.2% ebenfalls niedriger als fu¨r Ark19 Datensatz.
Framstraße, Juli/August 2004 (Ark20)
Aufgrund des Sommers waren viele der Eisschollen wa¨hrend der Messkampagne mit
Schmelztu¨mpeln bedeckt, die zwischen 30 und 40% der Fla¨che ausmachten (Lieser,
2005). Wa¨hrend dieser Messkampagne war kaum du¨nnes Eis vorhanden, was auf
die Schmelzprozesse wa¨hrend des Sommers zuru¨ckzufu¨hren ist. Von insgesamt 149
Proﬁlen von 2 km La¨nge ließen sich nur 15 jungem Eis, du¨nnem oder mittlerem
einja¨hrigen Eis zuordnen, so dass im Wesentlichen nur zwei Eisklassen in dem Da-
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tensatz vorherrschten. Obwohl die Diskriminanz-Analyse bei den Ark19 Daten ge-
rade die zwei dicksten Eisklassen am besten trennen konnte, waren die Ergebnisse
fu¨r die Sommerdaten schlecht. Die zwei dicksten Eisklassen konnten aufgrund ihrer
statistischen Eigenschaften nicht getrennt werden.
Zusammenfassung
Die Anwendung des Klassiﬁzierungsverfahrens auf zwei zusa¨tzliche Datensa¨tze zeigt,
dass das Verfahren geeignet ist, um bei Winterdaten zwischen den dicksten Eisklas-
sen, und zwischen diesen und du¨nneren Klassen, zu unterscheiden. Feiner unterteilte
Eisdickenklassen ko¨nnen jedoch mit dieser Methode nicht erfasst werden. Die Analy-
se des Greenice04-Datensatzes zeigt ausserdem, dass die statistischen Eigenschaften
des Eises u¨ber unterschiedliche Regionen hinweg a¨hnlich sind. Allerdings wird aus
Abb. 4.5 deutlich, dass die Abgrenzung der einzelnen Klassen gegeneinander sehr
schlecht ist. Dieses Problem ist jedoch durch die Deﬁnition der Eisklassen (siehe
Tabelle 4.1) bedingt, und nicht durch die Klassiﬁzierungsmethode. Die U¨berga¨nge
zwischen den einzelnen Klassen sind im Hinblick auf die Dicke kontinuierlich. Die
Ergebnisse der einzelnen Untersuchungen zeigen weiterhin, dass das Klassiﬁzierungs-
verfahren sehr sensitiv auf die Zusammensetzung des Trainingsdatensatzes reagiert.
Sind nur wenige Elemente einer Klasse vorhanden, so resultiert eine große Fehler-
rate fu¨r diese Klasse. Eine u¨berproportional große Besetzung einer einzelnen Klasse
fu¨hrt andererseits dazu, dass Elemente anderer Klassen fa¨lschlicherweise dieser gro¨ß-
ten Klasse zugeordnet werden.
Die Ergebnisse der Diskriminanz-Analyse der Sommerdaten zeigen, dass eine
Anwendung der Klassiﬁzierungsmethode in diesem Fall nicht mo¨glich ist, da nicht
zwischen den Eisklassen unterschieden werden konnte. Einja¨hriges Eis, das nicht
schmilzt, wird im Laufe des Sommers zu mehrja¨hrigem Eis. Durch die Schmelz-
prozesses na¨hert sich die Rauigkeit des einja¨hrigen Eises im Verlauf des Sommers
der von mehrja¨hrigem Eis an. Dies wird in den Rauigkeitsparametern deutlich und
erschwert eine Unterscheidung der beiden Klassen.
Wie zu Beginnn dieses Kapitels erwa¨hnt, setzt die hier verwendete Methode
der Diskriminanz-Analyse einen quantitativen Zusammenhang zwischen der Eisdicke
und der Rauigkeit voraus. Damit bietet dieses Verfahren gleichzeitig die Mo¨glichkeit,
das Vorhandensein eines solchen Zusammenhanges zu untersuchen. Die Ergebnisse
der Klassiﬁzierung besagen, dass die, fu¨r die Unterscheidung verschiedener Eisklas-
sen erforderliche quantitative Beziehung zwischen der modalen Eisdicke und den
Rauigkeitsparametern fu¨r dickes Eis nachweisbar ist. Die Methode der Diskriminanz-
Analyse ist in diesem Fall geeignet, allein durch Kenntnis der Rauigkeit eines Ober-
ﬂa¨chenproﬁls dessen Eisdicke zu prognostizieren.
4.2 Clusteranalyse
Ziel einer Clusteranalyse ist das Identiﬁzieren einer Klassenstruktur in einem ge-
gebenen Datensatz. Es wird untersucht, ob sich die Elemente des Datensatzes in
Klassen (Cluster) einordnen lassen, die sich durch ihre Eigenschaften voneinander
unterscheiden. Die Elemente eines Clusters zeichnen sich dadurch aus, dass sie glei-
che oder a¨hnliche Eigenschaften aufweisen. Die Anzahl der mo¨glichen Cluster ist
dabei a priori nicht bekannt. Damit unterscheidet sich die Clusteranalyse grundle-
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gend von der Diskriminanzanalyse, bei der die Klassen vorgegeben werden mu¨ssen.
Dies erfolgte im Falle der Eisproﬁle u¨ber die zusa¨tzliche Information der Eisdicke.
In der folgenden Clusteranalyse wurden im Gegensatz dazu ausschließlich die Rau-
igkeitsproﬁle verwendet. Ziel der Untersuchung war, herauszuﬁnden, ob sich un-
terschiedliche Rauigkeitsklassen oder -regime in den Eisproﬁlen identiﬁzieren lassen
und diese gegebenenfalls zu charakterisieren. Im Laufe der Analyse wurden verschie-
dene Klasseneinteilungen untersucht, bis eine optimale Anzahl von Klassen gefun-
den wurde. In dieser Arbeit wurden zwei verschiedene Clustering-Methoden unter-
sucht und verglichen. Dies sind ein Partitionierungsverfahren sowie eine hierarchisch-
agglomerative Methode. A¨hnliche Untersuchungen wurden von Adolphs (1999) fu¨r
antarktische Eisproﬁlen durchgefu¨hrt. Dabei ließen sich drei verschiedene Deforma-
tionstypen nachweisen.
Die Methode der Partitionierung ist ein iteratives Verfahren und basiert auf k
repra¨sentativen Objekten, den Clusterzentren (englisch
”
medoids“). In einem er-
sten Schritt werden diese k Zentren zufa¨llig aus der Menge der zur Verfu¨gung ste-
henden Elemente ausgewa¨hlt. Die Cluster werden dann gebildet, indem jedes Ele-
ment einem Clusterzentrum zugeordnet wird, und zwar so, dass dieses Zentrum
am na¨chstgelegensten ist (Deichsel und Trampisch, 1985; Kaufman und Rousseeuw,
1990). Um den Abstand zum Clusterzentrum zu bestimmen, wird der Euklidi-
sche Abstand im Parameterraum berechnet. Der Prozess wird wiederholt, und Ele-
mente werden getauscht, bis der Abstand zwischen dem Clusterzentrum und al-
len Elementen eines Clusters minimal ist (Kaufman und Rousseeuw, 1990, Kap.
2). Dieses Partionierungsverfahren a¨hnelt dem sogenannten k-means-Algorithmus
(Kaufman und Rousseeuw (1990); Hand (1981)), in welchem der mittlere quadrierte
Abstand zwischen den Clustern minimiert wird. In dieser Arbeit wurde das Verfah-
ren der Clusterzentren gewa¨hlt, da es robuster gegenu¨ber Ausreißern ist.
Statt fu¨r eine gegebene Clusteranzahl eine optimale Partition zu bestimmen,
werden bei der hierarchischen Analyse alle mo¨glichen Clusteranzahlen in einem ein-
zigen Lauf verglichen. Bei dem hier eingesetzten Algorithmus handelt es sich um ein
sogenanntes agglomeratives Verfahren. Dies bedeutet, dass zuna¨chst alle Elemente
des Datensatzes als einzelne Cluster betrachtet werden. Im ersten Schritt werden
diejenigen zwei Elemente, die die gro¨ßte A¨hnlichkeit aufweisen, zu einem Cluster
zusammengefu¨gt. Die A¨hnlichkeit wird hier ebenfalls u¨ber das Abstandsmaß der
Euklidischen Distanz im Raum der Parameter deﬁniert. Im na¨chsten Schritt werden
wieder die zwei Cluster zusammengefu¨gt, die den kleinsten Abstand aufweisen. Um
den Abstand zwischen zwei Clustern zu berechnen wird die
”
unweighted pair-group
average“ Methode (UPGMA) verwendet (Sokal und Michener, 1958). Bei dieser Me-
thode wird der Abstand d(R, S) zwischen zwei Clustern R und S mit je nR bzw. nS
Elementen durch den mittleren Abstand zwischen allen Paaren von Elementen Ri









Dies ist in Abbildung 4.6 illustriert. Der Abstand d(R, S) entspricht dem Mit-
telwert der La¨ngen aller Verbindungslinien zwischen den beiden Clustern R und
S. Das Verfahren wird wiederholt, bis im letzten Schritt alle Elemente des Daten-
satzes in einem einzigen Cluster vereinigt werden (Deichsel und Trampisch, 1985;
Kaufman und Rousseeuw, 1990). Die so entstandene Clusterstruktur kann in einem
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Abbildung 4.6: Illustration zur Bestimmung der Una¨hnlichkeit zwischen zwei Clustern
R und S nach der UPGMA-Methode. Die Una¨hnlichkeit entspricht dem Mittelwert der
La¨ngen aller Verbindungslinien zwischen den beiden Clustern R und S.
Dendrogramm oder Baumdiagramm graphisch dargestellt werden. Dabei werden die
Niveaus visualisiert, auf denen eine Verschmelzung der Cluster stattﬁndet.
4.2.1 Clusteranalyse der Laserdaten
Beide Methoden wurden auf den Datensatz von Laserproﬁlen der Messkampagne
Ark19 angewendet, der bereits mit der Diskriminanzanalyse untersucht wurde. Die-
ser Datensatz wurde gewa¨hlt, da er die gro¨ßte Anzahl von Elementen entha¨lt, und
bereits die Diskriminanzanalyse zeigte, dass unterschiedliche Eistypen vorhanden
sind. Basierend auf den Ergebnissen der Diskriminanzanalyse wurden fu¨r die Clu-
steranalyse nur 2 km lange Proﬁlstu¨cke betrachtet. Von diesen standen 512 zur
Verfu¨gung. Ausgangspunkt der Analyse war ein Datensatz, bestehend aus Werten
der neun statistischen Parameter aus Tabelle 3.7 fu¨r jedes der 512 Proﬁlstu¨cke.
Ergebnisse der Partitionierung
Ein Ziel der Clusteranalyse lag darin, herauszuﬁnden, wie viele verschiedene Eisty-
pen sich in den Daten identiﬁzieren lassen. Deshalb wurde das Partitionierungsver-
fahren fu¨r unterschiedliche Anzahlen von Clustern durchgefu¨hrt und die Ergebnisse
verglichen. Als Kriterium fu¨r die optimale Anzahl von Clustern wurde die Silhouet-
tenbreite verwendet (Kaufman und Rousseeuw, 1990, Kap.2, S.83ﬀ). Jedem Cluster
kann eine sogenannte Silhouette zugeordnet werden, die ein Maß dafu¨r ist, wie gut
oder schlecht die einzelnen Objekte innerhalb dieses Cluster liegen. Fu¨r die Berech-
nung der Silhouettenbreite mu¨ssen die sogenannten Una¨hnlichkeiten zwischen den
einzelnen Elementen bestimmt werden. Fu¨r diese Gro¨ße wurde der euklidische Ab-
stand zwischen den einzelnen Elementen gewa¨hlt. Fu¨r jedes Element i eines Clusters
A la¨sst sich die Diﬀerenz zwischen der mittleren Una¨hnlichkeit (d.h. dem mittleren
euklidischen Abstand) b(i) von i zu allen Objekten des benachbarten Clusters B
und der mittleren Una¨hnlichkeit a(i) von i zu allen Objekten des eigenen Clusters




− 1 ≤ s(i) ≤ 1
nahe bei Eins, so bedeutet das, dass die Entfernung von i zu dem benachbarten
Cluster gro¨ßer als zum eigenen Cluster ist. Die Zuordnung von Element i erscheint
1Zur Bestimmung von b(i) werden zuna¨chst die mittleren Una¨hnlichkeiten (Absta¨nde) d(i, C)
des Elementes i zu allen Objekten eines beliebigen anderen Clusters C = A bestimmt. Diese Gro¨ße
wird fu¨r alle Cluster C = A berechnet. Der A benachbarte Cluster B ist derjenige, fu¨r den die
Gro¨ße d(i, C) am kleinsten ist: b(i) = d(i, B) = min d(i, C), C = A.
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sinnvoll. Nimmt s(i) hingegen einen negativen Wert an, so ist die Entfernung von i zu
Objekten des eigenen Clusters gro¨ßer als zu denen des benachbarten Clusters, so dass
die Zuordnung in Frage gestellt werden muss. Der Mittelwert u¨ber die Silhouetten







wird als Silhouettenbreite bezeichnet. Als optimale Clusteranzahl k wird diejenige
gewa¨hlt, fu¨r die diese Silhouettenbreite maximal wird. Bei der Auswahl der Clu-
steranzahl ist zu beachten, dass das Kriterium nur fu¨r mindestens zwei Cluster gilt.
Ein Vergleich zwischen einer Lo¨sung ohne Klassenstruktur, d.h. einer Ein-Cluster-
Lo¨sung und der gefundenen optimalen Partitionierung ist mit der Silhouettenbrei-
te nicht mo¨glich. Diese Entscheidung kann nur subjektiv getroﬀen werden. Nach
Kaufman und Rousseeuw (1990) deutet eine Silhouettenbreite s¯(k) ≥ 0.51 auf eine
sinnvolle Clusterlo¨sung hin.
Um einen Satz optimaler Clustervariablen zu bestimmen, wurde, wie bereits
bei der Diskriminanzanalyse, ein schrittweises forward selection Verfahren verwen-
det (Hand, 1981; Krzanowski, 1993). Die beste Partitionierung wurde mit k = 2
Clustern und nur einer einzigen Variable, der RMS slope θ(0.3) erreicht. Die Silhou-
ettenbreite lag in diesem Fall bei 0.66. Es ist zu beachten, dass die Skala von 0.3 m
dem Messpunktabstand und damit der kleinsten der untersuchten Rauigkeitsskalen
der Laserdaten entspricht. Die Verteilung des Parameters θ(0.3) auf die beiden Clu-
ster ist in Abbildung 4.7 in einem Streudiagramm dargestellt. Darin wird deutlich,
dass die beiden Cluster im Parameterraum sehr nahe beieinander liegen. Die Ele-
mente des ersten Clusters nehmen Werte von θ(0.3) < 10.4◦, die des zweiten von
θ(0.3) > 10.4◦ an. Da die RMS slope θ(0.3) den mittleren Steigungswinkel zwischen
Proﬁlpunkten misst, die 0.3 m voneinander entfernt sind (vgl. Abschnitt 3.6), ist
dieser Parameter ein Indikator fu¨r die Rauigkeit auf dieser kleinen Skala. Die gefun-
denen Cluster lassen sich dementsprechend als Rauigkeitscluster interpretieren, von
denen der erste weniger raues Eis entha¨lt als der zweite. In Abbildung 4.8 (a) ist
eine Karte mit der geographische Lage der beiden Cluster dargestellt.
Ergebnisse der hierarchischen Clusteranalyse
Durch die Partitionierungsmethode war es mo¨glich, einen Satz optimaler Clusterpa-
rameter, in diesem Fall eine einzige Variable, durch ein objektives Kriterium zu be-
stimmen. Das Ziel des hierarchischen Verfahrens besteht dagegen darin, gleichzeitig
die Lo¨sungen fu¨r alle mo¨glichen Anzahlen von Clustern graphisch darzustellen und
zu vergleichen. Der Nachteil dieser Methode, im Vergleich zur iterativen Partitio-
nierung, liegt darin, dass sich Zuordnungsfehler nachtra¨glich nicht mehr korrigieren
lassen, da Elemente, die im Laufe der Analyse zu einem Cluster verschmolzen sind,
nicht mehr getrennt werden ko¨nnen. Bei der Verwendung eines solchen Verfahrens
ist die resultierende Einteilung in Cluster somit nicht notwendigerweise die beste.
Beide Verfahren erga¨nzen sich jedoch. Das hierarchische Verfahren wurde hier ein-
gesetzt, um eine unabha¨ngige Abscha¨tzung der Gu¨te der Partitionierungsmethode
zu erhalten. Als Clusterparameter wurde deshalb ausschließlich θ(0.3) betrachtet.
Das Ergebnis der Analyse ist in Form eines Baumdiagrammes (Dendrogramm) in
Abbildung 4.9 dargestellt. Die Zahlen auf der Abszisse nummerieren die Cluster. Auf
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(b) Hierarchisch (Ark19, 2km)
θ(0.3m) > 25°
9.6° < θ(0.3m) < 25°
θ(0.3m) < 9.6°
Abbildung 4.8: Geographische Verteilung der Eisproﬁle fu¨r die Lo¨sungen des Partitio-
nierungsverfahrens (a) und der hierarchischen Clustermethode (b) unter Verwendung von
θ(0.3) als Klassiﬁzierungsvariable.
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Abbildung 4.9: Clusterlo¨sung fu¨r den Parameter θ(0.3) der hierarchischen Methode. Die
drei Cluster, die sich auf dem Abstandsniveau von 7 ergeben, sind durch Pfeile gekenn-
zeichnet.
der Ordinate ist die euklidische Entfernung zwischen den einzelnen Clustern aufge-
tragen. Diese Gro¨ße besitzt keine Einheit, da sie im Raum der Parameter berechnet
wurde. Zu Beginn bildet jedes Element einen Cluster fu¨r sich. Mit zunehmender Ent-
fernung verschmelzen die Cluster zu gro¨ßeren. Aus Gru¨nden der U¨bersichtlichkeit
der Darstellung beginnt das Dendrogramm in Abbildung 4.9 auf der Stufe, auf der
die Elemente bereits zu 30 Clustern verschmolzen sind. Die auf der Abszisse num-
merierten 30 Elemente bezeichnen deshalb nicht einzelne Elemente, sondern bereits
Cluster, die z.T. mehrere Elemente enthalten. Linien in Form eines umgekehrten
U’s im Diagramm verbinden jeweils zwei Cluster, die auf dem Abstandsniveau der
waagerechten Linie verschmelzen. Eine Mo¨glichkeit zur Erkennung einer natu¨rlichen
Teilung der Daten in Klassen besteht darin, die Ho¨he, d.h. den Ordinatenwert jeder
dieser waagerechten Verbindungslinien (englisch
”
link“) mit den Ho¨hen benachbarter
links zu vergleichen. Ist die Ho¨he einer solchen Verbindungslinie ungefa¨hr so groß
wie diejenigen der darunter liegenden Linien, so bedeutet dies, dass es keine aus-
gepra¨gte Unterteilung zwischen den Objekten gibt, die auf diesem Abstandsniveau
verschmelzen. Die Entfernung zwischen den Clustern, die auf diesem Niveau ver-
schmelzen ist ungefa¨hr so groß wie die Entfernungen zwischen den Elementen, die
in diesen Clustern enthalten sind. Ist andererseits der Ordinatenwert einer Verbin-
dungslinie wesentlich gro¨ßer als der der darunter liegenden Verbindungslinien, so ist
die Entfernung zwischen den Clustern, die auf diesem Abstandsniveau verschmelzen,
wesentlich gro¨ßer als die Entfernung zwischen den Elementen, die in diesen Clustern
enthalten sind.
Auf dem Niveau von ca. 7 (gestrichelte Linie) lassen sich drei Cluster unterschei-
den. Diese sind durch Pfeile gekennzeichnet. Fu¨r diese drei Cluster ist in Abbildung
4.10 die Verteilung des Parameters θ(0.3) auf die drei Cluster in einem Streudia-
gramm gezeigt. Erkennbar ist die sehr gute U¨bereinstimmung mit der Verteilung
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Abbildung 4.10: Streudiagramm der Clustervariablen θ(0.3) fu¨r die Lo¨sung mit drei Clu-
stern des hierarchischen Verfahrens.
aus Abb. 4.7. Der U¨bergang vom ersten zum zweiten Cluster erfolgt bei einem Wert
von θ(0.3) = 9.6◦, welcher nur wenig kleiner als der Trennwert von θ(0.3) = 10.4◦
des Partitionierungsverfahrens ist. Mit dem hierarchischen Verfahren wird ein drit-
ter Cluster erkennbar, der drei Elemente mit sehr großen Werte von θ(0.3) entha¨lt.
In Abbildung 4.8 (b) ist die geographische Lage der drei Cluster erkennbar. Hier
zeigt sich ebenfalls eine sehr gute U¨bereinstimmung mit der Clusterlo¨sung des Par-
titionierungsverfahrens.
Diskussion
In Abbildung 4.8 ist erkennbar, dass sich Eisproﬁle des zweiten Clusters sowohl der
Partitionierung (θ(0.3) > 10.4◦) als auch der hierarchischen Analyse (9.6◦ < θ(0.3) <
25◦) u¨berwiegend im Gebiet des a¨ußeren Storfjords (76◦30′N - 77◦30′N, 18◦E - 21◦E)
ﬁnden (dunkle Proﬁle). Eisbeobachtungen wa¨hrend der Fahrt belegen eine Eiskon-
zentration in diesem Gebiet von ca. 100%. Dabei bestand das Eis aus kleinen Schol-
len, die von Zonen sehr stark deformiertenen Eises (englisch
”
rubble ﬁelds“) umgeben
waren (Schauer und Kattner, 2004). Eisproﬁle des ersten Clusters (θ(0.3) < 10.4◦
bei der Partitionierung) bzw. (θ(0.3) < 9.6◦ bei der hierarchischen Analyse) beﬁnden
sich u¨berwiegend im Inneren des Storfjords (no¨rdlich von 77◦30′N) und in der Fram-
straße (no¨rdlich von 80◦). Im inneren Storfjord wurde hauptsa¨chlich graues Eis mit
keiner oder nur einer sehr du¨nnen Schneeauﬂage beobachtet. Das Eis in der Fram-
straße war dicker (einja¨hriges und mehrja¨hriges Eis), und die Schollen waren durch
Rinnen voneinander getrennt, welche mit Nilas, grauem und grauweißem Eis bedeckt
waren (Schauer und Kattner, 2004). Obwohl sich die Eisdicken im inneren Storfjord
und in der Framstraße stark unterschieden, waren in beiden Fa¨llen Abschnitte von
Nilas oder grauem Eis vorhanden, welche sich durch eine relativ glatte Oberﬂa¨che
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Tabelle 4.6: Statistische Kennzahlen der Presseisru¨cken fu¨r das Partitionierungsverfahren
Kennzahl Cluster 1 Cluster 2
Anzahl der Proﬁle 339 173
Gesamtzahl der Ru¨cken 3882 6249
Mittl. Ru¨ckenanzahl pro Proﬁl 11.45 36.12
Mittl. Anzahldichte [km−1] 5.73 18.06
Mittl. Ru¨ckenho¨he [m] 1.20 1.19
Mittl. Ru¨ckenabstand [m] 100.84 50.36
Ru¨ckenintensita¨t 0.012 0.024
auszeichnen. Der Clusterparameter θ(0.3) misst die Rauigkeit auf einer Skala von
30 cm. Da die Eisbeobachtungen vom Schiﬀ aus durchgefu¨hrt wurden, beschreiben
sie die Rauigkeit auf gro¨ßeren Skalen. Trotz dieser unterschiedlichen Skalen besta¨ti-
gen die Beobachtungen qualitativ die Interpretation, dass Cluster 1 u¨berwiegend aus
glatterem Eis besteht, wa¨hrend Cluster 2 sta¨rker deformiertes, raueres Eis entha¨lt.
Um eine quantitative Abscha¨tzung des Deformationsgrades auf gro¨ßeren Skalen
innerhalb der beiden Cluster zu erhalten, ist ein Vergleich mit Statistiken der Press-
eisru¨cken sinnvoll. Die Presseisru¨cken wurden, wie in Abschnitt 3.3 beschrieben,
durch das Rayleigh-Kriterium in den Laserproﬁlen identiﬁziert, wobei potenzielle
Ru¨cken mindestens 80 cm hoch sein mussten. Fu¨r jeden Proﬁlabschnitt wurden An-
zahl, Ho¨he und Absta¨nde der Presseisru¨cken bestimmt. Fu¨r die beiden Cluster des
Partitionierungsverfahrens sind diese Gro¨ßen in Tabelle 4.6 aufgelistet. Die Ru¨cken-
intensita¨t (englisch
”
ridging intensity“) ist durch den Quotient aus mittlerer Ru¨cken-
ho¨he und mittlerem Ru¨ckenabstand deﬁniert, und ist bei der Bestimmung des ae-
rodynamischen Formwiderstand der Presseisru¨cken (Arya, 1975; Dierking, 1995) als
Rauigkeitsmaß von Bedeutung. Die mittlere Ho¨he der Presseisru¨cken ist in beiden
Clustern nahezu gleich. Der mittlere Ru¨ckenabstand bzw. die Anzahl der Ru¨cken
pro km unterscheiden sich jedoch stark fu¨r die beiden Cluster. Die Anzahldichte
ist in Cluster 2 um mehr als den Faktor 3 gro¨ßer als in Cluster 1, und der mittlere
Ru¨ckenabstand in Cluster 2 ist nur halb so groß wie in Cluster 1. Die Presseisru¨cken-
statistiken belegen, dass die beiden gefundenen Cluster auch auf gro¨ßeren Skalen als
Gebiete unterschiedlicher Deformation unterschieden werden ko¨nnen.
Das wichtigste Ergebnis der Untersuchung besteht in der Erkenntnis, dass die
RMS Steigung θ(0.3) von den neun untersuchten Rauigkeitsparametern am besten
geeignet ist, um die Deformation der Eisoberﬂa¨che zu erfassen. Da dieser Parameter
jedoch kontinuierlich von kleinen zu großen Werten variiert (vgl. die Abbildungen
4.7 und 4.10), ist die Abgrenzung der einzelnen Cluster gegeneinander nur schwach
ausgepra¨gt. Dies wird auch durch den niedrigen Wert der Silhouettenbreite von 0.66
deutlich. Zusammenfassend zeigt die Clusteranalyse, dass Eisregime, die sich allei-
ne aufgrund von statistischen Eigenschaften der Rauigkeit grundlegend voneinander
unterscheiden und scharf gegeneinander abgrenzen lassen, nicht nachgewiesen wer-
den konnten. Die Ergebnisse der Clusteranalyse sind jedoch dahingehend wichtig,
dass diese Methode es ermo¨glichte, die einzelnen Variablen bezu¨glich ihrer Qualita¨t




























Abbildung 4.11: Rauigkeitskarte der Ostsee. Werte des Rauigkeitsparameters θ(0.3) fu¨r
2 km breite Fenster sind farbcodiert.
Optimum zu bestimmen. Dieser Parameter la¨sst sich verwenden, um Deformations-
oder Rauigkeitskarten zu erstellen. Dafu¨r werden die gemessenen Werte von θ(0.3)
kartiert. Solche Rauigkeits- oder Deformationskarten eignen sich insbesondere fu¨r
den Vergleich mit Satellitenbildern, in denen sich Gebiete großskaliger Deformation
identiﬁzieren lassen. Abbildung 4.11 zeigt eine Karte der Ostsee, in der die Rauigkeit
der 2 km langen Messproﬁle anhand des Wertes von θ(0.3) farbcodiert ist. Deutlich
erkennbar ist eine Zunge sta¨rker deformierten Eises mit Werten von θ(0.3) zwischen
∼ 10◦ und ∼ 17◦ bei ca. 63◦N. Dieses Gebiet ist durch einen Pfeil gekennzeichnet.
In diesem Kapitel wurden zwei unterschiedliche Klassiﬁzierungsverfahren behan-
delt, die Diskriminanzanalyse und die Clusteranalyse. Beide Verfahren bieten die
Mo¨glichkeit, optimale Rauigkeitsparameter zu identiﬁzieren. Bei der Diskriminanz-
analyse waren dies die mittlere Proﬁlho¨he μ und die Standardabweichung σ, bei der
Clusteranalyse die RMS slope θ(0.3). Die Tatsache, dass nicht in beiden Fa¨llen die
gleichen Parameter als optimal erkannt wurden, beruht auf den unterschiedlichen
Fragestellungen, die beiden Methoden zugrunde lagen. Im Falle der Diskriminanz-
analyse war das Ziel, einen quantitativen Zusammenhang zwischen der Rauigkeit der
Eisoberﬂa¨che und der Eisdicke zu ﬁnden und diesen gegebenenfalls zur Prognose der
Eisdickenklassen von weiteren Rauigkeitsproﬁlen zu verwenden. Der Klassiﬁzierung
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lagen Eisdickenklassen zugrunde. Die Clusteranalyse zielte dagegen darauf ab, ver-
schiedene Rauigkeitsklassen oder -regime zu ﬁnden. Fu¨r dieses Verfahren wurden




5.1 Eigenschaften synthetischer Proﬁle
Einen wesentlichen Beitrag zum besseren Versta¨ndnis der statistischen Eigenschaften
der Eisrauigkeit liefern ku¨nstliche Rauigkeitsproﬁle. Synthetische Proﬁle mit genau
deﬁnierten Eigenschaften lassen sich gezielt erzeugen und analysieren. Mo¨gliche An-
wendungen solcher Studien liegen besonders in der Modellierung der Deformation
des Eises sowie der Wechselwirkungen der Eisoberﬂa¨che mit der Atmospha¨re und der
Eisunterseite mit dem Ozean. In der Vergangenheit wurden unterschiedliche Mo¨g-
lichkeiten vorgeschlagen, synthetische Proﬁle zu erzeugen. Wichtige Arbeiten zur
Modellierung der Eisunterseite wurden unter anderem von Goﬀ und Jordan (1988);
Goﬀ (1995) und Hughes (1991) durchgefu¨hrt.
In diesem Kapitel wurde die Methode von Goﬀ (1995) daraufhin untersucht, ob
sie dazu geeignet ist, die Oberﬂa¨chenrauigkeit von Meereis zu modellieren. In der
Arbeit von Goﬀ (1995) wird die Methode verwendet, um Proﬁle der Eisunterseite
zu modellieren. Sie basiert auf einem Verfahren zur Modellierung von Fla¨chen oder
Proﬁlen des Meeresbodens. Letzteres ist in Goﬀ und Jordan (1988) beschrieben,
und die folgende Beschreibung folgt der Notation dieses Artikels. Der Algorithmus
wurde urspru¨nglich entwickelt, um die Morphologie des Meeresbodes zu modellieren
und erzeugt Fla¨chen. Zur Modellierung von Proﬁlen wird nur der eindimensionale
Fall beno¨tigt, so dass das Modell sich vereinfacht. Da sich die Topographie des
Meeresbodens durch langgestreckte Ru¨cken mit einer Vorzugsrichtung auszeichnet,
basiert der Algorithmus auf einem anisotropen stochastischen Modell. Dies bedeutet,
dass die statistischen Eigenschaften entlang eines Proﬁls mit dem Azimuthwinkel
variieren. Die Tiefe des Meeresbodens in Abha¨ngigkeit von einem Koordinatenvektor
x wird in zwei Dimensionen durch eine Funktion
b(x) = b0(x) + h(x)
beschrieben. Dabei bezeichnet b0(x) die großskalige Topographie, die durch einen
deterministischen Prozess beschrieben werden kann, wa¨hrend h(x) die kleinskalige
Topographie beschreibt, die durch einen zweidimensionalen stochastischen Prozess
gegeben ist. Um die Morphologie des Meeresbodens realistisch zu modellieren, wird







mit der RMS Ho¨he (Standardabweichung) H von h(x) und
Gν(r) = r
νKν(r), 0 ≤ r <∞, ν ∈ [0, 1] (5.2)
gewa¨hlt. Hierbei ist Kν die modiﬁzierte Besselfunktion zweiter Art der Ordnung ν.






wobei Q eine positiv deﬁnite, symmetrische Matrix mit Eigenwerten kn und ks,
k2n ≥ k2s , sowie Eigenvektoren es und en ist. Das Frequenzspektrum ergibt sich durch
Fouriertransformation von Gleichung 5.1 zu
Ph(k) = 4πνH
2(detQ)−1/2[u2(k) + 1]−(ν+1), (5.4)






Im eindimensionalen Fall eines Proﬁls, das in Richtung eθ orientiert ist, wobei θ der
Winkel zwischen den Richtungen es und eθ ist, la¨sst sich die Variable r(x) schreiben
als
r(x) = kθx, kθ =
√
k2s cos
2 θ + k2n sin
2 θ. (5.6)
kθ la¨sst sich damit als Skalierungsfaktor in Proﬁlrichtung interpretieren. Im isotropen
Fall gilt ks = kn. Das Frequenzspektrum ergibt sich aus der Fouriertransformation










(vgl. Goﬀ und Tucholke (1997, Gleichung 3)). Dabei bezeichnet Γ die Gammafunkti-
on. Der Parameter kθ ist eine charakteristische Wellenzahl, an der sich das Verhalten
des Frequenzspektrums a¨ndert. Fu¨r Wellenzahlen gro¨ßer als kθ genu¨gt das Spektrum
einem Potenzgesetz mit negativem Exponenten, der, wie in Abschnitt 3.2 beschrie-
ben, in Bezug zur fraktalen Dimension steht: df = 2 − ν im eindimensionalen Fall
und df = 3 − ν im zweidimensionalen Fall. Fu¨r Wellenzahlen, die kleiner als kθ








Im eindimensionalen Fall wird das stochastische Modell durch drei Parameter be-
stimmt: Die Standardabweichung H , die Ordnung ν der Besselfunktion und die
charakteristische Wellenzahl kθ.
Das Modell von Goﬀ (1995) zur Erzeugung von Proﬁlen der Eisunterseite basiert
auf dem oben beschriebenen Kovarianzmodell. Mit der Kovarianzfunktion allein las-
sen sich jedoch Presseisru¨cken in Proﬁlen der Eisunterseite nicht modellieren. Auf-
grund der Presseisru¨cken weisen Proﬁle des Eistiefgangs eine ausgepra¨gte vertikale
Asymmetrie auf. Der Tiefgang des Eises ist durch die Wasseroberﬂa¨che beschra¨nkt.
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Sehr kleine Werte des Tiefgangs weichen nur wenig vom Mittelwert ab, wa¨hrend die
sehr großen Tiefga¨nge der Kiele von Presseisru¨cken sehr stark vom Mittelwert abwei-
chen. Deshalb wird zusa¨tzlich angenommen, dass die Wahrscheinlichkeitsdichte der






(h + α/β)β−1e−α(h+α/β) h > −α/β
0 sonst
(5.9)
Hierbei bezeichnet h den Tiefgang, positiv gerechnet ausgehend vom Mittelwert der
großskaligen Topographie b¯0(x). Diese Verteilung wurde gewa¨hlt, da sie einige der
Hauptmerkmale von Eiskielen beschreibt. Die kleinsten Werte des Tiefgangs werden
durch h = −α/β begrenzt. Große Werte des Tiefgangs sind dagegen unbeschra¨nkt.
Die Gammaverteilung ist weiterhin fu¨r große Werte der Tiefe konsistent mit einer
negativen Exponentialverteilung. Ein weiterer Vorteil dieser Verteilung liegt darin,
dass sich einfache Beziehungen zwischen den Parametern α und β und den Momenten
der Verteilung ergeben. So gilt fu¨r die Varianz (H2) und die Schiefe (μ3) H
2 = β/α2
und μ3 = 2/β
1/2. Damit beno¨tigt die Gammaverteilung nur einen Parameter, der
am einfachsten aus der Schiefe gescha¨tzt werden kann.
Der Algorithmus von Goﬀ (1995) zur Erzeugung von synthetischen Proﬁlen der
Eisunterseite besteht aus drei Schritten:
1. Ausgehend von Gleichung 5.7 wird ein Frequenzspektrum fu¨r gegebene Werte
der Variablen H , ν und kθ berechnet. Dieses wird mit einer zufa¨lligen Phase
exp iφ multipliziert, wobei φ gleichma¨ßig u¨ber das Intervall (0, 2π] verteilt ist.
Die zufa¨llige Phase stellt sicher, dass der erzeugte stochastische Prozess ei-
ner Gaußschen Verteilung genu¨gt. Nach einer inversen Fouriertransformation
ergibt sich ein stochastischer Prozess hG(x) fu¨r den Eistiefgang.
2. Die Ha¨uﬁgkeitsverteilung P [hG(xi)] von hG(xi) wird bestimmt.
3. Die Gaußverteilung wird auf eine Gammaverteilung abgebildet, indem fu¨r je-
den Wert hG(xi) der Ha¨uﬁgkeitsverteilung P [hG(xi)] (d.h. fu¨r jedes bin) der
entsprechende Wert hΓ(xi) gesucht wird, fu¨r den mit der aus Gleichung 5.9
bestimmten Verteilung P [hΓ(xi)] gilt, dass P [hΓ(xi)] = P [hG(xi)] erfu¨llt ist.
Der Parameter der Gammaverteilung muss dafu¨r vorgegeben werden.
Zusammenfassend beno¨tigt der Algorithmus 4 Variablen: Die Standardabwei-
chung H , die Ordnung ν der Besselfunktion, die charakteristische Wellenzahl kθ und
den Parameter β der Gammaverteilung. Zur Simulation von Oberﬂa¨chenrauigkeiten
anstelle von Proﬁlen der Eisunterseite wurden die Werte dieser vier Variablen aus
realen Rauigkeitsproﬁlen gescha¨tzt. H wurde aus der Standardabweichung und β
aus der Schiefe des Originalproﬁls gescha¨tzt. Die Ordnung der Besselfunktion wurde
u¨ber die Beziehung ν = 2− df aus der fraktalen Dimension bestimmt, und die Wel-
lenzahl kθ wurde aus Gleichung 5.8 unter Verwendung der Autokorrelationsla¨nge
1
als charakteristische La¨nge λθ bestimmt.
In Abbildung 5.1 und 5.2 ist fu¨r je ein zufa¨llig gewa¨hltes Proﬁl aus jedem der vier
Datensa¨tze der Vergleich mit einem synthetischen Proﬁl gezeigt. Bei den Proﬁlen der
Ark19 und Ark20-Datensa¨tze ergibt sich eine sehr gute qualitative U¨bereinstimmung
1Entfernung der 1. Nullstelle der Autokorrelationsfunktion
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Abbildung 5.1: Vergleich je eines Rauigkeitsproﬁls der Datensa¨tze Ark19 und Ark20 mit
synthetischen Proﬁlen. Die zur Erzeugung der synthetischen Proﬁle beno¨tigten Variablen
wurden aus den Daten gescha¨tzt. Die synthetischen Proﬁle sind zur besseren U¨bersicht
vertikal versetzt dargestellt.
mit den Originaldaten. Obwohl sich die Proﬁle in Details, wie einzelnen hohen Press-
eisru¨cken in den echten Daten, unterscheiden, sind die Variation und die Skala der
Rauigkeit sehr a¨hnlich. Bei den Proﬁlen der Kampagnen Greenice04 und Iris03 ist
die U¨bereinstimmung wesentlich schlechter. In beiden Fa¨llen wird die kleinskalige
Rauigkeit nicht korrekt modelliert. So erscheint das synthetische Greenice-Proﬁl auf
kleinen Skalen zu rau, wa¨hrend das Iris-Proﬁl auf kleinen Skalen zu glatt ist.
Fu¨r jeden Satz von Variablen wurden 100 Proﬁle simuliert. Da der Algortihmus
auf einem stochastischen Prozess basiert, ergaben sich damit fu¨r jedes der vier Proﬁle
100 Realisierungen. Fu¨r jede dieser Realisierungen wurden die statistischen Parame-
ter aus Tabelle 3.7 berechnet und mit den entsprechenden Parametern der Original-
proﬁle verglichen. Die mittlere Proﬁlho¨he μ wurde nicht aufgefu¨hrt, da die synthe-
tischen Proﬁle deﬁnitionsgema¨ß einen Mittelwert von Null haben. Als zusa¨tzlicher
Parameter wurde die Autokorrelationsla¨nge berechnet. Alle Werte sind in Tabelle
5.1 aufgelistet. Bei den simulierten Proﬁlen sind 25%- und 75%-Quantil der fu¨r 100
Realisierungen bestimmten Parameter aufgefu¨hrt. Das Ziel dieses Vergleiches be-
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Abbildung 5.2: Vergleich je eines Rauigkeitsproﬁls der Datensa¨tze Greenice04 und Iris03
mit synthetischen Proﬁlen. Die zur Erzeugung der synthetischen Proﬁle beno¨tigten Varia-
blen wurden aus den Daten gescha¨tzt. Die synthetischen Proﬁle sind zur besseren U¨bersicht
vertikal versetzt dargestellt.
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stand darin, herauszuﬁnden, ob die Gro¨ßenordnung der Parameter die gleiche war,
jedoch nicht, ob es eine exakte U¨bereinstimmung gab. Von besonderem Interesse
waren hierbei die Parameter σ, μ3 und dF , da diese als Variablen zur Erzeugung der
synthetischen Proﬁle verwendet wurden. Fu¨r das urspu¨ngliche Ark19-Proﬁl liegen
nur die Parameter σ, Δx und θ(9.9) innerhalb des Schwankungsbereichs der Parame-
ter der synthetischen Proﬁle. Dennoch war die U¨bereinstimmung von Original und
synthetischem Proﬁl in Abbildung 5.1 gut. Die Parameter der synthetischen Ark20-
und Greenice04-Proﬁle weisen systematische Abweichungen von den entsprechen-
den Werten der Originalproﬁle auf. Im Falle des Ark20-Proﬁls liegen die Werte der
RMS Steigung des urspru¨nglichen Proﬁls fu¨r alle drei Skalen oberhalb der Wertebe-
reiche, die sich fu¨r die synthetischen Proﬁle ergeben. Im Fall des Greenice04-Proﬁl
ist es genau umgekehrt. Die Werte der RMS Steigung des urspru¨nglichen Proﬁls
sind hier stets kleiner als der entsprechende Wertebereich der synthetischen Pro-
ﬁle. Wie in Abschnitt 4.2 diskutiert, beschreibt die RMS Steigung die Rauigkeit
auf unterschiedlichen La¨ngenskalen. Die sehr großen Werte von θ(0.3) der synthe-
tischen Proﬁle tragen dazu bei, dass das simulierte Greenice04-Proﬁl in Abb. 5.2
auf kleinen Skalen wesentlich rauer erscheint als das Original. Bei den syntheti-
schen Iris03-Proﬁlen fa¨llt auf, dass der Wert von Δx, der maximalen horizontalen
Skala, die zur Berechnung der fraktalen Dimension verwendet wurde, stets gro¨ßer
ist als der entsprechende Wert des Originalproﬁls. Dies erkla¨rt teilweise, wieso das
in Abbildung 5.2 gezeigte synthetische Iris03-Proﬁl auf kleinen Skalen weniger rau
erscheint als das Original. Tabelle 5.1 zeigt, dass sich die Werte der Parameter zwi-
schen Original- und synthetischen Proﬁlen z.T. stark unterscheiden. Dies triﬀt auch
fu¨r die Parameter σ, μ3 und dF zu. Hier gab es die gro¨ßten Unterschiede zwischen
Original- und synthetischen Proﬁlen bei der Schiefe μ3. Nur in einem Fall (Iris03) lag
die Schiefe des Originalproﬁls innerhalb des Schwankungsbereichs dieses Parameters
der synthetischen Proﬁle, in allen anderen Fa¨llen war dieser Parameter gro¨ßer. Die
Werte der Schiefe der Originalproﬁle Ark19 und Greenice04 waren um 12% bzw.
17% gro¨ßer als das 75%-Quantil der synthetischen Proﬁle. Die fraktale Dimension
der Originalproﬁle Ark19, Ark20 und Iris03 war um 3-4% kleiner als das 25%-Quantil
der synthetischen Proﬁle. Lediglich fu¨r das Greenice04-Proﬁl lag der Wert des Ori-
ginalproﬁls im entsprechenden Schwankungsbereich der synthetischen Proﬁle. Die
kleinsten Unterschiede zwischen Original- und den synthetischen Proﬁlen ergaben
sich fu¨r den Parameter σ. Nur im Fall des Greenice04-Proﬁls lag der Wert des Ori-
ginalproﬁls außerhalb des Schwankungsbereiches der synthetischen Proﬁle, jedoch
waren die Abweichungen mit 0.6% sehr klein. Zusammenfassend geht aus Tabelle
5.1 nicht hervor, wieso die U¨bereinstimmung von Original- und synthetischen Pro-
ﬁlen in Abbildung 5.1 wesentlich besser war als in Abbildung 5.2.
Welche Auswirkungen Vera¨nderungen der vier Variablen Standardabweichung,
Schiefe, charakteristische Wellenzahl und fraktale Dimension auf die synthetisch
erzeugten Proﬁle haben zeigt Abbildung 5.3. Das unterste Proﬁl ist das gleiche
Rauigkeitsproﬁl des Ark19-Datensatzes wie in Abb. 5.1. Die Proﬁle (a)-(h) wur-
den synthetisch erzeugt, wobei jeweils eine der vier Variablen variiert wurde. Die
restlichen Variablen nahmen die aus den Originaldaten gescha¨tzten Werte an. Alle
Parameterwerte sind in Tabelle 5.2 aufgefu¨hrt. Am deutlichsten wirken sich A¨nde-
rungen der Standardabweichung aus. Die vertikale Variation innerhalb der Proﬁle
wird bei Vergro¨ßerung bzw. Verkleinerung dieser Variablen vermindert bzw. erho¨ht.
Die charakteristische Wellenzahl ist nach Gleichung 5.8 umgekehrt proportional zu
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Tabelle 5.1: Vergleich der statistischen Parameter aus Tabelle 3.7 fu¨r Originalproﬁle und
korrespondierende synthetische Proﬁle. Fu¨r die synthetischen Proﬁle wurden jeweils 25%-
und 75%-Quantil des Bereichs angegeben, in dem die Parameter von 100 Realisierungen
schwankten. Der Parameter acl bezeichnet die Autokorrelationsla¨nge.
Originalproﬁl
Parameter Ark19 Ark20 Greenice04 Iris03
σ [m] 0.267 0.256 0.540 0.117
μ3 2.577 2.182 2.788 3.082
μ4 10.539 11.999 13.638 19.651
dF 1.531 1.576 1.653 1.548
Δx [m] 24.000 9.600 59.700 1.200
θ(0.3) [◦] 5.708 19.938 3.541 8.448
θ(3.0) [◦] 2.341 7.518 1.311 1.657
θ(9.9) [◦] 1.328 3.015 0.689 0.522
acl [m] 35.100 55.200 20.095 28.800
Synthetisches Proﬁl
Parameter Ark19 Ark20 Greenice04 Iris03
σ [m] [0.230 0.267] [0.230 0.268] [0.450 0.537] [0.109 0.133]
μ3 [1.915 2.301] [1.704 2.168] [1.987 2.387] [2.912 3.693]
μ4 [7.154 9.207] [6.275 8.986] [7.313 9.973] [14.730 22.820]
dF [1.590 1.664] [1.626 1.684] [1.639 1.713] [1.613 1.684]
Δx [m] [11.020 31.580] [16.200 43.950] [8.550 30.750] [6.300 19.500]
θ(0.3) [◦] [9.053 12.560] [8.610 12.020] [18.920 29.580] [4.537 8.394]
θ(3.0) [◦] [2.738 4.157] [2.431 3.646] [5.071 8.428] [1.286 2.417]
θ(9.9) [◦] [1.241 1.953] [1.078 1.697] [1.906 3.744] [0.513 1.043]
acl [m] [10.760 20.950] [12.420 29.520] [11.840 40.370] [7.358 14.600]
einer charakteristische La¨nge, die nach Goﬀ (1995) die Ausdehnung zwischen visuell
dominanten Strukturen des Proﬁls beschreibt. Eine große Wellenzahl bedeutet eine
kurze charakteristische La¨nge. Die Rauigkeitselemente liegen na¨her beieinander, so
dass das Proﬁl rauer erscheint (vgl. Proﬁl (d) in Abb. 5.3). Umgekehrt erscheint
ein Proﬁl, fu¨r das die charakteristische Wellenzahl einen kleinen Wert annimmt,
glatter (vgl. Proﬁl (c)). Die Auswirkungen einer Verminderung bzw. Vergro¨ßerung
der fraktalen Dimension sind in den Proﬁlen (e) und (f) illustriert. Die Proﬁle (g)
und (h) zeigen den Eﬀekt einer großen bzw. kleinen Schiefe. Die Schiefe misst die
Asymmetrie einer Verteilung bezu¨glich des Mittelwertes (vgl. Abschnitt 3.6). Eine
Schiefe von 0, wie im Proﬁl (g) dargestellt, fu¨hrt zu einer symmetrischen Verteilung
um den Mittelwert herum. Im Gegensatz dazu ist im Proﬁl (h) erkennbar, dass die
vorhandenen sehr großen positiven Werte nicht von entsprechend großen negativen
Werten ausgeglichen werden.
Wie in Abschnitt 3.3 gezeigt wurde, sind Presseisru¨cken die wichtigsten großska-
ligen Rauigkeitselemente in Eisproﬁlen. Um realistische Rauigkeitsproﬁle erzeugen
zu ko¨nnen, muss der Algorithmus in der Lage sein, die typische Verteilung der Pres-
seisru¨ckenho¨hen und -absta¨nde zu modellieren. Um die Methode von Goﬀ (1995)











Abbildung 5.3: Auswirkungen von Variationen in den, zur Erzeugung der synthetischen
Proﬁle beno¨tigten Variablen. Proﬁle (a) und (b): Kleine bzw. große Standardabweichung;
(c) und (d): Kleine bzw. große charakteristische Wellenzahl; (e) und (f): Kleine bzw. große
fraktale Dimension; (g) und (h): Kleine bzw. große Schiefe.
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Tabelle 5.2: Variablen zur Erzeugung der synthetischen Proﬁle aus Abb. 5.3
Variable Daten (a) (b) (c) (d) (e) (f) (g) (h)
Standardabw. [m] 0.27 0.10 0.80 0.27 0.27 0.27 0.27 0.27 0.27
Wellenzahl [km−1] 79.33 79.33 79.33 20.00 100.00 79.33 79.33 79.33 79.33
frakt. Dim. 1.53 1.53 1.53 1.53 1.53 1.70 1.10 1.53 1.53
Schiefe 2.58 2.58 2.58 2.58 2.58 2.58 2.58 0.00 3.00
ter aus je einem Originalproﬁl der vier Datensa¨tze gescha¨tzt wurde. Um genu¨gend
Daten zur Untersuchung von Presseisru¨ckenstatistiken zur Verfu¨gung zu haben, wur-
den jeweils 500000 Punkte pro Proﬁl erzeugt. In den synthetischen Proﬁlen wurden
als na¨chstes die Presseisru¨cken durch Anwendung des Rayleigh-Kriteriums bei einem
Schwellwert von 80 cm identiﬁziert. Analog zu den Untersuchungen in Abschnitt 3.3
wurden die Wahrscheinlichkeitsdichten der Ru¨ckenho¨hen mit den von Hibler et al.
(1972) und Wadhams (1980) postulierten theoretischen Verteilungen (Gl. 3.3 und
3.4) verglichen. Dieser Vergleich ist in Abbildung 5.4 gezeigt.
Die beste U¨bereinstimmung mit den theoretischen Verteilungen ergibt sich fu¨r
die synthetischen Proﬁle der Datensa¨tze Ark19 und Ark20. Die logarithmische Dar-
stellung macht jedoch deutlich, dass es im Bereich großer Ru¨ckenho¨hen starke Ab-
weichungen von den theoretischen Kurven gibt. Im Gegensatz zu den in Abschnitt
3.3 beschriebenen Daten erscheint hier die Hibler-Verteilung die bessere Approxi-
mation. Ein χ2-Anpassungstest besta¨tigt fu¨r das Ark20-Proﬁl Konsistenz mit der
Hibler-Verteilung bei einem Konﬁdenzniveau von 99%. Das Ark19-Proﬁl ist bei 99%
Konﬁdenz mit keiner der theoretischen Verteilungen vereinbar. Wesentlich schlech-
ter fa¨llt der Vergleich bei den Greenice04- und Iris03-Proﬁlen aus. Das Iris-Proﬁl
fa¨llt insofern auf, als die Mode der Verteilung bei den gro¨ßten Ho¨hen liegt, statt
wie bei den anderen Verteilungen bei den niedrigsten Ru¨ckenho¨hen. Der Median der
Verteilung liegt bei 1.09 m. Bei dem Proﬁl des Greenice-Datensatzes erscheint die
einfache Exponentialverteilung die bessere Approximation. Der χ2-Anpassungstest
ergibt jedoch , dass bei einem Konﬁdenzniveau von 99% die Verteilung mit keiner
der theoretischen Verteilungen u¨bereinstimmt. Allerdings ist die Anpassung an die
beiden Verteilungen von Wadhams in diesem Fall wesentlich besser. Der χ2-Test der
Iris-Daten ergibt erwartungsgema¨ß keine U¨bereinstimmung mit den theoretischen
Verteilungen.
Die in den synthetischen Proﬁlen beobachteten Verteilungen der Ru¨ckenabsta¨nde
sind in Abbildung 5.5 im Vergleich zu einer Lognormal- und einer Exponenential-
verteilung gezeigt. Wa¨hrend fu¨r die tatsa¨chlichen Rauigkeitsproﬁle eine gute qua-
litative U¨bereinstimmung mit einer Lognormalverteilung zu beobachten war (vgl.
Abb. 3.10), fa¨llt der Vergleich fu¨r die synthetischen Proﬁle wesentlich schlechter
aus. Zuna¨chst fa¨llt auf, dass die Ark20- und Iris03-Proﬁle eine bimodale Vertei-
lung aufweisen. Dies triﬀt fu¨r das Ark19-Proﬁl ebenfalls zu, allerdings ist hier die
zweite Mode weniger stark ausgepra¨gt. Da eine bimodale Verteilung von einer einfa-
chen Lognormal- oder Exponentialverteilung niemals erzeugt werden kann, fa¨llt der
Vergleich entsprechend schlecht aus. Bei der Verteilung der Absta¨nde des Greenice-
Proﬁls fa¨llt auf, dass das Maximum bei kleinen Absta¨nden liegt, im Gegensatz zur





























































































































































Abbildung 5.4: Wahrscheinlichkeitsdichten der Ru¨ckenho¨hen fu¨r die vier synthetisch er-
zeugten Datensa¨tze, sowie daraus bestimmte theoretische Verteilungen nach Hibler und
Wadhams. Fu¨r die Formel von Wadhams sind die Verteilungen fu¨r zwei verschiedene Wer-
te des Verteilungsparameters λ2 gezeigt (vgl. Gl. 3.4). Die linken Teilbilder sind auf einer
linearen, die rechten auf einer logarithmischen Skala.
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sitzt.
Wie in Abschnitt 3.4 gezeigt wurde, besteht ein weiteres wichtiges Merkmal der
großskaligen Rauigkeit von Meereis darin, dass die Rauigkeitsproﬁle typischerwei-
se inhomogen bezu¨glich der Verteilung der Presseisru¨cken sind, so dass die Press-
eisru¨cken in Haufen auftreten. Um zu pru¨fen, ob die Methode zur Erzeugung syn-
thetischer Proﬁle in der Lage ist, dieses Verhalten zu modellieren, wurde der gleiche
Test wie in Abschnitt 3.4 auf die synthetischen Proﬁle angewandt. Dabei wurden
die Verteilungen der Absta¨nde zwischen Presseisru¨cken in den synthetischen Proﬁlen
mit Verteilungen rein zufa¨llig erzeugter Absta¨nde verglichen. Die zufa¨llig erzeugten
Abstandsverteilungen ergaben sich durch Permutieren aller Presseisru¨cken der syn-
thetisch erzeugten Proﬁle. Das Ergebnis ist in Abbildung 5.6 dargestellt. Die in den
synthetischen Proﬁlen beobachtete Abstandsverteilung ist durch Kreise dargestellt,
das 99%-Konﬁdenzintervall der Verteilung von zufa¨lligen Absta¨nden liegt zwischen
den beiden durchgezogenen Linien. Gut zu erkennen ist auch hier die bimodale Form
der Verteilungen fu¨r die Ark20- und Iris-Proﬁle. Fu¨r die Proﬁle aller vier Datensa¨tze
ergibt sich das gleiche Verhalten wie fu¨r die tatsa¨chlich beobachteten Proﬁle: Klei-
ne Absta¨nde zwischen Presseisru¨cken sind im Vergleich zu rein zufa¨llig erzeugten
Verteilungen signiﬁkant ha¨uﬁger, wa¨hrend große Absta¨nde unterrepra¨sentiert sind.
Es la¨sst sich feststellen, dass die Form der Verteilung der Presseisru¨ckenho¨hen der
synthetischen Proﬁle relativ gut mit den tatsa¨chlichen Verteilungen u¨bereinstimmt,
die Verteilungen der Absta¨nde jedoch stark von den beobachteten Verteilungen ab-
weichen. Allerdings wird ein wesentliches Merkmal der großskaligen Rauigkeit, die
Inhomogenita¨t, sehr gut abgebildet. Insgesamt ﬁel die Modellierung des Iris03- und
des Greenice04-Proﬁls am schlechtesten aus. Bereits der qualitative Vergleich in Abb.
5.2 belegt große Unterschiede zwischen den tatsa¨chlichen und den synthetischen Pro-
ﬁlen. Die, mithilfe der aus den realen Proﬁlen gescha¨tzten Variablen erzeugten, syn-
thetischen Proﬁle weichen wesentlich sta¨rker von den tatsa¨chlichen Proﬁlen ab als
dies fu¨r die Ark19- und Ark20-Proﬁle der Fall ist. Im Fall des Iris03-Proﬁls kommt
hinzu, dass weder die Verteilung der Ho¨hen noch die der Absta¨nde korrekt model-
liert wird. Die Vermutung liegt nahe, dass die großen Abweichungen der Greenice04-
und Iris03-Daten sich auf die fu¨r die Synthetisierung verwendeten Variablenwerte
zuru¨ckfu¨hren lassen. Da die Wertebereiche dieser vier, aus den Daten gescha¨tzten
Variablen in den vier Datensa¨tzen zu einem großen Teil u¨berlappen (vgl. Abbildung.
5.7), kann insbesondere nicht darauf geschlossen werden, dass die Modellierung der
synthetischen Proﬁle fu¨r die Datensa¨tze Iris03 und Greenice04 grundsa¨tzlich fehler-
haft ist. Die als Beispiele gewa¨hlten Proﬁle von Iris03 und Greenice04 illustrieren
vielmehr die Eigenschaften des Synthetisierungsverfahrens fu¨r unterschiedliche Wer-
te der Eingabevariablen.
In Tabelle 5.3 sind die Werte der vier Variablen fu¨r die vier, in Abb. 5.1 und 5.2
gezeigten, synthetischen Proﬁle aufgelistet. Das Iris03-Proﬁl zeichnet sich dadurch
aus, dass die Standardabweichung den kleinsten, und sowohl Wellenzahl als auch
Schiefe den gro¨ßten Wert der vier Proﬁle aufweisen. Das Greenice04-Proﬁl weist den
gro¨ßten Wert der Standardabweichung und der fraktalen Dimension auf.
Die Auswirkungen von verschiedenen Werten der Schiefe auf das erzeugte Iris03-
Proﬁl sind in Abbildung 5.8 dargestellt. Mit zunehmender Schiefe treten im syn-
thetischen Proﬁl Spitzen auf, die die gleiche Ho¨he haben, welche identisch mit der
maximalen Ho¨he ist. Dieser Eﬀekt tritt auf, wenn der Wert der Schiefe 3 u¨ber-


































































































































































Abbildung 5.5: Beobachtete Wahrscheinlichkeitsdichten des Logarithmus der Ru¨ckenab-
sta¨nde fu¨r die vier untersuchten synthetischen Proﬁle, sowie aus den Daten bestimmte
theoretische Lognormalverteilung (durchgezogene Linie) und Exponentialverteilung (ge-
punktete Linie). In den linken Teilbildern ist jeweils die relative Ha¨uﬁgkeit, in den rechten
Teilbildern die daraus bestimmte kumulative Dichte gezeigt.
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Abbildung 5.6: Vergleich der Verteilungen von Presseisru¨ckenabsta¨nden in synthetisch
erzeugten Proﬁlen (durch Kreise dargestellt) und rein zufa¨llig erzeugten Proﬁlen (das
99%-Konﬁdenzintervall ist durch graue Linien gekennzeichnet). Die zufa¨lligen Verteilungen
wurden durch je 1000 Permutationen des synthetischen Proﬁls bestimmt.
Tabelle 5.3: Werte der Variablen zur Erzeugung der Proﬁle in Abb. 5.1 und 5.2.
Variable Ark19 Ark20 Greenice04 Iris03
Standardabw. [m] 0.2665 0.2563 0.5403 0.1170
Wellenzahl [km−1] 79.3337 49.2635 49.2891 95.8476
frakt. Dim. 1.5307 1.5756 1.6534 1.5475
Schiefe 2.5769 2.1819 2.7893 3.0818
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Abbildung 5.7: Wertebereiche der vier Eingabevariablen des Algorithmus zur Synthe-
tisierung von Eisproﬁlen fu¨r die vier Datensa¨tze. Die Variablen wurden aus den Daten
gescha¨tzt.
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ausgepra¨gte Mode. Wird die Schiefe von 3.08 auf 2.08 erniedrigt, so ergibt eine Ana-
lyse der Verteilung der Presseisru¨ckenho¨hen, dass diese bei 1% Signiﬁkanz konsistent
mit der Hibler-Verteilung ist. Die Verteilung der Ru¨ckenabsta¨nde ist in diesem Fall
bei 1% Signiﬁkanz konsistent mit einer Lognormalverteilung. Allerdings fu¨hrt eine
Erniedrigung der Schiefe nicht zu einer Erho¨hung der kleinskaligen Rauigkeit, die
fu¨r eine bessere U¨bereinstimmung mit dem Originalproﬁl erforderlich wa¨re. Diese
la¨sst sich, wie Abb. 5.3 vermuten la¨sst, durch eine A¨nderung der fraktalen Dimen-
sion beeinﬂussen. Eine Erho¨hung der fraktalen Dimension verbessert die qualitative
U¨bereinstimmung von ku¨nstlichem und tatsa¨chlichen Iris03-Proﬁl wesentlich. Bei
den Greenice04-Daten fu¨hrt eine Erniedrigung der fraktalen Dimension entsprechend
zu einer Erniedrigung der kleinskaligen Rauigkeit und somit zu einer Gla¨ttung des
Proﬁls. Dieser Eﬀekt ist in Abbildung 5.9 gezeigt.
Wie Abb. 5.3 zeigt, fu¨hrt eine Verringerung der charakteristischen Wellenzahl
zu einer Gla¨ttung des Proﬁls auf kleinen Skalen. Da das synthetische Iris03-Proﬁl
bereits glatter erscheint als das tatsa¨chliche, wu¨rde durch eine Verringerung der
Wellenzahl die U¨bereinstimmung noch schlechter.
Eine Erho¨hung der Standardabweichung des Iris03-Proﬁls bewirkt eine gro¨ßere
vertikale Variabilita¨t. Es treten mehr Punkte mit großen Ho¨hen auf als im Origi-
nalproﬁl. Das tatsa¨chliche Rauigkeitsproﬁl zeichnet sich gerade dadurch aus, dass
vertikale Schwankungen sehr klein sind. Eine Erho¨hung der Standardabweichung
verschlechtert daher die U¨bereinstimmung mit dem echten Proﬁl.
Die schlechte U¨bereinstimmung des synthetischen Greenice04-Proﬁls mit dem
Original la¨sst sich auf die Beobachtung von Goﬀ (1995) zuru¨ckfu¨hren, dass die Mo-
dellierung fu¨r Werte der fraktalen Dimension  1.6 im Allgemeinen schlecht ausfa¨llt.
Er fu¨hrt dies darauf zuru¨ck, dass Proﬁle mit hoher fraktaler Dimension durch U¨berla-
gerung von zwei Morphologien mit niedriger fraktaler Dimension und unterschiedlich
großen charakteristischen Wellenzahlen entstehen. Im Falle des Greenice04-Proﬁls
betrug die fraktale Dimension 1.65. Eine Erniedrigung dieses Parameters fu¨hrt zu
der erwa¨hnten kleinskaligen Gla¨ttung des Proﬁls, wodurch die qualitative U¨berein-
stimmung mit dem Originalproﬁl besser wird. Die Auswirkungen auf die Verteilun-
gen der Presseisru¨ckenho¨hen und -absta¨nde sind dagegen gering. Wie im Falle des
Originalproﬁls la¨sst sich keine U¨bereinstimmung mit den postulierten theoretischen
Verteilungen feststellen.
Aus diesen Beobachtungen kann gefolgert werden, dass der Algorithmus von Goﬀ
(1995) geeignet ist, Rauigkeitsproﬁle der Eisoberﬂa¨che zu modellieren, solange die
Schiefe den Wert von 3 nicht u¨bersteigt und die fraktale Dimension ≤ 1.6 ist.
5.2 Clusteranalyse synthetischer Proﬁle
Die Mo¨glichkeit zur Erzeugung von ku¨nstlichen Rauigkeitsproﬁlen mit genau deﬁ-
nierten Eigenschaften bietet eine Gelegenheit, die in Abschnitt 4.2 beschriebenen
Methoden der Clusteranalyse auf ihre Sensitivita¨t bezu¨glich der verwendeten Pa-
rameter hin zu untersuchen. Die Gu¨te einer Lo¨sung des Partitionierungsverfahrens
wird durch die Silhouettenbreite s¯(k) angegeben (Gl. 4.6). Kaufman und Rousseeuw
(1990) bezeichnen eine k-Clusterlo¨sung mit s¯(k) ≥ 0.51 als sinnvoll. Die Gu¨te einer
Lo¨sung der hierarchischen Clusteranalyse la¨sst sich am besten u¨ber die Darstel-
lung in einem Dendrogramm beurteilen. Beide Cluster-Verfahren wurden anhand
der statistischen Parameter von synthetischen Proﬁlen auf ihre Robustheit getestet.
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Abbildung 5.8: Sensitivita¨t des Algorthmus zur Erzeugung synthetischer Proﬁle bezu¨glich
der Schiefe am Besipiel des synthetischen Iris03-Proﬁls. Fu¨r die u¨brigen Parameter wurden
die urspru¨nglichen Werte aus Tabelle 5.3 beibehalten.
































Abbildung 5.9: Vergleich der Rauigkeitsproﬁle der Datensa¨tze Greenice04 und Iris03 mit
synthetischen Proﬁlen, nachdem die fraktale Dimension angepasst wurde. Die syntheti-
schen Proﬁle sind zur besseren U¨bersicht vertikal versetzt dargestellt.
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Die Sensitivita¨t der Algorithmen wurde dabei auf drei Kriterien hin untersucht: 1.
Abstand zwischen den einzelnen Klassen im Parameterraum, 2. Anzahl der Elemente
pro Klasse, 3. Ausdehnung der Klassen. Mit Hinblick auf die zwei Rauigkeitsklas-
sen der Clusteranalyse aus Abschnitt 4.2 wurden die Untersuchungen mit ku¨nstlich
erzeugten Rauigkeitsproﬁlen durchgefu¨hrt, die durch die vorgegebene Standardab-
weichung in zwei Klassen zerﬁelen. Die Werte der u¨brigen Parameter wurden kon-
tinuierlich verteilt. Es handelte sich somit um eine Situation mit zwei Klassen und
einem Parameter, wie auch bei der Clusteranalyse der wirklichen Proﬁle. In jeder
Untersuchung wurde ein Datensatz mit insgesamt 200 Elementen verwendet.
5.2.1 Sensitivita¨t bezu¨glich des Abstands der Klassen
Beide Klassen wurden gleich groß gewa¨hlt. Fu¨r die zwei Klassen wurden unterschied-
liche Parameterbereiche der Standardabeweichung deﬁniert. Je kleiner der Abstand
zwischen den zwei Klassen war, desto niedriger wurde die Silhouettenbreite. Drei
Beispiele sind in Abbildung 5.10 gezeigt. In jeder Zeile sind im linken Teilbild die
Werte der Standardabweichung in den beiden Klassen gezeigt. Das rechte Teilbild
illustriert, wie gut die Zuordnung durch das Partitionierungsverfahren war. Die Ab-
szisse bezeichnet die Elemente jeder Klasse. Auf der Ordinate ist die Klasse aufge-
tragen. Die Silhouettenbreite ist ebenfalls angegeben. Liegen alle grauen Dreiecke
u¨ber den schwarzen Punkten, so ist die Zuordnung fehlerfrei. Der Abstand zwischen
den beiden Klassen im Raum der Standardabweichung betra¨gt in Teilbild (a) 0.1 m,
in Teilbild (b) 0.05 m und in Teilbild (c) 0.04 m. In allen drei Untersuchungen war
die Zuordnung durch den Algorithmus fehlerfrei. In Untersuchung (c) ist jedoch
visuell nicht mehr nachpru¨fbar, ob die Elemente einer einzigen oder zwei Klassen
angeho¨ren. In diesem Fall betra¨gt die Silhouettenbreite nur 0.684. Eine weitere Ver-
kleinerung des Abstands zwischen den Klassen auf 0.03 m fu¨hrt zu einer fehlerhaften
Klassiﬁzierung. Die Dendrogramme des hierarchischen Clusterverfahrens fu¨r die drei
Untersuchungen sind in Abbildung 5.11 dargestellt. Bei einer Einteilung in zwei Clu-
ster war die Zuordnung in allen Fa¨llen fehlerfrei. Die Trennung ist in allen drei Fa¨llen
klar erkennbar.
5.2.2 Sensitivita¨t bezu¨glich der Elementanzahl der Klassen
Bei dieser Analyse wurde die Elementanzahl der einen Klasse schrittweise erho¨ht,
und gleichzeitig die der anderen Klasse verringert. Abbildung 5.12 zeigt drei Bei-
spiele. Die Elementanzahlen beider Klassen betrugen in Untersuchung (a) je 100, in
Untersuchung (b) 30 bzw. 170 und in Untersuchung (c) 15 bzw. 185. Wa¨hrend die
Zuordnung bei (a) und (b) fehlerfrei ist, ko¨nnen die beiden Klassen in Untersuchung
(c) nicht mehr identiﬁziert werden. In diesem Fall erfolgt die Zuordnung zu drei
statt zwei Klassen. Die Silhouettenbreite betra¨gt nur noch 0.626. Abbildung 5.13
zeigt die Dendrogramme des hierarchischen Clusterverfahrens. Bei einer Einteilung
in zwei Cluster war die Zuordnung in allen Fa¨llen fehlerfrei. Die Trennung ist in
allen drei Fa¨llen klar erkennbar.
5.2.3 Sensitivita¨t bezu¨glich der Kompaktheit der Klassen
Am leichtesten lassen sich kompakte Klassen trennen. Nimmt der Wertebereich zu,
wird die Trennung durch den Algorithmus schlechter. Dies ist in Abbildung 5.14 fu¨r
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Abbildung 5.10: Sensitivita¨t des Partitionierungsverfahrens bezu¨glich des Abstands der
Klassen im Parameterraum fu¨r zwei Klassen. Der Klassenabstand im Parameterrraum
nimmt von Teilbild (a) hin zu (c) ab.
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Abbildung 5.11: Sensitivita¨t der hierarchischen Clustermethode bezu¨glich des Abstands
der Klassen im Parameterraum fu¨r zwei Klassen. Der Klassenabstand im Parameterrraum
nimmt von Teilbild (a) hin zu (c) ab.
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Abbildung 5.12: Sensitivita¨t des Partitionierungsverfahrens bezu¨glich der Elementanzahl
der Klassen fu¨r zwei Klassen. Die Elementanzahl der Klasse mit kleinerer Standardabwei-
chungen nimmt von Teilbild (a) hin zu (c) ab.
112 Synthetische Rauigkeitsproﬁle








































































Abbildung 5.13: Sensitivita¨t der hierarchischen Clustermethode bezu¨glich der Anzahl
der Elemente pro Klasse bei zwei Klassen. Die Elementanzahl der Klasse mit kleinerer
Standardabweichungen nimmt von Teilbild (a) hin zu (c) ab.
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zwei Klassen anhand von drei Fa¨llen gezeigt. In Untersuchung (a) lagen die Wertebe-
reiche der Standardabweichung der beiden Klassen bei [0.1, 0.3]m bzw. [0.4, 0.6]m,
in Untersuchung (b) bei [0.1, 0.3]m bzw. [0.4, 0.9]m und in Untersuchung (c) bei
[0.1, 0.3]m bzw. [0.4, 1.1]m. Bereits in Untersuchung (b) ist die Zuordnung nicht
mehr fehlerfrei, wie die unterschiedliche Verteilung der Elemente auf die beiden
Klassen im rechten Teilbild zeigt. In Untersuchung (c) ist der Anteil der falsch zu-
geordneten Elemente noch gro¨ßer, obwohl die Silhouettenbreite geringfu¨gig ho¨her
ist als in Untersuchung (b). In Abbildung 5.15 sind die Dendrogramme des hier-
archischen Clusterverfahrens gezeigt. Bei einer Einteilung in zwei Cluster war die
Zuordnung in allen Fa¨llen fehlerfrei.
5.2.4 Diskussion
Die drei Untersuchungen machen deutlich, dass die Partitionierung am robustesten
bezu¨glich des Abstands zwischen den Klassen ist. Selbst in Untersuchung (c) der
Abbildung 5.10 wurden beide Klassen noch korrekt getrennt, obwohl diese visu-
ell kaum gegeneinander abgegrenzt waren. Gegenu¨ber unterschiedlich großen Ele-
mentanzahlen innerhalb der Klassen war der Algorithmus weniger robust. Obwohl
in Untersuchung (c) der Abbildung 5.12 visuell beide Klassen leicht getrennt wer-
den ko¨nnen, ist die Partitionierung fehlerbehaftet. Der Nachweis von vereinzelten
Ausreißern ist somit problematisch. Gleiches gilt fu¨r die Sensitivita¨t bezu¨glich der
Kompaktkeit der Klassen. In Untersuchung (b) der Abbildung 5.14 lassen sich beide
Klassen visuell leicht trennen. Die Partitionierung entha¨lt jedoch Fehler. Die drei
Untersuchungen zeigen weiterhin, dass die Gu¨te der Partitionierung trotz gleicher
Werte der Silhouettenbreite schwanken kann. Beispielsweise konnten in Untersu-
chung (b) in Abbildung 5.10 die beiden Klassen bei einer Silhouettenbreite von 0.7
korrekt getrennt werden. In Untersuchung (b) der Abbildung 5.14 war die Partitio-
nierung dagegen nicht fehlerfrei, obwohl die Silhouettenbreite einen Wert von 0.703
hatte. Zusammenfassend la¨sst sich feststellen, dass Lo¨sungen der Partitionierung
mit Silhouettenbreiten kleiner als 0.7 ha¨uﬁg fehlerbehaftet sind. Die Lo¨sungen der
hierarchischen Partitionierung sind fu¨r die untersuchten Fa¨lle sehr robust. In allen
Untersuchungen wurde eine klare Trennung in zwei Cluster in den Dendrogram-
men beobachtet. Diese Unterteilung war stets fehlerfrei. Wie bereits in Abschnitt
4.2 erwa¨hnt, erga¨nzen sich beide Verfahren und erleichtern so die Interpretation der
Lo¨sung.
Die Ergebnisse der Sensitivita¨tsstudien verdeutlichen, wie schwierig die Interpre-
tation einer gefundenen Clusterlo¨sung ist. Die untersuchten Fa¨lle wurden gewa¨hlt,
weil sie die in den tatsa¨chlichen Daten beobachteten Situationen widerspiegeln. Bei
der in Abbildung 4.7 gezeigten Clusterlo¨sung der Rauigkeitsdaten liegen die beiden
Cluster im Parameterraum sehr nah beieinander. Außerdem ist einer der Cluster
(Cluster 1) kompakt, wa¨hrend der Wertebereich des zweiten Clusters wesentlich
gro¨ßer ist. Weiterhin sind einzelne Elemente mit sehr hohen Werten vorhanden. Ei-
ne eindeutige Abgrenzung der Cluster gegeneinander ist nicht oﬀensichtlich. Durch
Vergleich mit der Lo¨sung des hierarchischen Clusterverfahrens wird die Interpreta-
tion jedoch wesentlich erleichtert.
114 Synthetische Rauigkeitsproﬁle





















0 50 100 150 200

























0 50 100 150 200



























0 50 100 150 200








Abbildung 5.14: Sensitivita¨t des Partitionierungsverfahrens bezu¨glich der Kompaktheit
der Klassen fu¨r zwei Klassen. Von Teilbild (a) hin zu (c) nimmt der Wertebereich der einen
Klasse zu.
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Abbildung 5.15: Sensitivita¨t der hierarchischen Clustermethode bezu¨glich der Kompakt-
heit der Klassen bei insgesamt zwei Klassen. Von Teilbild (a) hin zu (c) nimmt der Wer-
tebereich der einen Klasse zu.
Kapitel 6
Schlussfolgerungen
In der vorliegenden Arbeit wurde die Rauigkeit von Meereis in Gebieten der Ark-
tis und der Ostsee analysiert. Neben detaillierten Untersuchungen der statistischen
Eigenschaften von Proﬁlen der Eisoberﬂa¨che bestand das Hauptziel der Arbeit in
der Entwicklung einer Methode zur Unterscheidung verschiedener Rauigkeitsklassen.
Um einen mo¨glichst breiten U¨berblick u¨ber die Rauigkeit von Meereis zu erhalten,
wurden fu¨r die Untersuchungen umfangreiche Messungen aus vier unterschiedlichen
geographischen Regionen verwendet. Dabei handelte es sich um drei Datensa¨tze
aus der Arktis (einen aus der Lincolnsee no¨rdlich von Gro¨nland sowie zwei aus
der Umgebung von Spitzbergen) und einen aus der Ostsee. Die Proﬁle eines der
Spitzbergen-Datensa¨tze wurden wa¨hrend des Sommers gemessen, so dass auch sai-
sonale A¨nderungen der Eisrauigkeit untersucht werden konnten. Die zur Verfu¨gung
stehenden Daten ermo¨glichten aufgrund ihres großen Umfangs im Gegensatz zu fru¨-
heren Studien Aussagen u¨ber die Rauigkeit des Eises auf regionalen statt lokalen
Skalen. Regionale Unterschiede der Eiseigenschaften in den unterschiedlichen Gebie-
ten konnten so besta¨tigt und quantiﬁziert werden. Zwei grundlegend verschiedene
Typen von Daten wurden verwendet. Dies waren gleichzeitig gemessene hochauﬂo¨-
sende Proﬁle der Eisoberﬂa¨che und geringer aufgelo¨ste Proﬁle der Eisdicke.
Zuna¨chst wurde eine statistische Analyse der Eisrauigkeit durchgefu¨hrt. Dabei
wurden verschiedene Parameter, die zur Beschreibung der Oberﬂa¨chenrauigkeit ver-
wendet werden, im Detail untersucht und verglichen. Ein wichtiger Aspekt in diesem
Zusammenhang war der Nachweis, dass die Proﬁle der Eisoberﬂa¨che nichtstationa¨r
sind. Damit sind statistische Eigenschaften eines Proﬁls wie Mittelwert, Standard-
abweichung oder Autokorrelationsla¨nge nicht invariant bezu¨glich einer Vergro¨ßerung
der Proﬁlla¨nge. Ein Vergleich dieser Gro¨ßen fu¨r unterschiedlich lange Proﬁle ist so-
mit problematisch. Um trotzdem vergleichende Analysen durchfu¨hren zu ko¨nnen,
wurden statistische Kennzahlen nur fu¨r gleich lange Proﬁle berechnet. Eine in die-
sem Zusammenhang wichtige Fragestellung betraf die La¨nge der Proﬁle. Einerseits
du¨rfen die Proﬁle nicht zu kurz sein, damit hinreichend viele Punkte zur Berechnung
von statistischen Kennzahlen zur Verfu¨gung stehen. Andererseits kommt es bei sehr
langen Proﬁlen ha¨uﬁg zu einer Vermischung von Gebieten mit unterschiedlichen
Rauigkeiten. Diesbezu¨gliche Analysen ergaben fu¨r die verwendeten Laserproﬁle eine
optimale Mindestla¨nge von 2 km und eine Maximalla¨nge von 20 km. Ein weiteres
wichtiges Ergebnis der statistischen Analyse war der Nachweis, dass die Eisproﬁ-
le auf Skalen unterhalb von ca. 20 m fraktales Verhalten zeigen. Diese Eigenschaft
wurde von verschiedenen Autoren untersucht und konnte anhand der vorliegenden
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Daten besta¨tigt werden. Mit der fraktalen Dimension ergab sich dabei ein geeigneter
Parameter, um die Rauigkeit des Eises zu beschreiben.
Presseisru¨cken geho¨ren aufgrund ihrer Gro¨ße zu den auﬀa¨lligsten und am in-
tensivsten untersuchten Rauigkeitsmerkmalen von Meereis. Der Umfang der ana-
lysierten Daten ermo¨glichte detaillierte Studien zu den Verteilungen von Presseis-
ru¨ckenho¨hen und -absta¨nden in den vier untersuchten Regionen. Dabei konnten die
Ergebnisse von Wadhams (1980) und Wadhams und Davy (1986), nach denen die
Verteilungen von Presseisru¨ckenho¨hen und -absta¨nden durch eine Exponential- bzw.
Lognormalverteilung approximiert werden ko¨nnen, besta¨tigt werden. Im Falle des
Lincolnsee-Datensatzes und des Spitzbergen-Datensatzes, der wa¨hrend des Sommers
gemessen wurde, konnte eine exakte U¨bereinstimmung der beobachteten Verteilun-
gen der Presseisru¨ckenho¨hen mit einer Exponentialverteilung nachgewiesen werden.
Weiterhin konnte quantitativ gezeigt werden, dass Presseisru¨cken nicht zufa¨llig u¨ber
das Eis verteilt sind, sondern bevorzugt Haufen bilden (englisch
”
clustering“), wie
in Fotos und Satellitenbildern der Eisoberﬂa¨che erkennbar ist. Aus den zeitgleich zu
den Laserproﬁlen gemessenen Eisdickenproﬁlen ließen sich Proﬁle des Eistiefgangs
konstruieren. Anhand dieser Proﬁle konnte ein signiﬁkanter linearer Zusammenhang
zwischen der Rauigkeit der Oberﬂa¨che und dem Tiefgang nachgewiesen werden, der
zeigt, dass einzelne Presseisru¨ckensegel bereits lokal durch Kiele ausbalanciert sind.
Diese Analyse diente auch dazu, die Ergebnisse von Comiso et al. (1991) zu u¨ber-
pru¨fen, die nachgewiesen hatten, dass sich die Ha¨uﬁgkeitsverteilung des Eistiefgangs
durch eine Skalierung der Ha¨uﬁgkeitsverteilung des Freibords modellieren la¨sst. Die
Ergebnisse dieser Untersuchung konnten mit den vorliegenden Daten nicht besta¨tigt
werden. Dabei ist jedoch zu beachten, dass die in dieser Arbeit verwendeten Laser-
messungen der Eisoberﬂa¨che keine Proﬁle des Eisfreibords sind, sondern relativ zu
einer Referenzho¨he zu verstehen sind, die der Dicke des ebenen Eises entspricht.
Methoden der Waveletanalyse sind ein wichtiges Hilfsmittel zur Untersuchung
von Zeitreihen und insbesondere auch fu¨r nichtstationa¨re Daten geeignet. In dieser
Arbeit wurde die Waveletanalyse genutzt, um La¨ngenskalen in den Rauigkeitsproﬁ-
len zu identiﬁzieren, die charakteristisch fu¨r die Rauigkeit sind. Diese Skalen wurden
bestimmt, indem die Varianz der Laserproﬁle in Beitra¨ge von unterschiedlichen Ska-
len zerlegt wurde. Als charakteristische Rauigkeitsskala eines Proﬁls wurde diejenige
Skala bezeichnet, die den gro¨ßten Beitrag zur Gesamtvarianz lieferte. Fu¨r alle vier
Datensa¨tze zeigte sich, dass die charakteristischen Rauigkeitsskalen kleiner waren als
typische Absta¨nde zwischen Presseisru¨cken. Die Absta¨nde von Presseisru¨cken beein-
ﬂussen zwar die Rauigkeitsskalen, dominieren diese jedoch nicht. Stattdessen wird
die Rauigkeit in allen Datensa¨tzen wesentlich von Skalen < 50 m gepra¨gt. In dieser
Gro¨ßenordnung liegen typischerweise Breiten von Presseisru¨cken. Somit tragen die
Ru¨ckenbreiten sta¨rker zu den Rauigkeitsskalen bei als die Ru¨ckenabsta¨nde. Die ge-
fundenen kleinen Skalen ko¨nnen von satellitengetragenen Fernerkundungssensoren
wie z.B. SAR ha¨uﬁg nicht mehr abgebildet werden. Das gemessene Radarsignal wird
zwar von kleineren Skalen beeinﬂusst, jedoch ko¨nnen diese nicht abgebildet werden.
Diese Tatsache erschwert einen direkten Vergleich von Rauigkeitsproﬁlen des La-
seraltimeters mit SAR-Bildern.
In den statistischen Analysen wurde deutlich, dass sich die Rauigkeitsproﬁle der
vier untersuchten Datensa¨tze in ihren statistischen Eigenschaften unterscheiden. Die-
se Unterschiede waren sowohl in der vertikalen Dimension (durch Parameter wie
Ho¨he, Varianz oder Neigungswinkel) wie auch der horizontalen Dimension (durch
118 Schlussfolgerungen
La¨ngenskalen der Rauigkeit oder Absta¨nde zwischen Presseisru¨cken) messbar. Am
ausgepra¨gtesten waren diese Unterschiede zwischen Proﬁlen der Lincolnsee, die u¨ber-
wiegend aus stark deformiertem, dickem mehrja¨hrigem Eis bestanden, und Proﬁlen
der Ostsee-Kampagne, die u¨berwiegend u¨ber relativ du¨nnem einja¨hrigem Eis gemes-
sen wurden. Diese Unterschiede werden fu¨r die
”
vertikalen“ Parameter Mittelwert,
Standardabweichung und RMS Steigung beispielsweise in Abb. 3.19 deutlich. Be-
reits ein visueller Vergleich von Eisproﬁlen beider Regionen zeigte, dass die Proﬁle
der Ostsee auf kleineren Skalen rau erscheinen als die Proﬁle der Lincolnsee (vgl.
Abb. 2.8). Dieser Eindruck wurde durch die Untersuchung der Amplitudenspektren
(Abb. 3.1), der Skala des Knickpunktes zur Berechnung der fraktalen Dimension
(Abb. 3.5) und der charakteristischen Rauigkeitsskalen der Waveletanalyse (Tabelle
3.6) quantiﬁziert. Die beiden in der Umgebung von Spitzbergen gemessenen Daten-
sa¨tze unterschieden sich ebenfalls untereinander und von den anderen Datensa¨tzen
in ihren statistischen Eigenschaften, allerdings waren die Unterschiede weniger stark
ausgepra¨gt. Insbesondere waren die Unterschiede zwischen den Proﬁlen der Win-
terkampagne und denen der Sommerkampagne nur klein. Zusammenfassend ist ein
wesentliches Ergebnis der vorliegenden Arbeit die Quantiﬁzierung der unterschiedli-
chen Eisrauigkeit in den vier Datensa¨tzen anhand von verschiedenen Analyseverfah-
ren. Diese Quantiﬁzierung ist wichtig, um Aussagen u¨ber großskalige Vera¨nderungen
der Meereisbedeckung treﬀen zu ko¨nnen.
Mit den Ergebnissen der statistischen Analyse war es mo¨glich, einen Satz von Pa-
rametern zu identiﬁzieren, der die Rauigkeit charakterisiert. Ein Rauigkeitsproﬁl ließ
sich damit als ein Punkt im Raum dieser Rauigkeitsparameter auﬀassen. Falls sich
verschiedene Eisklassen anhand ihrer Rauigkeit unterscheiden lassen, so sollte dies
durch Haufen von Punkten im Parameterraum deutlich werden, die den unterschied-
lichen Klassen entsprechen. Klassiﬁzierungsverfahren zielen darauf ab, solche Haufen
zu identiﬁzieren und optimal gegeneinander abzugrenzen. Ein weiteres zu klassiﬁ-
zierendes Rauigkeitsproﬁl ließe sich dann anhand seiner Lage im Parameterraum
derjenigen Gruppe zuordnen, die am na¨chsten gelegen ist bzw. deren Eigenschaften
am a¨hnlichsten sind. In dieser Arbeit wurden zwei grundlegend verschiedene Ansa¨t-
ze zur Klassiﬁzierung verfolgt. Beim ersten Ansatz wurde untersucht, ob sich Proﬁle
der Eisoberﬂa¨che alleine aufgrund ihrer Rauigkeit verschiedenen, vorher deﬁnierten
Eisdickenklassen zuordnen lassen. Diese Methode zielte darauf ab, einen Zusam-
menhang zwischen der Rauigkeit der Oberﬂa¨che und der Dicke nachzuweisen und
diesen gegebenenfalls zur Prognose der Eisdicke auszunutzen. Diese Untersuchung
wurde insbesondere mit Hinblick auf die Auswertung von Fernerkundungsdaten wie
beispielsweise SAR durchgefu¨hrt, da das von diesen Sensoren gemessene Signal in
komplexer Weise von der Eisrauigkeit beeinﬂusst wird. Der Nachweis eines quanti-
tativen Zusammenhangs zwischen der Oberﬂa¨chenrauigkeit und der Eisdicke wa¨re
daher ein wichtiges Hilfsmittel fu¨r die Ableitung der Eisdicke aus Radardaten. Die
Ergebnisse aus Abschnitt 4.1 zeigen, dass ein solcher Zusammenhang fu¨r die dicksten
Eisklassen nachgewiesen werden konnte. Eine Zuordnung von Rauigkeitsproﬁlen zu
Eisdickenklassen war in diesem Fall mo¨glich.
Mit dem zweiten Klassiﬁzierungsverfahren wurde untersucht, ob sich Proﬁle der
Eisrauigkeit aufgrund ihrer statistischen Eigenschaften unterschiedlichen Rauigkeits-
klassen zuordnen lassen. Fu¨r diese Analyse wurden keine Informationen u¨ber die Eis-
dicke verwendet. Stattdessen bestand das Ziel der Untersuchung darin, herauszuﬁn-
den, welche Parameter besonders geeignet sind, um unterschiedliche Rauigkeitsklas-
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sen zu erkennen. Ein weiteres Ziel bestand darin, zu untersuchen, wie gut sich diese
unterschiedlichen Rauigkeitsklassen gegeneinander abgrenzen lassen. Dabei zeigte
sich, dass eine klare Abgrenzung von verschiedenen Rauigkeitsklassen aufgrund der
großen Variabilita¨t der Parameter innerhalb der einzelnen Klassen nicht erkennbar
war. Die einzelnen Rauigkeitsklassen gingen stattdessen kontinuierlich ineinander
u¨ber. Die Untersuchung ergab als optimalen Rauigkeitsparameter zur Klassiﬁzierung
der Laserproﬁle die RMS Steigung. Mithilfe dieses Parameters ist es mo¨glich, Karten
unterschiedlicher Rauigkeit zu erstellen. Diese Karten ko¨nnen erga¨nzend zu anderen
Daten verwendet werden, um die Eiseigenschaften innerhalb eines bestimmten Ge-
bietes zu beschreiben. So la¨sst sich beispielsweise zur Interpretation von Aufnahmen
satellitengetragener Fernerkundungssensoren beitragen.
Anhand von numerisch simulierten Eisrauigkeitsproﬁlen mit genau deﬁnierten
Eigenschaften lassen sich Wechselwirkungen zwischen der Eisoberﬂa¨che und der At-
mospha¨re im Detail studieren. Daher stellen Verfahren zur Erzeugung von ku¨nst-
lichen Rauigkeitsproﬁlen ein wichtiges Hilfsmittel dar. In Kapitel 5 wurde die Me-
thode von Goﬀ und Jordan (1988), die urspru¨nglich zur Modellierung von Proﬁlen
des Eistiefgangs verwendet wurde, im Hinblick auf ihr Potenzial zur Erzeugung von
realistischen Eisrauigkeitsproﬁlen untersucht. Die Ergebnisse zeigen, dass das Ver-
fahren geeignet ist, wenn die fu¨r das Modell erforderlichen Parameter Schiefe und
fraktale Dimension die Werte von 3.0 bzw. 1.6 nicht u¨berschreiten. Die Methode
ist in der Lage, viele Eigenschaften von in der Natur beobachteten Rauigkeitsproﬁ-
len zu modellieren. Es wurde deutlich, dass sich die statistischen Eigenschaften von
gemessenen Proﬁlen zu einem großen Teil mit den vier, zur Modellierung erforder-
lichen Variablen reproduzieren lassen, jedoch Unterschiede zwischen Original und
ku¨nstlichem Proﬁl bestehen bleiben (vgl. Abbildung 5.2). Ein Nachteil der Metho-
de zur Synthetisierung von Rauigkeitsproﬁlen besteht darin, dass die Verteilungen
der Presseisru¨ckenabsta¨nde in den ku¨nstlichen Proﬁlen nicht mit den tatsa¨chlich
beobachteten Verteilungen u¨bereinstimmen. Fu¨r ein Verfahren zur Erzeugung von
realistischen Rauigkeitsproﬁlen sollte das Modell in diesem Punkt optimiert werden.
Eine Eigenschaft von natu¨rlichen Rauigkeitsproﬁlen ist das Auftreten von extremen
Ereignissen, wie dies beispielsweise ein einzelner, sehr hoher Presseisru¨cken inmit-
ten von relativ schwach deformiertem Eis darstellt. Solche Extremwerte lassen sich,
wie auch von Goﬀ (1995) angemerkt, mit dem diesem Modell zugrundeliegenden
stochastischen Prozess nicht modellieren. Hier ließe sich das Modell noch erweitern.
Die in dieser Arbeit verwendeten Daten waren eindimensional. Wesentlich mehr
Informationen u¨ber die Rauigkeit der Eisoberﬂa¨che ließe sich aus zweidimensiona-
len Daten ableiten. Dies gilt insbesondere fu¨r die Eigenschaften von Presseisru¨cken.
Da die Orientierung der Presseisru¨cken relativ zur Flugrichtung in eindimensionalen
Proﬁlen unbekannt ist, sind die berechneten Absta¨nde mo¨glicherweise nicht mit den
mittleren Absta¨nden u¨ber einer Fla¨che identisch. Die Verwendung von zweidimen-
sionalen Datensa¨tzen wu¨rde hier eine Verbesserung darstellen. Die Verteilung der
Presseisru¨ckenho¨hen ließen sich in zweidimensionalen Daten ebenfalls genauer be-
stimmen, da in eindimensionalen Proﬁlen der Fall eintreten kann, dass der ho¨chste
Punkt eines Ru¨ckens gar nicht u¨berﬂogen wird. Ein weiterer Vorteil von zweidi-
mensionalen Daten besteht darin, dass Vergleiche mit Luftbildern oder Aufnahmen
satellitengetragener Fernerkundungssensoren wie SAR wesentlich vereinfacht wu¨r-
den.
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