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ABSTRACT OF THE DISSERTATION
Exploring cis-regulation in C. elegans gut development with single
molecule resolution and deep learning techniques
by
Lawrence Du
Doctor of Philosophy in Biology
University of California, San Diego, 2017
Professor Scott A. Rifkin, Chair
A long-term goal of biology has been to understand how DNA sequences specify
complex multicellular living organisms. Understanding this mapping of sequence to
form requires identification of cis-regulatory elements and parsing their roles in gene
regulatory networks (GRNs). We have tackled this problem experimentally through the
study of the C. elegans gut GRN, and by developing machine learning tools for predicting
and visualizing cis-regulatory sites.
For the C. elegans GRN, we examined the function of cis-regulatory GATA
xii
motifs upstream of the gut master regulator elt-2. We found that despite similar con-
servation and binding capability to upstream activators, different GATA cis-regulatory
motifs within the promoter of the C. elegans endoderm regulator elt-2 play distinctive
roles in activating and modulating gene expression throughout development. By using
single copy insertion promoter-reporter constructs and high resolution single-molecule
RNA FISH, we determined that a single primary dominant GATA motif located -527
bp upstream of the elt-2 start codon was necessary for both embryonic activation and
later maintenance of transcription, while nearby secondary GATA motifs played largely
subtle roles in modulating postembryonic levels of elt-2. Mutation of the primary activat-
ing site increased low-level spatiotemporally ectopic stochastic transcription, indicating
that this site acts repressively in non-endoderm cells. Our results reveal that CREs
with similar GATA factor binding affinities in close proximity can play very divergent
context-dependent roles in regulating the expression of a developmentally critical gene
in vivo.
In order to better understand CREs in a context dependent manner, we developed
a convolutional neural network (CNN) based tool, DeepNuc, to explore how deep learning
techniques can be used to examine cis-regulation. We have used DeepNuc to demonstrate
that much of the information needed to define a worm promoter sequence is present in
the primary DNA sequence, and we have also applied our tool for exploring miRNAs.
xiii
Chapter 1
Introduction: Approaches to
studying cis-regulation
Since the 1970s, researchers have known that much of the information needed to
create the diversity of forms found in nature is found not only in the trans-regulatory
coding regions of genes but also in the cis-regulatory elements which regulate gene ex-
pression (King & Wilson, 1975). Much in the same way that buildings require blueprints,
cis-regulatory elements provide the instruction set for cell fate and identity. The past
several years has seen an explosion in sequencing technologies and papers oriented to-
wards uncovering the location and function of these cis-regulatory elements. Immuno-
precipitation based techniques such as ChIP-seq and its many variants have been used
at very large scales to map the binding locations of transcription factor proteins which
regulate gene expression. At the same time, novel technologies have enabled mapping
of histone modifications, nucleotide methylation, chromatin accessibility, DNA topology,
1
2and a host of other genomic features involved in gene regulation.
Although, new mapping techniques have revealed a great deal about where im-
portant genomic features are located, there are many mechanistic details that commonly
used deep sequencing techniques do not capture which still can be explored through fine
grained experimentation. Furthermore, recent algorithmic advancements also now pro-
vide an opportunity to improve on ways of analyzing the vast amount of genomic data
now available.
Both ChIP-based and RNA-seq based experiments do not typically capture much
of the dynamical nature of transcriptional activity. Aside from the relatively few single
cell sequencing experiments performed so far, most data collected is reflective of average
of cell aggregates which only capture the the average binding of a protein or average
expression of a transcript across many cells. For RNA-seq data, this averaging leads to
loss of information on transcription dynamics such as RNA burst frequency and RNA
expression variability (Raj, Rifkin, Andersen, & van Oudenaarden, 2010; Raj, van den
Bogaard, Rifkin, van Oudenaarden, & Tyagi, 2008). Very often data is collected across a
heterogenous collection of cells in instances where a whole tissue or even whole organism
is sampled, and important differences between cells is completely lost. Additionally, the
binding of a protein to a site might not reflect the biological importance of that site.
A transcription factor spending 90% of its time on a particular genomic site does not
necessarily mean its most important activity happens at that site, just as a schoolbus
spending 90% of its time in a school parking lot does not reflect the schoolbus most
important activity.
There have also been computational limitations with respect to analyzing ge-
3nomic data generated by the aforementioned techniques. For eukaryotic transcription
factors, individual transcription factors carry very little information within their cog-
nate binding motifs. The average eukaryotic transcription factors cognate binding motif
carries only 12.1 bits of information - substantially lower than the 30 bits required for a
unique address within a eukaryotic genome (Wunderlich & Mirny, 2009). Instead, what
we find in nature is that is that most eukaryotic transcription factors have numerous
non-functional potential cognate binding sites present in given genome. Knowing the
cognate motif of a given transcription factor is insufficient for understanding where that
transcription factor binds. Existing techniques for identifying sequence motifs such as
the widely used MEME are built around identifying position weight matrices (PWMs)
from nucleotide sequence information corresponding to binding sites without capturing
higher order information such as loosely spaced combinations of binding sites (Bailey &
Elkan, 1994; Bailey, Williams, Misleh, & Li, 2006).
For miRNAs the problem is about as equally pronounced. Canonical miRNA
binding consists of binding of a seed region of six to eight base pairs (typically nu-
cleotides 2-8 of the miRNA seed region). Much as with transcription factor binding,
such short sequences have low information content and are found throughout the genome
leading to high false discovery rates for predictions predicated on seed sequence match-
ing alone. Recent CLIP-seq type experiments mapping miRNAs to their direct targets
show widespread non-canonical miRNA binding (Moore et al., 2015; Helwak, Kudla,
Dudnakova, & Tollervey, 2013). Just as transcription factor binding can be confounded
by DNA secondary structure and chromatin, RNA binding can be confounded by RNA
secondary structure.
4Therefore, both experimental approaches which produce a finer scaled view of
transcriptional control during development, and bioinformatic approaches which can
extract higher order feature information from cis-regulatory sites can help to improve
our understanding of the regulatory genome.
One approach I explored in my research involves taking a very close look at the
impact of cis-regulatory mutations on the behavior of a single promoter within a well
studied gene regulatory network (GRN). Work by many developmental biologists over
many years has demonstrated that the nematode worm C. elegans gut developmental
pathway is composed of a very simple transcriptional regulatory cascade that culminates
in activation of the gene elt-2 (Raj et al., 2010; McGhee et al., 2009). The gene elt-2
is directly activated by the GATA transcription factors end-1, end-3, elt-3, med-1/2,
and by itself via autoregulation (Fukushige, Hendzel, Bazett-Jones, & McGhee, 1999;
Raj et al., 2010). Although a recent paper has looked at ELT-2 binding across its own
promoter using convential ChIP-seq techniques, the resolution of this data is at the scale
of hundred of base-pairs - making it unclear which individual cis-regulatory motifs have
the strongest binding or what their individual effects on development are (Wiesenfahrt
et al., 2015).
The simplicity of the worm gut GRN makes the elt-2 promoter amenable to
fine-scaled dissection of the impact of individual transcription factor binding sites, since
all upstream activators share the same recognizable core GATA motif. The transgenic
tools available in C. elegans also make combinatorial individual mutations of upstream
GATA motifs in a single-insertion promoter-reporter context fairly easy. By using single-
molecule fluorescent in situ hybridization (smFISH), I am able to quantify details which
5might be missed by techniques that only capture average gene expression over time.
By controlling for promoter-reporter copy number, and recording transcription at single
copy transcript resolution through development, I am able to capture the effects of
altering cis-regulatory elements on gene expression and variability over the course of
early embryonic development at the level of single motifs.
In addition to doing fine grained experiments, I also examined whether improved
algorithmic techniques could help advance understanding of cis-regulation.
Convolutional neural networks (CNNs) are a type of neural network architec-
ture in which input features are passed through one or several convolutional filters for
making inferences. These filters can be trained to recognize similar subfeatures within
a given input dataset, thereby making any inference decisions more robust to certain
transformations or translations of input subfeatures such as nucleotide motifs for DNA
or image edge gradients for two dimensional pictures. Several recent papers have demon-
strated the efficacy of these types of networks for predicting features from genomic data
(Alipanahi, Delong, Weirauch, & Frey, 2015; Zhou & Troyanskaya, 2015; Kelley, Snoek,
& Rinn, 2016). The efficacy of CNNs make them useful for building predictive models.
Such networks typically operate by training an inference model from a labeled nucleotide
sequence dataset as input. Such a model can be used to make a classification decision
or a regression depending type of label used for the input data and the type of “cost
function used for the model being trained. In this way, models can be trained to classify
genomic features or predict metrics such as binding affinity.
The increasing utilization of “deep learning neural network algorithms for a wide
variety of predictive tasks has spurred the development of application programming
6interfaces (APIs) for simplifying the programming of different networks for different
hardware architectures and for distributive computing. One recent such platform is
Tensorflow - an open sourced API for deep learning developed by Google Brain (Abadi
et al., 2015). The Tensorflow API enables programmers to construct complex deep
learning networks as computation graphs, and allow the same program to be run on
CPUs, Graphics Processing Units (GPUs), or the recently developed Tensor Processing
Unit (TPUs) with minimal modification (Jouppi et al., 2017). The support for GPUs
and other specially built processors can greatly speed up computation.
In order to explore how deep learning techniques work for as yet unexplored cis-
regulatory genomic datasets, I wrote an implementation of a CNN adapted for nucleotide
sequences using the Tensorflow API called DeepNuc. Although not inherently different
in function from the previously published DeepBind (Alipanahi et al., 2015) and Basset
(Kelley et al., 2016) programs, I also utilized the flexibility of Tensorflow to explore
different network architectures and different methods for decomposing trained networks.
By performing fine grained experiments on the gene regulation of the worm gut, I
have gained a sense of how nuanced gene regulation even in a very simple system can be.
Through developing bioinformatic tools for probing sequence function, I have also began
to understand how machines can now “read” nucleotides in a way that humans cannot.
Collecting fine grained data and developing tools for interpreting the data we already
have will continue to be important for continued progress in understanding development.
Chapter 2
Mutagenesis of GATA motifs
controlling the endoderm
regulator elt-2 reveals distinct
dominant and secondary
cis-regulatory elements
2.1 Background
For the nematode C. elegans and its close relatives, early embryonic development
is characterized by a tight link between cell lineage and cell fate that is largely determined
by transcriptional gene regulatory networks (GRNs). Determining how transcription
7
8factors activate their respective targets within a GRN at the cis-regulatory level is key
to understanding how multicellular organisms develop robustly.
However, understanding cis-regulation has been complicated by the fact that
the vast majority of eukaryotic transcription factors have very short DNA binding do-
mains, often leading to vastly more potential cognate binding sites than real functional
targets (Mirny & Wunderlich, 2008). Additionally, individual transcription factors can
co-occur with one or more paralogous factors from the same family leading to multiple
transcription factors sharing individual cis-regulatory sites. Although recent years have
seen vast advances in the mapping of transcription factors to their binding sites though
techniques such as ChIP-seq (Gerstein et al., 2010), such techniques do not necessarily
reveal whether bound sites are functionally equivalent. Many transcription factors are
known to act as both activators and repressors depending on context.
Low target specificity, gene duplications, and contextual role switching have the
potential to play a role in advancing developmental robustness. During early embry-
onic development, transcriptional networks must be robust to extrinsic insults as well as
intrinsic variability at the molecular level. Cell divisions need to be spatially and tem-
porally coordinated in the face of environmental variability and stochastic fluctuations
of key molecules.
The transcriptional regulation of the C. elegans endoderm specifying gene elt-2
is a good model for studying how cis-regulatory mechanisms impact developmental ro-
bustness. The gene elt-2 is an essential switch for the endoderm cell fate decision and
a fundamental developmental bottleneck: failure to activate elt-2 results in a lethal ab-
sence of endoderm. The major trans-activators of elt-2 are well characterized and have
9been demonstrated to contribute to developmental robustness at the trans-level. END-
3, END-1, and ELT-7 are closely related GATA transcription factors that redundantly
activate elt-2 during early embryonic development (Lowry et al., 2009; Raj et al., 2010;
Sommermann, Strohmaier, Maduro, & Rothman, 2010; Zhu et al., 1997; Zhu, Fukushige,
McGhee, & Rothman, 1998), and elt-2 maintains its own transcription through larval
and adult stages by autoregulation (Fukushige et al., 1999) (Fig 2.1A). Single null mu-
tants of END-1, END-3, or ELT-7 are largely viable - with only transient developmental
anomalies occurring in end-1 and end-3 single null mutants and a low (5-9%) rate of
developmental failure in end-3 mutants (Boeck et al., 2011; Maduro et al., 2005; Som-
mermann et al., 2010).A paralogous pair of redundant and nearly identical GATA factors
- med-1,2 - also helps to activate end-3 and end-1 (Maduro, Broitman-Maduro, Men-
garelli, & Rothman, 2007; Maduro, Meneghini, Bowerman, Broitman-Maduro, & Roth-
man, 2001). (Raj et al., 2010) demonstrated that particular mutations in the upstream
maternal activating factor skn-1 result in failure to activate med-1,2 and end-3 and
highly variable expression of end-1. Noisy end-1 expression, in turn, leads to bimodal
elt-2 expression states (Raj et al., 2010). The presence of redundant trans-activating
factors effectively buffers the activation of elt-2 from variability in levels of any single
activator.
Despite our good understanding of elt-2 s trans-activators, little is known about
how these trans-activators operate at the cis-regulatory level. The exact sequences and
relative positions of the cis-regulatory motifs necessary for driving elt-2 expression have
not been determined, nor are there apparent TATA box (GTATAWWAG) or Sp1 core
promoter motifs in the immediate region upstream of the elt-2 start codon (WormBase
10
release WS220) (Harris et al., 2010; Saito et al., 2013). Based on the fact that all the
known embryonic activators of elt-2 are GATA transcription factors, we can narrow down
the candidate cis-regulatory sequences considerably. The 2 kb region upstream of the
elt-2 start codon in C. elegans contains eighteen of the consensus GATA factor binding
motif HGATAR, with thirteen conserved in sequence and relative spacing throughout
the Elegans supergroup (sequence data from C. elegans, C. tropicalis, C. brenneri, C.
remanei, C. sinica, C. briggsae, and C. japonica) (Flix, Braendle, & Cutter, 2014; Huang,
Ren, Qiu, & Zhao, 2014) (Fig 2.1C).
This conglomeration of potential GATA factor binding sites in the elt-2 upstream
region suggests several possible ways that these motifs might interact with the trans-
factors END-3, END-1, ELT-7, and elt-2 itself to control elt-2 transcriptional activation.
Perhaps many independently dispersed transcription start sites, driven or aided by GATA
factor binding, contribute additively and redundantly to overall gene expression levels
and noise (Juven-Gershon & Kadonaga, 2010). Under this dispersed promoter scenario,
mutation of single HGATAR motifs might be expected to reduce transcription activation
proportionate to the number of motifs mutated (Davidson, 2001). Alternatively, but not
exclusively, elt-2 cis-activation could also be driven by a combinatorial code involving
binding of different GATA factors with different specificities. Under a combinatorial
control scenario, mutation of any single HGATAR motif in a larger combinatorial code
should result in an equivalent impact on gene expression as mutating any single motif in
the same code. Finally, the contributions of different sites may instead be unequal, with
one or a few key sites responsible for the majority of expression and the rest playing
minor supporting roles.
11
In addition, few studies have deeply examined the relationship between between
cis-regulatory elements (CREs) and gene expression variability. For a gene like elt-2,
variability in early embryonic activation might be expected to have severe consequences
for viability.
In this study, we dissect the elt-2 promoter in a reporter transgene context to
determine how conserved transcription factor binding sites drive activation and main-
tenance of a key developmental regulator. Using a technique for labeling individual
mRNAs, we also precisely capture the relationship between conserved features of the
elt-2 promoter with gene expression variability in early embryonic development.
2.2 Results
Since elt-2 is an essential gene, we used a reporter construct to investigate the
relationship between conserved and putatively functional features of the elt-2 promoter
and elt-2 promoter-driven gene expression levels and noise. We integrated wild-type and
mutant elt-2 promoter reporter constructs (Pelt-2 ::gfp::elt-2 3 UTR; see methods) into
the C. elegans genome at a defined location using Mos1-mediated single copy insertion
(MosSCI) (Frøkjaer-Jensen et al., 2008; Frøkjaer-Jensen, Davis, Ailion, & Jorgensen,
2012). We then measured gfp transcript levels across early embryonic development using
single-molecule RNA Fluorescence In Situ Hybridization (smFISH) (Raj et al., 2008)
(Fig 2.1B).
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Figure 2.1: The elt-2 activation network and upstream promoter region. A) Net-
work diagram of elt-2 activators. B) Maximum Z-stack projection of smFISH image
from strain 1879:WT. C) 1879 bp promoter region upstream of elt-2 aligned to orthol-
ogous regions in Elegans supergroup members. Dark blue indicates a heavily conserved
HGATAR motif and cyan indicates a weakly conserved HGATAR motif. The red tri-
angle indicates position of -527 bp ACTGATAAGA ”A-site” motif. The green triangle
indicates position of a -1857 bp ACTGATAAGG motif.
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Previous research had shown that a 5.1 kb region upstream of the elt-2 start
codon is sufficient to drive gut reporter expression when introduced to wild-type worms
in the form of an extrachromosomal array (Fukushige, Hawkins, & McGhee, 1998;
Fukushige et al., 1999). We found that this large region contained a putative coding
region (C39B10.7) and non-coding RNA (C33D3.6). In order avoid duplicating these
potential trans-regulatory elements, we initially looked at the shorter 1879 bp region
between the putative non-coding RNA C33D3.6 and the elt-2 start codon. This 1879 bp
region contains 18 motifs matching to the GATA transcription factor binding consensus
sequence HGATAR with 10 of the 18 motifs matching to TGATAA - a more specific
motif often found in the promoters of gut expressed genes (McGhee et al., 2009).
Fluorescence microscopy of the 1879:WT reporter strain showed that the 1879 bp
upstream fragment was sufficient to drive production of gfp transcripts during embryonic
development (smFISH of gfp transcripts) as well as the remainder of the worms life span
(GFP fluorescence) (Table 1, Supplemental Fig A.1). Although this reporter produced
lower levels of expression than endogenous elt-2 in worms with between approximately
70 and 120 nuclei, the overall expression trajectory was similar to endogenous elt-2
(Supplemental Fig A.1)(Nair, Walton, Murray, & Raj, 2013), suggesting that many if
not most of the critical CREs for the majority of elt-2 expression fall within this region
and that targeted mutation of the reporters promoter would give valuable insights into
the logic and functional organization of elt-2 cis-regulation.
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2.2.1 The promoter region from -613 to -422 bp upstream of the elt-2
start codon is necessary for gene expression
To cut down on the number of candidate HGATAR motifs that could be re-
sponsible for elt-2 promoter-driven gene activation, we tested whether a more minimal
promoter could drive gut gfp expression. We first generated a reporter construct en-
compassing 613 bp upstream of the elt-2 start codon (Table 1 613:WT). This shortened
promoter produced gfp expression levels only about 50 transcripts lower than the 1879
bp promoter during the 4E stage, suggesting that this fragment contains the primary
CREs needed for driving endoderm gene expression (Fig 2.2, Supplemental Fig A.2).
To determine whether presence of the 4G motif cluster was sufficient for driving
reporter expression, we generated a 422 bp un-mutated elt-2 promoter reporter strain
(Table 1 422:WT). The 422:WT strain failed to produce any reporter expression during
embryogenesis (assessed by smFISH) or in adults (assessed by GFP fluorescence). These
results demonstrate that one or more CREs located between -613 and -422 upstream
of the elt-2 start codon are necessary for promoter-driven gene expression. Within this
region, we identified a single highly conserved ACTGATAAGA motif at -527 bp (Fig
2.1C; red arrow).
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Figure 2.2: The majority of elt-2 promoter-driven expression is dependent upon a single
ACTGATAAG motif at -527 bp. A) gfp expression levels of 1879:WT (n=187), 613:WT
(n=459), 1879:A (n=253), and 613:A (n=217). Lines represent smoothing splines of
data. The shaded grey area represents the part of the developmental trajectories that
are significantly different between the longer and shorter WT promoters (Supplemental
Fig A.2).
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2.2.2 An ACTGATAAG sequence -527 bp from elt-2 start codon is
necessary for elt-2 promoter-driven gene expression.
The -527 bp ACTGATAAGA sequence matched perfectly to the highest scor-
ing sequence found to be associated with intestinally expressed genes in McGhee et al.
(2009). Furthermore, the ACTGATAAG portion of this sequence is almost perfectly
conserved in the Elegans supergroup (in C. remanei the sequence is AGTGATAAG)
(Fig 2.1C; red arrow). Close examination of transcription start site (TSS) data from
Saito et al. 2013 revealed both dispersed low-level transcription along the 1879 bp elt-2
upstream region and a distinct peak of transcriptional activity at -482 bp (Supplemental
Fig A.3). To test whether the -527 bp ACTGATAAG motif (hereafter A-site) is neces-
sary for reporter activity, we generated mutant 613 bp and 1879 bp reporters with the
ACTGATAAG motif mutated to ACTCTGTAG (Table 1 613:A, 1879:A). Embryonic
transcript expression revealed near total loss of embryonic reporter expression in both
mutant strains (Fig 2.2, 2.3, Supplemental Fig A.4). Additionally, we did not observe
any embryonic, larval, or adult GFP expression distinguishable from regular gut aut-
ofluorescence in either mutant strain (Table 1). These extreme drops in gene expression
demonstrate that a single, non-redundant ACTGATAAG at -527 bp is necessary for the
vast majority of gene expression driven by the elt-2 promoter during and after embryonic
development.
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2.2.3 Mutation of -527 bp ACTGATAAG element results in precocious
and spatially ectopic stochastic low-level transcription
Although reporter strains with mutations in the A-site motif exhibited greatly
reduced gfp expression, in many embryos reporter mRNA expression was not zero. In-
stead, strains 613:A and 1879:A exhibited low-level stochastic transcription during early
embryonic development - an observation made possible by our highly sensitive smFISH
assay. The 613:A mutant produced variable numbers of transcripts ranging from 0 to 18
during early embryonic development. Similarly, the 1879:A mutant exhibited stochas-
tic, low-level transcription ranging from 0 to 73 transcripts over the same time span
(Fig 2.3A, S4). Total absence of gfp expression in strains 422:WT and 613:A4G con-
firmed that low-level expression in strains 613:A and 1879:A was not the result of leaky
expression due to insertion site effects (Table 1 and Fig 2.3D).
Surprisingly, the peak expression in strains 613:A and 1879:A exceeded both
endogenous elt-2 levels and gfp levels in wild-type reporter constructs 613:WT and
1879:WT during the 1E and 2E stages, (Fig 2.3A, S4A-C). Peak expression in 1879:A
also exceeded peak expression in 613:A across embryonic development, indicating that
regions of the promoter upstream of -613 bp play a role in driving low-level transcription
independent of the A-site (Supplemental Fig A.4D).
Close examination of embryo images at the 1E and 2E stages revealed that in
many cases, precocious stochastic transcription could occur in both E cells and other
lineages. By using elt-2, end-1, and gfp smFISH probes in the same embryos, we were able
to determine that gfp expression occurs in cells not expressing elt-2 or end-1 during very
early development (Fig 2.3B, C). This ectopic expression suggests that the A-site not only
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serves as a primary activator, but also as a transcriptional repressor against stochastic
low-level transcription in non-E-cells during very early embryonic development.
We roughly estimated the level of ectopic expression at the 2E stage in both
wild-type and mutant reporter strains by quantifying the amount of gfp not directly
overlapping end-1 and elt-2 expression (Supplemental Fig A.5). Under our estimates,
1879:A was found to have significantly greater levels of ectopic expression (p-value ¡
0.0001) than its wild-type counterpart.
2.2.4 ELT-2, END-1, END-3, and ELT-7 have in vitro binding affinities
for the A-site and secondary GATA motifs
To assess in vitro binding of END-1, END-3, ELT-7, and ELT-2 to the A-site,
we performed EMSAs using DNA probes corresponding to the 50 bp region containing
the A-site (corresponding to -549 to -499 bp upstream of the endogenous elt-2 start
codon). END-1, END-3, ELT-7, and ELT-2 all showed in vitro binding affinity for the
A-site containing region which could be eliminated by mutating the core motif from
ACTGATAAG to ACTCTGTAG (Fig 2.4). This mutation was identical to mutations
we generated to create mutant strains 1879:A and 613:A. The capability of essentially
all known embryonic upstream activators of elt-2 to bind to the A-site is consistent with
the largely redundant roles these upstream activators play in driving elt-2 expression. In
a separate paper, we report that END-1, END-3, and ELT-7 also all bind with greatest
affinity to a TGATAA sequence essentially the core component of the A-site (Tracy and
Rifkin; not yet published).
Interestingly, we found END-1/DNA complexes running as a doublet at all pro-
19
Figure 2.3: Stochastic low-level ectopic transcription occurs in the absence of the -
527 bp ACTGATAAG element with an increase in transcription during the 1E and
2E stages. A) gfp transcript counts for A-site mutants 1879:A (n=253) and 613:A
(n=217) compared to elt-2 in the same embryos (elt-2 data pooled from 1879:A and
613:A (n=470); elt-2 transcript counts greater than 80 not shown). (B-D) Left column:
end-1 in yellow elt-2 in red. Right column: gfp in green; all gfp transcripts circled for
ease of visualization. B) Ectopic expression of gfp outside of end-1 and elt-2 expressing
E-cells in strain 1879:A (five early elt-2 transcripts circled in left column). C) Ectopic
early gfp expression in 613:A. D) Mutation of 4G HGATAR sites eliminates low-level
stochastic gfp reporter expression.
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tein concentrations tested when using an A-site wild-type probe. These doublets require
the ACTGATAAG motif and may occur due to END-1 multimer binding on the A-site,
conformational changes to DNA structure induced by END-1 binding to the A-site, or
END-1 binding at the A-site potentiating binding to non-A-site sequences on the DNA
probe.
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Figure 2.4: END-1, END-3, elt-2, and ELT-7 all bind in vitro to an ACTGATAAG
motif. (A-B) All EMSAs were performed using 50 bp synthetic oligonucleotide probe
corresponding to the sequence -549 to -499 bp upstream of the elt-2 start codon con-
taining an ACTGATAAG motif (WT probe) or a ACTCTGTAG (mut probe). Probe
concentration in all lanes is 70 nM. A) END-1, END-3, and ELT-7 binding. Non-adjacent
lanes from the same gel. B) END-1 and elt-2 binding.
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2.2.5 Conserved secondary GATA motif clusters have weak impact on
promoter-driven gene expression during early embryogenesis
The abundance of conserved HGATAR motifs within the elt-2 upstream region
initially suggested that elt-2 activation might dependent on multiple GATA motifs in
either a combinatorial or additive manner. In a combinatorial activation scenario for a
focused promoter, transcription would be dependent upon one or more clusters of cis-
regulatory motifs, and mutation of cluster motifs should result in failure to activate gene
expression. In an additive scenario, each binding site or cluster of sites would contribute
towards the overall rate of transcription, and mutation of some cluster motifs would
lower, but not necessarily eliminate, elt-2 expression. Partial redundancy within this
additive scenario would mean that more sites would need to be mutated before an effect
would be apparent.
Within the 1879 bp elt-2 upstream element we identified two clusters of HGATAR
motifs hereafter secondary GATA sites) that show conservation in both sequence and
spacing in the Elegans supergroup. Between -400 bp and -338 bp there are four HGATAR
motifs (the 4G region) that are heavily conserved between C. elegans and five other
members of the Elegans supergroup, including C. japonica (Fig 2.1C). Between -1679 bp
and -1525 bp upstream of the elt-2 start codon there are seven HGATAR motifs (the 7G
region), with four conserved between C. elegans and six other members of the Elegans
supergroup (Fig 2.1C).
To determine whether these HGATAR motif cluster play a role in elt-2 promoter-
driven gene activation, we performed site directed mutagenesis on HGATAR motifs
within the 4G and 7G regions while keeping the A-site intact (Fig 2.5). Surprisingly, mu-
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tating as many as eleven HGATAR motifs across two clusters had insignificant impacts
on gene expression levels and noise during embryonic development, despite the heavy
conservation of motifs within these clusters (Supplemental Fig A.6, S7, Fig 2.1C). The
only strain exhibiting statistically significant differences from its wild-type counterpart
was 613:4G, and this was only observed as a seemingly minor temporary drop in mean
expression during the 4E stage (Fig 2.5C, Supplemental Fig A.7).
We confirmed that known upstream activators of elt-2 could bind in vitro to
the 4G region by performing an EMSA using a DNA probe corresponding to an 80
bp region encompassing the 4G region GATA sites (located -410 to -330 bp upstream
of the elt-2 start codon) (Supplemental Fig A.8). We observed distinct band shifts
for ELT-7, END-3, and END-1, confirming that elt-2 activators could bind to regions
containing secondary GATA motifs. Our results also indicated that END-1, END-3,
and ELT-7 have distinct binding characteristics to the 80 bp region probed. At high
protein concentrations, we observed three band shifts for ELT-7, four for END-3, and
more than five for END-1. The band shift pattern for ELT-7 suggests that ELT-7 binds
to three out of the four GATA motifs within the 4G region at the protein concentrations
tested. Interestingly, although five primary band shifts are visible for END-1, we can
clearly observe double banding on the three fastest migrating primary bands similar
to the double banding observed in Fig 2.4. These doublets are consistent with END-1
multimerization on individual DNA motifs, and suggest that in vitro END-1 behavior
seen in Fig 2.4 occurs with GATA motifs in general rather than in a manner specific to
the A-site motif. These results indicate that although secondary GATA motif clusters
have a minimal impact on early embryonic gene activation in vivo, they exhibit similar
24
binding behavior to early embryonic elt-2 activators in vitro.
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Figure 2.5: Mutation of secondary 4G and 7G HGATAR motifs have minimal im-
pact on embryonic gene expression levels or variability. (A-B) Mutation of 4G and 7G
sites in a 1879 bp promoter fragment does not significantly alter embryonic expression
(Supplemental Fig A.7). gfp transcript counts shown for 1879:WT (n=187), 1879:4G
(n=217), 1879:11G(n=214). C) Mutation of 4G sites in a minimal 613 bp promoter
does not significantly alter embryonic expression (Supplemental Fig A.8). gfp transcript
counts shown for 613:WT (n=459) and 613:4G (n=217). Shaded grey area represents
timepoints where mean expression trajectory of 613:WT is significantly different from
that of 613:4G (Supplemental Fig A.7).
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2.2.6 Reporter GFP fluorescence in larval and adult worms reveal sec-
ondary GATA motifs modulate post-embryonic expression
To investigate whether secondary GATA site mutations had impacts on elt-2 ex-
pression later in life, we imaged GFP fluorescence in larval and adult worms. The expres-
sion of elt-2 persists though larval stages and adult life via autoregulation (Fukushige
et al., 1999) and positive feedback from elt-2 targets (Zhang, Judy, Lee, & Kenyon,
2013). We found that only strains with an intact A-site, except for the super minimal
promoter strain 61:WT, expressed gut GFP during larval and adult stages (Table 1).
The A-site was indispensable for both early embryonic activation as well as a larval and
adult maintenance of gene expression.
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Table 2.1: Table of wild-type and HGATAR mutant strains mutated for this study.
Dark blue indicates a heavily conserved HGATAR motif and cyan indicates a weakly
conserved HGATAR motif. Red indicates an artificially mutated HGATAR motif. *As-
terisk indicates low-level transcription observed
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To quantify this expression we looked at L3 larvae 22 hours post-synchronization
(later stages introduced gut autofluorescence complications). We found significant differ-
ences in mean gut fluorescence between wild-type promoter reporter strains and strains
with mutations in the 4G and 7G regions (Fig 2.6, Supplemental Fig S9). Mean fluo-
rescence and worm size were strongly coupled with food concentrations in some strains,
indicating that diet has a positive effect on elt-2 promoter driven gene expression. In
1879:WT, 613:WT, 1879:4G, and 613:4G increasing the concentration of OP50 food from
2.5 mg/ml to 10 mg/ml significantly increased mean gut fluorescence (Supplemental Fig
A.9). This response is consistent with elt-2 s role as the activator of genes involved in
digestion (McGhee et al., 2009).
Mutating the 4G GATA motifs immediately downstream of the A-site in both
long and short promoter contexts (1879:4G, 613:4G), resulted in significant increases in
mean gut fluorescence and variability across different dietary contexts compared to wild-
type counterparts (Supplemental Fig A.9). These increases demonstrate that some or all
of the GATA motifs within the 4G region play a transcriptionally repressive role during
post-embryonic development. The location of these sites immediately downstream of the
A-site and transcriptional start site (Supplemental Fig A.3) suggest a steric mechanism.
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Figure 2.6: Secondary HGATAR motifs play a role in modulating post-embryonicgene
expression. A) Mean gut GFP fluorescence levels for wild-type and mutant elt-2
promoter-reporter strains 22 hours post-synchronization. Red boxes represent worms
grown at 2.5 mg/ml OP50 liquid media and blue boxes represent worms grown at 10
mg/ml OP50 liquid media. Red crosses represent outliers. B) Gut GFP fluorescence in
613:WT. C) Absence of gut fluorescence in 613:A mutants.
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We found that the apparent function of 7G region GATA motifs is dependent
on context, and may be related to dietary response. Strains 1879:11G and 613:4G both
lack many GATA motifs and both exhibit greater variability and less distinction between
dietary regimes in post-embryonic reporter expression. In contrast to all other strains,
1879:11G did not show a statistically significant difference in mean gut fluorescence be-
tween groups raised at 10 mg/ml OP50 and groups raised at 2.5 mg/ml OP50 (p=0.0451;
αSID=0.00465). 1879:11G also experiences a slight but significant drop in mean gut in-
tensity at 10 mg/ml compared to 1879:4G (p=1.78E-10; αSID=0.00465), suggesting 7G
region GATA sites may be activating under certain contexts. 613:WT, however, main-
tains a significant dichotomy in dietary response (p=2.85E-36; αSID=0.00465) despite
loss of many upstream GATA motifs. These results indicate that 7G and 4G clusters
(upstream and downstream of the A-site respectively) may not necessarily function in-
dependently of each other.
Overall, many of the 7G and 4G GATA sites modulate post-embryonic elt-2
levels in both repressive and activating ways, dependent upon dietary context. Although
many of these GATA motifs have similar sequence and conservation to the A-site, our
functional dissection reveals that the roles of secondary motifs can be highly divergent
and not necessarily related to activation. In contrast to the A-site, the secondary GATA
motifs we examined play dispensable yet important roles in setting elt-2 expression levels
in different environmental contexts.
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2.2.7 An ACTGATAAG motif is not sufficient for driving gene expres-
sion to near-wild-type levels.
Because mutation of the A-site produced a disproportionate impact on gene
expression levels, we hypothesized that the presence of an ACTGATAAG motif might
be sufficient for driving gene expression. In the 1879:A mutant strain, we kept a second
naturally occurring ACTGATAAGG motif at -1857 bp intact (Fig 2.1C green arrow).
Despite the presence of an intact ACTGATAAG sequence at -1857 bp, this construct
could not rescue reporter gene expression to wild-type promoter levels in A-site mutants
(Fig 2.. 2, 3B).
To determine whether a more minimal promoter element could be generated
from the A-site, we generated a promoter reporter construct consisting of a 61 bp region
containing the A-site (Table 1 61:WT). This construct failed to produce either embryonic
gfp transcripts as assessed by smFISH or adult gut GFP fluorescence. This failure to
drive even low-level reporter expression demonstrates that an ACTGATAAG motif alone
is not sufficient for driving gene expression, and that a secondary CRE or some kind of
positional information is still necessary to trigger transcription. Our results indicate
that such a secondary CRE is not one of the GATA sites mutated in this study, and is
unlikely to be a GATA motif.
2.2.8 4G region HGATAR motifs play a role in driving low-level ectopic
expression
Having identified the 613 bp elt-2 upstream region as a minimal promoter frag-
ment, we sought to determine if mutation of 4G region sites would have a more obvi-
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ous impact on gene expression in a minimal promoter context. Mutation of 4G region
HGATAR sites in strain 613:4G resulted in a slightly altered, but near-wild-type embry-
onic expression profile (Fig 2.5C, Supplemental Fig 2.S7). Mutation of the A-site along
with 4G HGATAR motifs (Table 1 613:A4G) resulted in total loss of gene expression,
effectively bringing the low-level stochastic expression observed in strain 613:A to zero
for all embryos sampled (Fig 2.3C). This indicates that low-level stochastic transcrip-
tion resulting from mutation of the A-site was dependent upon one or more of the 4G
HGATAR motifs.
2.3 Discussion
In this study, we performed the first in vivo single-molecule resolution inves-
tigation of the relation between CREs and transcriptional output during C. elegans
development. We found that CREs in close proximity with similar sequences, similar
conservation, and capable of binding to the same transcription factors can have wildly
different functional roles in development.
Rather than multiple HGATAR sites in the elt-2 promoter serving as redundant
transcriptional activators, a single critically positioned key motif is necessary for both
early END-1/END-3 driven embryonic activation as well as later elt-2 /ELT-7 driven
larval and adult maintenance of gene expression. This key GATA site is used for earliest
activation, later maintenance, and, surprisingly, repression of spatiotemporally ectopic
early embryonic expression. Our results suggest that the critically positioned A-site acts
as a GATA responsive core or proximal promoter element distinct from nearby conserved
motifs with similar HGATAR sequences.
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In contrast, the majority of GATA motifs mutated in this study appear to be
dispensable for embryonic activation, but important for tuning postembryonic expression
levels. We found that in wild-type promoter contexts, gene expression levels were de-
pendent upon dietary food concentrations, with less food leading to less elt-2 promoter
activation. Furthermore, despite binding capability to upstream activators (Supplemen-
tal Fig A.8, Tracy and Rifkin, unpublished), mutation of the HGATAR motifs within
the 4G region paradoxically resulted in elevated gene expression levels and variability
in both long and short promoter contexts (1879:4G, 613:4G) compared to wild-type
reporters. This implies that some or all of these GATA sites play repressive roles in
postembryonic development. One possible explanation for this behavior is the formation
of repressive or simply non-activating multimers on 4G region sites by otherwise acti-
vating GATA factors. Mammalian GATA factors have been reported to form homo and
hetero-oligmers (Chen et al., 2012), and the conservation of spacing and positioning of
three of the 4G region sites within the Elegans supergroup suggest that orientation is
important for this region of the promoter. Another possibility is that these sites may
bind post-embryonically expressed non-GATA transcription factors (see below).
Although the extended DNA motif sequence of each individual GATA CRE may
contribute to establishing the distinctive roles of the dominant primary A-site versus
secondary auxiliary GATA CREs, we found that the extended sequence motif does not
completely explain the relative importance of the A-site. The A-sites extended sequence
is ACTGATAAGA, but mutation of the key A-site motif at -527 bp could not be res-
cued to near-wild-type levels by any of 9 remaining TGATAA or 17 remaining HGATAR
motifs present in strain 1879:A (Fig 2.2, 2.3, S2, S4). Furthermore, one of the alternate
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TGATAA motifs is a very similar ACTGATAAGG located at -1857 bp that remains
intact in strain 1879:A (Fig 2.1C; green arrow). However, this similar sequence is in-
sufficient to activate promoter-reporter gene expression. The presence of an A-site is
also not sufficient for driving even low-level expression in a 61 bp minimal promoter
(Table 1 61:WT) context suggesting that more cis-information may be needed for gene
activation. This additional information could come in the form of a second motif, the
local chromatin context, or even the relative abundance of T-rich sequence (Grishkevich,
Hashimshony, & Yanai, 2011).
Despite this insufficiency, evidence from a wide array of studies indicate that
the ACTGATAAG sequence can act as a binding site for multiple gut-associated tran-
scription factors, some of which are not even GATA factors. Several studies previously
demonstrated that similar or identical sequences are present and functionally necessary
in the promoters of elt-2 regulated gut genes (Egan et al., 1995; Fukushige, Goszczyn-
ski, Yan, & McGhee, 2005; MacMorris et al., 1992; MacMorris, Spieth, Madej, Lea, &
Blumenthal, 1994; McGhee et al., 2009). Furthermore, previous research into the FOXO
transcription factor DAF-16 revealed that the promoters of DAF-16 targets are enriched
for the sequence TGATAAG (also known as Daf-16 associated element or DAE) and
that DAF-16 can bind to the TGATAAG motif in vitro (Murphy et al., 2003; Zhang et
al., 2013). A recent study (Mueller et al., 2014) also showed that TGATAAG sequences,
particularly the specific sequence ACTGATAAGA, are heavily over-represented in the
promoters of genes that are upregulated in response to ultraviolet light exposure, and
downregulated in response to starvation. This study implicated the GATA factor EGL-27
as the primary effector of UV stress-responsive gene activation.
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These studies combined with our results suggest that in the worms adult life,
regulatory signals from different pathways may converge on and compete for access of a
single dominant primary cis-regulatory motif in the elt-2 promoter, effectively forming
a regulatory information bottleneck. Such a bottleneck can be useful in setting an
upper limit on the level of transcriptional activation that can occur while simultaneously
allowing responsiveness to signals related to processes such as aging(Zhang et al., 2013),
stress (Schieber & Chandel, 2014), and disease resistance (Head & Aballay, 2014). Once
the primary activation site is saturated with binding factors, further activation may be
impeded.
The wide affinity of GATA-family motifs combined with the large number of
GATA related transcription factors may partially explain our observations of low-level
stochastic ectopic transcription in A-site mutants in both E cells and non-E-cells. The
absence of transcriptional activators such as med-1/2, end-3, or end-1 in non-E-cells
implies that there may be other GATA-binding transcriptional activators present outside
of the nascent endoderm during early embryogenesis (Budovskaya et al., 2008; Gilleard,
Shafi, Barry, & McGhee, 1999; Mueller et al., 2014; Murphy et al., 2003). We found
that in a minimal 613 bp promoter context, secondary auxiliary HGATAR motif(s) in
the 4G region are necessary for producing low-level stochastic transcription (Table 1
613:A4G; Fig 2.3D). Including more proximal regions of the elt-2 promoter (-1879 bp to
-613 bp; contains 13 HGATAR motifs) in an A-site mutant background increases low-
level transcription levels even further. Our analysis of deep sequencing data from Saito
et al. 2013 revealed small numbers of TSS reads overlying proximal promoter regions
including the 7G and 4G regions, suggesting many ectopic transcripts may originate
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from secondary GATA sites (Supplemental Fig A.3) (Saito et al., 2013).
These non-specific mini-activation events reveal a layer of transcriptional regu-
lation not previously observed. For multicellular organisms, off target activation events
can result in ectopic expression that can have negative consequences for cell fate spec-
ification, particularly if the gene being ectopically expressed is an autoregulatory tran-
scription factor. Here we observe that an intact A-site plays a role in suppressing this
ectopic expression in non-E-cells. The same site used for activation in the endoderm is
used for repression in non-endoderm fated cells.
Our study shows that C. elegans can serve as a powerful model for single-molecule
cell-type-specific cis-regulatory studies. We determined that a single key cis-regulatory
site - in the midst of a host of similarly conserved sites - is used for the earliest activation
and post-embryonic maintenance of the expression of an essential regulatory gene, and
that this same CRE helps repress early stochastic expression in non-E cells. We identified
diverse roles for secondary sites in tuning postembryonic gene expression. The wildly
different roles served by CREs examined in this study illustrate the diverse functions that
similar CREs can take on and reveal a distinction between early and post-embryonic elt-2
activation and function.
2.4 Materials and Methods
2.4.1 Strain Generation
To control for copy number variations that could affect gene expression levels, we
generated single copy insertions of promoter gfp reporter lines using MosSCI (Frøkjaer-
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Jensen et al., 2008, 2012). To generate the reporter, we used PCR fusion to join the elt-2
3 UTR to a gfp fragment amplified from pPD95.81 (gift from Andrew Fire; Addgene kit
# 1000000001). We generated mutant promoter variants by PCR fusion of synthetic
oligonucleotides containing mutated HGATAR motifs to PCR amplified elt-2 promoter
sequence. GIBSON assembly was used to fuse wild-type and mutant promoter constructs
to the gfp::elt-2 3UTR DNA fragment and a pCFJ350 MosSCI backbone vector (gift from
Erik Jorgenson; Addgene plasmid #34866). All Pelt-2 ::gfp::elt-2 3UTR reporters were
integrated at site ttTi5605 (strain EG6699) with stable integration confirmed by PCR
screening of insert junctions into the C. elegans genome.
2.4.2 In vitro binding assays
For EMSAs, DNA binding domain sequences for GATA transcription factors
were cloned into pET His6 TEV LIC (1B) for N-terminal His6 tagging (gift from Scott
Gradia; Addgene plasmid # 29653). Constructs were transformed into Rosetta 2(DE3)
pLysS competent cells, and fusion protein expression was induced by addition of 0.1
mM IPTG at 18◦C for 12 hours. His6 tagged proteins were purified by use of TALON
metal affinity beads (Clontech). Binding assays were done at room temperature in
EMSA buffer (10mM HEPES, 200mM NH4OAc, 30 mM NaCl, 1.5mM MgCl2, 0.5 uM
Zn(OAc)2, 0.2 mg/ml BSA, 1mM DTT, 8% glycerol, pH 7.0). EMSAs were run on a 8%
29:1 Acrylamide/Bis-acrylamide 8% glycerol 0.5X TBE gel and stained with Sybr Green
Nucleic acid gel stain (Molecular Probes S-7563). (See supplemental methods for more
detail). smFISH data collection
For imaging of embryonic development, we collected and fixed embryos collected
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from adults 52-53 hours post-synchronization in 4% formaldehyde. Collected embryos
were hybridized to Cy3::gfp, ATTO 647N::elt-2, and Alexa 594::end-1 smFISH probes
(Raj et al., 2010, 2008) (Stellaris). Nuclei were labeled with DAPI. For each smFISH
data set, we generated Z-stack images of at least 170 embryos with a maximum spacing
of 0.4 uM at 100X magnification on an epifluorescence microscope. For quantifying
spot counts, we used an in-house developed machine learning spot classification tool,
AroSpotFinding Suite, to automatically collect spot data counts (Rifkin, 2011; Wu &
Rifkin, 2015). Nuclei were counted by hand and used as a measure of developmental
stage.
2.4.3 Gut fluorescence quantification
To obtain consistent gut reporter gene fluorescence data, we determined that
it was important to control for food density. We found that different food concentra-
tions could affect both mean gut fluorescence intensity and overall size. To control for
food levels, we grew all strains in liquid culture at controlled food concentrations. We
aliquoted and pelleted 2 L of overnight OP50 grown in LB culture and aspirated off all
excess liquid. We then weighed the mass of each pellet, and froze each pellet at -80◦C.
For each data collection day, an OP50 food pellet would be thawed and resuspended in
S-medium at a concentration of 40 mg/ml. Worms synchronized overnight S-medium
would then be placed in a solution of OP50 and S-medium for 22 hours at a concen-
tration of approximately 500 worms per ml. For imaging, the synchronized worms were
mounted onto 3% agarose pad slides, and anaesthetized with 10 mM levamisole. Images
were taken on an AxioImager R1 at 10x magnification. Quantification was performed
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using a custom MATLAB script (available upon request).
2.4.4 Statistical analysis of smFISH data
To determine whether the trajectories of gene expression for different strains
were significantly different across time, we calculated the difference between smoothing
splines fit to the data for each strain. We constructed a null distribution for this difference
trajectory by randomly assigning the strain labels for each datapoint (permuting within
a developmental stage: 0-1E, 2E, 4E, 8E), fitting splines to the shuﬄed dataset, and
calculating the difference between these shuﬄed splines. We repeated this 10,000 times
for each pair of trajectories to form null distributions. Because we were looking for
significant differences in expression at any point along the trajectories, we adjusted
the significance level cutoff to account for multiple testing. We estimated the number
of parameters used in the splines and used the Dunn-Sˇida´k method to determine a
conservative single-test significance level that would yield an experiment-wise significance
level of 0.05 (Ury, 1976). These adjusted cutoffs varied slightly between comparisons but
were around 0.006.
2.4.5 Note on publication
Chapter 2, in full, is a reprint of material as it appears in Developmental Biology
2016. Du, Lawrence; Tracy, Sharon; Rifkin, Scott A. The dissertation author was the
primary investigator and author of this paper.
Chapter 3
DeepNuc: Examining Promoter
Architecture and miRNA
targeting with Convolutional
Neural Networks
3.1 Background
A longstanding problem in biology has been understanding the cis-regulatory
code. Since the 1970s, researchers have known that much of the information needed to
create the diversity of forms found in nature is found not only in the trans-regulatory
coding regions of genes but also in the cis-regulatory elements which regulate gene ex-
pression (King & Wilson, 1975). Despite having complete genome sequences for many
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eukaryotic organisms for over 20 years now, unraveling the cis-regulatory code remains
a challenge.
Understanding the cis-regulatory code has been confounded by lack of informa-
tion on many crucial features. For example, features such as chromatin, DNA methy-
lation, and in vivo three dimensional structure are all specified in ways that can be
independent of the primary DNA sequence. In addition, individual transcription factors
in eukaryotes appear to carry very little information within their cognate binding mo-
tifs. The average eukaryotic transcription factors binding motif carries only 12.1 bits of
information - substantially lower than the approximately 30 bits required for a unique
address within a eukaryotic genome (Wunderlich & Mirny, 2009). Instead, most eukary-
otic transcription factors have numerous non-functional potential cognate binding sites
present in given genome.
A similar binding site information issue also exists with micro-RNAs (miRNAs).
Canonical miRNA binding sites have long been known to consist of a seed region of
six to eight basepairs (typically nucleotides 2-8 of the miRNA seed region for a 6mer
seed sequence). Much as with transcription factor binding, such short sequences have
low information content and are found throughout the genome leading to high false
discovery rates for predictions predicated on seed sequence matching alone. Recent
CLIP-seq type experiments mapping miRNAs to their direct targets show widespread
non-canonical miRNA binding (Moore et al., 2015; Helwak et al., 2013; Loeb et al., 2012).
Just as transcription factor binding can be confounded by DNA secondary structure and
chromatin, RNA binding can be confounded by RNA secondary structure and other
factors.
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The common problem between transcription factor and miRNA targeting is the
existence of information that isn’t only found in primary nucleotide sequences. However,
many aforementioned types of secondary information are indirectly encoded by primary
DNA sequence. Many if not most epigenetic modifications come about as a result from
signals directed from primary DNA sequence. Chromatin structure can be affected by
proteins recruited from bound transcription factors as well as the G/C content of certain
sequences and RNA secondary structure is shaped by primary RNA sequence. Further-
more, unlike primary DNA sequence, many epigenetic modifications can occur dynam-
ically throughout the life of an organism and in different cellular contexts. Devising a
way to quantify how much information can be derived from just primary DNA sequence
can be useful for understanding the degree to which a gene’s regulation is affected by
nucleotide sequence variation.
The purpose of this study is to find ways of measuring how much information can
be extracted from primary nucleotide sequences for two classes of genomic information
for which we have a high resolution mappings - promoter transcriptional start sites
(TSSs) and miRNAs targets. One approach to do this is by building binary classifiers
from primary nucleotide sequences. For example, by building a binary classifiers that can
distinguish TSS flanking promoter sequences from other types of randomized or unrelated
sequences, we can quantify the degree to which the information in promoter sequences
is distinct from other sort of sequences. The efficacy of cross-validation from trained
classification models would reveal how much a given genomic feature is determined purely
by nucleotide sequences. Commonly used classification metrics such as receiver operating
curves (auROCs) and area under the precision-recall curves (auPRCs) which capture
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tradeoffs between precision adn recall can also be used as the quantitative measure
under this strategy.
The most powerful technique for tackling the problem of predicting genomic func-
tion from primary nucleotide sequences is through use of “deep learning” algorithms. The
past several years have seen major successes in the application of “deep learning” algo-
rithms to a wide variety of fields ranging from image recognition (Krizhevsky, Sutskever,
& Hinton, 2012) to playing Atari videogames (Mnih et al., 2013). At the core, these
“deep learning” algorithms are essentially multi-layered artificial neural networks, with
many recent successes in the field derived from the development of novel network layers
and increases in the computing power required to run many layered neural net. The
strengths of such networks lie in their ability to make non-linear inferences hierarchically
with each layer transforming the input data into features used by subsequent layers.
One network architecture that has proven essential for making predictions from
nucleotides is the convolutional neural network (CNN). CNNs have long been empirically
shown to produce some of the best results in a number of benchmark image classification
tasks (Benenson, n.d.), and can be applied to nucleotide sequences in a similar manner.
Recent studies have demonstrated the effectiveness of CNNs and related deep learning
techniques in tackling many different prediction problems arising from the ever-increasing
expansion of genomic data. For genomics data, predictions can be made from heteroge-
nous non-nucleotide features (such as presence or absence of a particular chromatin
mark)(Liu, Li, Ren, Bo, & Shu, 2016), directly from nucleotide sequence (Alipanahi et
al., 2015; Kelley et al., 2016), or a combination of both (Zhou & Troyanskaya, 2015).
Application of CNNs to nucleotide data works by first transforming nucleotide se-
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quence information as one-hot encodings.1 Nucleotide sequence convolution filters (with
dimensions filter width x 4) in the first layer of a CNN can then be trained to recognize
nucleotide sequence motifs across the four nucleotide “channels of a DNA or RNA se-
quence much in the same way analogous convolution filters can be trained to recognize
image subfeatures in a three channel RGB image. Additional (optional) convolution
filters in subsequent layers can be also be added to weigh different combinations of motif
patterns in much the same way.
By weighing and embedding higher order sequence information in lower net-
work layers, CNNs can abstract combinatorial and spatial patterns. This capability can
be useful for examining the architecture of core promoters. Core promoters are cis-
regulatory regions that contain the TSS and any information needed to define the TSS.
To date, no single motif is known to define TSSs across all genes for a given eukaryotic
organism. For example, even the well-known TATA box sequence is represented in fewer
than 24% of human core promoter regions2 (Yang, Bolotin, Jiang, Sladek, & Martinez,
2007). The information needed to define a TSS need not necessarily be contained in
strictly defined motifs, and past research has demonstrated the potential importance of
unstructured A/T rich sequence in yeast or “T-box” sequences in C. elegans potentially
playing a structural role in looseing TSSs for transcriptional activity (Grishkevich et al.,
2011; Lubliner, Keren, & Segal, 2013). In contrast to conventional ChIP-seq techniques
3 for identifying transcription factor binding peaks, TSSs identified by sequencing can
be resolved to within a few basepairs relatively unambiguously.
1an n x 4 matrix with each row containing a single ‘1 value indicating the nucleotide letter at that
position
2This percentage represents the frequency of TATA-like sequences. The true percentage of functional
TATA boxes is likely to be considerably lower
3excluding techniques such as ChIP-nexus (He, Johnston, & Zeitlinger, 2015)
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Recent advances in genomic mapping and sequencing have also now made it pos-
sible to unambiguously determine the targets of miRNAs. Early techniques for mapping
miRNA targeting relied co-immunoprecipitation of the Argonaute family protein along-
side their bound targets, providing a global view of miRNA targeting within the genome
(Chi, Zang, Mele, & Darnell, 2009; Zisoulis et al., 2010; Hafner et al., 2010). More recent
techniques such as (crosslinking, ligation, and sequencing of hybrids) CLASH and co-
valent ligation of endogenous Argonaute-bound RNAs (CLEAR-CLIP) rely on creating
chimeras between specific miRNAs and their RNA targets, thereby providing unambigu-
ous identification of specific miRNA targets within the order of tens of basepairs (Kudla,
Granneman, Hahn, Beggs, & Tollervey, 2011; Helwak et al., 2013; Moore et al., 2015).
These more precise datasets can be used to improve machine learning algorithms used
for predicting miRNA targets (Lu & Leslie, 2016).
To tackle our initial goals, we wrote a software package, DeepNuc, for making
inferences on nucleotide sequence data. We used DeepNuc to build classifiers for pro-
moter sequences flanking TSSs as well as for recently generated CLEAR-CLIP miRNA
binding sites. We implemented our inference models as binary classifiers by using pro-
moter or miRNA target sequences as positively labeled inputs and dinucleotide shuﬄed
sequences or coding region sequences as negatively labeled inputs. (Abadi et al., 2015).
Our program is similar to the previously developed programs DeepBind (Alipanahi et
al., 2015) and Basset (Kelley et al., 2016), however, we implemented our program us-
ing the Tensorflow API, which allows for operation on CPUs, GPUs, and the recently
developed Tensor Processing Units (TPUs) (Abadi et al., 2015; Jouppi et al., 2017).
Additionally, we were able to take advantage of methods available in the Tensorflow API
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to implement techniques such as Dropout (Srivastava, Hinton, Krizhevsky, Sutskever, &
Salakhutdinov, 2014) to all our inference models.
3.1.1 Methods
Network construction and model optimization
We developed DeepNuc to be capable of evaluating multiple models using k-folds
cross validation and then automatically selecting the model parameters with the best
average area under the receiver operating curve (auROC) value after performing a grid
search of hyperparameters. Our grid search implementation allows tuning batch size,
learning rate, dropout probability, inference model network (from Table 3.2), and in-
cludes an option to concatenate the reverse complement sequence to the input feature
vector. Although we wrote several models for this DeepNuc, only two were ultimately
used for this study. In order to select optimal models and hyperparameters, we ran a
grid search varying the learning rate (1× 10−4 and 1× 10−5), varying concatenation of
reverse complemented sequence to the input vector, and varying the model used (model
A or D). A final model is then trained using the optimal parameters using the entire
training set. We used Tensorflow’s built-in implementations of dropout for regulariza-
tion and the ADAM optimizer for gradient descent (Srivastava et al., 2014; Kingma &
Ba, 2014). For generating dinucleotide shuﬄed sequences we adapted Python code for
performing Altschul-Erickson dinucleotide shuﬄing from the source code for BiasAway
(Worsley Hunt, Mathelier, del Peso, & Wasserman, 2014; Altschul & Erickson, 1985).
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Table 3.1: Table of TSS data sources. Non-overlapping TSS windows cover the region
-300 to + 300 flanking the TSS.
Species Source # TSSs # non-
overlapping
TSSs
# used for
training
C. elegans Kruesi et al. 2013 4,246 4,121 4,121
D. melanogaster BDGP6/dm6 refseq 50,401 48,668 14,600
M. musculus GRCmm38/mm10 refseq 57,915 55,378 22,151
H. sapiens GRCh38/hg38 refseq 381,216 349,396 17,469
Table 3.2: CNN architectures used for inference (fw = filter width; nf = number of
filters).
Model A Model D
Conv (fw: 24; nf: 48) Conv (fw: 20; nf: 16)
Relu Relu
AvgPool (fw: 4) AvgPool (fw:4)
Conv (fw: 24; nf: 48) Flatten
Relu Linear (32)
AvgPool (fw: 4) Relu
Flatten Readout
Linear (100) Dropout (50%)
Relu
Linear (50)
Relu
Readout
Dropout (50%)
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TSS data processing
RefSeq TSS data was obtained from the UCSC genome browser (Kent et al., 2002)
and C. elegans TSS data was derived from Kruesi et al. (2013). All TSS data used for
training was preprocessed remove overlaps such that if two or more fragments overlapped,
only the first fragment would be retained for training (Table 3.1). This prevented any
model from having identical sequences originating from the same promoter region in
both the training and test sets. Such a situation could result in a network “memorizing”
specific examples from the training set to overfit the test set. Coding sequences for all
species was retrieved from the UCSC table browser (Karolchik et al., 2004).
miRNA data processing
For training we used miRNA target coordinates from Moore et al. 2015. We
found that the miRNA target size in the original dataset could vary from 30-75 nu-
cleotides. For our training datasets, we simply extracted 300 bp windows encompass-
ing -150 to +150 around each miRNA target, then trained separate classifiers for each
miRNA (Table 3.3). Following the original paper, we extracted targets from the mouse
genome mm9 for P13 cortex derived samples and human hg18 for Huh-7.5 derived sam-
ples.
Source code
The source code for this project can be found at: https://github.com/LarsDu/DeepNuc
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3.2 Results
3.2.1 Analysis of TSS data from C. elegans, D. melanogaster, Mus
musculus, and H.sapiens
We trained initially trained DeepNuc with sequences encompassing -300 to +300
flanking the TSSs of C. elegans, D. melanogaster, Mus musculus, and H.sapiens. Due
to the presence of trans-splicing in the C. elegans transcriptome, we used GRO-seq data
from Krueisi et al. (2013) for start sites in C. elegans and RefSeq start sites for the other
species (Table 3.1).
In order to quantify the efficacy of our trained models, we performed 3-fold
cross validation and generated metrics for all species. All optimal classifiers yielded
high auROC and auPRC values greater than 0.97 when performing binary classification
between promoter sequences and dinucleotide shuﬄed sequences (Fig 3.1A). We also
obtained comparable results when using coding exonic sequences from each corresponding
species as the negative class (Fig 3.1B).
These surprisingly high values even across very different species with very dif-
ferent training sizes led us to examine whether the distintiveness of promoter sequence
was purely confined to the -300 to +300 TSS flanking window we used. Plotting the nu-
cleotide frequences from our promoter training sets revealed stark changes in nucleotide
frequency patterns at the TSS in all four species (Fig 3.2A). To see if classification effi-
cacy was purely dependent on the region containing the most stark nucleotide frequence
discontinuities flanking the TSS, we trained additional classification models covering the
regions from -600 to -200 and +200 to +600. We found that we could build highly effec-
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tive classifiers from these just-outside-of-the-TSS zones although in no case did we get
better auROC or auPRC values compared to classifiers trained on sequences from -300
to +300.
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Figure 3.1: 3-fold cross validation auROC and auPRC plots for C. elegans, D.
melanogaster, Mus musculus, and H.sapiens promoters trained using sequences from
-300 to +300 flanking the TSS. A) Dinucleotide shuﬄed sequences used for negative
class. B) Exonic coding sequences from same species used for negative class.
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3.2.2 Application of CNNs to CLEAR-CLIP miRNA data
In order to explore the effectiveness of CNNs for building models for miRNA
target prediction, we applied our program to CLEAR-CLIP data generated by Moore et
al 2015. We focused on the top ten miRNAs in terms of numbers of targets identified
(Table A2). We found that our auPRC and auROC metrics are better or comparable to
a similar recent attempt to leverage miRNA chimera data using support vector machines
(SVMs), although our approach did not include other features commonly used for general
miRNA prediction algorithms, such as binding energy prediction or secondary structure
prediction (Lu & Leslie, 2016). auPRC and auROC values did not meet or exceed values
we obtained for any of the promoter regions we testing including -600 to -200 flanking
the TSS and +200 to +600 flanking the TSS. This suggests miRNA targets need more
information than what we provided our classification algorithm, either in terms of higher
order secondary structure and binding information or additional sequence in proximity
of the miRNA binding site. However, most of the miRNAs from Moore et al. 2015 had
fewer than 4,000 targets identified with only mouse mir-124 exceeding 20,000 identified
targets (Table A2).
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Figure 3.2: A) Nucleotide frequency distribution for TSS flanking regions used for
training (see Table 3.1 ). B) 3-fold cross validation auROC and auPRC plots for -600
to -200 TSS flanking region sequence models (dinucleotide shuﬄed negative class). C)
Same plots for +200 to +600 TSS flanking region sequence.
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Figure 3.3: Precision-recall curves for models trained on data from Moore et al 2015.
Input sequences were from -150 to +150 flanking the start of miRNA targets. Negative
class is dinucleotide shuﬄed sequence.
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3.2.3 Discussion
From our study, we found that CNNs are highly effective in distinguishing pro-
moter sequences just from primary DNA sequence alone and reasonably effective in the
same task when using miRNA targeted sequences. We found that the TSS flanking pro-
moter sequence windows we used for training our TSS classifiers yielded better metrics
than any of our miRNA trained classifiers. The efficacy of classifiers trained on promot-
ers versus miRNAs is likely not due to sample size since we only used 4,121 C. elegans
promoters versus 20,114 mouse mir-124, yet obtained substantially better metrics for C.
elegans GRO-seq derived TSS flanking sequence (Figs 3.1 and 3.3). Although we cannot
guarantee the neural networks we created are definitively the best classifiers possible
for distinguishing promoter sequence from non-promoter sequence or miRNA targets
from non-targets, our results set a lower bound on how much each genomic feature we
examined is specified by primary nucleotide sequence.
Our results also reveal commonality between TSSs within each organism we ex-
amined. Although each miRNA model we trained corresponded to specific miRNAs, our
TSS models tried to learn from a randomized subset of all promoters within an organism.
Since our TSS trained models performed better under cross-validation, it would seem
that there is some kind of general common information between promoters. Although
we did not get the chance to fully explore and decompose this common information, it
is likely that this common comes in the form of common motifs and promoter specific
nucleotide distribution. Because we used dinucleotide shuﬄed sequence as the negative
classification class, we can rule out the nature of this common information being embed-
ded in differences in overall nucleotide frequency. This common promoter information
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is likely strongest in the immediate vicinity of the TSS, but sequences outside of 200
bp from the TSS appear to contain sufficient information to build resonably powerful
classifiers (Fig 3.2).
Although we only focused on primary DNA sequences, there is another layer of
primary DNA sequence information we did not include in this study which may be used
to improve classification efficacy. One method which may both improve the predictive
power of deep learning techniques for sequence prediction is through use of predicted
DNA structural features. Recently developed predictive tools now make it possible
to calculate predicted minor groove width (MGW), helix twist (HelT), propeller twist
(ProT), and Roll. These structural features can be concatenated with or convolved with
the one-hot encoded nucleotides used for making predictions strictly from nucleotide
sequences (Chiu et al., 2016; Mathelier et al., 2016).
Ultimately, we found that applying deep learning models to genomic datasets
can be used to gain insights into sequence patterns and function even without having
an explicit goal of making predictions. Metrics used for determining the prediction
efficacy can also be used to gauge how much information we actually have from genomic
sequencing efforts. Despite the varied nature of promoters, most promoter sequences can
be clearly distinguished from both randomized and coding sequences.
3.2.4 Acknowledgements
Biopython and Pysam were used extensively for data processing (Cock et al.,
2009; Heger, 2017). Special thanks to Gregoire Montavon for help with Deep Taylor
decomposition techniques which are included in the DeepNuc source code.
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3.2.5 Note on publication
Chapter 3 contains materials which may be included in a future submission for
publication. Du, Lawrence; Rifkin, Scott A. The dissertation author was the primary
investigator and author of this material.
Chapter 4
Final Conclusions
A full understanding of gene regulation is confounded by two problems. The first
problem is lack of information. Simply knowing the binding motif of a given eukary-
otic transcription factor is not sufficient information for predicting where a transcription
factor will bind in the genome, and knowing where a transcription factor binds does
not necessarily translate into knowing where it is active (Mirny & Wunderlich, 2008).
Additionally, there are many missing details not captured by primary DNA sequences.
Chromatin structure, three-dimensional folding, DNA methylation, and histone methy-
lation are all types of information that would certainly be needed to build a fuller if
not complete picture of gene regulation. Improvements in capturing those details may
one day give us enough information to build purely predictive models of cis-regulatory
architecture.
The second problem is the possibility that the rules for controlling transcription
may not be simple enough to build a fully predictive model. Getting even better genomic
data may be insufficient for deriving general rules for cis-regulation or promoter function.
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For example, it may turn out that once we obtain a general understanding of eukary-
otic genomic architecture, we can leverage this general understanding to build a model
incorporating genetic and epigenetic data to predict exactly how a given cis-regulatory
sequence will behave in vivo. If this were the case, we could exactly predict where a given
transcription factor binds and the conditions under which it becomes active in different
cellular contexts. This sort of generalized model could be used to get a full picture of
the types of deleterious mutations which occur in disease, as well as make possible the
engineering of novel cis-regulatory circuits without the need for extensive testing. On
the other hand, it may turn out that many if not all cis-regulatory or promoter sequences
are so unique that each would need to be dissected and mutated at a fine scale to fully
understand function.
Our experimental dissection of the elt-2 promoter demonstrated that even in
the simplest gene regulatory network (GRN) of a relatively simple model organism,
knowing virtually all the major upstream activators of a gene and their cognate binding
motifs is not sufficient for unraveling or predicting the functions of different binding
sites. At the beginning of the study, we assumed that all GATA motifs in the elt-
2 promoter would be activating. From this study, it is clear that most of the GATA
motifs present function in contextual ways post-embryonically. Instead, even very similar
transcription factor binding sites in the elt-2 promoter have wildly different, and in some
cases, opposite roles depending on context. My research demonstrated that the A-site
is distinct from secondary GATA sites despite similar in vitro binding, secondary GATA
sites contribute to regulation but not activation, and there are clear distinctions in
the functions of secondary GATA sites in post-embryonic gene regulation. Absence of
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the A-site doesn’t just eliminate transcription, but actually produces a noisy low-level
amount of transcription in non-endodermal cells. These novel findings demonstrate that
individual sequence motifs in their in vivo context can have wildly different functions.
These results underscore how many promoter functions may be difficult to gener-
alize across different promoters. Although the A-site sequence motif (‘ACTGATAAG’)
is quite common in different gut associated genes and elt-2 target genes, the function
of secondary GATA motifs is subtle and difficult to parse without targeted hypotheses,
experiment, and high resolution imaging of hundreds of embryo samples. From these
results, we can see that within a promoter, similar motifs cannot be assumed to have the
same function. There is also a dynamic logic which would be difficult to glean from this
system if we relied on techniques that only capture snapshots of gene expression in cer-
tain conditions. Our in vitro studies clear demonstrate that multiple GATA factors have
the capacity to bind to the same sites, and our in vivo studies show that the expression
levels of elt-2 promoter driven expression can change in response to diet in adulthood.
Future expansion on this work can focus on unraveling what sorts of contextual
details are important for making each GATA motif binding site functionally distinct. We
still do not know what sort of signal distinguishes secondary GATA sites from the crucial
A-site. One hypothesis is that the A-site acts as a core promoter, while the secondary
GATA sites we identified do not. Out of all the GATA motifs we studied, the A-site also
happened to be closest to documented TSSs for elt-2 from Saito et al. 2013 and Kruesi
et al. 2013.1. Despite the non-generalizability of the function of GATA motifs within
the elt-2 promoter, there are hints that there may be general patterns governing TSS
1-482 and -499 relative to start codon respectively
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positioning. For instance, one question would be whether the positioning of the A-site
motif relative to A/T rich sequence downstream of the transcriptional start site (TSS) is
important. The presence of unstructured ‘T-box’ motifs documented in Grishkevich et
al. 2011 show that C. elegans promoters are rich in T sequences upstream of the start
codon.2
In order to explore whether there are rules common to promoters within eukary-
otic genomes, I initiated a project looking into whether application of “deep learning”
algorithms could be used to parse out features that are important for making promot-
ers. Part of the motivation for this effort came out of trying to find a way to improve
upon traditional position weight matrix and sequence logo representations of binding mo-
tifs which typically fail to capture important combinatorial interactions between motifs.
However, I quickly found that using all TSSs from a given organism actually provides
enough data to build a model which can distinguish background noise DNA sequence
from TSS flanking sequence. Although one might expect this approach to learn some
transcription factor binding motifs which occur at a very high frequency, even the well
known TATA box motif does not occur in more than 25% of human core promoters (Yang
et al., 2007). In addition, different promoters will tend to be active in wildly different
cellular contexts in the presence of very different transcriptional activators.
The efficacy of CNNs on TSS flanking promoter sequences reveals that promoter
sequences within the eukaryotes I examined contain enough common information to be
distinguished from randomized dinucleotide shuﬄed sequence and coding sequences. I
obtained fairly comparable area under the receiver operating characteristic curve (au-
2In 2011, TSS information was not available in C. elegans due to the confounding role of widespread
transsplicing in C. elegans mRNAs.
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ROC) and area under the precision recall curve (auPRC) values for models trained on
TSS flanking sequences from distinctly different species.
This novel application of CNNs to promoter sequences shows that deep learning
techniques can be used as a way to quantitatively evaluate the the richness of genomic
information available in addition to making predictions. Training a CNN using TSS se-
quences reveals that there is sufficient underlying common structure to TSS sequences to
distinguish promoter sequences from dinucleotide shuﬄed and coding sequences. Build-
ing models which capture the general features of promoters can inform future prediction
programs which use other sorts of genomic or epigenetic markers which overlap with
TSSs as well as aide researchers interested in identifying sequences in a given promoter
which may be important for its function or transcriptional activity.
Despite the effectiveness of CNNs in separating promoter from other sequences,
using these techniques to decompose exactly what the higher order features being learned
represent still remains somewhat elusive. Other than convolutional filters learned in the
first layer of a CNN, understanding what is being captured in lower layers of a network
can be difficult to interpret. Lower layers within a CNN clearly capture information
relating to positioning of “motifs” represented by convolutional filters in the first layer
of a network, however some motifs in the first layer may only represent dinucleotides,
and many convolutional filter activations will overlap. This means that the lower layer
higher order “embeddings” of a CNN trained on nucleotide information remain complex
and difficult for researchers to interpret.
Interpreting the models learned by CNNs still remains confounded by complexity.
Major scientific discoveries are typically predicated on the uncovering of simple models.
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The genetic code is the pre-eminent example of this. Virtually all life on Earth translates
RNA to protein using a set of rules that are simple enough to fit on the back of a postcard.
In the same vein, much of our current standard model of physics can be fit on a few
sheets of paper. By using deep neural networks, a great deal of this simplicity can be
lost. On modern inexpensive computer hardware, it is a trivial task to create a model
with well over 1 million weight parameters. Improvements in biological interpretation
of our promoter sequence trained models may hinge on building progressively simpler
models which retain a certain level of cross-validation efficacy.
Ultimately, I have learned from my research experience in both fine-scaled ex-
perimental work and very general genomics oriented approaches that both approaches
can be complementary ways of tackling problems on different scales. There is no re-
placement for doing focused experiments with targeted hypotheses. However, focused
experiments can take many iterations and years before general rules can emerge. At the
same time, large scale genomics has provided modern researchers with a lot of data, but
not necessarily a way to distill data into simple and comprehensible rules. Although
modern machine learning techniques tend to produce more abstract than simple models,
they can be useful as a sort of stopgap between comprehensive understanding and simply
having a good way of making predictions. Good scientific progress on gene regulation
will continue to consist of researchers who are well informed of what they do not know
and asking the right questions.
Appendix A
Appendix
A.1 Chapter 2: Supplemental Methods
A.1.1 In vitro binding assays detailed methods
For isolating His6 tagged fusion constructs, transformed Rosetta 2(DE3) pLysS
cells were grown at 37◦C in LB supplemented with 50 ug/ml Kanamycin, 34 ug/ml
Chloramphenicol, and 20 uM ZnCl2 to an OD of 0.5. Cultures were cooled to 18
◦C and
expression was induced with 0.1 mM IPTG at 18◦C for 12 hours. Cells were pelleted,
washed in ice cold 1X PBS, and resuspended in GATA lysis buffer (10mM HEPES,
200mM NH4OAc, 300 mM NaCl, 10mM Imidazole, 0.5 uM ZnOAc, 10 % Glycerol,
5 mM, β-mercaptoethanol, 1mM PMSF, 1 tablet/10 ml EDTA-free protease inhibitor
cocktail (Roche 11-836-170-001)) and sonicated. Lysates were clarified at 14,000 g for 20
minutes at 4◦C. His6 tagged proteins were bound to Talon metal affinity beads (Clontech
#635501), washed once in GATA lysis buffer, washed a second time in modified GATA
lysis buffer (100 mM NaCl/20 mM Imidazole), and eluted with modified GATA lysis
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buffer (100 mM NaCl/200 mM Imidazole). Gycerol was adjusted to 20% and purified
proteins were aliquoted, snap frozen in liquid nitrogen, and stored at -80◦C. Binding
assays were done at room temperature for 30 minutes in EMSA buffer (10mM HEPES,
200mM NH4OAc, 30 mM NaCl, 1.5mM MgCl2, 0.5 uM Zn(OAc)2, 0.2 mg/ml BSA ,
1mM DTT, 8% glycerol, pH 7.0). Complexes were run on 8% 29:1 Acrylamide/Bis-
acrylamide 8% glycerol gel in 0.5X TBE and stained with Sybr Green Nucleic acid gel
stain (Molecular Probes S-7563).
The following DNA binding domains were used for in vitro assays (measured from start
codon):
END-1: amino acids 114-221 END-3: amino acids 156-242 ELT-7: amino acids 118-198
ELT-2: amino acids 129-336
For Figure 4, the following probe sequences were used:
WT probe sequence: AGCGACAGAGGTCGGGGCTGAAACTGATAAGAATAG
TCGACACTAACGCC
mutant probe sequence: AGCGACAGAGGTCGGGGCTGAAACTCTGTAGAAT
AGTCGACACTAACGCC
For Supplemental Figure S8, the following probe sequence was used:
ATTTTCTTTTTGATAAAATCAGCCTATCTATACTTCCCAATCATTTTTAGTC
TTATCGTTGAACAGCTATCGAGGTGCCA
A.1.2 Quantifying Early Embryonic Ectopic Expression Estimates
Due to the physical flattening of samples prior to imaging, the early staging of
most of our image data, and the absence of cell-specific membrane markers, we had
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to develop a heuristic method to demarcate the limits of E-cells and proto-E-cells and
quantify ectopic expression. We settled upon a method using two-dimensional alpha
shapes to roughly outline the limits of aggregate end-1 and elt-2 localization, and then
counting the number of gfp transcripts that fell outside of the generated alpha shape.
We adapted a custom MATLAB script for generating alpha shapes, (Lundgren 2010)
and used a radius parameter of 75 pixels to produce concavity.
For statistical analysis of ectopic expression estimates, we binned embryos at the
2E stage (14-44 nuclei) and used a permutation test to determine if specified datasets
were significantly different from each other.
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A.1.3 Supplementary Tables and Figures
Table A.1: Table of Strains for Chapter 2
Primary
Strain ID
Alternate
Strain ID
Promoter Description Mutation coordinates
(bp from endogenous
elt-2 start codon)
1879:WT ELD005-1 1879 bp wild-type N/A
1879:4G ELD006-2 1879 bp with 4 HGATAR to
HCTTAR mutations
-400, -387, -358, -344
1879:11G ELD012-1 1879 bp with 11 HGATAR
to HCTTAR mutations
-1679, 1659, -1636, -1620,
-1570, -1550, -1531, -400, -
387, -358, -344
422:WT ELD016-1 422 bp promoter wild-type N/A
613:WT ELD018-3 613 bp promoter wild-type N/A
613:A ELD023-1 613 bp promoter w/
ACTGATAAG to ACTCT-
GTAG mutation at -527
bp
-527
613:A4G ELD024-1 613 bp promoter w/
ACTGATAAG to ACTCT-
GTAG mutation at -527
bp and 4 HGATAR to
HCTTAR mutations
-527, -400, -387, -358, -344
613:4G ELD025-2 613 bp promoter w/ 4
HGATAR to HCTTAR mu-
tations
-400, -387, -358, -344
1879:A ELD026-2 1879 bp promoter w/
ACTGATAAG to ACTCT-
GTAG mutation at -527
bp
-527
61:WT ELD027-3 61 bp promoter w/ wild-
type ACTGATAAG site at
-527 bp
N/A (fragment from con-
structed from -539 to -478)
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Table A.2: Number of miRNAs used for training from from Moore et al. 2015
miRNA # CLEAR-CLIP Targets
mouse miR-124 20,114
mouse miR-9 11,030
mouse miR-26a 7,077
mouse let-7c 4,921
mouse let-7b 4,650
human miR-17-5p 2,480
human miR-320a 1,800
human miR-92a-3p 1,489
human miR-194-5p 1,404
human miR-26a-5p 1,363
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Figure A.1: Strain 1879:WT gfp reporter expression (n=187) compared to elt-2 ex-
pression pooled from multiple experiments (n=1320). A) elt-2 transcript count data
collected from strains 613:WT, 1879:A, 613:A, 613:4G, and show comparable levels to
wild-type elt-2 levels observed in previous studies. Lines represent mean trajectory of
aggregated elt-2 data compared to 1879:WT. B) Permutation test. Dark green line:
difference in the mean trajectories (right axis). The light green region represents the
envelope of the null distribution with the Dunn-Sˇida´k adjustment (see Methods). Tra-
jectories are significantly different at timepoints where the green line is outside the light
green region. The horizontal, fluctuating line tracks the p-value at each timepoint (log10
scale, left axis). There are significant differences between trajectories where this line
dips below the dashed blue line.
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Figure A.2: (A) gfp transcript counts for wild-type strains 1879:WT (n=187) and
613:WT (n=459). (B) Significance test of the difference between these strains.
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Figure A.3: Transcriptional start site (TSS) data from Saito et al. 2013. Promoter
diagram scaled to TSS data. Gray line indicates position of ACTGATAAGA A-site
motif. Some peaks may represent 5 ends of degraded RNAs or abortive transcripts. Plot
generated using IGB (Nicol et al. 2009).
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Figure A.4: (A) gfp transcript counts for A-site mutants 1879:A (n=253) and 613:A
(n=217) compared to each other and to wild-type strains 1879:WT (n=187) and
613:WT(n=459). (B-C) Significance tests of the effect of the A-site mutation. D) Sig-
nificance test of the effect of shortening the promoter on transcription in the A-site
mutants.
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Figure A.5: Ectopic expression estimates in A-site mutants. A) Example of alpha shape
construction. gfp spots outside of the shape are counted as ectopic. B) Estimated ectopic
1879:A (n=132) versus estimated ectopic 1879:WT (n=72). C) Estimated ectopic 613:A
(n=104) versus estimated ectopic 613:WT (n=105). D) Results of one-sided permutation
test performed on binned 2E stage ectopic expression data (2000 repetitions per test).
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Figure A.6: Mutation of 4G and 7G HGATAR motifs have minimal impact on gene
expression levels or variability. (A-B) Comparison of gfp transcript counts in strains with
wild-type and mutant versions of the 1879 bp elt-2 promoter. Lines represent smoothing
splines of the data. (C-D) There are no significant differences between these strains and
the wild-type promoter.
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Figure A.7: (A) gfp transcript counts for wild-type strain 613:WT (n=459) versus
613:4G (n=154). Shaded grey area represents timepoints where mean expression trajec-
tory of 613:WT is significantly different from that of 613:4G. (B) Significance test of the
effect of the 4G mutations in the shorter promoter context.
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Figure A.8: EMSA of 80 bp DNA probe corresponding to 4G region. DNA probe
concentration in all lanes is 70 nM.
Figure A.9: Two-sample t-test p-values for selected mean gut fluorescence values de-
picted in Fig.5. Values marked in red are not significant at =0.05.
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Figure A.10: elt-2 expression is not significantly different between high and low gfp
expressing strains. A) elt-2 controls in the height gfp expressing 613:WT and the low
gfp expressing 613:A. B) Significance test.
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Figure A.11: A) auROC plots for models trained on miRNA data from Moore et al
2015 using dinucleotide shuﬄed sequence as negative class. Counterpart to auPRC plots
in Fig 3.3. B) auROC and auPRC plots for models trained on miRNA data from Moore
et al 2015 using coding exonic sequence as negative class.
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