Abstract. General Linear Methods were introduced in order to encompass a large family of numerical methods for the solution of ODE-IVPs, ranging from LMF to RK formulae. In so doing, it is possible to obtain methods able to overcome typical drawbacks of the previous classes of methods. For example, stability limitations of LMF and order reduction for RK methods. Nevertheless, these goals are usually achieved at the price of a higher computational cost. Consequently, many efforts have been done in order to derive GLMs with particular features, to be exploited for their efficient implementation.
INTRODUCTION
General Linear Methods, in the form introduced by Burrage and Butcher [10] , are numerical methods for solving ODEIVPs which, in order to advance the integration of one step, require some information from the previous step (external stages), along with some internal stages to be computed at the current step. Such methods are able to describe, as extreme cases, both RK methods and LMF (the latter, when used as Initial Value Methods (IVMs)) [11] . A GLM with r external stages and s internal stages, when applied with stepsize h for the solution of the IVP y = f (t, y), y(t 0 ) = y 0 ∈ R m ,
is usually described as
where: A ∈ R s×s , U ∈ R s×r , B ∈ R r×s , V ∈ R r×r ; Y [n] , F [n] ∈ R sm are the vector of the internal stages and the corresponding values of the function f , respectively; y [n] ∈ R rm is the vector of the external stages. Many papers have been devoted, across the years, to the construction and the analysis of GLMs (see, e.g., [12, 13, 14, 15, 16, 17, 18, 19, 20] ). Clearly, the simpler the form of the matrix A, the more efficient the implementation of the corresponding GLM. In this setting, we shall consider implicit GLMs for which A = B,U = V ∈ R r×r and, therefore,
i.e., the external and the internal stages coincide. Moreover, the order of accuracy of each entry of y [n] is equal to p (to be specified later), which is, therefore, the global order of the method. We mention that sometimes GLMs with approximations having the same order have been also called "peer methods" (see, e.g., [21] ). The approach that we shall consider is the one introduced in [8, Chapter 11, Section 6] and is based on Boundary Value Methods (BVMs). In more details, the family of BVMs which we shall consider is that of Generalized Backward Differentiation Formulae (GBDF) [7] , which is briefly sketched in the next section, along with their formulation as GLMs. For the efficient solution of the generated discrete problems, in the last section we shall consider the blended implementation of such methods. This implementation, introduced in [1] for block implicit methods (see also [2, 3, 4, 6, 8, 9] ), naturally induces an efficient splitting procedure for the solution of the generated discrete problems. The linear analysis of convergence for this splitting is done according to [5] .
GENERALIZED BACKWARD DIFFERENTIATION FORMULAE (GBDF) AND GENERAL LINEAR METHODS
Let us consider the particular class of k-step LMF having the polynomial σ (z) in its simplest form,
where j ∈ {0, 1, . . . , k}, with the coefficients of the corresponding polynomial ρ(z) = ∑ k i=0 α i z i uniquely defined by imposing that the method has the maximum possible order p = k. When j = k, one obtains the well-known family of BDF which, however, provides 0-stable methods only up to k = 6 and A-stable methods up to k = 2. Nevertheless,
and the formula is used as a BVM with (ν, k − ν)-boundary conditions, i.e., by fixing the first ν values and the final k − ν values of the discrete solution, then the methods turns out to be stable for all values of k [7, 8] . By the way, when k = 1, 2, one obtains the usual first two BDF. In view of the implementation of GBDF as GLMs, one may assume to know the initial values of the discrete solution. On the other hand, the final k − ν values can be retrieved implicitly by using a suitable set of additional final methods [8] , consisting of LMF having the following characteristic polynomials:
with the coefficients {α
i } uniquely defined by imposing the order p = k conditions. If we assume, for sake of simplicity, that a constant stepsize h is used, then by introducing the vectors
and the r × r matrices A 1 and A 2 such that
the discrete problem, at a given point t n = nh, can be cast in matrix form as
This corresponds to a GLM (2) with coinciding internal and external stages, and
2 A 1 (indeed, matrix A 2 turns out to be nonsingular). Such methods were called Block BVMs with Memory (B 2 VM 2 s) in [8] . In the GLM notation, the abscissae defining this GLM are c i = i, i = 1, 2, . . . , r. However, in order to guarantee the L-stability of the corresponding method, it is sometimes required to change them into the following set of abscissae (as suggested in [8] ):
Clearly, when = r we have a uniform mesh, whereas for < r the last r − +1 points are spaced with geometrically decreasing stepsizes. In such a case, the points corresponding to the abscissae c 1 , . . . , c −1 , c r are equally spaced and are the ones needed for the subsequent integration step. This implies that corresponding r − zero columns must be appropriately inserted in matrix A 1 in (3). Consequently, such a GLM based on GBDF is uniquely determined by the triple of integers (k, r, ) (clearly, the order of the corresponding method is p = k). By choosing appropriately the values of (r, ), it is possible to guarantee the L-stability of such methods for all practical values of k. However, it turns out that, for each value of k, the couples (r, ) are not unique. Consequently, an additional criterion will be considered, in the next section, in order to speed-up the iterative solution of the corresponding discrete problems, via the blended implementation of the methods.
BLENDED GENERAL LINEAR METHODS
In the previous section, we devised a procedure for obtaining a whole class of implicit GLMs based on GBDF, containing L-stable methods of arbitrarily high order. We now consider the problem of efficiently solving the generated discrete problems which, at a given time step, assumes the form (see (2)), y − h(A ⊗ I m )f = η, where η is a known vector and A is a nonsingular matrix. In order to describe the blended implementation of such method (see, e.g., [1, 2, 3, 4, 5, 6] ), the given GLM is conveniently applied to the usual test equation, y = λ y, Re(λ ) < 0, for which the discrete problem reduces to a linear system of dimension r:
Such linear system is clearly equivalent to
with γ > 0 a free parameter. By introducing the weight function θ (q) = (1 − γq) −1 I, we obtain an equivalent discrete problem by combining, with weights θ (q) and I − θ (q), respectively, the linear systems (4)- (5):
Equation (6) defines the blended GLM corresponding to the original GLM (4). In view of the fact that M(q) ≈ I, for q ≈ 0, and M(q) ≈ −γqI, for |q| 1, the following blended iteration for solving the discrete problem (6) is naturally induced:
By considering that N(q) −1 = θ (q), it is quite straightforward to realize that, in the case of problem (1), the corresponding blended iteration requires only the factorization of one matrix of the size of the continuous problem, since, in this case, θ = I ⊗ (I m − γhJ), with J the Jacobian evaluated at the last known point. We observe that (see [5] ) the iteration matrix corresponding to the blended iteration (7) turns out to be given by
Such matrix is zero at q = 0 and at ∞ and its spectral radius, ρ(q), is such that
whereρ,ρ ∞ , and ρ * are the nonstiff amplification factor, the stiff convergence factor, and the maximum amplification factor, respectively, which, according to [5] , are evaluation parameters for the blended iteration (7). In particular, if ρ * ≤ 1, the iteration is L-convergent and, then, appropriate for L-stable methods [5] . Moreover, it turns out that
and the value of the free positive parameter γ is chosen in order to minimize ρ * . In Table 1 , the relevant figures are reported for selected GLMs based on GBDF, each characterized by the corresponding triple (k, r, ). As it can be seen, the blended iteration corresponding to each method turns out to be L-convergent. Moreover, the value of the parameter γ (with the only exception of that corresponding to k = 4) turns out to coincide with the value, γ * = min µ∈σ (A) |µ|, suggested in [2] for a class of Blended Implicit Methods (see also [5] ). At last, as an example, we list the matrices A and U which define the third order GLM corresponding to the triple (3, 2, 2), 
