Error-prone polymerase chain reaction (PCR) is widely used to introduce point mutations during in vitro evolution experiments. Accurate estimation of the mutation rate during error-prone PCR is important in studying the diversity of error-prone PCR product. Although many methods for estimating the mutation rate during PCR are available, all the existing methods depend on the assumption that the mutation rate is low and mutations occur at different places whenever they occur. The available methods may not be applicable to estimate the mutation rate during error-prone PCR. We develop a mathematical model for error-prone PCR and present methods to estimate the mutation rate during error-prone PCR without assuming low mutation rate. We also develop a computer program to simulate error-prone PCR. Using the program, we compare the newly developed methods with two other methods. We show that when the mutation rate is relatively low(< 10 −3 per base per PCR cycle), the newly developed methods give roughly the same results as previous methods. When the mutation rate is relatively high(> 5 × 10 −3 per base per PCR cycle, the mutation rate for most error-prone PCR experiments), the previous methods underestimate the mutation rate and the newly developed methods approximate the true mutation rate.
Introduction
In vitro evolution is a laboratory method to evolve molecules with desired properties of interest. It has been used to optimize industrial enzymes, to improve drug resistance, and to develop novel pharmaceuticals and vaccines (Arnold 1996 , 1998 , Patten et al. 1997 . To implement an in vitro evolution experiment, we first build an initial molecule library. There are three steps in an in vitro evolution experiment. The first step is selection or screening from the molecule library. The selection methods depend on the molecule properties of interest. They can be based on the molecules' ligand binding properties, their catalytic properties, or other characteristics. The second step of in vitro evolution is mutagenesis. Error-prone polymerase chain reaction (PCR) (Leung et al. 1989, Cadwell and Joyce 1992) and/or in vitro recombination techniques such as DNA shuffling (Stemmer 1994ab, Zhao and Arnold 1997) , staggered extension process (StEP) recombination (Zhao et al. 1998) , and random-priming in vitro recombination (RPR) (Shao et al. 1998) are widely used as mutagenesis techniques. The third step is to amplify the resulting molecules to form a new molecular library. The three steps of selection, mutagenesis and amplification are repeated for many cycles until molecules with the desired function of interest dominate the final molecule library.
Error-prone PCR was first proposed by Leung et al. (1989) and later modified by Cadwell and Joyce (1992) to introduce random point mutations at each PCR cycle. Error-prone PCR is implemented by using DNA polymerase with low fidelity and by changing experimental conditions in standard PCR experiments. It has been successfully applied to several in vitro evolution experiments (Bartel and Szostak 1993 , Chen and Arnold 1993 , You and Arnold 1996 . In this manuscript, we study error-prone PCR theoretically. Krawczak et al. (1989) and Hayshi studied the proportion of PCR products with no mutations after PCR experiments. Sun (1995) and Weiss and von Haeseler (1995) constructed a general model for PCR. The distribution of the number of mutations in a random sampled sequence and the distribution of the pair-wise differences in a random sample of sequences from the final PCR products were obtained. Moreover, a simple moment estimation method for estimating the mutation rate during PCR was proposed and the statistical properties of the estimators were studied (Sun 1995) .
Recently, Weiss and von Haeseler (1997) gave an algorithm to generate the genealogy that describes the relationship among a sample of PCR products. Using this algorithm, they presented a maximum likelihood method to estimate the mutation rate in PCR.
In all the above studies, it was assumed that mutations occur at different places each time they occur. In standard PCR, the mutation rate is usually low and this assumption is reasonable. In error-prone PCR, the mutation rate is increased. When the mutation rate is relatively high, the above assumption is questionable. In this paper, we study error-prone PCR without this assumption.
The organization of this paper is as follows. We first present a mathematical model for error-prone PCR. Then we present two methods to estimate the mutation rate during error-prone PCR. Then we study the statistical properties of the estimators and compare our methods with the maximum likelihood method of Weiss and von Haeseler (1997) and the moment estimation method of Sun (1995) using simulations.
A mathematical model
The model of PCR with mutations is composed of two processes: 1) the process of generating the templates which gives a random binary tree, and 2) the processes of superimposing mutations onto the binary tree. The former process is a standard branching process. We assume that there are S 0 identical copies of single-stranded sequences. Let S n be the number of sequences after n PCR cycles. In the n th cycle, each of the S n−1 template sequences generates a new sequence with probability λ and itself always remains in the products. λ is referred to as the efficiency of PCR. S 0 ,
Now we add the mutation process to the binary tree. We assume that the probability a base is not mutated per PCR cycle is exp(−µ). We also assume nucleotide bases are mutated independently. We add the assumption that when a mutation occurs at a nucleotide position, it changes to the other three nucleotides with equal probability 1/3. This assumption holds for the protocol of Cadwell and Joyce (1992) and does not hold for the protocol of Leung et al. (1989) . In in vitro evolution experiments, the objective is to search the sequence space as evenly as possible and the above assumption should hold in ideal situations. If this assumption is violated, different probabilities can be given to different mutations. The following method can be easily adapted to such changes. For brevity of exposition, we use the above assumption in this paper. Sun, 1995) . It has also been shown that when S 0 is sufficiently large, the distribution of the generation number, K, of a randomly chosen sequence can be approximated by a binomial distribution B(n, λ/(1 + λ)).
Here, again, we make the following assumption.
Assumption 1.
The distribution of the generation number, K, of a randomly chosen sequence after n PCR cycles is Binomial(n, λ/(1 + λ)).
3.1. Estimating the mutation rate when the nucleotide bases of the original sequences are known
We first study the number of mutations in a k th generation sequence. Let us consider only one base. Without lose of generality, let us first fix a base of the target with nucleotide "A". Let p(k) be the probability of the event, E, that the base is still "A" after k replications. Then E happens if and only if one of the following events happens: i) the nucleotide is not mutated in the first PCR replication with probability exp(−µ), and the base is not changed in the next k − 1 PCR replications with probability p(k − 1); and ii) the nucleotide is mutated to another nucleotide in the first PCR replication with probability 1 − exp(−µ), and the nucleotide is changed back to "A" in the next k − 1 PCR replications with probability (1 − p(k − 1))/3.
Thus, we have the following recursive equation,
with initial condition p(0) = 1. From this equation, we obtain
Given a k th generation sequence, the number of base changes in the sequence has
We have the following results. 
where a = 4 3 exp(−µ) − 1 3 .
From the above theorem, we conclude that the expected number of base changes in a randomly chosen sequence is 3G 
Then we can estimate 1 − exp(−µ), the mutation rate per base per PCR cycle, by
Next we consider the statistical properties of this estimator. 
The following theorem is proved in the appendix.
Theorem 2. Let S 0 be the number of initial sequences. Then for 0 < λ ≤ 1,
where
.
Theorem 2(ii) gives an upper bound for the variance of
Note 2. From Theorem 2, we can get an approximate upper bound of the standard deviation of the estimator. Let
Estimating the mutation rate when the nucleotide bases of the original sequences are not known
Sometimes we do not know the exact nucleotide sequence of the target and thus it is impossible to obtain the number of mutations in a randomly chosen sequence.
In this case, we study the number of base differences between two randomly chosen sequences.
We use the distance between two sequences defined in Sun (1995) and Weiss and von Haeseler (1995) . For any two sequences α and β, if γ is a common ancestor of the two sequences and there is no other common ancestor before, then γ is called the most recent common ancestor (MRCA) of α and β. The pair-wise distance between α and β is defined by
where g(·) is the generation number of the sequence. This distance counts the number of PCR replications that occurred between sequence α and sequence β. The approximate distribution for the pair-wise distance, D, between two randomly chosen sequences was given in Sun (1995) . In particular, the probability generating function of D was given by
Let α and β be two randomly chosen sequences from the PCR products. γ is their MRCA and the distance between α and β is d. The probability of the first event is p(d 1 )p(d 2 ) and the probability of the second event 
In fact, we have the following result. 
Theorem 3. Let H be the Hamming distance between two randomly chosen sequences after n PCR cycles. Then
EH = 3 4 G       1 − 1 + aλ 1 + λ 2n       1 + 2 aλ(1 + aλ) (1 + aλ) 2 − (1 + λ) − 1 S 0 (1 + λ) + (1 − λ) − 2 (1 + λ) n + O 1 S 0 (1 + λ) n             .
Comparing the accuracies of the estimation methods
Several methods are available to estimate the mutation rate during PCR. Under the assumption that the mutation rate is low, Sun (1995) proposed a method of moment estimation and Weiss and von Haeseler (1997) proposed a maximum likelihood estimation(MLE) for the mutation rate. These methods might be used to estimate the mutation rate during error-prone PCR. In this paper, we propose a method based on the number of base changes and a method based on the number of pair-wise differences among a sample of sequences without the assumption of low mutation rate.
Yet it is not clear which methods would perform better. In this section we compare the four estimating methods using simulation.
A computer program to simulate error-prone PCR
We modified the computer program of Weiss and von Haeseler (1997) to simulate error-prone PCR. We used the first three steps of their algorithm to generate the genealogy of a set of sequences sampled from a PCR experiment. The mutation process we are studying here is different from that of Weiss and von Haeseler (1997) and their program has to be modified.
In their algorithm, the number of sequences generated from each 0 th generation sequence after each PCR cycle is computed first. Then they randomly assigned one of the initial sequences to each of the sampled sequences as an ancestor. They took the sets of sampled sequences that are descendents of the same initial sequence as subsamples. In the second step, the genealogies of all subsamples were traced back separately. In this step, for each initial sequence j, j = 1, . . ., S 0 , that has at least one descendent in the sample, the following numbers were generated for each cycle: i) N i,j , the number of sequences in the genealogy of the subsample present after cycle i; ii) R i,j , the number of sequences among the N i,j sequences that were newly synthesized in cycle i; iii) L i,j , the number of coalescent events in cycle i. A coalescent event happens in a cycle if a template sequence and its direct descendent are both present in the genealogy of the subsample in this cycle.
In our model, we assume that the nucleotide bases along the templates are mutated independently. And when a mutation occurs at a nucleotide position, it changes to the other three nucleotides with equal probability 1/3. For a sequence, we can put it through a replication procedure and obtain a newly synthesized sequence. Now given the genealogy of a subsample of N n,j sequences, we go forward to obtain the nucleotide sequences of the N n,j sequences. Cadwell and Joyce (1992) , the estimated mutation rate in error-prone PCR is roughly 0.7%. In the following simulations, we use mutation rate of 0.1%, 0.5%
Simulation results

In
and 1% respectively. We compare the accuracies of the four estimators: 1) moment estimation, 2) MLE, 3) the estimator based on the number of base changes, and 4) the estimator based on the pair-wise differences. Throughout the simulations, we use λ = 0.8, n = 30, G = 500 and s = 30. For different values of S 0 = 1, 10, 100 and 1000, we do 1000 simulations. Each simulation gives the estimations of the mutation rate using all the four methods. Table 2 (a,b,c) show the results of the comparison of the four methods. In the table, "mean" is the average values of the estimations and "standard deviation" is the standard error with respect to the real mutation rate.
< insert Table 2 . here >
In figure 1(a,b,c,d ), we also show the histograms of the estimations of the mutation rate obtained by the four methods. Here, the number of initial sequences we use is 10 and the true mutation rate is 1%.
< insert Figure 1 . here > From Table 2 (a), we see that when the mutation rate is relatively low(say less than 0.001), the performances of the four methods are roughly the same and the mean estimated mutation rate tends to the true mutation rate as the number of initial sequences tends to infinity. Consistent with the results of Weiss and von Haeseler (1997), we also observe that the MLE tends to decrease to the true mutation rate as the number of initial sequences tends to infinity. Surprisingly, when the number of initial sequences is less than 10, MLE does not perform as well as the other three methods.
From Table 2 (b,c), we see that when the mutation rate is relatively high, the method of moment estimation and the method of MLE will underestimate the muta- In the above simulations, we assume that the efficiency of PCR is a constant. In practice, the efficiency may depend on the number of PCR cycles. To see the effect of constant efficiency assumption, we run simulations with efficiency that varies as a function of PCR cycles. As in Weiss and von Haeseler (1997), we determine cycle specific efficiencies from a published data (Saiki et al. 1988 ): In order to use our new methods, we use the average efficiency in our formula to give the estimations.
< insert Table 3 . here > From Table 3 , we see that when the efficiency varies as a function of PCR cycles, the results of the newly developed estimation methods are not as good as in the constant efficiency case. When the number of initial sequences S 0 = 1000, the estimations obtained by using MLE method and the two methods developed in this paper are roughly the same. It shows that our two methods are reasonable when the efficiency varies as a function of PCR cycles even though the efficiency is assumed to be a constant.
When we use the MLE method to give the estimation, we still assume that mutations occur at different positions each time they occur in the above simulations.
Thus when the real mutation rate is relatively high, this method will underestimate the real mutation rate. Of course, we can simulate PCR with efficiency varies as a function of PCR cycles and obtain MLE using our present assumption and then we can obtain another two MLE methods corresponding to the two methods developed in this paper, respectively. We believe that these two MLE methods are better than the two methods developed in this paper. However, for mutation rate of 5 × 10 −3 , it takes months to obtain the distribution of MLEs for 1000 runs. Thus such a comparison is not presented here.
Discussion
We develop a mathematical model for error-prone PCR and present two new methods to estimate the mutation rate during error-prone PCR. According to our model, we also develop a computer program to simulate error-prone PCR and to study the statistical properties of the estimators. In theory, our methods are good when the number of initial sequences, S 0 , is large. The simulations show that these methods are also good when S 0 is small(for example S 0 = 10). Even for S 0 = 1, the estimation results are reasonable. Thus the estimators can be generally applicable to estimate the mutation rate during error-prone PCR.
Using computer simulations, we compare the newly developed methods with the moment estimation method of Sun (1995) and the MLE method of Weiss and von Haeseler (1997) . It was shown that when the mutation rate is relatively low, say less than 10 −3 per base per PCR cycle, the four methods gave roughly the same results. When the number of initial sequences is small(≤ 10), MLE does not perform as well as the other three methods. When the mutation rate is relatively high, such as greater than 5 × 10 −3 per base per PCR cycle, the moment method and the MLE method underestimate the mutation rate, while the two methods developed in this paper approximate the true mutation rate.
In our model, we assume that the PCR efficiency λ is a constant during the PCR reaction. In real PCR experiments, the PCR efficiency may be lower in later PCR cycles than the efficiency in earlier PCR cycles. Our model does not apply in this situation. We might use the average efficiency over all the PCR cycles as the PCR efficiency and then use our methods to estimate the mutation rate. As another approach, the modified simulation program developed in this paper can also be used to obtain the MLE of the mutation rate. 
Appendix: Mathematical proofs
In this section, we prove Theorem 2. We separate the proof of Theorem 2 into several lemmas. First we have
We study Cov (M i , M j ) first. Let α and β be a pair of randomly chosen sequences. 
Proof. Let α and β be two randomly chosen sequences and γ be their MRCA.
Let g(·) and M (·) be the corresponding generation number and the number of base changes of the sequence, respectively. Since γ is an ancestor of α, we have
In the above equation M 
Here M 
Notice that
and
We have
The lemma is proved. 2
Now we study first. Let C n (k) be the expected number of pairs with k th generation MRCA when S 0 = 1. It was shown in Sun (1995) that the generating
Lemma 2. Let A n be the generation number of the MRCA of a randomly chosen pair with replacement from the products after n PCR cycles. Then
Proof. It was proved by Sun (1995) that for 1 ≤ k ≤ n,
Lemma 2 is proved. 2
Next we study Cov a g(α) , a g (β) . Let X n k be the number of k th generation sequences after n PCR cycles. We have
and T n (i) be the corresponding quantity generated by 0 th generation sequence i. Then we have
From equation (1) and Lemma 5 of Sun (1995) , to obtain the limit behavior of
, we only need to know V ar(T n ), Cov(T n , S n ) and V ar(S n ). The following Lemma gives these quantities.
Lemma 3. Suppose initially we have only one sequence, Let
S n be the total number of sequences after n cycles. Then for n = 0, 1, 2, . . .,
This lemma can be proved similarly as Lemma 6 in Sun (1995) . From Lemma 3, equation (1) and the fact
we can proof the following Lemma.
Lemma 4. Let g(α) and g(β) be the generation numbers of a randomly chosen pair from the products after n PCR cycles with replacement. Then
Next we study the limit behavior of V ar(M 1 ). Let K be the generation number of a randomly chosen sequence after n PCR cycles. Notice that
we have
The following lemma gives the limit behavior of Ea K .
Lemma 5. Let K be the generation number of a randomly chosen sequence after n PCR cycles. Then
Proof. Notice that
Thus we have
Then using Lemma 6 in Sun (1995), we can proof this lemma. 2
Proof of Theorem 2. Now it's easy to proof Theorem 2. From equation (2) and Lemma 5, we see the first assertion of the Theorem holds. From Lemmas 1, 2, 4, 5 and equation (3), we see the second assertion of the theorem holds. 
H:
Hamming distance between a pair of randomly chosen sequences N i,j : number of sequences in cycle i in the genealogy of the subsample that generated from initial sequence j R i,j : number of replications in cycle i in the genealogy of the subsample that generated from initial sequence j L i,j : number of coalescent events in cycle i in the genealogy of the subsample that generated from initial sequence j 
