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Abstract
The effect of freezing on soil temperature and water redistribution was examined
in four Mesocosms maintained at different initial water content profiles. An innovative
experimental setup involving use of a frozen base layer acting as a proxy to permafrost
beneath an active layer made up of packed and undisturbed peat cores was used. The
experimental setup was successfully validated for its ability to maintain one dimensional
change in temperature and soil water content in frozen soil. There was a substantial
amount of water redistribution towards the freezing front, enough to create an
impermeable frozen, saturated zone within 15 cm of the soil surface. The water
movement was likely due to the potential head gradients between colder and warmer
regions created by temperature effects on matric potential of frozen soil. In addition, there
is enough evidence that water migration in form of vapour contributed to moisture
movement towards the freezing front. Initial moisture profiles appeared to have a
significant effect on the freezing induced soil water redistribution likely through
differences in moisture dependant hydraulic conductivity. Initial soil moisture profiles
also affected the rate of freezing front movement. Frost propagation was controlled by
latent heat for long periods, while soil thermal conductivity and heat capacity appeared to
control the rate of frost migration once the majority of water was frozen. Using the
observations of this study, a conceptual model was proposed to explain freezing of an
active layer on a permafrost plateau assuming a variable moisture landscape at onset of
winter.
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Further, a one-dimensional model based on coupled cellular automata approach
was developed. The model is based on first order conservation laws to simulate heat and
water flow in variably-saturated soil. Inside the model, Buckingham-Darcy’s -and
Fourier’s heat laws are used to define the local interactions for water and heat movement
respectively. Phase change is brought about by the residual energy after sensible heat
removal has dropped the temperature of the system below freezing point. Knowing the
amount of water that can freeze, the change in soil temperature is then modeled by
integrating along the soil freezing curve. This approach obviates the use of apparent heat
capacity term. The 1D model is successfully tested by comparing with analytical and
experimental solutions.
Keywords: vadose zone hydrology, soil water redistribution, freezing front migration,
organic soils, permafrost, cellular automata.
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CHAPTER 1. GENERAL INTRODUCTION
1.1.

Introduction
Wetland-dominated terrain underlain by discontinuous permafrost covers

extensive parts of northern North America and Eurasia. Wetlands cover 14 % of
Canada’s total land area (NWWG, 1988) and peatlands makeup 97 % of the total
Canadian wetland area (Tarnocai, 2006). The wetlands underlain by discontinuous
permafrost are mainly made up by peat plateaus, channel fens and ombrotrophic flat bogs
(Robinson and Moore, 2000; Quinton et al., 2003). Peat plateaus are underlain by
permafrost, and their surfaces rise 1 to 2 m above the surrounding bogs and fens (Quinton
and Hayashi, 2005). Mature plateaus support shrubs and trees (Picea mariana), with the
ground cover composed of lichens and mosses overlying sylvic peat containing dark,
woody material and the remains of lichen, rootlets and needles (Quinton and Hayashi,
2005). The hydrologic response of these areas is poorly understood, in large part due to
the lack of study on the hydrologic functioning of the major wetland types, and the
interaction among them (Quinton and Hayashi, 2008). The relatively high topographic
position of the peat plateaus, with slopes leading into flat bogs and channel fens, plays an
important role in runoff generation in these regions. In combination with the very low
permeability of frozen, saturated peat underneath, the peat plateaus (1) act as ‘permafrost
dams’ that obstruct and re-direct drainage in the surrounding wetlands (Quinton and
Hayashi, 2005), (2) quicken the hydrological response of streams to rain and snowmelt
(Woo, 1986), and (3) control flow pathways (Quinton et al., 2003). Quinton et al. (2003)
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found that in wetland dominated zones of discontinuous permafrost, drainage basins with
greater percentage of peat plateaus had greater total annual runoff.
Peat layers play a critical role in the hydrology of these regions by providing
significant water storage and in process attenuating stream-flow response to rainfall and
snowmelt runoff. Peat deposits also play a key role in maintaining permafrost due to their
strong insulating property. Presence of permafrost underneath the peat plateaus and the
frost table topography play an important role in the runoff generation (Wright, 2009).
Occurrence of overland flow is rare on slopes of peat plateaus underlain by permafrost
and covered by highly permeable, moist peat (Wright et al., 2009). The runoff generated
by snowmelt and/or rain input is largely dominated by subsurface runoff through the
active layer of the peat plateaus (Hayashi et al., 2004). The position of the saturated layer
largely depends on the depth and distribution of the frost table, which in turns is governed
by the soil thaw depth (Woo, 1986).
For successful runoff modeling from the permafrost slopes, it is crucial to
understand the factors that control frost table topography (Woo, 1986). There have been
numerous field measurement and modeling studies describing the spatial and temporal
variation in frost table depths (e.g., Smith, 1975; Hinkel and Nelson, 2003; Wright,
2009). Although field studies have helped advance the knowledge on dynamics of
evolution of frost table topography, there is still need for isolating and assessing how
different factors govern this evolution. Such understanding is crucial to increasing the
precision of hydrological models. Further, with predicted effects of climate change on
these regions, only fundamental understanding of the factors such as air temperature, rain
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and snowmelt inputs, soil moisture, vegetation, and canopy and snow cover will enhance
the predictive ability of models. There is a lack of knowledge on the small-scale spatial
and temporal variability of frost table depths on permafrost slopes, including the factors
controlling it, and more importantly, how these factor influence runoff generation
(Wright et al., 2009). Particularly, there is lack of understanding on how the winter
freezing of the active layer affects the positioning of frost table and ice content of active
layer. Soil moisture profiles at the onset of winter largely controls the soil water
redistribution within the active layer. Along with the over-winter snowmelt, frost induced
water redistribution within the active layer plays an important role in positioning of the
frost table at the onset of spring melt season. However, it is not clear how the dynamics
between these two processes control the frost table topography at the end of winter
season (Quinton and Hayashi, 2008).
Field studies are often discontinued, or relegated to field sensors, in winters due to
logistical constraints. In addition, it is difficult to understand the role of individual factors
in freeze-up of active layer based on field studies alone. In this respect, laboratory
Mesocosm studies, under controlled settings, can greatly supplement field observations. It
is possible to isolate and assess the effects of individual factors under controlled
laboratory settings. Such studies can be largely helpful, especially, in increasing the
understanding of winter time processes when field studies are discontinued or relegated
to sensors. Further, such studies can help in generating data that can be used in
developing and testing mathematical theories that remain under continual development
and modifications (e.g., Hansson et al., 2004; Dall’Amico, 2010). In addition to
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laboratory studies, numerical models also help greatly to increase the fundamental
understanding of active layer freeze-thaw processes. However, such models must be
rigorously tested and verified against laboratory and field data.

1.2.

Coupled heat and water flow in frozen soils
Water and heat flow in frozen soils are strongly coupled. Temperature gradients

result in changes in the moisture-potential field and can induce substantial water
movement, both in liquid and vapour form (Hillel, 2004). Moving water carries heat and
changes the thermal properties of soils. Such coupled movement may not be important in
fully saturated or nearly dry soils (as water may not move inside the saturated or nearly
dry conditions), but is an important phenomenon for variably wetted soils (unsaturated or
unsaturated above water table). In frozen soils, such coupled movement is much more
significant as effects of freezing on soil moisture-potential field results in even greater
water movement from warmer to colder regions.
In unsaturated soil, water moves by both vapour diffusion and by liquid flow in
adsorbed water films (Smith and Burns, 1987). The most simplistic explanation of liquid
water movement in unsaturated soils would be that of flow under potential gradients.
Total soil water potential in unsaturated soils is a result of a number of forces acting on
pore water. Attraction of water to the solid matrix (called matric potential or soil pressure
potential) is a result of adhesion forces and surface tension. Osmotic potential is a result
of solutes influencing the potential of pure water, whereas elevation differences change
the potential due to gravity effects. Other forces are usually ignored and total potential
can be assumed to be sum of matric potential, gravity potential and osmotic potential (if
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known). Liquid water movement can occur because of differences in the total potential
between any two points in the soil. Water movement in soils can also occur due to vapour
transport as reported by Smith and Burn (1987), Woo (1982) and Kane et al. (2001) for
frozen soils. Water vapour movement occurs through diffusion processes in the soil as
vapour pressure gradients drive water vapour towards lower surface temperatures.
Because of temperature differences, vapour pressure gradients exist in unsaturated frozen
soils. Such gradients result in water vapour concentration gradients within the pore air
and, as a consequence, vapour diffusion will occur through the pores from warm to cold
regions. In this way, vapour transport directly augments conductive heat transfer since the
latent heat associated with moisture vapour movement is transported in the direction of
the temperature gradient (Kane et al., 2001). Such movement is partially responsible for
the development of depth hoar within arctic snow packs (Santeford, 1978). Although as
argued by Smith and Burn (1987) that movement along connected liquid films is the main
mechanism behind sustained (for entire winter) water movement in frozen soils,
Santeford (1978) show that water vapour contribution can also be significant, especially
in wet soils. Results of Santeford (1978) show that a large amount of water (> 2 cm depth
equivalent) can be transported upwards due to vapour movement at wet sites, especially
those covered with high porosity moss.
Heat in unsaturated soils is predominantly assumed to move by conductive
transfer. However, in frozen soils non-conductive heat transfer by water (advection) and
water vapour could be significant, and frequently are for specific periods the dominant
modes of heat transfer near the ground surface (Kane et al., 2001). Advective heat
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transfer can be of greater importance, especially in peat, during infiltration at the start of
thaw season. The migration of water in response to temperature effects on moisturepotential fields from unfrozen soil depths to the freezing front, and the redistribution of
moisture within the frozen soil from warmer depths to colder depths, can also result in
heat transfer.

1.3.

Laboratory column experiments with frozen soils
There have been very few soil column/Mesocosm studies on frozen soils under

controlled laboratory settings in general and there have been none that examine the
freeze-thaw hydrological functions of peat. Freeze-thaw studies on mineral soil columns
under controlled laboratory settings, aimed at studying different aspects of frozen soils,
have been reported in literature (Table 1.1). Experiments of Dirksen (1964), Hoekstra
(1966), and Mizoguchi (1990) were aimed at understanding water redistribution towards
the freezing front. Jame (1977) and Fukuda et al. (1980) performed a series of column
experiments in order to understand how the processes of heat and water movement affect
each other. Cary and Maryland (1972), Staehli and Stadler (1997) and Gergely (2007)
conducted column experiments to understand water and solute movement in frozen
mineral soils. All these experiments have established that soil temperatures below
freezing induce significant water redistribution from unfrozen to frozen zones and
increased the fundamental understanding of freeze-thaw processes in frozen mineral soils.
For example, Dirksen (1964) reported that not only soil water movement took place from
unsaturated unfrozen soil to the freezing front, but also the total water and ice content
behind the freezing front continued to increase with time over an extended region.
6

Dirksen (1964) also suggested through his experiments that water migration in frozen soil
took place mainly as liquid flow.
There have been no column experiments targeting the same processes in organic
soils. Organic soils can hold far more amounts of water as compared to mineral soils
because of their larger porosities, and therefore there can be far greater movement of
water from unfrozen to frozen zones during freezing. Also, soil wetness may exhibit far
greater influence in organic soils than in mineral soils given the fact that reduction of
liquid water from pores due to water movement or freezing can have significant effects
on hydraulic conductivity of unsaturated zones in peat. While Rezanezhad et al. (2009)
show that increasing air content in unsaturated peat greatly affects unsaturated hydraulic
conductivities, there is very little work being done on hydraulic conductivity of frozen
organic soils. A recent attempt by Watanabe et al. (2011) to parameterize unsaturated
hydraulic conductivity of frozen mineral soils is noteworthy. They used a combination of
short column experiments and numerical simulation to parameterize unsaturated
hydraulic conductivity of frozen soils. However, such attempts still use the generalized
Clausius–Clapeyron equation (CCE) to correlate temperatures with soil matric potential.
A very few studies (e.g., Williams 1967), have shown this correlation through
experimental work and most have been for mineral soils. Andersland et al. (1995)
measured hydraulic conductivity of frozen unsaturated gravelly sands (at different initial
water content and frozen to -10°C) using antifreeze (decane) as a permeant in a falling
head permeameter immersed in a constant temperature bath. Nixon (1991) reviewed the
work of nine researchers done between 1982 and 1985 who determined hydraulic
7

conductivity for frozen fine grained soils under pressure gradients (e.g., Smith, 1985) or
temperature gradients (Oliphant et al., 1983). The experimental setup required for such
tests is discussed by Andersland and Ladanyi (2004). More experimental verification,
especially in frozen peat, is required to increase our understanding of how the matric
potential is affected in frozen peat in order to further increase the precision of numerical
models.
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References

Hoekstra (1966)

Soil type, ρb, η

-3

Column dimensions

3

Silt, 1670 kgm , 0.36 m m

Upper boundary1

Lower boundary1

Comments

Thermally insulated, [N.A]

Heat and water movement was investigated

Not mentioned, [-6.5 °C]

Not mentioned, [-0.5 °C]

Water, heat and salt movement was investigated

Hollow Brass plate with circulating

Hollow Brass plate with circulating

fluid, [-10 °C, -5.9 °C, -5.3 °C]

fluid, [20 °C, 4.2 °C, 5 °C]

Hollow Brass plate with circulating

-3

11.43 cm x 15.24 cm
fluid, [-10 °C]

Silt Loam, 1200 – 1350 kgm-3, N.S
Cary and Mayland (1972)

Jame (1977)

Silty Clay, 1100 – 1250 kgm-3, N.S

-3

3

Silica Flour, 1330 kgm , 0.49 m m

-3

3.7 cm x 24 cm

10.7 cm x 30 cm

Heat and water movement was investigated

Heat and water movement was investigated.
Fukuda et al. (1980)

Silt, various, various

10 cm x 10 cm x 10 cm2

Hollow Brass plate with circulating

Cooling chamber with circulating

fluid, [various]

fluid, [various]

Multiple columns were used with different physical
properties and end boundary temperatures

Mizoguchi (1990)

Sandy Loam, 1300 kgm-3, 0.535 m3m-3

Hollow Brass plate with circulating
8 cm x 20 cm

Thermally insulated, [N.A]

Only water movement was investigated

Copper plate, [-5 °C, 3 °C]

Water, heat and solute movement was investigated

Cooling plate, [-3 °C]

Water, heat and solute movement was investigated

fluid, [-6 °C]
Sand, 1090 kgm-3, N.S
Staehli and Stadler (1997)

-3

Exposed to air in a refrigerator, [-5
12 cm x 20 cm

Loam, 390 kgm , N.S

Gergely (2007)

Sand, N.S, 0.3-0.4 m3m-3

3

°C, 3 °C]

Exposed to air in a cold room, [-15
24 cm x 100 cm

3

°C, 15 °C]
1

Method of applying boundary condition, [end boundary temperature]; 2Square columns were used; 3Freezing and thawing cases were investigated; ρb – bulk density; η – total porosity; N.S – not specified; N.A. not

applicable
Table 1.1. Column experiments involving study of heat and water transport in frozen soils (not meant to be exhaustive or complete).
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1.4.

Numerical models with frozen schemes
Incorporating soil freeze-thaw processes in land-surface schemes is important for

detailed simulations of hydrological processes. Models with fully formulated frozen soil
simulation modules do a better job of simulating soil temperatures and soil water storage
(e.g., Luo et al., 2003; Wang et al., 2010). Zhang et al. (2008) categorized the frozen soil
models into three broad classes: empirical and semi empirical, analytical, and numerical
physically-based. Empirical and semi empirical algorithms relate ground thawingfreezing depths (GTFD) to surface temperature by observation based coefficients (e.g.,
Quinton and Gray, 2001; Anisimov et al., 2002). Analytical algorithms are specific
solutions to heat conduction problems. These algorithms ignore volumetric heat removal
and water redistribution towards the freezing front. Stefan’s formula (Stefan, 1889 as
cited by Aldrich and Paynter, 1966), modified Berggren equation (Aldrich and Paynter,
1966) and Hayashi’s modified Stefan’s algorithm (Hayashi et al., 2007) are examples of
analytical algorithms. Numerical physically-based algorithms simulate ground freezing
by solving the Richard’s and the complete energy equations using some numerical
method. This class of models are the most accurate for both GTFD (Zhang et al., 2008)
and coupled heat and water movement as used in water balance studies (e.g., Wang et al.,
2010).
Coupled heat and water movement in soils, with or without phase change, is a
highly non-linear mathematical problem. The non-linearity arises from dependency of
hydraulic and thermal properties of soil and pressure head on soil water content, phase
state and temperature of the soil. A number of models have been reported in literature
10

that solve the coupled Richard’s and energy equations for unsaturated frozen/unfrozen
soils using finite difference (e.g., Harlan, 1973; SHAW model by Flerchinger and Saxon,
1989; SOIL model by Jansson, 1998; HYDRUS by Simunek et al. 1998 and Hansson et
al., 2004), finite element (e.g., Guymon and Luthin, 1974; Guymon et al., 1993) and
finite volume (e.g., Engelmark and Svensson, 1993; Painter, 2010) methods.
Mathematical theory to simulate the freeze-thaw processes along with coupled heat and
water transport in soils remain under continuing development and refinement (e.g.,
Hansson, 2004; Dall’Amico, 2010). The problem of coupled heat and water transport
along with phase change is traditionally solved by Harlan’s method (Harlan, 1973). In
Harlan’s approach it is assumed that there is analogy between heat and water movement
in unfrozen- and frozen unsaturated soils. In other words, soil drying in unfrozen soils
and soil freezing in frozen ground are assumed to be similar processes with exception of
latent heat during phase change. The temperature induced potential gradient is assumed to
be the major driving force behind mass movement and CCE is used to convert from
temperature to soil matric potential assuming zero ice gauge pressure. Although the use
of the CCE needs to be further verified studies (e.g., Williams, 1967) have experimentally
shown that it predicts the temperature – soil matric potential relationship with fair degree
of accuracy.

1.5.

Research objectives
The column experiments listed in Table 1.1 used a combination of cooling and

heating plates, or a plate on one end with the other end exposed in refrigerator/cold room
to simulate end boundary conditions. However, this is not sufficient for permafrost
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studies as the influence of deeper frozen sections cannot be simulated. Using plates as
boundary conditions does not create realistic replication of field permafrost conditions or
the bidirectional freezing of the active layer, and hence, the influence of subsurface
thermal properties on near surface energy balance is not the same. Study of coupled heat
and water movement in frozen peat is important to increase our fundamental
understanding of factors affecting the development of frost table topography, which
strongly affects the runoff generation in wetland dominated, organic covered
discontinuous permafrost regions of Canada. Of particular interest is to quantify the
moisture dynamics at the active-layer and develop numerical models for estimating the
position of frozen impermeable surface at the onset of spring. Such estimation is critically
dependant on a fundamental understanding of role of different factors (e.g., soil moisture
at onset of freezing) on development of this surface during freezing period. These
dynamics need to be understood in order to estimate the volume and timing of runoff
from wetland-dominated basins in discontinuous permafrost zones.
There are three main objectives of this study:
(1) To build and validate a unique experimental setup involving a saturated, frozen layer
of repacked peat at the base of undisturbed peat columns: This study describes a new
experimental setup that uses a base saturated, frozen layer to represent proxy permafrost
in Mesocosm studies conducted on undisturbed peat samples. The two level biome
(climate chamber) at the Biotron facility of the University of Western Ontario makes it
possible to maintain a frozen section near column bottoms, and apply a wide range of
boundary conditions to the column tops. This facility thus allows a close replication of an
12

active layer exposed to the atmosphere at the top and bounded by permafrost at the
bottom.
Instrumentation plays a crucial role in success of monitoring key parameters in any field
or laboratory experiments. Time domain reflectometry (TDR) was used to monitor liquid
water content in unfrozen and frozen states of peat. Before applying TDR in determining
moisture content, it was calibrated using undisturbed peat samples and effects of
temperature and air content on calibration was studied in detail.
(2) Use the unique setup to study effects of initial moisture profiles on freezing processes
in peat: The effects of freezing on soil temperature and water movement were monitored
in four peat Mesocosms subjected to bidirectional freezing. Temperature gradients were
applied by bringing the Mesocosm tops in contact with sub-zero air temperature while
maintaining a continuously frozen layer at the bottom (proxy permafrost). Frost
propagation and frost induced soil water redistribution was studied in four peat
Mesocosms maintained at different initial soil moisture profiles. This experiment was
conducted in order to understand the role of initial soil moisture in setting up the frost
table and soil water redistribution. More specifically, the experiment was conducted to
understand the key issue of frost table positioning at the end of winter season by
correlating the results with field observations.
(3) Develop a simple numerical model to simulate coupled heat and water movement in
soils: A one-dimensional model based on coupled cellular automata approach is presented
in this study in which local laws based purely on empirical equations and with a clear
physical meaning govern interactions among elementary cells. Buckingham-Darcy’s law
13

and Fourier’s heat law are used to define the local interactions for water and heat
movement respectively. In addition to the novelty of using cellular automata for coupled
heat and water transport in soils, phase change was handled based solely on soil freezing
curves, and updating of heat capacity was done in a more natural way by avoiding use of
apparent heat capacity as traditionally used in numerical models.

1.6.

Thesis organization
This thesis consists of a series of manuscripts for publication in peer-reviewed

journals (Chapters 2 to 5), together with a general introduction (Chapter 1) and
conclusion (Chapter 6). The manuscripts are reproduced here in a format consistent with
thesis requirements. Chapter 2 describes the detailed laboratory calibration of time
domain reflectometry to determine moisture content in undisturbed peat. Chapter 2 is a
modification of an accepted original manuscript (European Journal of Soil Science) and
is reproduced here with permission. Chapter 3 describes the experimental setup, and
validation of the experimental setup. The validation exercise is first of its kind for
laboratory experiments involving freeze-thaw processes. Chapter 4 describes the effects
of initial soil moisture profiles on frost induced water redistribution, frost propagation,
and thermal properties of frozen peat. Chapter 5 describes development of a onedimensional model based on coupled cellular automata approach to simulate coupled heat
and water movement in frozen soils. Chapters 3, 4 and 5 are modifications of manuscripts
ready to be submitted for publication in peer-reviewed journals.
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CHAPTER 2. LABORATORY CALIBRATION OF
TIME DOMAIN REFLECTOMETRY TO
DETERMINE MOISTURE CONTENT IN
UNDISTRUBED PEAT SAMPLES
2.1.

Introduction
Accurate vadose zone soil water content measurement is a critical requirement in

coupled heat and moisture transport studies. Volumetric soil water content (θ) largely
controls the insulation effectiveness of the active layer in peat. Thermal conductivity of
wet peat can be as much as 15 times greater than that of the same peat when dry and can
vary significantly for a given total water content when ground temperature is below
freezing and depending upon the fractions of ice and water. Time domain reflectometry
(TDR) is widely used to measure soil water content and bulk electrical conductivity.
Topp et al. (1980) reported the first application of TDR to soil water measurement. TDR
has fast become a method of choice for many researchers because it offers reasonably
improved accuracies (usually within 2% of volumetric water content once carefully
calibrated), elimination of radiation hazards associated with neutron probe and gamma
ray attenuation methods and ease of measurement because data loggers can be used. In
addition, TDR can be used to monitor water level measurements (Moret et al., 2004), the
position of the advancing frost table in freezing soils (Overduin and Kane, 2006), and
contaminated zones below the water table. TDR measurements can be converted to soil
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water content by using empirical calibrations or multi-phase mixing models. Topp et al.
(1980) gave a near universal calibration equation, chiefly applicable to mineral soils, with
exception of large clay content and fine grained soils (Dirksen and Dasberg, 1993). In
contrast, a universal calibration may not be applicable to organic soils because they are
very porous and have large surface areas which bind substantial amounts of water.
While TDR calibrations have been performed in organic soils (Yoshikawa et al.,
2004; Kellner and Lundin, 2001; Pepin et al., 1992; Roth et al, 1992; Topp et al., 1980),
the calibrations are highly variable due to differences in origin of the organic matter and
degree of decomposition (Oleszczuk et al., 2007). Though there seems to be an
agreement on the highly variable nature of these calibrations, there is no agreement on
why there is deviation from calibrations in mineral soils. We used TDR to monitor
unfrozen water content and bulk soil electrical conductivity (BEC) during freeze-thaw
experiments on large-scale undisturbed peat Mesocosms. Given the large variability of
TDR calibrations in peat, it was decided to perform the necessary calibration studies for
the peat soils from our study site located near Fort Simpson, Northwest Territories,
Canada. The objectives of this study were to assess the applicability of other published
calibration equations and to recognize the most critical factors affecting the widely
reported deviations of TDR calibrations in organic soils. Such clarification is critical to
further applicability of mixing models, which in turn can save time and effort required to
determine a complete TDR calibration curve. Because of wide range of temperature
variations during the peat Mesocosm experiments, we also studied the effects of
temperature on the measurements of θ and BEC. Further, we tested the approach of Evett
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et al. (2005) to determine the effect of BEC on TDR calibration as this has not yet been
explored in organic soils.

2.1.1. Basic Principles
TDR exploits the high relative permittivity of free water (εfw approximately 76.58
@ 30 ºC) in a three-, four- and five-phase soil system to determine the quantity of soil
water present. By comparison, the other phases, air (εa approximately 1), soil solids (εs
approximately 2 – 11), bound water (εbw= 3.15) and ice (εi approximately 3.2), have
remarkably different relative permittivities. A fast rising high frequency electromagnetic
pulse (EM pulse) is generated and sent along a coaxial cable to a waveguide of known
length (L). When this short-lived EM pulse travels along a waveguide that is completely
embedded in soil, an electrical field is formed around the rods. The time (t) taken to
travel the length of the waveguide and back (2L) is recorded and used to calculate bulk
(apparent) relative permittivity (ε) of the medium as:
c
v

2

 ct 

 2L 

2

ε =  =

(2.1)

where c is the speed of electromagnetic waves in a vacuum (3×108 m s-1) and υ is the
velocity of the pulse through soil medium along the waveguide.
Bulk electrical conductivity can be estimated by analysing the change in shape of
TDR waveform as first shown by Giese and Tiemann (1975). Further equations based on
the TDR waveform analysis to estimate BEC were proposed by Dalton et al. (1984),
Topp et al. (1988), Zegelin et al. (1989) and others. All equations are of following form:
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BEC = K p ⋅ G

(2.2)

,

where Kp is probe constant and G is the electrical conductance of the calibration medium.
The probe constant was calibrated by using solutions of different electrical conductivities
as proposed by Castiglione and Shouse (2003).

2.1.2. Empirical calibrations and dielectric mixing models
Both empirical equations and mixing models have been used widely to relate
measured ε to θ. Empirical equations simply fit a mathematical model of measured ε to
gravimetrically determined θ, while mixing models in their simplest form use dielectric
permittivity and volumetric fraction of each soil phase (solids, air and water) to derive a
relationship describing bulk soil dielectric permittivity (Jones et al., 2002). Most
empirical equations developed for soils have a third order polynomial form such that:
θ = b0 + b1 ⋅ ε + b2 ⋅ ε 2 + b3 ⋅ ε 3

(2.3)

,

where the constants b0, b1, b2 and b3 are derived for various soils (Table 2.1). Empirical
equations are the most accurate ways of correlating ε to θ since calibration could depend
upon unique physical characteristics of a soil.
Malicki, et al. (1996) presented empirical relationships that accounted for soil
bulk density and porosity (η) effects using a large dataset representing a broad range of
soils:

θ (ε , ρ b ) =

ε − 0.819 − 0.618 ρ b − 0.519 ρ b2
7.17 + 1.18 ρ b

(2.4)
,
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θ (ε ,η ) =

Reference

Soil typea b0

(2.5)

b1

b2

b3

Topp et. al (1980)

M

-5.30 x 10-2

2.92 x 10-2

-5.50 x 10-4

4.30 x 10-6

Roth et al. (1992)

M+O

2.33 x 10-2

2.85 x 10-2

-4.31 x 10-4

3.04 x 10-6

Pepin et al. (1992)

O

8.50 x 10-2

1.92 x 10-2

-0.95 x 10-4

0

O

3.90 x 10-2

3.17 x 10-2

-4.50 x 10-4

2.6 x 10-6

Oc

-0.6286

0.4337

-5.49 x 10-2

0.33 x 10-2

Od

-0.1625

0.1108

-0.21 x 10-2

4.33 x 10-4

Kellner and
Lundin (2001)
Yoshikawa et al.
b

(2004)

Yoshikawa et al.
b

(2004)
a

ε − 3.47 − 6.22η − 3.82η 2
7.01 + 6.89η − 7.83η 2
.

M- Mineral soils, O- Organic soils, M+O- Mineral soils with 10 – 55 % organic content.

b

( ) ( )2 + b3 ( ε )3 ; cDead Sphagnum moss; dLive Sphagnum moss.

θ = b0 + b1 ε + b2 ε

Table 2.1 Constants of empirical models (Equation 2.3) relating apparent dielectric
permittivity to volumetric soil moisture in different types of soils.
Dielectric mixing models fall in the class of empirical models to correlate ε to θ.
These can be divided into two categories: (a) α-models that use a curve fitting parameter
(α) and (b) the Maxwell-De Loor (MDL) model as stated by Dobson et al. (1985). Some
researchers have assumed α to be a parameter that characterizes the geometry of the
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medium in relation to the axial direction of the wave guide such that -1 ≤ α ≤ 1 (Roth et
al., 1990). However, there is no experimental validation of this concept, and therefore α
can be defined alternatively as a curve fitting parameter. The three phase α-mixing model
(Roth et al., 1990) can be stated as:

θ=

ε α − (1 − η )ε sα − ηε aα
.
ε wα − ε aα

(2.6)

Birchak et al. (1974) found a value of α = 0.5 for an isotropic and homogenous
medium calculated from the travel time of electromagnetic waves (Roth et al., 1990).
Dobson et al. (1985) proposed the four phase α-mixing model that is inclusive of the
bound water fraction and separates θ into free (θfw) and bound (θbw) water. Bound water is
a term used for sorbed water in films around soil solids which in general has less mobility
as compared with free water. In peat, water sorbed by peat fibers can also be
characterized as bound water. The amount of bound water depends upon the number of
mono-layers sorbed around soil solids (ln), soil specific surface area (As), the thickness of
each monolayer (δ) and the bulk density of soil (ρb); it and can be calculated as:

θ bw = lnδAs ρ b .

(2.7)

In most cases, ln is assumed to be 1 and δ = 3 Å (3 × 10-10 m), while the soil
specific surface area can be measured by employing methods such as liquid-phase
adsorption, gas-phase adsorption and retention of polar liquids (Pennell, 2002). When
solved for θ this model yields
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α
− ε αfw ) − (1 −η )ε sα −ηε aα
ε α − θ bw (ε bw
θ=
ε αfw − ε aα

(2.8)
.

Dobson et al. (1985) found that α = 0.65 after introducing bound water as a fourth
phase. However, many researchers have used α simply as a curve fitting parameter and
have obtained values between 0.26 and 0.65 (Kellner and Lundin, 2001; Roth et al.,
1990; Dobson et al., 1985).
The Maxwell-De Loor (MDL) model is a four phase mixing model that solely
includes physical parameters of the multi-phase soil system. The key assumption in MDL
model is that soil solid phase is the primary medium with water and air as inclusions and
there is no interaction between adjacent soil particles. This model can be solved to obtain
θ:

 1
 1 1 
1   
3(ε s − ε ) + θ bw  2(ε bw − ε fw ) − εε s 
−
+ η  2(ε a − ε s ) − εε s  −  




 ε a ε s 
 ε bw ε fw   

θ=
 1
1 
εε s 
−  + 2(ε a − ε fw )

 ε fw ε a 
. (2.9)
In addition to traditional empirical equations and mixing models, Evett et al.
(2005) presented a different approach using travel time, BEC and effective frequency (fvi)
as calibration parameters. Their comparison using three different soil types (silty clay
loam, clay and clay loam) showed that much improved linear calibrations can be
achieved such that
 ct 
 + b2 BEC
 2L 

θ = b0 + b1 

,

(2.10)
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and

 ct 
 + b2
 2L 

θ = b0 + b1 

 BEC

 2πf vi ε 0


 ,


(2.11)

where ε0 is the permittivity of free space (8.854×10-12 F m-1). This approach, however,
needs to be validated for different types of soils.

2.2.

Materials and methods

2.2.1. Study site
Six undisturbed peat samples were extracted on August 17th and 18th 2007 from a
permafrost plateau at the Scotty Creek watershed, Northwest Territories, Canada
(61°18’N; 121°18’W). This site is located in a wetland-dominated, discontinuous
permafrost zone of the Canadian sub-Arctic. The stratigraphy in this region includes an
organic layer of up to 8-m thick overlying a silt-sand layer, below which lies a thick clay
to silt-clay deposit of poor permeability (Aylesworth and Kettles, 2000). To avoid
compaction the peat was cut with a 70-cm deep access trench around the sampling
location to obtain large undisturbed cubes. Circular sub-samples 30-cm deep were cut
into these larger cubes, shaved and carefully inserted into buckets, 28 cm in diameter and
30-cm deep, preserving the undisturbed state. Peat samples were extracted to frost-table
depth (about 70 cm) at two different locations, high on the peat plateau where Labrador
tea (Ledum sp.) and lichen cover the surface (referred to as L samples hereafter), and
low at the peat plateau-bog perimeter level where sphagnum moss is the dominant
vegetation (referred to as M samples hereafter). The groundwater level at sampling
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location for M samples was still below the perimeter ground-surface and the surface level
was approximately at the perimeter ground level. The samples were stored at -4°C to
avoid any structural changes to the samples.

2.2.2. Calibration sample size
The choice of the containers used for TDR calibration depends on the critical
distance between the TDR rods and container walls such that the entire TDR pulse energy
is restricted within the soil. Critical distance was determined by using a simple
experiment in a 40-cm deep, 65 × 45-cm plastic container completely filled with water. A
CS635 TDR probe (15 cm long and three pronged: Campbell Scientific, Inc., Logan, UT)
was immersed vertically in the container such that the probe head was below water. The
probe was held in this position and moved laterally from middle of the container towards
the walls. Measurements of ε and TDR waveform were made for each location. The test
was repeated at least three times to confirm the results. It was observed that the TDR
measured values of ε did not change nor did the TDR waveform deform until the probe
rods were within 1 cm from the container walls. Thus, 22-cm deep LDPE containers with
a 12 × 7-cm cross section were chosen as sample holders for the calibration tests. This
allowed at least a 3-cm gap between the container walls and outer rods of the TDR probe
when the probe was inserted vertically in the soil. Another experiment to verify the
critical distance was conducted after choosing the container dimensions. Milled peat was
packed into one of the chosen containers and a CS635 TDR probe was inserted vertically
into the soil. Measurements of ε and TDR waveform were made for three different values
of water contents in the milled peat with the container held in air and fully immersed in
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water (without allowing the external water to flow into the container). There was no
change in TDR waveform and measured ε when holding the container in air or in water
confirming that the entire EM pulse energy was contained within the soil.

2.2.3. Calibration method
Peat subsamples, representing depths of 0 –15, 20 –35, 40 –55 and 55 –70 cm,
were extracted from the frozen bucket samples. Four of the M samples, taken from depths
of 0 –15 (M1), 20 –35 (M2), 40 –55 (M3) and 55 –70 cm (M4), and two of the L
samples, taken from depths of 10 –25 (L1) and 50 –65 cm (L2), were used for calibration.
The M1 sample contained live moss. The sectioning was done by cutting laterally into the
frozen samples so that the extracted samples had dimensions of 22 × 12 × 7 cm after airdrying. Representative samples were taken from the same portion of the frozen bucket
samples to determine porosity and bulk density of the sub-samples. The sub-samples
were air-dried at room temperature and then inserted into the sample holders in an upright
position and the CS635 TDR probe was inserted vertically in each sample. It was ensured
that the probe head was in firm contact with the top of the soil without causing too much
compression. Using air-dried samples of the same size as the container ensured that the
probe rods were not exposed because of shrinkage during the experiment. The probes
were connected to a SDMX50 multiplexer (Campbell Scientific, Inc., Logan, UT)
through LMR-200 low-loss coaxial cables. To avoid sample disturbance from buoyancy
effects, samples were slowly saturated by spray-misting using reverse-osmosis water (EC
= 0.0004 Sm-1 at 24 ºC) in a process spanning two weeks. During this period, samples
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were allowed to equilibrate for at least 48 hours after the addition of water, until water
ponding stabilized and volumetric water content equalled porosity.
Water evaporating from one end of the sample results in water content gradients
or layered wetting along the waveguide of the vertically inserted probes. As long as water
content is constant in the transverse plane, moisture gradients along the waveguide have
negligible effects on average ε as shown by Topp et al. (1982). In preliminary tests, a
peat sub-sample was saturated in the chosen containers and subjected to evaporation. At
each substantive change in water content, as determined by change in sample mass, the
container was covered with plastic to avoid change in water content and apparent
dielectric permittivity was recorded at 0, 1, 6, 12 and 24 hours. For three different water
contents these measurement showed no change in ε values, indicating that water content
gradient along the waveguide and redistribution of water had minimal effects on bulk
apparent dielectric permittivity.
The six completely saturated samples used for actual calibration were then placed
in a climate chamber (biome) at the University of Western Ontario’s Biotron facility in
order to dry the sample by evaporation. The biome was operated at 30 ºC, 135 W m-2,
10% RH and wind speed of 20 km per hour as measured at the surface of the samples.
These conditions were chosen in order to achieve a greater rate of evaporation from the
samples and to reduce the calibration time as much as possible. Measurements of travel
time, 251 point waveforms and BEC were made every four hours using PCTDR software
(Campbell Scientific). Sample depth was also recorded by using a ruler to account for
volume change caused by shrinkage. Sample mass was recorded continuously during the
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calibration process (SG16001 scale, 0.05-g repeatability: Mettler Toledo, Painesville,
OH) for gravimetric determination of volumetric water content. The procedure was
repeated for three wetting-drying cycles on four samples (M1, M2, M3, and L1) by
allowing the soil water content to reach different values (Table 2.2) each time before
saturating in identical fashion as before and subjecting to evaporation again. The other
two samples (M4 and L2) were subjected to only one drying cycle. Dry sample weight
was determined by oven-drying the samples at 86°C until no further weight change was
detected (O’Kelly, 2005). Soil temperature was monitored with a platinum resistance
thermometer (model PT100, ±0.01 ºC reproducibility: Lakeshore Cryotronics, Inc.,
Westerville, OH) multiplexed to a temperature monitor (TM218S series Lakeshore
Cryotronics, Inc., Westerville, OH).

2.2.4. Temperature effects on water content and BEC measurements
The temperature effects on θ and BEC measurements were studied in a separate
experiment on peat samples with θ values between 0.94 m3 m-3 (saturated) and 0.35 m3 m3

. Samples were maintained at the same water content, by covering the container tops to

avoid evaporation, and subjecting them to varying air temperatures between 2 ºC and 35
ºC in the biome. The temperature was varied by 3 ºC steps every four hours, and ε, BEC
and soil temperature measurements were made every 15 minutes. The temperature
experiment was performed only once to determine the effect of temperature on
measurements of soil relative permittivity and bulk electrical conductivity. Because the
error introduced by temperature (water content: between -0.0021 m3 m-3 per °C for θ ≥
0.79 m3 m-3 and -0.0005 m3 m-3 per °C for θ = 0.35 m3 m-3 and BEC close to that of soil
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solution) was similar to that observed in many past studies, the experiment was not
repeated.

Sample

Total
cycles

Water content at the end of cycle (m3m-3)
Cycle 1

Cycle 2

Cycle 3

M1

3

0.68

0.48

0.06

M2

3

0.61

0.50

0.04

M3

3

0.80

0.21

0.07

M4

1

0.02

-

-

L1

3

0.58

0.71

0.02

L2

1

0.11

-

-

Table 2.2 Details of wetting-drying cycles used during TDR calibration in individual peat
M samples (peat plateau-bog periphery), and L samples (peat plateau).

2.3.

Results

2.3.1. Peat characteristics
Table 2.3 gives the porosity and bulk density values for the peat samples used in
this study. The organic content of the soil samples was greater than 98%. The peat
samples extracted from the peat plateau (L samples) or close to bog (M samples) were
markedly different in appearance. Both types were characterized by large pores in the
upper 10 cm, but the peat in Samples L became finer, amorphous and darker in colour
with depth while Samples M were fibrous (coarse to fine fibers) and light coloured even
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at 50-cm depth. The structural differences in these two types could be because of the
different physical and moisture conditions on the plateau and near the plateau-bog edge.
Such differences are common and have been widely reported (Hobbs, 1986). Waterretention curves for peat from the same location have been reported by Quinton and
Hayashi (2005) and are shown in Figure 2.1. In general, deeper samples hold more water
at greater tension than shallower ones. When dried completely, the volume change in M
samples was 22% and 18% in L samples when compared with the saturated state. For
peat from the same site, Rezanezhad et al. (2009) found the degree of humification on the
von Post scale (von Post, 1922 as cited by Hobbs, 1986) to change from H3 just below
surface vegetation to H5 at about 65 cm. M samples were found to be more fibrous than
L samples at the same depths.

Sample

Sampling Depth (cm)

Total Porosity (%)

Bulk Density (kg m-3)

M1

0-15

93.73

53.40

M2

20-35

87.99

88.13

M3

40-55

84.94

113.66

M4

55-70

77.98

127.27

10-25

87.70

84.34

50-65

73.06

183.10

L1
L2

Table 2.3 Physical properties of individual peat M samples (peat plateau-bog periphery),
and L samples (peat plateau) used in TDR calibration.
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Figure 2.1. Soil moisture characteristic curves for peat from Scotty Creek watershed
(Quinton and Hayashi, 2005). Numbers in legend indicate the depth of sample in cm
below ground surface.

2.3.2. TDR calibration
At similar θ values, L samples yielded larger values of ε compared with M
samples. Deeper M samples progressively yielded slightly larger ε values for the same θ
than shallower depths. This effect could be attributed to increasing bulk density (ρb) of
the samples with depth and can be incorporated as a matrix effect as in the approach
taken by Malicki et al. (1996).
Scatter plots and binned data tests for combined data were used to ascertain the
type of fit. Both second and third order polynomial forms fitted our data well. However, a
third-order polynomial was more robust in predicting θ greater than 0.9 m3 m-3 (Figure
2.2, Table 2.4). Combining the data for all samples reduced the R2 value by only a small
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amount: the much larger increase in root mean square error (RMSE) points to the need to
separate out the regression analysis based on peat type. The statistical similarity between
predicted θ values (empirical models) and the experimental θ values was tested using χ2
test for a preselected significance level of 95%. The data was divided into 19 frequency
bins and the calculated χ2 score was used to obtain the critical value (28.87) for 18
degrees of freedom. The probability distributions of fits to data of individual samples
were significant up to a preselected level of 95% (χ2 scores < 28.87). For simplicity we
will limit the comparisons of empirical and mixing models to combined data.

0.8

3

-3

Volumetric water content (m m )

1.0

0.6

0.4
Experimental Data (M samples)
Experimental Data (L samples)
2
Regression Line (Combined), R = 0.957
2
Regression Line (M Samples), R = 0.972
2
Regression Line (L Samples), R = 0.942

0.2

0

0

10
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Apparent dielectric permittivity

Figure 2.2. Regression curves fitted individually to M samples (peat plateau-bog
periphery) and L samples (peat plateau), and a combined fit to data from M samples and
L samples.
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Parameter

Combined

M1

M2

M3

M4

L1

L2

b0

-1.89 (±1.98) x 10-2

-4.89 (±3.08) x 10-2

-9.25 (±4.11) x 10-2

-9.5 (±6.07) x 10-2

-4.3 (±3.43) x 10-2

4.01(±0.79) x 10-2

6.41(±3.06) x 10-2

b1

3.20 (±0.28) x 10-2

3.66 (±0.40) x 10-2

4.12 (±0.65) x 10-2

3.64 (±0.92) x 10-2

4.07 (±0.55) x 10-2

1.52 (±0.09) x 10-2

3.17 (±0.54) x 10-2

b2

-4.59 (±0.93) x 10-4

-5.29 (±1.24) x 10-4

-7.1 (±2.52) x 10-4

-6.2 (±3.55) x 10-4

-8.6 (±2.12) x 10-4

-1.29 (±1.71) x 10-5

-6.46 (±2.23) x 10-4

b3

2.70 (±0.86) x 10-6

2.84 (±1.06) x 10-6

4.76 (±2.64) x 10-6

4.78 (±3.82) x 10-6

6.93 (±2.30) x 10-6

0

5.29 (±2.46) x 10-6

Number of

345

84

63
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49

56
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R2

0.957

0.984

0.981

0.986

0.982

0.996

0.984

RMSE (m3 m-3)

0.053

0.037

0.036

0.033

0.029

0.014

0.026

observations

Table 2.4 Constants of polynomial fit (Equation 2.3) with 95% confidence bounds for combined data from M samples (peat plateau-bog periphery) and L samples (peat plateau), and individual peat samples from the
two sampling sites obtained by regression analysis.

The probability distribution for the combined empirical model of this study was
similar to the pooled experimental data to a significance level of 95% with a score of
21.15. The hypothesis for similarity between other models and the observed values was
rejected with a score greater than 28.87. However, the dissimilar distributions result from
contributions of larger differences in predicted and observed values at the peripheral
frequency bins (θ < 0.30 m3 m-3 for all models, and θ < 0.30 m3 m-3 and θ > 0.94 m3 m-3
for Yoshikawa et al. (2004) and Malicki, et al. (1996)). This is not surprising for
empirical models developed for different data sets and water content ranges. Therefore,
we continue to compare the different models (Figure 2.3, Table 2.5) in order to identify
the factors causing differences in TDR calibrations performed on mineral and peat soils.
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Figure 2.3. Comparison of empirical calibration equations given in Table 2.1 with the
combined experimental data from M samples (peat plateau-bog periphery) and L samples
(peat plateau), and the combined empirical model (Table 2.4) of this study.

Model

R2

RMSE (m3 m-3)

This study

0.957

0.053

Topp et. al (1980)

0.778

0.125

Roth et al. (1992)

0.947

0.061

Pepin et al. (1992)

0.931

0.069

Malicki et al. (1996)

0.879

0.091

Kellner and Lundin (2001)

0.899

0.083

Yoshikawa et al. (2004) (dead material)

0.856

0.099

Yoshikawa et al. (2004) (live material)

0.837

0.106

Table 2.5 Comparison with empirical models given in Table 2.1 relating the apparent
dielectric permittivity to volumetric soil moisture for combined data from M samples
(peat plateau-bog periphery) and L samples (peat plateau).
The impact of temperature variations on ε was explored to try to understand the
role of bound water and determine any temperature induced errors. Data generated in
independent experiments conducted on wet-peat samples, maintained at constant water
contents and subjected to varying air temperature, were used for this analysis. At large θ
values (0.94 m3 m-3 ≥ θ ≥0.79 m3 m-3), ε increased with decreasing temperature (Figure
2.4a). The regression slopes showed a 0.0021 m3 m-3 variation in water content with a 30
ºC change in temperature. Thus it appears that the bulk relative permittivity of the
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medium is a function of εfw alone and there seems to be no release of bound water with
increasing temperature as expected in soils with large surface areas (Wraith and Or,
1999). At smaller θ values (θ ≤ 0.55 m3 m-3) there was negligible variation in ε with
change in temperature. However, in general, ε increased with decreasing temperature.
BEC increased with temperature and could be described by a linear function for
all six samples. The slope decreased with decreasing water content and deeper samples
had comparatively larger slopes than shallow ones (Figure 2.4b). This linear increase in
soil BEC can be attributed to the temperature dependency of electrical conductivity of
soil solution.
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Figure 2.4. Effect of temperature on (a) apparent dielectric permittivity and (b) BEC
measurements in peat. The gravimetric water content (θg) did not change over the
duration of the test.
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2.3.3. Mixing model calibrations
Most studies on soils with a large organic matter content have found that α < 0.5
produces a good calibration relationship using α-models (Weitz et al., 1997; Roth et al.,
1990). Comparing the mixing models described by Equations (2.6), (2.8) and (2.9)
(Figure 2.5, Table 2.6), shows that Equations (2.6) and (2.8) fit our data best for α =
0.495 and 0.52, respectively (ε for water, soil and air phases was taken to be 76.58, 3.25
and 1, respectively). εs was computed by using ε obtained for oven-dried samples and the
two-phase mixing model (Equation (2.6), α = 0.5). A sensitivity analysis in which only α
was varied, showed that the models work only slightly better for α = 0.495 and 0.52 when
compared with α = 0.5 (Table 2.6). The χ2 test for a 95% significance level with 18
degrees of freedom shows that θ values predicted by Maxwell-De Loor’s model (χ2 score
= 19.29) were consistent with the observed θ values. Because we did not determine the
specific surface area (As), the four phase models given by Equations (2.8) and (2.9) were
solved using published data (Poots and McKay, 1979) for peat and assuming As = 250 m2
g-1. Given the range of bulk densities of the soils studied, the amount of bound water did
not exceed 0.00125 by volume unless As is assumed to be significantly larger than that
reported in literature for peat. Thus, the bound water fraction is very small and only the
properties of free water are important.
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Model

α

R2

RMSE (m3m-3)

0.495

0.9506

0.0570

0.50

0.9505

0.0571

0.52

0.9497

0.0576

0.50

0.9491

0.0580

-

0.9541

0.0550

Equation (2.6)

Equation (2.8)

Equation (2.9)

Table 2.6. Model parameter values and fitting results (experimental vs predicted) for
three phase α mixing model (Equation 2.6), four phase α mixing model (Equation 2.8),
and MDL model (Equation 2.9).
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Figure 2.5. Comparison of mixing models (η = 0.89, εfw = 76.58, εs = 3.25, θbw = 0.0094
m3m-3, εbw = 3.15 and α = 0.5) with the combined experimental data from M samples
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(peat plateau-bog periphery) and L samples (peat plateau), and the combined empirical
model (Table 2.4) of this study.

2.3.4. Calibration in travel time, BEC and effective frequency
The effective frequencies were calculated as per Evett et al. (2005) from the TDR
waveforms recorded during the actual calibration tests and were 1.08 GHz for dry soil
and 0.4823 GHz for saturated soil (maximum and minimum of 345 calculated values).
These values are larger, with a narrower range than Evett et al. (2005) found for clay
soils. In general, the frequency content of measured TDR waveform extends from 20 kHz
to approximately 1.5 GHz (Heimovaara, 1994). Calibration for M samples improved
slightly when using Equation (2.11) instead of Equation (2.10), while there was minor
improvement in calibration for lichen samples using Equation (2.11) (Table 2.7). As there
is no other comparable study in peat soils, it is not possible to compare the linear
coefficients obtained in this study with others. Moreover, we conducted the study at
constant temperature and this could be a reason why there is no significant change in the
slope of relative voltages as used for effective frequency calculations.
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Soil Type

b0

b1

b2

R2

RMSE (m3 m-3)

θ = b0 + b1[ct/(2L)]
M samples

-0.1719

0.1370

-

0.9554

0.0564

L samples

-0.1397

0.1187

-

0.9719

0.0416

Combined

-0.1616

0.1316

-

0.9505

0.0587

θ = b0 + b1[ct/(2L)] + b2[BEC]0.5

(Equation 2.10)

M samples

-0.1155

0.1399

-0.1787

0.9556

0.0562

L samples

-0.1138

0.1202

-0.0853

0.9716

0.0416

Combined

-0.1313

0.1332

-0.0975

0.9504

0.0587

θ = b0 + b1[ct/(2L)] + b2[BEC/(2πfviε0)]0.5

(Equation 2.11)

M samples

-0.1688

0.1383

-0.0214

0.9551

0.0565

L samples

-0.1292

0.1223

-0.0631

0.972

0.0413

Combined

-0.1575

0.1332

-0.0268

0.9505

0.0587

Table 2.7 Linear TDR calibration equations including travel time (t), bulk electrical
conductivity (BEC), and effective frequency (fvi) terms for M samples (peat plateau-bog
periphery) and L samples (peat plateau), and individual peat samples from the two
sampling sites.
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2.4.

Discussions
Six undisturbed peat samples were extracted at different depths for TDR (ε-θ)

calibrations in order to account for the structural resemblance with in situ peat soils. TDR
calibration at various volumetric water contents was performed by measuring apparent
relative permittivity of the soil and from gravimetric measurements. Calibrations made on
mineral soils and repacked samples have been reported to have RMSE values of < 0.02
m3 m-3 (Evett et al., 2005; Topp and Reynolds; 1998). In comparison, our result (RMSE =
0.056 m3 m-3) is an outcome of variation in measurements caused by structural
differences, which is expected to be more for organic soils and undisturbed samples.
Another explanation for the larger RMSE is that the calibrations were performed over a
wide range of water contents. A comparison with empirical models from previous studies
shows that not all of them perform satisfactorily with our data. The empirical models
work satisfactorily within the range for which they were developed and when applied to
soils with properties similar to those which they were originally derived for.
Mixing models include porosity for volumetric partitioning between soil
components and this allows simulation of effects of soil properties on the ε-θ relationship.
Though the α-models fit our data well, we will limit the discussion to MDL model since
there is no unique α value for which the effects of physical soil properties on the ε-θ
relationship can be modelled. The MDL mixing model clearly demonstrates the impact of
soil properties on calibrations. For example, when η = 0.9 for our experimental data, the
MDL model is in close agreement with our calibration (Table 2.6) and when η = 0.45 (ρb
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= 1450 kg m-3 and As = 50 m2 g-1) the model is in close agreement with Topp’s equation
(RMSE = 0.011 m3 m-3). It is important to recall that Topp’s model was developed for the

θ range between 0 m3 m-3 and 0.55 m3 m-3 and therefore is not suitable for more porous
soils. The effect of porosity on ε-θ relationship is shown in Figure 2.6. Because of the
large total porosity of peat, the bulk soil ε is much smaller in comparison with less porous
soils at same soil water content. Using MDL model with the bound-water phase for bulk
density values between 50 kg m-3 and 350 kg m-3 showed no major influence on the
goodness of the fit. This is because the extremely small soil mass holds very small
amounts of bound water despite large particle surface areas. Hence it appears that for low
bulk density and porous soils, bound water can be completely ignored. For smaller water
contents, multiple mono-layers of bound water, as assumed by Bohl and Roth (1994), and
a constant εbw = 3.15 results in a slightly inferior fit. However, this approach puts
limitations on use of mixing models by creating additional uncertainty of use of Equation
(2.7) to determine θbw. In addition, as shown experimentally by Boyarskii et al. (2002),
multiple layers of bound water cannot all be assumed to have a small and invariable
relative permittivity (εbw = 3.15), as rotational dipole responses to the imposed electrical
field must vary with distance from the sorbing surface.
Published data on soils with small ρb and large porosities, such as soils with much
organic matter (Weitz et al., 1997; Roth et al., 1992) and volcanic soils (Regalado et al.,
2003), reveal that apparent relative permittivity of soil at similar water contents is
significantly smaller than in mineral soils with larger ρb. As there is no consensus on an
equation to determine soil water content in peat soils using TDR, it is best to calibrate the
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instrument. Further, it is necessary to examine the influence of soil characteristics on ε-θ
relationship derived from such calibrations. Our observations are comparable to those
reported by Dirksen and Dasberg (1993) for fine textured soils. In peat, Topp’s model
fails because of the lower bulk density and greater air volume at the same θ values and
bound water appears to be of lesser importance. Further, the deviations in different
calibrations in peat appear to be because of varying porosity and structural variability of
the undisturbed samples as well as the pore size variability in the fibrous M samples and
the finer L samples. In our experiments, moss-covered peat had a smaller apparent
relative permittivity than lichen-covered peat at the same θ values. Kellner and Lundin
(2001) reasoned that bound water was the cause of progressively smaller ε values at the
same θ for samples with increasing degree of decomposition. Their samples had ρb < 70
kg m-3 and η > 0.95. We experimented with their pooled data, and data for H3 and H4
(von Post scale) samples. Kellner and Lundin (2001) performed the calibration at ambient
indoor temperature (about 22°C). The MDL model fit with εfw = 79.4, εs = 5.0, θbw = 0 m3
m-3 resulted in an excellent fit with their empirical models (Figure 2.7). Therefore, it
appears that bound water might not have been important even in their case.
Temperature effects on ε measurements introduced an error of -0.0021 m3 m-3 per
°C for θ ≥0.79 m3 m-3 which reduces to -0.0005 m3 m-3 per C for θ = 0.35 m3 m-3. The
error values for greater water content are similar to those reported by Persson and
Berndtsson (1998) for sand, Pepin et al. (1995) and Evett et al. (2005) for clay and silty
clay loam. Figure 2.8 shows the effect of temperature on water content measurements as
simulated using the MDL model without the bound-water phase. The porosity for this test
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was kept constant at 0.9 and simulations assuming constant soil temperatures of 2°C and
30°C are shown. The error introduced from temperature dependence is between 0.0018
m3 m-3 per °C at θ = 0.9 m3 m-3 and -0.0009 m3 m-3 per °C at θ = 0.27 m3 m-3 for the
simulated values (Figure 2.8). These values are comparable to our experimental values
and therefore the MDL model appears to simulate the effects of temperature on TDR
measurements reasonably well.
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Figure 2.6. Effect of porosity on the ε-θ relationship as simulated using the Maxwell-De
Loor model (θbw = 0 m3m-3).
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Kellner & Lundin (2001)
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Figure 2.7. Comparison between empirical models proposed by Kellner and Lundin
(2001) and the Maxwell-De Loor model (εfw = 79.4, εs = 5, θbw = 0 m3m-3) for (a) pooled
data from experimental samples, and samples with varying degrees of humification (on
the von Post scale); (b) H3 and (c) H4. Also shown are calculated values of R2 and
RMSE.
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Figure 2.8 Simulation of temperature effects on water content measurements of peat
samples used in this study using the Maxwell-De Loor model.
The incorporation of BEC and effective frequency of the measured waveform as
presented in Evett et al. (2005) was also tested by comparing the coefficients for
Equations (2.10) and (2.11) for peat soils. The data used in this analysis came from the
actual calibration experiments that were conducted at constant temperature (30°C). The
objective was to determine if the resulting coefficients for Equations (2.10) and (2.11) for
peat soils were comparable to those found by Evett et al. (2005). Our findings were
similar to those of their study, linear calibration improved when the BEC term was
introduced in linear calibration (Equation 2.10). The regression coefficient b2 in both
equations was negative. This is an indication that an increase in BEC results in a
corresponding increase in ε not related to increase in water content. When the effective
frequency term was introduced (Equation 2.11), the range of the slope (regression
coefficient b1) of the travel time component was reduced. Given that our experiments
were performed at constant temperature and that the BEC values were much smaller than
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in Evett et al. (2005), we cannot conclude that the resulting coefficients for Equations
(2.10) and (2.11) are universal for peat. The variation in temperature and a wider range of
BEC needs to be tested to confirm the validity of coefficients that we present. However, it
is evident that the calibrations can be improved if the effect of BEC and temperature is
taken into consideration and we find the method proposed in Evett et al. (2005) is
applicable to peat as well. It will be of value to conduct a study in peat soils using a
similar approach at varying temperatures to compare the coefficients as obtained in their
study.
It is noted that the pore structure of peat samples would reversibly or irreversibly
change during the drying and wetting cycles implemented in the procedures employed in
this study. However, such changes are inherent to the peat found in permafrost-affected
sites where alternate freezing and thawing is a regular phenomenon. The developed TDR
calibration curves in essence incorporate the effects of such pore structure changes and
thus are more suited to our broader studies with peat.

2.5.

Conclusions
Variability in observed ε values occurs because of structural differences between

undisturbed peat samples. Differences in calibration between peat sampled on peat
plateau (L samples) and near bog-peat plateau boundary (M samples) can be attributed to
the different formation conditions that likely affected pore size and distribution. Porosity
differences cause deviation of individual calibration curves, an effect efficiently
simulated using the MDL model in this study. Bound water has a very small role to play
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because of its negligible volumetric fraction owing to low bulk densities of peat. An
increased volumetric fraction of air at greater porosities is the prime cause for the
deviation from ε-θ relationships of mineral soils at similar water contents. The
temperature correction factor for water content measurements appears to diminish with
decreasing water content in peat. The correction factor of -0.0021 m3 m-3 per °C at greater
water contents is close to that reported by Persson and Berndtsson (1998), Pepin et al.
(1995) and Evett et al. (2005) for mineral soils. The results of our study are close to those
of Roth et al. (1992) and Pepin et al. (1992) except for θ < 0.3 m3 m-3, and it appears that
the ε-θ relationship in peat can be narrowed to a band rather than a universal equation as
in case of mineral soils. The MDL model can efficiently simulate the effects of
temperature on water content measurements, and volumetric partitioning of all soil
phases making it the most applicable of all mixing models. Depending on the desired
accuracy, and knowing the type and physical characteristics of peat, TDR calibrations can
be made more quickly by using fewer calibration points. The MDL model can be then
used to fit a curve through these points with εs used as a fitting parameter to obtain a
satisfactory calibration.
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CHAPTER 3. PHYSICAL SIMULATION OF WATER
AND HEAT TRANSPORT IN SUB-ARCTIC PEAT
3.1.

Introduction
Thick layered peat deposits in the vast organic covered permafrost terrains of the

northern latitudes are subjected to repeated freeze and thaw cycles. Heat is conducted in
soil under temperature gradients, while water moves in response to a combination of
matric potential and temperature gradients. Moving water carries heat as well can
significantly affect thermal properties of soils (Philip and de Vries, 1957; de Vries, 1963).
Strong coupling in frozen soils moves a considerable amount of water from warmer to
colder regions (Dirksen and Miller, 1966). In layered peat deposits of organic terrains
upper soil horizons can have bulk densities as low as 50 kg m-3 and porosities exceeding
96% by volume. The high total soil water content strongly affects the thermal state of the
permafrost and the rates of frost and thaw penetration within the active layer (the top
layer of soil in permafrost regions that is subjected to seasonal freeze-thaw).
Redistribution of water towards the freezing front plays a vital role in the spring
hydrology of these regions. Freeze-thaw processes in mineral soils have been investigated
over long periods, notably by the US Army Cold Regions Research and Engineering
Laboratory (Aldrich and Paynter, 1966). The hydrological aspects have been studied in
field, but studies are often discontinued, or relegated to field sensors, in winters due to
logistical constraints. Correlating field-based soil freeze-thaw observations with the
simultaneous forcing of climatological and hydrological parameters is fairly complex.

Separating the influence of each parameter is difficult; controlled experimental studies
can greatly supplement the understanding gained from field observations. Theory
extending the Fourier-Ohm and Darcy’s laws to unsaturated soils has been proposed and
developed, e.g., Buckingham (1907), Philip and de Vries (1957), and applied, e.g.,
(Harlan, 1973) to frozen soils, but the complex coupling usually limits analysis to one
dimension.
General circulation models predict that the effects of climate change will be
amplified in the northern high latitudes due to feedbacks in which variations in snow and
sea ice extent, the stability of the lower troposphere and thawing of permafrost play key
roles (Serreze et al., 2000). Numerically modeled climate change scenarios predict on an
average 7 °C increase in wintertime surface air temperatures and ~30 % increase in
annual precipitation in North America by 2100 (IPCC, 2007). The largest warming is
projected to occur in winter over northern parts of Alaska and Canada, reaching 10°C in
the northernmost parts, due to the positive feedback from a reduced period of snow cover
(IPCC, 2007). These scenarios result into widespread increases in thaw depth over much
of the permafrost regions, while discontinuous permafrost regions could experience
complete disappearance of permafrost (IPCC, 2007; Zhang et al., 2008; Lawrence and
Slater, 2005). Physical verification is necessary in order to increase confidence in such
scenarios and also to clearly understand the feedback mechanisms. There have been very
few soil column/Mesocosm studies on frozen soils under controlled laboratory settings in
general and there have been none that examine hydrological functions of freezing and
frozen peat. Freeze-thaw studies on mineral soil columns under controlled laboratory
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settings have been reported by Dirksen (1964), Hoekstra et al. (1966), Fukuda et al.
(1980), Mizoguchi (1990), Guymon et al. (1993), and Staehli and Stadler (1996). All
these experiments used a combination of cooling and heating plates, or a plate on one end
with the other end exposed in refrigerator/cold room to simulate end boundary conditions.
This is not sufficient for permafrost studies as the effects of deeper frozen sections cannot
be simulated. Permafrost contains a large amount of water/ice that modulates the thermal
state of the subsurface and needs to be properly represented in order to clearly understand
the feedback of frozen ground to climate change scenarios.
One-dimensional profiles need to be achieved for effective physical simulation of
freeze-thaw in soils under controlled laboratory settings. For this lateral heat transfer
needs to be minimized. Layered peat exhibits strong structural variability, laterally as
well as with depth. A larger sample size is required to achieve a representative volume
that accounts for such variability. This paper describes a unique two-level biome (climate
chamber) that makes it possible to maintain a frozen section near column bottoms, and
apply a wide range of boundary conditions to the column tops. This facility thus allows a
close replication of an active layer exposed to the atmosphere at the top and bounded by
permafrost at the bottom. An experimental setup with peat samples (56 cm diameter x
115 cm deep [the bottom ~45 cm of which is permanently frozen and the upper ~70 cm is
the active layer]) is described and evaluated. There are studies that report the
performance of heat and water movement experiments in soil columns, e.g., Zhou et al.
(2006) for the unfrozen unsaturated case. There is no such reference to evaluation of a
setup used in a freeze-thaw experiment. The ability to simulate the permafrost – active
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layer interface in large field sampled peat monoliths is truly unique and offers new
insights on the less understood aspects of heat and water storage and transfer during
winter

3.2.

The climate chamber
The climate chamber can reproduce the Canadian subarctic solar and atmospheric

environment and house soil monoliths up to 1.5 m in diameter and 4 m in height. The
chamber was custom manufactured by BioChambers Inc. (Winnipeg, Manitoba) and
delivered to Western in 2008 after over two years of engineering design and development
(~ cost $1.2 million Cdn.) During 2009-10 modifications to the experimental design
were implemented during a ‘proof of concept’ phase. Several design features make the
chamber unique and are key to replicating the Sub-Arctic surface and subsurface
environment. The chamber’s size allows one to work with soil monoliths of
representative size to include all of the components of ecological interest (including
vegetation) so that groundwater flow and biogeochemical processes do not require
scaling. The chamber is a two level biome, with an adjustable insulated floor, enabling
separate surface and subsurface environments. Dual compressors on each level allow for
minimal temperature fluctuations and an air temperature control range of -40 °C to +40
°C (± 1 ºC). The wide range of temperatures allows physical simulations of environments
ranging from desert to high Arctic. In addition to air temperature, it is possible to control
the following solar and atmospheric parameters in the upper chamber: light intensity
(mixture of metal halide and high pressure sodium lighting, dimmable, maximum 300 W
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m-2 at 1.5 m below the light bank); rain; relative humidity (10% to 90% at 25 °C); wind;
and atmospheric CO2 concentrations. Snow can be made using a custom made snow gun,
e.g., Meyer et al. (2006) whenever required in the experiments. All environmental
controls are fully programmable and can be remotely controlled. An automated backup
generator ensures consistent power. Finally, four high precision platform scales (each 81
x 81 cm, KC600S, 10 g precision over 600 kg, Mettler Toledo Canada, Mississauga, ON)
are installed in the base of the support structure. This allows continuous monitoring of
soil mass for four independent monoliths or one large monolith (maximum 2400 ± 0.01
kg).

3.3.

Field sampling of soil mescosms
Undisturbed peat cores, 60 cm in diameter, were extracted at the field site in the

Scotty Creek watershed located in the wetland-dominated, discontinuous permafrost zone
of Canadian Sub-Arctic. Details of the site location and characteristics can be found in
(Quinton, 2008). Since the sampling site is in a remote area requiring float plane or
helicopter access, a simple light weight peat corer was designed that allows coring and
transport of the samples with minimum physical effort. Custom made fiber reinforced
plastic (FRP) pipes (90 cm deep, 60 cm diameter) were fitted with a stainless steel blade
on the bottom to cut through peat layers. The top was reinforced and machined to accept
a rotating and lifting attachment. An aluminum tube and rod assembly fitted to the top of
the pipe allowed for the pipe to be rotated into the ground powered by four persons. A
side access trench is then dug and custom FRP bottom caps are attached securing the
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sample for transport. The inexpensive corer allowed for the large diameter undisturbed
sampling of peat to permafrost without the need for heavy equipment as in Millette and
Demers (1984). The corer and sampling procedure is explained in detail in the appendix.
The corer was used successfully and four samples with total depths of 42 cm, 52 cm, 55
cm and 60 cm intact with surface vegetation were extracted in one day. The variable
depths of the undisturbed cores represent the actual depth of the permafrost table at the
chosen sampling locations in August 2007. Depth to the permafrost table shows sharp
spatial variations and depends on complex combinations of local factors such as canopy
cover, surface albedo and soil moisture conditions during the thaw season. The cores
were transported ~ 5500 km to the climate chamber by air and road transport. The
samples were maintained at ~10 °C during transport and then maintained at -4 ºC in order
to (1) slow down biological degradation and avoid structural damage in peat, and (2)
continue vernalization of plants to keep them active longer for participation in the
Mesocosm experiments.

3.4.

Experiment setup
While the FRP pipes proved to be exceptionally strong and rigid sampling and

transport containers, they might not accommodate continued sample expansioncontraction that would occur during freeze-thaw. In order to accommodate expansion,
and add depth for the addition of a lower permafrost layer, 120 cm deep x 61 cm diameter
LDPE containers were used to prepare peat Mesocosms in. The containers were lined
from inside with 2.54 cm thick neoprene foam to provide additional insulation and to
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provide for a tight seal between the container wall and peat during freeze-thaw. Neoprene
has thermal conductivity comparable to that of dry peat under low hydrostatic pressures,
e.g., Bardy et al. (2005). To represent the permafrost layer a ~45 cm thick layer of
unprocessed catotelmic peat was first packed on the bottom to a bulk density of ~250 kg
m-3. This layer was then completely saturated and allowed to freeze at -6 ºC.
Intermediate layers were then packed in each drum (bulk density varying from ~250 kg
m-3 to ~125 kg m-3 to match field peat layering) to a thickness that allowed ~110 cm deep
Mesocosms to be formed when the undisturbed field sampled cores were placed over
these layers. It must be noted that the objective of these experiments were to replicate the
field state of peat layers. Thus the use of actual field cored samples was critical as it was
not possible to attain the structure of peat in field by repacking. The undisturbed samples
were inserted in a frozen state using a metal sleeve guide forced inside the drum by
slightly compressing the neoprene foam.
The drums were then moved to the upper chamber of the biome using a crane and
placed on four 81 cm x 81 cm load cells for continuous weighing. The upper floor was
adjusted such that each Mesocosm was 45 cm in the lower chamber and 75 cm in the
upper chamber. The Mesocosms were then populated at different depths with 30 cm long
time domain reflectometry (TDR) probes (CS610’s and CS635’s multiplexed using
SDMX’s, and connected to TDR100) for soil water content, temperature sensors (107B’s
multiplexed using a AM16/32B), heat flux plates (HFT3) at surface (all sensors from
Campbell Scientific, Logan, UT, USA). In addition, ports were installed for gas and soil
water sampling. Sensor and sampling port spacing increased with depth with a 5-10 cm
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separation in the upper 25 cm, and 12-15 cm in the lower 40 cm and permafrost layer
monitored separately. The temperature sensors were inserted such that the tip was 24 cm
from the container walls. All sensors were connected to a CR1000 datalogger (Campbell
Scientific, Logan, UT, USA) and data was collected every 15 minutes. The TDR was
calibrated using undisturbed peat samples from the same site (see Chapter 2). The outside
of the containers were then insulated using multiple layers of reflective bubble foam
(Reflectix, Inc., Markleville, IN), and one layer of 5.08 cm thick fiber glass insulation
(Fibrex Coreplus pipe insulation, Fibrex, Inc., Easely, SC). The gaps between the upper
and lower chambers were closed 5.08 cm thick extruded polystyrene rigid insulation,
completing the Mesocosm setup. Further details of the experimental setup with a line
diagram and pictures are given in the appendix.

3.5.

Evaluation
Initial temperature profiles were established over a period of 75 days by

maintaining the air temperature at 4 ºC and -2 ºC in the upper and lower chambers
respectively. The initial soil water content profiles were established by slowly raising the
water table by spray misting the peat surface. Once a stable linear temperature profile was
established, the air temperature was dropped to create winter conditions (Table 1.1).
Figures (3.1) and (3.2) show the initial soil water content profiles, and water table
elevations, for two freezing runs initiated on 18th December, 2009 and 23rd July, 2010
respectively. All Mesocosms had a saturated zone located above the frozen soil layer
during the first freezing run. This condition was maintained for the second freezing run
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except for Mesocosm # 2 which had unsaturated conditions throughout above the frozen
soil layer.

Freezing Run

First
freezing run

Air temperature (ºC)
Upper Chamber

Lower Chamber

Phase I (31 days)

-5

-1.9

Phase II (16 days)

-10

-1.9

-7.5

-1.9

Second freezing run

Table 3.1. Temperatures in the upper and lower chambers during first and second
freezing runs.
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Figure 3.1. Initial water content in Mesocosms (a) 1, (b) 2, (c) 3, and (d) 4 for first
freezing run. The depth to the groundwater table is shown by free water surface symbol
in black.
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Figure 3.2. Initial water content in Mesocosms (a) 1, (b) 2, (c) 3, and (d) 4 for second
freezing run. The depth to the groundwater table is shown by free water surface symbol
in black. Mesocosm # 2 was unsaturated throughout its depth before the second freezing
run.
The temperature profiles for Mesocoms 1 and 3 during the first run clearly show a
downward progressing freezing front with time in addition to a very slow upward moving
freezing boundary (Figure 3.3). The temperature profiles develop from the top downward
with freezing initially taking place at shallow depths near surface. The delay in frost
penetration with depth (e.g., Mesocosm #1 between the depths of 8 cm and 55 cm for the
first ~100 hours as seen in Figure 3.3a) results in a convex depth versus temperature
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profile which mirrors the field response (Figure 3.4). Following this phase of volumetric
heat removal these depths remain close to 0°C as the soil water freezes owing to the
latent heat-induced zero curtain effect. At around 400 hours, the temperature starts to
drop and by 1100 hours only the initially saturated depths are still affected by the zero
curtain. Figures (3.5) and (3.6) show the temperature profile and liquid water content
time series for Mesocosm #2 during the first freezing run. The temperature profile again
follows a similar development trend as for Mesocosms 1 and 3. The unfrozen water time
series (Figure 3.6) shows the time lag in freezing with depth. The TDR probes are
inserted in all Mesocosms such that the probe rods run laterally from the neoprene linersoil interface to 30 cm inside. If there is pronounced effect of lateral heat removal due to
an influence of air temperature in the upper chamber, very little time lag would be
expected in the start of freezing at different depths. Thus the observed time lag is another
confirmation of the good performance of the outer fibre glass insulation and the inner
neoprene liner.
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Figure 3.3. The temperature profile development for (a) Mesocosm 1 and (b) Mesocosm
3 during the first freezing run.
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Figure 3.4. Temperature profiles recorded at Scotty Creek field site during the winter
seasons of (a) 2001-2002 and (b) 2007-2008. The day of recording for the first and last
profiles is shown on both graphs. The intermediate profiles are separated by intervals of
30 days. The temperature at 100 cm depth is approximated from borehole temperature
records of a nearby (20 km) station from the Norman Wells pipeline study (Smith et al.,
2004).
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freezing run.
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Figure 3.6. Unfrozen water content time series for Mesocosms # 2 during the first
freezing run. Labels show the time at which freezing commences at three different
depths.
While the outer and inner insulation performed well during the initial freezing run
of 1118 hours, further refinements were made to prevent potential lateral temperature
effects during longer runs with larger vertical temperature gradients. Three additional
temperature probes were added to Mesocosm #2 at the start of the second run. These
were situated at a distance of 4.5 cm from the container walls, and 8 cm, 28 cm and 55
cm below the top surface. Mesocosm # 2 was chosen because it was the driest and
without a water table. Dry soil has a relatively low heat capacity owing to its low water
content and therefore the changes in temperature at the edge would be quickly reflected if
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there is any interference from air temperature in the upper chamber. A nearly air tight
housing with walls made of 2.54 cm thick extruded polystyrene rigid insulation was
constructed around Mesocosms in the upper chamber. This left only the tops of the
Mesocosms exposed directly to the air in the upper chamber. Dry, compressed air with a
temperature of around 5 ºC, was circulated through this housing using multiple inlets and
vents. Because of its highly porous nature and high water contents, peat temperatures
remain close to 0 ºC for bulk part of the freezing period. The temperature and pressure of
compressed air were varied in order to maintain the temperature of air circulating inside
housing close to 0 ºC. A schematic of the housing and the compressed air circulation is
shown in the appendix (Figure A7). Figure (3.7) shows the central temperature profiles,
the same profiles when including the near-edge sensors, and thermal gradients for
Mesocosm #2. The comparison shows that the experimental setup is able to maintain
reasonable one-dimensional change with very small horizontal temperature gradients as
compared to the vertical temperature gradients. The differences between the central
temperature profiles and near-edge sensor profiles are within the absolute temperature
sensor accuracy of 0.2-0.5 ºC. Figure (3.8) shows the comparison between the
temperature time series of near-edge sensors and central sensors at 8 cm, 28 cm and 55
cm below peat surface. Overall the near edge-sensor at 8 cm was at times 0.15-0.38 ºC
warmer than the central sensor, at 28 cm was at times 0.1-0.27 ºC colder than the
corresponding central sensor, while at 55 cm was within ±0.07 ºC of the temperature
readings of the central sensor at the same depth. These differences could be because of
combination of sensor errors, variable lateral peat pore water distribution, and heat
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loss/gain at different times and depths. Although lateral heat loss cannot be completely
stopped in systems such as described in this paper, the evaluation of the experimental
setup shows that it performs fairly well for the intended research purpose.
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Figure 3.7. Comparison between temperature profiles for central location (grey circles)
and near-edge sensors (white squares). The numbers on the right are the calculated
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and 55 cm respectively.
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3.6.

Implications
The ability to replicate active layer-permafrost field processes in laboratory

depends both on a proper field sampling methodology and an advanced climate chamber,
and experimental setup, which can create realistic boundary conditions. The sampling
methodology must allow for the collection of a representative volume such that the
natural variability and soil structure (in this case peat) is preserved. However,
maintaining representative boundary conditions is much more difficult with larger sample
sizes. While previous freeze-thaw laboratory-scale studies have only been able to work
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with much small samples (8-25 cm diameter x 10-100 cm deep), this study represents a
successful extension to the Mesocosm scale. Furthermore, critical to replicating field
conditions is the ability to physically represent the permafrost layer, and allow this layer
to influence active layer processes if conditions dictate. Previous works have relied on
cold plates at sample top and bottom to drive freeze-thaw cycles.
The data generated on peat soils in these experiments can be used to further the
fundamental understanding of freeze-thaw processes in general. The less understood
influence of individual climatological factors as well as soil moisture states is being
currently studied. Study of gas flux during thaw seasons, insulation effects of snow cover,
freezing induced water redistribution, and the effects of climate change and canopy cover
changes on permafrost deepening are being investigated in a realistic laboratory
environment. Changing climate is predicted to impact the northern latitudes more with
the current permafrost covered areas expected to see soil zones vastly increase in
biogeochemical and microbiological activity (e.g., Serreze et al., 2000; IPCC, 2007;
Zhang et al., 2008). The success of the current experimental setup provides an
opportunity to understand the biogeochemical and microbial response to climate change
scenarios predicted for the organic covered permafrost terrain. These studies will provide
verification based on physical experimental data of the numerical predictions to increase
the reliability of numerical methods currently in use. The numerical models verified in
this manner can be scaled-up and used for field conditions to obtain more consistent
estimates of runoff and permafrost response to current and future climates.
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CHAPTER 4. EFFECTS OF FREEZING ON SOIL
TEMPERATURE, FROST PROPAGATION AND
MOISTURE REDISTRIBUTION IN PEAT
4.1.

Introduction
Wetland-dominated terrain underlain by discontinuous permafrost covers

extensive parts of northern North America and Eurasia. The hydrologic response of these
areas is poorly understood, in part due to the lack of understanding of role of individual
climatological and soil related factors (e.g., initial moisture conditions) on active layer
freeze-thaw processes. The active layer overlies the permafrost and undergoes seasonal
freezing and thawing. Subzero soil temperatures result in higher capillary pressure
gradients between warmer and colder regions of frozen soils (Phillip and de Vries, 1957).
At the onset of winter water from deeper horizons moves toward the freezing front near
the ground surface (Dirksen and Miller, 1966; Guymon and Luthin, 1974). Water carries
heat and therefore alters both thermal and hydraulic properties of soil during
redistribution. Although these processes have been extensively studied in mineral soils
(e.g., Dirksen, 1964; Jame, 1977; Hansson, 2004), by comparison only a few studies have
examined moisture redistribution in organic soils (e.g., Carey and Woo, 2005; Quinton et

al., 2005). Peat can have bulk densities (ρb) as low as 0.035 kg m-3 and porosities
exceeding 96% by volume. These characteristics are common in the peat deposits at or
near the ground surface (e.g., Schlotzhauer and Price, 1999; Quinton et al., 2009). The

high porosities results in significant changes in the thermal and hydrological properties of
peat as soil water content varies (de Vries, 1963; Smerdon and Mendoza 2010).
In organic-covered permafrost terrain, the topography of the relatively
impermeable frost table plays an important role in controlling spring runoff (Wright et

al., 2009). It is broadly understood that factors such as climate, canopy cover, ground
slope, and soil moisture and thermal properties of soil play critical roles in development
or degradation of permafrost. Redistribution of moisture within the active layer during the
winter months plays an important role in determining the position of the impermeable
frost table at the onset of end-of-winter snowmelt event. The mechanisms that drive this
redistribution of moisture are poorly understood (Quinton and Hayashi, 2008). For
example, observations of Quinton and Hayashi (2008) suggest that at onset of winter, the
water table is typically deeper than 0.5 m below ground, while at the start of spring melt,
the upper surface of the frozen, saturated soil is typically about 0.1 m below the ground
surface. How this condition developed during the winter period remains unclear. Field
investigations by Quinton and Hayashi (2008) suggest that the amount of water supplied
to the soil during the spring melt event in addition to the cumulative amount of meltwater
supplied during over-winter melt events, is sufficient to saturate the ~0.4 m thick soil
zone between the water table position at the time of freeze-up and the frost table position
at the end of winter. The role latent heat plays in the propagation of frost has been
examined (e.g., Harris et al., 2008), yet the effect of different soil moisture conditions on
frost propagation and frost induced water redistribution remains unclear. Soil moisture
profile at the onset of winter also governs the ice content in the surface layer of the
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organic soils. The rate of thaw propagation is affected by the initial soil ice content. Once
thaw reaches a certain depth infiltration into organic soils becomes unlimited (Gray et al.,
1985; Gray et al., 2001). Field studies have greatly contributed to advancing the
understanding of freeze-thaw processes in organic terrains (e.g., Quinton et al., 2005;
Carey and Woo, 2005). However, seasonal limits on the accessibility of field sites mean
that laboratory and numerical studies are required to develop and complement the
fundamental understanding of freeze-thaw and moisture distribution processes that occur
throughout the year. Mathematical theories and improved numerical approaches (e.g.,
Hansson et al., 2004; Dall’Amico, 2010) are still being developed to increase the
efficiency of modeling approaches.
Soil column and lysimetric experiments, under controlled laboratory conditions,
produce data that can be used to verify these models. Examples of column experiments to
study coupled water and heat movement in frozen mineral soils can be found in literature
(e.g. Dirksen, 1964; Hoekstra, 1966; Jame, 1977; Guymon et al., 1993, Staehli and
Stadler, 1997; Gergely 2007). However, two major limitations in using this experimental
data involve realistic boundary conditions and soil heterogeneity. Soil column freezethaw experiments have been traditionally conducted with cold plates at least at one end
(e.g., Mizoguchi, 1990; Jame, 1977; Staehli and Stadler, 1997; Gergely 2007). In these
experiments the other end of the column was either thermally insulated, in contact with a
warm/cold plate, or exposed in a freezer/cold room. This does not create realistic
replication of field permafrost conditions or the bi-directional freezing of the active layer,
and hence, the influence of subsurface thermal properties on near surface energy balance
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is not the same. Laboratory studies using uniformly packed soil columns subjected to
simplified boundary conditions have long been used to verify numerical schemes and
mathematical theories (e.g., Jame and Norum, 1980; Hansson et al., 2004; Painter, 2010).
Zhang et al. (2010) point to limitations of schemes verified with such data when applied
to non-uniform/ layered soil conditions, or large flux conditions such as snow melt
infiltration. Data for such verification cases is scarce and experiments under controlled
laboratory settings need to be aimed at observing freeze-thaw processes that emulate field
conditions as closely as possible (e.g., undisturbed soil cores) with realistic boundary
conditions.
Innovative experimental design is required to isolate the influence of individual
climatological factors, soil moisture conditions and soil properties on soil freezing and
thawing. This study uses four mesocoms that are thermally insulated on the sides and
contain a basal layer of peat that is continuously frozen to simulate permafrost (proxy
permafrost). The air above the Mesocosms was maintained at temperatures below 0o C so
that the unfrozen peat above the simulated permafrost could be subjected to bidirectional,
one-dimensional freezing. The influence of initial soil moisture on freezing processes was
studied by maintaining the four Mesocosms at different water contents at the start of
freezing. The experiments were specifically aimed at
(1) observing the process of freezing-induced soil water redistribution, and the role of the
initial soil water content in movement of water towards the freezing fronts. Correlating
the freezing-induced soil water redistribution to the over-winter moisture redistribution
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observed in the field is needed to understand the over-winter moisture redistribution
processes that result in the saturation of most of the active layer by the end of winter;
(2) understanding if the initial soil moisture profile governs the ice content in the peat
near the ground surface, which has implications for the partitioning of snowmelt water
into infiltration and runoff.
(3) understanding the effects of initial water content on (a) soil freezing characteristics;
and (b) soil thermal properties and frost propagation.
(4) organizing the observations of this study into a simple conceptual model to describe
the processes of freezing front movement and freezing induced water redistribution.
In addition to the above mentioned objectives, the contribution of water from the
partially frozen transition zone between the active layer and proxy permafrost to the
overlying active layer was investigated using deuterium isotope labelling. This was done
to observe if the water from the partially frozen transition zone remains immobile during
freezing of the overlying active layer.

4.2.

Methodology

4.2.1. Experimental setup
The experimental setup consisted of four peat Mesocosms (M1, M2, M3 and M4),
each ~110 cm deep and 56 cm in diameter. All Mesocosms consisted of a ~45 cm thick
proxy permafrost layer prepared by packing unprocessed humified peat to a bulk density
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of ~250 kg m-3. Once prepared, this layer was completely saturated and allowed to freeze
at -6 ºC. Intermediate layers of unprocessed humified peat were then packed in each
Mesocosm (bulk density varying from ~250 kg m-3 to ~125 kgm-3) to a thickness that
allowed ~110 cm deep Mesocosms to be formed when the undisturbed field sampled
cores were placed over these layers (Table 4.1). The unprocessed humified peat used for
proxy permafrost and intermediate layers was obtained from the Upsala, Ontario
operations of Peat Resources Ltd. The undisturbed cores were extracted from Scotty
Creek watershed, Northwest Territories, Canada located in the wetland-dominated,
discontinuous permafrost region. Details of the site location, landform types and site
characteristics can be found in Quinton et al. (2008), and details of coring methodology
can be found in the appendix. Dry bulk densities and porosities for Scotty Creek peat
were reported by Hayashi et al. (2007) and are shown in Figures 4.1a and 4.1b. The
vertical hydraulic conductivity of saturated peat was measured for different depths in the
laboratory using the cube method (Figure 4.1c). The samples contained no mineral
material and the ash content determined using methods prescribed in ASTM D2974 - 07a
was only 2% of dry weight. Water retention characteristics for the peat layers were
reported by Quinton and Hayashi (2005) as shown in Figure 4.1c. In general, deeper peat
layers hold more water at higher tension. For peat from the same site, Rezanezhad et al.
(2009) found the degree of humification on the von Post scale to change from H3 just
below surface vegetation to H5 at a depth of 65 cm.
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Mesocosm

Undisturbed

Repacked

Repacked frozen layer

peat

layer* (middle

(bottom of the core)

(top of core)

of core)

M1

42

18

45

M2

50

15

45

M3

17

51

45

M4

57

8

45

*unprocessed, humified peat from Upsala, Ontario

Table 4.1. Details of the thickness (cm) of peat layers in each Mesocosm.
The Mesocosms were setup in the Earth Science module (BESM) of the Biotron
Institute for Experimental Climate Change at the University of Western Ontario. The
BESM is a two level biome with four dedicated compressors, two each for the upper and
lower chambers with an air temperature control range of -40 ºC to +40 ºC. By situating
the Mesocosms between these two chambers it was possible to maintain a frozen state in
the lower ~45 cm of the core while allowing for freezing and thawing of the overlying
peat. Light intensity, rain, relative humidity, wind speeds, and CO2 concentrations can be
controlled independently in upper chamber. Further details on the BESM facility can be
found in Chapter 3.
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Figure 4.1. Depth variation of (a) Bulk density (Hayashi et al., 2007), (b) porosity
(Hayashi et al., 2007), (c) vertical hydraulic conductivity, and (d) soil water retention
curves (Quinton and Hayashi, 2005) for peat from Scotty Creek watershed. The different
symbols in (d) represent the samples taken at different depths as shown in legend.
Mesocosms were instrumented at different depths with time domain reflectometry
(TDR) sensors (TDR100, CS610 and CS635 probes, Campbell Scientific, Inc., Logan
UT) and temperature sensors (107BAM, Campbell Scientific, Inc., Logan UT). A heat
flux plate each (HFT3, Campbell Scientific, Inc., Logan UT) was inserted near the soil’s
surface in M2 and M3. Sampling ports were drilled in the sides of the Mesocosms at
different depths to allow soil gas and water sampling. The Mesocosms were placed on
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four 81 cm x 81 cm load cells (KC600S, 10 g precision over 600 kg, Mettler Toledo
Canada, Mississauga, ON) for continuous weighing such that the bottom ~45 cm of the
Mesocosms were the in lower chamber and the remainder protruded into the upper
chamber. The sides of the Mesocosms were insulated using a combination of neoprene
foam and mineral fibre insulation. The lower chamber was maintained at -1.9 ºC to keep
the bottom ~45 cm of the cores continuously frozen while the air temperature was varied
in the upper chamber. Figure 4.2 shows a schematic of the experimental setup with
detailed explanation of various components. Soil dielectric permittivity, temperature, heat
flux and weight were recorded every 15 minutes.

Figure 4.2. Line diagram showing the experimental setup. 1U: Upper level chamber of
the BESM; 1L: Lower level chamber of the BESM; 2: 65-75 cm deep unfrozen layer; 3:
45 cm bottom frozen layer (fully saturated before freezing); 4: TDR probes connected to
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11 through low-loss coaxial cables; 5: temperature probes connected to 11; 6: heat flux
plate; 7: LDPE container lined with neoprene from inside and insulated from outside; 8:
stand pipe for water level measurements; 9: weighing scale; 10: custom made stand to
support the entire experimental setup; 11: multiplexers and datalogger connected to a
personal computer.

4.2.2. Experimental conditions
Two freezing runs were conducted. In the first run, the Mesocosms were
subjected to air temperature in the upper chamber of -5 ºC for 31 days and then -10 ºC in
the following 16 days. This first run was aimed at understanding the freezing
characteristics in general and tracing the water movement from deeper sources (e.g., from
proxy permafrost-active layer transition zone to the overlying active layer saturated
zone). All four Mesocosms had an unfrozen, saturated layer at the commencement of the
first freezing run with water table depths of 27-, 43-, 43- and 32 cm below the surface
respectively. To establish saturated layers within the Mesocosms, water was sprayed
daily (twice a day in different amounts) on the surface and the Mesocosms were allowed
to equilibrate for at least 30 days. After 47 days of freezing, it took 75 days to thaw the
active layer down to the top of the proxy permafrost layer. The air temperature in the
upper chamber was maintained constant at 15 ºC and lights were kept on such that the
soil surface level received an energy input of 160 Wm-2. A further 75 days were required
to establish the initial conditions for the second freezing run. The air temperature in the
upper chamber was maintained at -7.5 ºC for 93 days during the second freezing run. The
air temperature in the lower chamber was kept constant at -1.9 ºC. Most of the data from
first freezing run, except the isotope analysis, could not be used because of sequential
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failure of temperature sensors during this run. Therefore, the discussion of water
movement from the transition zone is based on isotope profiling carried out during the
first freezing run while soil freezing characteristics and influence of initial water content
on soil water redistribution and frost propagation was examined from the data of the
second freezing run.

4.2.3. TDR calibration
A detailed calibration of the TDR100 was performed at a constant temperature (30
ºC) using undisturbed peat samples from the Scotty Creek field site (see Chapter 2). In an
independent test, the temperature dependency of the observed apparent dielectric
permittivity (ε) of unfrozen peat-air-water mixture at three different volumetric water
contents (θ) was also determined (Figure 4.3a). It can be seen that ε is significantly
affected by temperature at higher water contents. Figure 4.3b shows the relationship
between temperature and ε for water (unfrozen and frozen states) in the -10 ºC to +16 ºC
range. The same relationship was observed by Wohlfarth (2010). Neither peat nor air
shows any variation in ε with changing temperature (Figure 4.3c). The increase in ε with
decreasing temperature for the peat-air-water mixture can be thus solely attributed to the
temperature-ε relationship of water. The apparent dielectric permittivity of ice remains
close to 3.14 without any dependency on decreasing temperature in the observed range
(Figure 4.3b). Maxwell De-Loor’s (MDL) mixing model can efficiently handle the
temperature effects on the ε-θ relationship (Nagare et al., 2011). Because a temperature
correction is required for the empirical equation, the MDL model was used to estimate
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water content from observed ε in the mesocom experiments after calibrating it with the
empirical equation at 30 ºC. Bound water was not taken into account and the influence of
ice on apparent dielectric permittivity was not considered owing to the inability of
estimating pore ice content. Also, probe length differences between TDR probes and soil
temperature sensors could be important as temperature differences along the TDR
waveguides can induce temperature effects in water content measurements. However
given the close comparison between near edge and central temperature sensors, it appears
that such effects would have been minimal during this study. The measuring volume for

Figure 4.3. (a) Effect of temperature on apparent dielectric permittivity measurements in
peat. The gravimetric water content (θg) did not change over the duration of test. Effect of
temperature on observed apparent dielectric permittivity of (b) water, and (c) air and oven
dried peat as determined using TDR100. The relative permittivity of oven dried peat was
derived from the bulk apparent dielectric permittivity using a 2-phase mixing formula.
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temperature sensor is relatively much smaller than that for the TDR probes. This can
result into differences in timing of freezing of water around the temperature sensor as
compared to TDR probes. However, such differences are ignored in this study and it is
assumed that water content in the lateral plane is uniform. Time domain reflectometry
measurements below 0 ºC can be affected by a number of factors. These include the
effect of pore ice on relative permittivity of unfrozen soil water (Van Loon, 1991) and
effect of presence of ice on bulk relative permittivity of soil. However, such effects were
not considered in this study due to the unavailability of data.

4.2.4. Final total water content
Final total water content (ice + liquid water) was measured at the end of the second
freezing run for all four Mesocosms. Cores were extracted from the frozen Mesocosms
using a custom designed coring tool (30 cm long thin walled stainless steel tube; 2.03 cm
inner diameter) powered by an electric drill. Two cores each from M2 and M4 were
sampled from depth intervals 0-25 cm and ~25-45 cm by slowly drilling into the samples
in two depth increments. Two cores between depth intervals 0-25 cm and ~25-36 cm
could be extracted from M1. The final water content in M3 could be determined only for
the upper 9.1 cm, as efforts to core deeper in this Mesocosm did not succeed due to high
ice contents. The cores were cut while frozen into smaller sections, weighed and oven
dried at 87 ºC until no further change in weight was recorded. The dry samples were
weighed again for gravimetric measurement of the final total water content. A limitation
of taking much smaller cores is that it may not give a true representative final water
94

content. Moreover, these cores were taken very close to the edge of the drum holding the
samples. This may have led to further errors due to edge effects and probably a different
water movement regime near the edges. Also, lateral movement could have led to
differences in water contents spatially in the sample. Usually it is best to cut the entire
core to know the final water content. Therefore, the final water content obtained using the
cores is used only for process based discussion and no quantification is provided.
Soil pore pressure in freezing peat was not directly measured as soil water content
(via TDR measurements) was measured and related to soil pore pressure using soil
moisture curves (Figure 1d) for unfrozen soils and soil freezing curves (discussed in later
sections) for frozen soils.

4.2.5. Isotope profiling experiment
Deuterium-enriched water was used as a tracer to monitor the upward movement
of water from the ice rich transient layer during the first freezing run. The ~45 cm thick
permafrost zone (Figure 4.2) was prepared by packing unprocessed humified peat,
saturated with deuterium enriched water, to a density of ~250 kg m-3 in each Mesocosm.
This peat was then frozen at -6 ºC until a thin ice crust formed on the surface of this layer.
A repacked middle layer, thickness for which varied from 8 cm to 51 cm in different
Mesocosms, was then placed on top of the proxy permafrost, and on top of it was placed
the undisturbed peat core (for full description see Chapter 3).
Oxygen and hydrogen isotope values were determined using a Picarro Cavity
Ring-Down Spectrometer (CRDS) Isotopic Water Analyzer (Model L1102-i) with a PAL
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autosampler. Two ml of water were placed in vials and water aliquots of ~1.8 µl were
injected into the evacuated evaporator, kept at 140°C. Six injections were repeated for
each sample and only signals of 17000-23000 ppmV H2O in the gas stream were
considered good injections. Results from the first 3 injections were discarded and the
oxygen- and hydrogen-isotopic value reported for one sample is the average of data
obtained for the last 3 good injections. All isotope values are reported in the deltanotation: δ = (Rsample/Rstandard – 1) x 1000 in parts per thousand or per mil (‰); where R =
D/H or 18O/16O. All measurements are reported relative the international standard
VSMOW. Laboratory standards, calibrated to VSMOW, were measured with each set of
samples. LSD and HEAVEN were used to provide a calibration curve and EDT and MID
were used to assess accuracy. Over this study, a δ18O value of -7.3±0.09 ‰ (n=16) was
obtained for EDT, which compares well with its accepted value of -7.3 ‰, and a δ18O
value of -13.1±0.06 ‰ (n=8) was obtained for MID, which compares well with its
accepted value of -13.1 ‰. A δD value of -55±0.5 ‰ (n=16) was obtained for EDT
(accepted value = -56 ‰), and a δD value of -108±0.4 ‰ (n=8) was obtained for MID
(accepted value = -108 ‰). The standard deviation (1σ) for duplicate analysis of
unknown samples was better than ±0.1 ‰ for δ18O and ±0.6 ‰ for δD values.
During the experimental set-up waters were extracted from the saturated peats via
high speed centrifugation of small peat samples in order to obtain the δD values that
result from the mixture of the original soil moisture and the D-enriched labeled water.
Analysis of peat water from the proxy permafrost layers showed that they were highly
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enriched in deuterium (δD = 566 ‰, 656 ‰, 669 ‰, and 621 ‰ in M1, M2, M3, and
M4). The crustal ice was enriched in deuterium resulting in δD values of 559 ‰, 620 ‰,
and 502 ‰ in M2, M3, and M4 respectively. A 10 ml disposable syringe was used along
with a 30 cm long needle to sample laterally from the inner core of the saturated zone of
active layers in each Mesocosm. Water samples were taken from different pockets by
varying the length of lateral needle penetration in order to avoid drying the soil in one
location. Water was sampled at three different depths (40 cm, 50 cm and 60 cm) in the
saturated zone of the active layer in all three Mesocosms from the start of the freezing run
until late into the freezing period when no water could be withdrawn. An additional 14
samples from the three Mesocosms were collected at these depths while the peat was
thawing.

4.3.

Results and discussion

4.3.1. Initial conditions
The influence of water content at the start of the freezing run on active layer
freezing processes was studied during the second freezing run. A leak developed in
Mesocosm 2 at the end of first freezing run. Rather than take this Mesocosm out of the
experiments, it was allowed to drain to the level of the leak and used to simulate dryer
moisture condition. Figure 4.4 shows the initial water content profiles in all four
Mesocosms at the start of the second freezing run. Initial water content is the unfrozen
water content at the start of the freezing run estimated from TDR observations.
Mesocosms 1 and 4 were variably wetted (unsaturated zone over saturated zone) at the
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start of this freezing run with the water tables located at 42 cm and 27 cm below the
ground surface respectively. Mesocosm 2 was unsaturated throughout the depth with no
saturated zone, while the water table was located at ~5.5 cm in Mesocosm 3 at the start of
the freezing run. A linear initial temperature profile in each Mesocosm was achieved by
maintaining the air temperatures in lower and upper chambers at -1.9 ºC and 3 ºC
respectively until a relatively stable linear profile was achieved.

Figure 4.4. Initial water content in Mesocosms (a) 1, (b) 2, (c) 3, and (d) 4 for second
freezing run. The depth to the groundwater table is shown by free water surface symbol.
Mesocosm # 2 was unsaturated throughout the depth for before the second freezing run.

4.3.2. Soil freezing characteristics
Soil freezing characteristics (SFCs) at different depths were determined from
observed liquid water content and soil temperature data collected during the second
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freezing run. Water in M1, M2, M3 and M4 started to freeze at -0.08 ºC, 0 ºC, -0.05 ºC
and -0.08 ºC respectively, and represent the temperatures at which peat water starts to
freeze (freezing point before further depression) in each Mesocosm in the discussion to
follow (Figure 4.5). It is evident that some water remained unfrozen even after 2000
hours (83 days) of freezing (Figure 4.6a) with residual liquid water contents between 0.05
m3 m-3 and 0.13 m3 m-3 continuing to exist even at -5 ºC. Shallower depths are left with
less residual water than deeper ones for the same freezing temperatures. Similarly, depths
with higher initial water contents are left with slightly larger amounts of residual water at
similar temperatures. One reason for the differences in residual water content with depth
could be the effect of pore size on unfrozen water content and TDR measurements. Time
domain reflectometry measurements in frozen soils (e.g. Watanabe et al., 2011) show that
relatively larger amounts of residual water is left in soils with smaller pores than in soils
with larger pore sizes (e.g., silt loam v.s. sand). Pore size in peat decreases with depth and
this could be a potential reason for differences in the residual water contents at different
depths in the Mesocoms.
A few SFCs in all Mesocosms appear to be affected by water redistribution at
some stage for temperatures below freezing (Figure 4.7). However, overall the other
SFCs appear to follow a common path during freezing. As theorized by Low et al.
(1968), liquid water content in frozen soils must have a fixed value for each temperature
at which the liquid and ice phase are in equilibrium, regardless of the amount of ice
present. It is convenient to define a single soil freezing curve for a particular soil type in
order to simplify the relationship between soil temperature and liquid water content. An
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example of a single curve defining the temperature-liquid water content relationship
based on the van Genuchten model (van Genuchten, 1980) is shown in Figure 4.8. The
curve was obtained by fitting into the soil temperature and liquid water content data other
than those shown in Figure 4.7. This approximation of the SFCs in a single curve is
important for numerical studies as it simplifies the constitutive relationship between soil
temperature and liquid water content.

Figure 4.5. Soil freezing characteristics of all four Mesocosms obtained from observed
unfrozen water and soil temperature data.
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Figure 4.6. (a) Soil unfrozen water content and (b) temperature time series at selected
depths in the four Mesocosms. The depths were selected such that initial water content
was greater than 0.5 m3m-3.
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Figure 4.7. Soil freezing curves in different Mesocosms (M1, M3 and M4). The effect of
water redistribution on the shape of SFC is seen in form of deviation from an initial path
the curves traverse (shown approximately by a thick gray line). The depth at which soil
temperature-liquid water content relationship was observed is shown in parenthesis.
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Figure 4.8. Soil freezing curves chosen from four different Mesocosms and initially at
different water contents (θi). A best fit defined by van-Genuchten model (VG Model, van
Genuchten, 1980) is also shown along with the VG Model parameters. The SFC’s were
chosen from each Mesocosm such that θi ≥ 0.5 m3 m-3.

4.3.3. Frost induced water redistribution within the active layer
Soil water redistribution during the second freezing run in each Mesocosm was
inferred based on initial and final total water contents and SFCs at different depths.

4.3.3.1. Variably wetted conditions with a water table at depth
(Mesocosms 1 and 4)
In both M1 and M4 the zone near and above the water table loses water because
of movement upwards towards the freezing front before the soil temperature falls below
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the freezing point. This movement is evident from the reduction of water content at 15
cm and 25 cm depths prior to soil freezing (Figures 4.5a and 4.5d). Before the arrival of
freezing front, the reduction in water content ranges from ~0.27 m3 m-3 at 25 cm depth in
M4 to ~0.07 m3 m-3 in M1. This difference appears to have resulted from the higher water
content in the top 10 cm of M4 and therefore higher hydraulic conductivity than in M1.
Figure 4.9 shows the effect of freezing on water redistribution in Mesocosm M4. The
freezing front descends from the surface and arrives at 5 cm in M4 after ~69 hours. At
this time, the slope of the SFC at 25 cm depth becomes steeper illustrating a higher rate
of moisture flow toward the overlying peat. Freezing reduces the soil pore pressures
significantly due to changes in surface tension, temperature sensitivity of contact angles
and the increase in volume as water transforms to ice (Philip and de Vries, 1957; Grant
and Bachmann, 2002) creating large pore pressure gradients between the colder and
warmer regions. Peat is characterized by larger pore size as compared to mineral soils
(e.g. silt) wherein the phenomenon of freezing induced water movement has been
observed in the past. However, peat is also characterized by large variation in pore size
associated with peat structure (Smerdon and Mendoza, 2010). Peat can exhibit strong
dual porosity wherein smaller pores can facilitate water movement by capillary action.
The loss of water from 25 cm depth interval in M4 prior to 69 hours (and beyond) must
have resulted from potential gradients created between the surface, where the temperature
drops below zero within first few hours, and deeper depths. A reduction in water content
was observed in both M1 and M4 prior to the temperature falling to freezing point.
However, it appears that hydraulic conductivity differences due to differences in initial
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water contents in the upper 10 cm of these two Mesocosms play a role during upward
movement of water from 15 cm depth. No water movement is observed from 15 cm depth
in M1 until 43 hours into the freezing run, while water movement from the same depth in
M4 starts within the first hour of the ground surface freezing (Figure 4.10a). Water from
15 cm depth in M1 migrates upwards only after the downward propagating freezing front
has reached between 5 cm and 10 cm creating a hydraulic gradient steep enough for water
movement to occur. The shapes of the SFCs at 37 cm in M1 and 52 cm in M4 indicate
that water migration continues late into the freezing run and that these depths are gaining
and losing water as the upper freezing front moves downward.

Figure 4.9. Water movement towards freezing front: soil freezing characteristics of
Mesocosm 4 shows change in slope of the curve at 25 cm depth exactly when the
freezing front reaches 5 cm depth.
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Figure 4.10. Comparison between the SFCs of Mesocosms 1 and 4 at 15 cm depth. This
depth in both Mesocosms loses water before the soil temperature drops below freezing
point, however M4 starts to lose water much earlier (1 hour) than M1 (43 hours). Both
Mesocosms were exposed to air temperature of -7.5 °C at the surface at time = 0 hours.

4.3.3.2. Dry conditions (Mesocosm 2)
Mesocosm 2 was the driest among the four at the start of second freezing run with
only residual water contents in upper 30 cm (~0.15 m3 m-3 at 28 cm, Figure 4.4b), had no
saturated layer and had a degree of saturation of ~50% at 55 cm. No reduction of water
content was observed in M2 at temperatures above freezing (Figure 4.5b). This can be
attributed to extremely low hydraulic conductivities in the dry zone. The frost penetration
in the upper 30 cm of this Mesocosm was relatively rapid and steeper hydraulic gradients
appear to have been created.
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4.3.3.3. Saturated conditions (Mesocosm 3)
At the start of the freezing run, the water table in M3 was at ~5.5 cm. It is difficult
to infer any water movement for this Mesocosm from SFC alone, except at 5 cm depth,
where water loss commenced prior to the temperature falling below freezing.
There is a good match between the arrival time of the freezing front at a shallower
depth and migration of water from a deeper depth as seen in Figure 4.9. This illustrates
the importance of soil freezing on the matric potential at least in the initial freezing period
(e.g., water removal prior to freezing front reaching 25 cm depth in M4 continued for first
281 hours as seen in Figure 4.9. The generalized Clausius-Clapeyron equation (CCE) is
used to convert from temperature to matric potential in frozen soils. There have been very
few efforts (e.g., Williams, 1967; Guymon et al., 1993) to measure soil matric potential
in frozen soils owing to the difficulties in using the existing measuring techniques. While
there are very few experimental works verifying the use of CCE in frozen soils, Williams
(1967) show a close match between the observed and predicted values of matric potential
in a Leda Clay-water-ice system. The effect of temperature on matric potential needs to
be further examined and extended to peat in order to improve the numerical support in
cold regions water balance studies.
The final water content profiles indicate an upward water movement in all
Mesocosms (Figure 4.11), although the rates of water flow appear to have varied among
the Mesocosms owing to the differences in initial moisture profiles and moisture
dependant hydraulic conductivities. The role of hydraulic conductivity is evident from the
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differences in the final total water content profiles of M1 and M4. M1 had less water in
the upper 10 cm and water accumulated behind this low permeability zone. In
comparison, there was a more gradual change toward the final water content profile of
M4. Most water can be observed to be lost from the zone just above water table in both
M1 and M4. The role of hydraulic conductivity can also be seen from the comparison
between the soil freezing curves of M1 and M4 at 15 cm depths (Figure 4.10). Water
coming from the deeper depths accumulated just above the 15 cm depth in M1 (Figure
4.11a). The shape of the SFC at 15 cm in this Mesocosm appears to be somewhat affected
by the water coming from deeper depths. In comparison, the SFC at 15 cm in M4 was not
affected as much because water may have moved through this zone at a much faster rate
owing to comparatively higher hydraulic conductivity in the zone above.
The movement of water towards freezing front appears to have been dominated
by liquid water movement under potential gradients at least in the initial freezing period.
However, there is enough indication that moisture movement also took place in vapour
form. The weights of the Mesocosms continued to drop during the freezing period. This
indicates that water was escaping from the Mesocosms during freezing. This is an
evidence of water transport in vapour form from warmer regions with high water contents
towards colder regions with relatively low water contents. The modes of transport and
quantification of contribution from liquid water movement and vapour transport are a
topic of further investigation and will be discussed in a separate publication in near
future.
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One critical issue in field studies is to understand the role of over-winter
snowmelt events, and the origin of water participating in the freezing of active layer over
the winter season. Figure 4.12 shows the water content values observed at the Scotty
Creek research site at beginning and end of winter season of 2002-2003. Initial moisture
conditions for the field were not measured below 40 cm. The depth to permafrost at the
onset of winter was 70 cm. This site is underlain by sporadic/discontinuous permafrost
(Smith et al., 2004; Quinton and Hayashi, 2005).
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Figure 4.11. Initial (liquid) and final (total) water content after 2000 hours of freezing in
Mesocosms (a) 1, (b) 2, (c) 3, and (d) 4. Please note the different Y-axis limits in (c).
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Figure 4.12. Observed initial (liquid) and final water contents (liquid + ice) at Scotty
Creek field site for winter of 2002-2003 (Quinton and Hayashi, 2008). The initial and
unfrozen moisture content readings are from a soil pit being measured using a water
content reflectometer. Two frozen cores were sampled at the end of winter season near
the soil pit and total (liquid + ice) water content was determined gravimetrically.
It is evident that a large amount of water moved into 0 - 40 cm depths at the end
of the winter (Figure 4.12). Comparing Figures 4.11 and 4.12 indicates that it is possible
that water from deeper zones at initial high water contents moved upward towards the
freezing front during the winter season and resulted into the final profiles in Figure 4.12.
The measurements in Figure 4.12 indicate a 41.85 mm change in storage in the upper 40
cm depth (assuming average 85% total porosity). A change of storage of 33.65 mm and
42.11 mm in upper 29 cm and 21 cm in M1 and M4 respectively was inferred from the
initial and final profiles (Figure 4.11). It must be noted that the initial water content in
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upper 40 cm depth in both Mesocosms (Figure 4.4) was higher than the initial water
content in the field (initial moisture in Figure 4.12). Also, the water table was within
upper 42 cm depth in both Mesocosms and the air temperature at the surface was
constantly at -7.5 ºC. All these conditions may have resulted into relatively larger amount
of water movement towards the freezing front in the Mesocosms than in the field. This is
an important observation as it suggests that temperature gradients drive an upward flux of
water from deeper regions of the soil into the upper 10 cm zone where it can be
supplemented by an intermittent downward flux of snowmelt water over the winter
period. This combination of freezing induced upward migration of water supplemented
by an intermittent downward flux of snowmelt water over the winter period results into
raising the upper surface of the frozen, saturated soil typically within about 0.1 m below
the ground surface.

4.3.4. Water movement from the transition zone
Deuterium was used as a tracer to observe upward water movement from the
proxy permafrost-active layer transition zone towards the downward moving freezing
front. Water was sampled in the three Mesocosms with active saturated zones (M1, M3
and M4) throughout the first freezing run. Figure 4.13 shows the δ18O - δD relationship of
the soil waters during the entire sampling period. First, it is important to understand the
variability in the isotopic composition of pore water in the three Mesocosms. In Figure
4.13, soil waters that plot below the global meteoric water line (GMWL) represent the
initial isotopic composition before being affected by mixing/diffusion with the water
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coming from the transition zone. These isotope compositions represent a mixture of latent
pore water present in the peat and the tap water added during the initial Mesocosm
saturation and compaction efforts. The peat in M1 retained the most latent pore water
during sampling of the cores. Precipitation in northern regions typically has lower δ 18O
and δ D values than precipitation at lower latitudes and it is not surprising to see soil
water depleted in D and 18O in M1. Tap water in London Ontario used to saturate the
peats at the BESM comes from Lake Huron and Lake Erie and has a δD value of -50 ‰
and a δ18O value of -7 ‰. The distribution of soil water δ − values from the 40 and 50 cm
depth in M1 along the GMWL (Figure 4.13a) reflects variable mixing of these two
sources of water (arctic pore water and London Ontario tap water). The peat in M4 was
flushed multiple times before the start of the freezing experiment and pore water was
replenished with tap water. Hence, the δ 18O and δD values of water within the upper
active layer (40 cm depth) are similar to tap water and average -8.1 ± 0.2 ‰ and -59 ±
0.9‰, respectively (Figure 4.13c). The majority of peat within Mesocosm 3 was
repacked with peat from Upsala, Ontario with a 17 cm undisturbed peat layer at the top.
The upper portion of the M3 column sat in the upper chamber of BESM operated at 60 %
relative humidity and 16 °C air temperature for more than 4 months. Over this time the
repacked peat water was subjected to evaporation and was replenished with tap water
from time to time. Preferential loss of 16O and H during evaporation leaves the remaining
water enriched in 18O and D, with a greater enrichment in 18O relative to D. Hence, the

δD and δ 18O values of peat water sampled from the 40 cm and 50 cm depths of M3 plot
are shifted to the right as compared to M1 and M4. The narrow distribution of δ18O
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values (-4.3 ± 0.2 ‰) of the pore waters from the upper layers (40 and 50 cm depth) of
M3 suggest that the pore waters are well mixed (Figure 4.13b).

Figure 4.13. δ18O vs δD plot of water samples collected in saturated zones of M1, M3
and M4 during first freezing run. The global meteoric water line is also shown for
comparison. Note that the frozen layer was enriched only in Deuterium and the shift seen
in Mesocosms 3 and 4 reflect enrichment in Deuterium with time.
Soil waters sampled throughout the freezing run from the 60 cm depth of the
active layer in all Mesocosms plot above the meteroic water line in Figure 4.13. These
waters contain a small proportion the deuterium tracer from the proxy permafrost layer.
Throughout the experiment the δ18O values of these waters are similar to tap water (δ18O
= -7.8 ± 0.8‰ for M1 and -8.2 ± 0.3 ‰ for M4) or slightly evaporated tap water (δ18O = 113

5.2 ± 0.2 ‰ for M3) . The δ18O values of the 60 cm pore waters in M3 (δ18O = -5.2 ± 0.2
‰) are lower than found in the uppper layers of the column. Given that the δ18O values
of water at 60 cm were less enriched than water in the overlying layers, this could also
suggest mixing between an evaporated water with δ18O values typical of shallower depths
(δ18O = -4.3 ‰) and the ice that formed on the top of the frozen layer before the
remaining peat was added to the Mesocosm (δ18O = -5.4 ‰ in M3). Likwise the
absecence of a 18O-depleted Arctic precipitation signal in the 60 cm depth of M1 could
suggest an increased concentration of tap water pooling at this depth during initial peat
saturation, or mixing between the residual Arctic pore water, tap water and water from
the proxy permafrost layer (δ18O = -3.3 ‰). It is not unreasonable to assume that tap
water added during the experimental set up would pool at the bottom (60 cm) of the
active layer as the pore waters from the 50 cm depth that plot on the MWL have a greater
proportion of tap water than the pore water at 40 cm depth (Figure 4.13a).
Figure 4.14 shows the time series of the δD values of peat water at various depths
for M1, M3 and M4. Water within all three Mesocosms was enriched in deuterium at 60
cm at the beginning of the experiment. This is most likely the result of mixing of lower
pore waters with the ice layer on the top of the frozen layer (ice δ18O = -1.3 to +2.4 ‰;
δD = 502 to 621 ‰). Over the length of the experiment a large variability with no clear
trend in δD values was observed for the mixing zone (60 cm depth) of M1 (Figure 4.14a).
Hence, for this study, the presence of deuterium enrichment in the pore water at 50 cm in
the active layer will be considered most indicative of vertical water movement from the
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transition zone. The variations in δD values at a given depth likely resulted from pore
water heterogeneity, and variable water movement, as sampling occurred in different
regions within the mixing zone. In M1, the δD values of pores water in the 50 cm depth
are also enriched at the beginning of the experiment, but do not evolve with time.
However, it is difficult to infer if water from the transition zone moved to shallower
layers in M1 over time or if the elevated δD values result only from heterogeneity caused
by mixing between the original pore waters and the ice above the proxy permafrost when
the peat was layered. Mesocosm 3 had the highest deuterium enrichment in the mixing
zone (60 cm) and the enrichment increased with time. Yet no appreciable change in δD
values can be seen at 40 cm and 50 cm depths, expect for the last sample of pore water
collected from 50 cm depth when the peat was thawing. In contrast, there is a constant
upward trend in increasing δD values observed at 50 cm in M4. M4 had warmer proxy
permafrost (-0.45 ºC) during the first freezing run. This could have resulted in higher
liquid water content in the transition zone with more water moving upward through the
mixing zone and higher. The increase in δD values of pore waters at 50 cm depth during
the thaw period in this Mesocosm also suggest that at least some water moved towards
the higher depths from the transition layer (Figure 4.14c). A mass balance calculation
using the average δD values of pore waters from the 50 cm depth that plot below the
MWL for that Mesocosm as the original pore water values and the δD values of the
frozen layer pore water values, suggests that this reflects an average of 0.5%, 3.1% and
2% of water contributed from the proxy permafrost layer to the 50 cm depth in M1, M3
and M4, respectively, over the length of the experiment. This is negligible amount of
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water and therefore it appears that the transition zone contribution is not important. This
means that the saturated layer above the proxy permafrost layer plays the most important
role in water redisdribution during soil freezing.

Figure 4.14. Time series of δD signatures of water sampled within the saturated zones of
M1, M3 and M4. Please note the different scales on y-axis. Data points after 70 days
represent water sampled during thawing period.

4.3.5. Soil temperature and frost propagation
Figure 4.15 shows the isothermal maps for all four Mesocosms plotted from
temperature measurements during the second freezing run. Bi-directional freezing, with a
relatively fast moving downward and a slower moving upward freezing front, can be
observed in all four Mesocosms. The freezing front propagates faster and deeper in upper
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dry ~35 cm of M2 due to minimal latent heat release. Freezing slows down considerably
below this depth due to relatively high saturation and latent heat effects. Strong thermal
gradients can be seen near surface in the wetter M1, M3 and M4 Mesocosms indicating
presence of high amounts of water near the freezing front. In all four Mesocosms, the
frost propagation is controlled by competing roles of thermal conductivity, heat capacity
and latent heat. The slow progression of the freezing front in M2 below the upper 30 cm
is due to a combination of latent heat, and low thermal conductivity owing to drier peat
and higher air volume relative to M1, M3 and M4. The role of thermal conductivity in the
ground heat removal can be seen from the difference in ground heat flux (from heat flux
plates) observations between Mesocosms M2 and M3 (Figure 4.16a). It can be seen that
the heat removed from the saturated Mesocosm M3 is consistently higher than from the
dry M2. Most water in Mesocosms M1, M3 and M4 freezes around ~2000 hours (Figure
4.6a) after which the freezing front propagates deeper and at a higher rate. The critical
effect of latent heat on soil temperature can be seen from the shape of isolines in Figure
4.15. Almost all water appears to freeze after approximately 1700 hours in all
Mesocosms. Around this time, the isolines suddenly become vertical indicating that latent
heat is no more contributing to a zero curtain effect. Thus, latent heat plays a significant
role in keeping the soil warm for very long periods during freezing, yet higher water
contents result in colder horizons at depth owing to higher thermal conductivity and
lower heat capacity during late freezing periods.
The effect of differences in sub-surface thermal properties on near surface thermal
regimes can be seen from comparison between the Mesocosms with colder (M1) and
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warmer (M4) proxy permafrost. Figure 4.16b shows the time series of temperature
changes of near surface depths in these Mesocosms. Both M1 and M4 were variably
saturated throughout the depth with water tables located at 42 cm and 26 cm below the
ground surface at the start of freezing. Mesocosm 4 was relatively wetter than M1 in the
upper 10 cm when freezing commenced, and had a warmer proxy permafrost (-0.35 ºC)
than M3 (-0.88 ºC). Although both Mesocosms were subjected to the same air
temperature in the lower chamber, the differences in temperatures of the proxy
permafrost were probably due to differences in water contents. The colder proxy
permafrost resulted in a greater ice content in M1 compared to soils at similar depths in
M4. The comparison of temperature at similar depths in these two Mesocosms reveal that
the temperature time series of M4 always lags M1 in reaching the -0.08 ºC line (freezing
point for these two Mesocosms). A higher ice content in M1 resulted in a higher thermal
conductivity and lower heat capacity than M4 and thus results in quicker heat loss.
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Figure 4.15. Isolines of equal temperature across depth and time for (a) M1, (b) M2, (c)
M3 and (d) M4.

119

Figure 4.16. (a) Observed ground heat flux in fully saturated M3 and dry M2 (at the start
of freezing), and (b) Temperature time series for near surface sensors in Mesocosms M1
and M4. Note that the differences in time intervals.
The results of this study are used to describe the evolution of frost table
topography for a peat plateau through a simple conceptual model (Figure 4.17). The
model is hypothetical, but it provides a useful framework for discussion. At the onset of
winter, the organic active layer resembles a variable moisture landscape with regions of
full saturation under the topographic depression, low moisture content (at the top with a
dry surface layer), and relatively wetter unsaturated zone below the dry surface layer and
under the mound. The water table more or less resembles the surface topography. When
the air temperatures drop below freezing, the freezing front migrates at variable rates in
the different regions. The rate of migration in early winter is maximum in the dry surface
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layer because there is very little moisture to slow down the descend (Figure 4.17b). In
comparison the rate of freezing front movement is slowest under the topographic
depression where peat is fully saturated. Water from the regions just above the water
table moves upward in response to the pressure head gradient created between the colder
and warmer regions drawing the water table downward. Water also moves in form of
vapour during this period, however liquid water movement under pressure head gradients
is possibly the dominant process of water movement in initial periods. As the winter
progresses, so does the freezing front drawing more water from regions of higher
saturation creating a continuous zone of increased saturation just below it (Figure 4.17c).
Much more water is accumulated behind the freezing front in regions where the initial
water content in unsaturated zone was relatively high (e.g., under the mound higher rate
of water flow is shown by longer arrow). This happens because of the higher hydraulic
conductivity of the wetter unsaturated zones as compared to the drier ones. In
comparison, the initially dry surface layer remains on lower side of saturation because the
low hydraulic conductivity in this layer slows down the upward movement of water
beyond its interface with the wetter unsaturated zone underneath. By mid-winter (Figure
4.17d), there is no more a saturated unfrozen zone on the entire peat plateau. The entire
plateau is unsaturated because of freezing induced water redistribution or partial freezing
of soil water. The soil moisture migration (liquid + vapour) towards freezing front
continues from areas where there is still substantial liquid water. As the water
accumulating behind the freezing front freezes, it also retards the movement of the
freezing front (Figures 4.17c and 4.17d). The rate of descend still is slowest below the
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topographic depression and the mound where maximum water is accumulating behind the
freezing front. By mid to late winter (Figures 4.17e and 4.17 f), most of the water behind
the freezing front is frozen, except under the topographic depression and the mound.
Elsewhere on the peat plateau, the downward freezing front movement accelerates. By
this time, freezing induced water movement has slowed down considerably except near
the depression where larger effects of temperature on soil matric potential (because of
higher ice content than elsewhere) and initially high hydraulic conductivity still result
into comparatively higher rate of upward water redistribution. As most water freezes
behind the freezing front, the front migrates much more rapidly owing to increased
thermal conductivity and lower release of latent heat. By the end of winter most water
redistribution stops and the entire soil profile is now below freezing temperatures with
warmest temperatures occurring at depths. The significant water movement upwards in
early to mid, late-mid winter periods results into a continuous saturated frozen layer near
surface of varying thickness. The thickness is minimum below the dry surface layer and
maximum below the topographic depression and the mound. This saturated frozen layer
creates a near impermeable frost table near surface with variable thickness of unsaturated
zone above it. As spring arrives and snow melts, runoff takes place in different modes in
different regions of the peat plateaus. There is unimpeded infiltration into the dry surface
layer with lowest ice content. The infiltrating water runs off down-slope along the
topography of the frost table through the subsurface. Near the topographic depression and
the mound, where the impermeable surface is flush with ground surface, most snowmelt
runoff takes place as overland flow along the topographic slopes.
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Figure 4.17. Conceptual model describing freezing induced water redistribution and frost
propagation inside an organic active layer on a peat plateau (a) onset of winter, (b) early
winter, (c) early-mid winter, (d) mid winter, (e) and (f) mid-late winter, and (g) end of
winter and spring runoff. Variable moisture landscape made up of regions with deeper
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unsaturated zones plus dry surface layer (zone of lower hydraulic conductivity) and
shallow water table with wetter unsaturated zone (zone of higher hydraulic conductivity)
result into variable amount of freezing induced moisture movement and different rates of
freezing front movement.

4.4.

Conclusions and implications
Four peat Mesocosms with different initial moisture contents were subjected to

freezing to study the impact of soil water content on soil freezing characteristics, freezing
induced soil water redistribution, and frost penetration. Water movement from the proxy
permafrost transition layer to the active layer during freezing was studied using
deuterium tracer in the water originating from the proxy permafrost-active layer transition
zone.
It appears that most water in the partially frozen transition zone remains
immobile, and therefore negligible amount of water is contributed form the deeper
sources during the freezing of active layer. There appears to be very little effect of initial
soil moisture on soil freezing characteristics of peat. This implies that liquid water
content in frozen peat has a fixed value for each temperature at which the liquid and ice
phase are in equilibrium, regardless of the amount of ice present. A single freezing curve
can be derived, regardless of initial soil moisture. This simplifies the temperature-liquid
water content parameterization required for numerical studies. Initial moisture profiles
seem to control the amount of water moving upwards by influencing the hydraulic
conductivities in unsaturated soils. Substantial water redistribution appears to have taken
place within the active layer during its freezing. This suggests that in favorable conditions
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the water moving from deeper depths under temperature gradients, with
“complementary” contribution from preceding over-winter melt events, could be
sufficient to raise the upper surface of frozen saturated soil within upper 10 cm zone.
Effects of temperature and phase change on soil matric potential appear to be the primary
cause behind the movement of water towards the freezing front in initial freezing periods,
while vapour movement from warmer wetter regions towards colder drier regions also
appears to play a role in water movement. Initial water content in the surface layer (~10
cm) appears to control the amount of ice and location of the zone where maximum ice is
formed near the surface. It appears that if there is a relatively thick dry layer, then water
moving towards the freezing front from below is accumulated relatively at a deeper depth
as compared to if the surface layer was moist. Also, the ice content in a dry surface layer
would be much lower than a relatively wetter surface layer. This has implications in the
timing and mode of runoff during the initial thaw period because an initially dry surface
layer would result into unimpeded higher infiltration.
The frost movement in the four Mesocosms with different initial moisture content
shows that frost propagation in frozen soils is controlled by a combination of latent heat
and thermal properties of the peat-air-water-ice system. Latent heat governs the frost
propagation for a long time during freezing because of high water contents in peat. Once
water in peat is frozen, higher thermal conductivity and lowered heat capacity of frozen
peat-ice system helps in faster movement of the frost front. Climate change scenarios
predict shorter periods of snow cover in northern latitudes (Serreze et al., 2000; IPCC,
2007). This will increase the rate of freezing of peat pore water. If the peat contains
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substantial water at the onset of winter, then this might lead into deeper frost depths.
Mean annual air temperature and rainfall in the northern hemisphere are also predicted to
increase (Serreze et al., 2000; IPCC, 2007). A system with competing dynamics of frost
penetration due to longer ground exposure to winter air temperatures and overall higher
annual mean air temperature forcing deeper permafrost appears to be a possible scenario.
This study demonstrates that soil moisture profiles at the onset of winter play an
important role in modulating the hydraulic and thermal properties of peat and therefore
affecting the frost induced water redistribution and frost propagation during the freezing
of active layer. The results of this study will help in understanding, and ultimately
forecasting, the seasonal freeze-thaw hydrologic response of wetland-dominated terrain
underlain by discontinuous permafrost. Further research through numerical modeling and
laboratory work involving experimental design similar to that of this study is required to
understand the exact impacts of the competing dynamics driving the water and heat
movement in frozen peat.
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CHAPTER 5. A COUPLED CELLULAR AUTOMATA
MODEL FOR HEAT AND WATER FLOW IN
VARIABLY WETTED SOILS
5.1.

Introduction
Incorporating soil freeze-thaw processes in land-surface schemes is important for

detailed simulations of hydrological processes. Models with fully formulated frozen soil
simulation modules do a better job of simulating soil temperatures and soil water storage
(e.g., Luo et al., 2003; Wang et al., 2010). Zhang et al. (2008) categorized the frozen soil
models into three broad classes: empirical and semi-empirical, analytical, and numerical
physically-based. Empirical and semiempirical algorithms relate ground thawing-freezing
depths (GTFD) to surface temperature by observation based coefficients (e.g., Quinton
and Gray, 2001; Anisimov et al., 2002). Analytical algorithms are specific solutions to
heat conduction problems. These algorithms ignore volumetric heat removal and water
redistribution towards the freezing front. Stefan’s formula (Stefan, 1889 as cited by
Aldrich and Paynter, 1966), modified Berggren equation (Aldrich and Paynter, 1966) and
Hayashi’s modified Stefan’s algorithm (Hayashi et al., 2007) are examples of analytical
algorithms. Numerical physically-based algorithms simulate ground freezing by solving
the Richard’s equation and the complete energy equations using numerical methods. This
class of models are the most accurate for both GTFD (Zhang et al., 2008) and coupled
heat and water movement as used in water balance studies (e.g., Wang et al., 2010).

A variety of models solve the coupled Richard’s and energy equations for
unsaturated frozen/unfrozen soils using the finite difference (e.g., Harlan, 1973; SHAW
model by Flerchinger and Saxton, 1989; SOIL model by Jansson, 1998; HYDRUS by
Simunek et al. 1998 and Hansson et al., 2004), finite element (e.g., Guymon and Luthin,
1974; Guymon et al., 1993) and finite volume (e.g., Engelmark and Svensson, 1993;
Painter, 2010) schemes. However, mathematical models for simulating freeze-thaw
processes along with coupled heat and water transport in soils remain under development
and refinement (e.g., Hansson, 2004; Dall’Amico, 2010). The problem of coupled heat
and water transport along with phase change is traditionally solved by Harlan’s method
(Harlan, 1973). In Harlan’s approach it is assumed that there is analogy between heat and
water movement in unfrozen- and frozen unsaturated saturated soils. In other words, soil
drying in unfrozen soils and soil freezing in frozen ground are assumed to be similar
processes with exception of latent heat during phase change. The temperature induced
potential gradient is assumed to be the major driving force behind mass movement and
Clausius-Clapeyron equation is used to convert from temperature to soil matric potential
assuming zero ice gauge pressure. Although the use of Clausius-Clapeyron equation has
not been fully verified for its limitations, studies have experimentally verified its
suitability in most cases (e.g. Williams, 1967). Traditional numerical methods solve
Richard’s equation as a diffusion equation, wherein the diffusivity term has no clear
physical meaning. Further as argued by Mendicino et al. (2006) and Orlandini (1999) for
the case of unsaturated soils, the solution of the diffusion equation using finite difference,
element or volume methods requires fine discretization in time and space making the
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models computationally expensive for large-scale systems. Consequently, it becomes
increasingly necessary to find alternative numerical solutions that, under the aegis of the
underlying physical phenomena, allow us to increase the spatial and temporal domain of
simulations with acceptable computational performance (Mendicino et al., 2006).
The objective of this paper is to present a more intuitive approach towards
simulation of coupled heat and water transport in soils with phase change. In this study,
heat and mass transfer equations for unsaturated soils are solved in conjunction with mass
balance governed by freeze-thaw using coupled cellular automata. The corresponding
phase change is handled based on a total energy balance inclusive of sensible and latent
heat components. In a two step approach similar to that of Engelmark and Svensson
(1993), the phase change is brought about by the residual energy after sensible heat
removal has dropped the temperature of the system below freezing point. Knowing the
amount of water that can freeze, the change in soil temperature is then modeled by
integrating along the soil freezing curve. However, the system is modeled in terms of the
empirically observed heat and mass balance equations (Fourier’s heat law and
Buckingham-Darcy equation). Coupled cellular automata have not yet been explored to
simulate coupled heat and water transport in unsaturated porous media. The model was
validated against the analytical solutions of (1) heat conduction problem given by
Churchill (1972), (2) analytical solution for steady state convective and conductive heat
transport in unfrozen soils given by Stallman (1965), (3) analytical solution of unilateral
freezing of a semi-infinite region given by Lunardini (1985), (4) the experimental results
for freezing induced water redistribution in soils of Mizoguchi (1990) as cited by
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Hansson et al. (2004), and (5) the experimental results for freezing induced water
redistribution and soil temperature of Jame and Norum (1980).

5.2.

Cellular automata
Cellular automata (CA), as first described by von Neumann in 1948 (von

Neumann and Burks, 1966), describe the global evolution of a system in space and time
based on predefined set of local rules (transition rules). Cellular automata are able to
capture the essential features of complex self-organizing cooperative behaviour observed
in real systems (Ilachinski, 2001). The basic premise involved in CA modeling of natural
systems is the assumption that any heterogeneity in the material properties of a physical
system is scale dependent and there exists a length scale for any system at which material
properties become homogeneous (Hutt and Neff, 2001). This length scale characterizes
the construction of the spatial grid cells (elementary cells) or units of the system. There is
no restriction on the shape or size of the cell with the only requirement being internal
homogeneity in material properties. Having mentioned that, CA models can be made
scale-invariant (Schaller and Svozil, 2009). One can then recreate the spatial description
of the entire system by simple repetitions of the elementary cells. The local transition
rules are results of empirical observations and are not dependant on the scale of
homogeneity in space and time. The traditional differential equation approaches do not
work for very large discretizations in space and/or time because they try to simulate
second order partial differential equations which can only be developed from these first
order empirical laws under the assumption of continuity of the physical and material
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properties. Moreover, the discretization needs to be over a grid spacing much smaller
than the length scale of the system. The CA approach is not limited by this requirement
and is better suited to simulate spatially large systems at any resolution, if the
homogeneity criteria at elementary cell level are satisfied (Ilachinski, 2001; Parsons and
Fonstad, 2007). Cellular automata represent a large class of exactly computable models
since everything is discrete with no limitations imposed by system heterogeneities,
anisotropy and non-linearity. In fact, in many highly non-linear physical systems such as
those describing critical phase transitions in thermodynamics and statistical mechanical
theory of ferromagnetism, discrete schemes such as cellular automata are the only
simulation procedures as most analytical methods fail (Hoekstra et al., 2010). In most
complex problems, the efficiency of the cellular automata is much higher than any
classical method, since the use of cellular automata decreases the level of dissipation of
local information within the system (Hoekstra et al., 2010). Solving differential equations
requires computationally expensive and often unstable inversion schemes (Parsons and
Fonstad, 2007) which are not required in the CA approach. The unnatural mathematical
separation of the boundary and internal cells in the FEM/FDM approaches is also not
required in the CA approach as already stated. Finite-difference or finite-element
techniques require simplifying assumptions in order to solve complex systems (Parsons
and Fonstad, 2007). The traditional numerical schemes are not well suited for complex
systems wherein simplified assumptions are not possible, e.g., in case of perturbation
analysis (Ilachinski, 2001). Because behaviour of such complex systems can generally be
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obtained only through explicit simulations, CA approach is well suited to model such
systems since it is a forward time stepping method.
Cellular automata approach also has its share of limitations as any other numerical
scheme. It is common knowledge that explicit algorithms are not unconditionally
convergent and hence given a fixed space discretization, the time discretization cannot be
arbitrarily chosen. This makes the CA approach computationally expensive for very large
simulation times. However, all numerical schemes become computationally expensive for
complex systems and systems with large spatio-temporal scales. Another limitation of the
CA approach was thought to be the need for synchronous updating of all cells for
accurate simulations. This assumption is proven to be too strict and CA models can be
made asynchronous (Hoekstra et al., 2010). It is known that an asynchronous CA for a
particular task is more robust and error resistant than a synchronous equivalent (Hoekstra

et al., 2010).
The following section describes a 1D CA in simplified, but precise mathematical
terms. It is then explained with an example of heat flow (without phase change) in a
hypothetical soil column subjected to a time varying temperature boundary condition.

5.2.1. Mathematical description
Let Sti be a discrete state variable which describes the state of the ith cell at time
step t. If one assumes that an order of N elementary repetitions of the unit cell describe
the system spatially, then the complete macroscopic state of the system is described by
the ordered Cartesian product S t1 ⊗ S t2 ⊗ ... ⊗ S ti ⊗ ... ⊗ S tN at time t. Let a local transition
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rule ϕ be defined on a neighbourhood of spatial indicial radius r, ϕ:

S ti −r ⊗ S ti − r +1 ⊗ ... ⊗ S ti + r → S ti+1 where i ϵ [1+r, N-r]. The global state of the system is
defined by some global mapping, χ: S t1 ⊗ S t2 ⊗ ... ⊗ S ti ⊗ ... ⊗ S tN → Gt where Gt is the
global state variable of the system defining the physical state of the system at time t.
Given this algebra of the system, Gt+1 is given by

(( ) ( )

( )

( ))

Gt +1 = χ φ ωt1 ⊗ φ ωt2 ⊗ ... ⊗ φ ωti ⊗ ... ⊗ φ ωtN ,

(5.1)

where ωti = S ti −r ⊗ S ti −r +1 ⊗ ... ⊗ S ti + r . The quantity r is generally called the radius of
interaction and defines the spatial extent on which interactions occur on the local scale. In
the case of the 1D CA, the only choice of neighbourhood which is physically viable is the
standard von Neumann neighbourhood (Figure 5.1).

138

(r=1)
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(r=3)
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Figure 5.1. One dimensional cellular automata grids based on von Neumann
neighbourhood concept. How many neighbours (grey cells) interact with an active cell
(black) is controlled by indicial radius (r).

5.2.2. Physical description based on heat flow problem in a hypothetical soil
column
The mathematical description of the 1D CA can be understood in more physically
intuitive terms using an example of CA simulation of heat flow in a soil column of length

Lc and a constant cross sectional area. The temperature change in the column is driven by
a time varying temperature condition applied at the top. It is assumed that no physical
variation in the soil properties exist in the column at length intervals smaller than ∆x
(homogeneity resolution). Each cell in the 1D CA model can therefore be assumed to be
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of length ∆x with a constant cross sectional area equal to that of the column, and the
column can be discretized using Lc/∆x number of elementary cells. To simulate the
spatio-temporal evolution of soil temperature in the column, an initial temperature for
each elementary cell has to be defined. To study the behaviour of the soil column under
external driving (time varying temperature), a fictitious cell is introduced at the top
and/or the bottom of the soil column and subjected to time varying temperatures. This is
analogous to the imposition of a Dirichlet boundary condition in traditional FEM/FDM
numerical simulations. The transition rules need to be defined now. Once the transition
rules of heat exchange between neighbours are defined, the fictitious boundary cells
interact with the top and/or bottom cells of the soil column as any other internal cell
based on the prescribed rules and the predefined temperature time series. Although the
same set of rules govern interaction among all cells of the column, heat exchange cannot
affect the temperature of the fictitious cells as that would corrupt the boundary condition.
This is handled by assigning infinite specific heats to the fictitious cells. This allows
evolution of the internal cells and the boundary cells according to the same mathematical
rules / empirical equations. This is unlike the unnatural separation of the differential
equations and boundary conditions in FEM/FDM approach. This constitutes a very
important but subtle difference between the CA approach and the FDM/FEM schemes.
The preceding mathematical description of the CA algebra is based on the assumption
that the state variable defining each cell is discrete in space and time. But soil
temperatures are considered to be continuous in space and time. The continuous
description of the soil temperature can be adapted to the CA scheme by considering small
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time intervals over which the temperature variations are not of interest and hence for all
practical purposes can be assumed constant. Conditions for convergence of the numerical
temperature profile set an upper limit on the size of this time interval for a given value of

∆x. Therefore, once the length scale of homogeneity ∆x in the system and the local
update rules have been ascertained, the CA is ready for simulation under the given initial
and boundary conditions. Equation (5.2), which is analogous to Fourier’s heat law
without the convection term, and Equation (5.3) would be the local update rules for this
simple case of heat flow in a soil column (without phase change) driven by time varying
temperatures at the top. The meaning of the terms used in the mathematical description of
CA can be now explained with respect to the heat flow simulation for the hypothetical
soil column: S ti is the temperature of the ith cell at time t, r=1, ϕ is a sequential
application of Equations (5.2) and (5.3) describing heat loss/gain by a cell due to
temperature gradients with its two nearest neighbours and temperature change due to the
heat loss/gain, respectively, and χ is the identity mapping.

5.3.

Coupled heat and water transport in unsaturated soils
The algorithm developed for this study simultaneously solves the heat (sensible

and/or latent due to phase change) and water mass conservation in the same time step.
The one-dimensional heat transport in unsaturated soils can be given by the heat balance
equation

qh = λnc ⋅

(Tn − Tc )
+ C w ⋅ Tn ⋅ q f ,
lc

(5.2)
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where qh is the heat flux (J s-1 m-2) for a given cell, T is cell temperature (°C), λ is the
effective thermal conductivity of the cell (J s-1 m-1 °C-1), l is the length of cell (m), Cw is
volumetric heat capacity (J m-3 °C-1) of water, qf is fluid flux causing convective heat
transfer (e.g., rate of infiltration), and subscripts c and n refer to the cell and its active
neighbour. Effective thermal conductivity can be calculated using one of the popular
mixing models (e.g., Johansen, 1975; Campbell, 1980). If the second term on the RHS is
neglected, Equation (5.2) becomes Fourier’s empirical heat law. The empirical
relationship between heat flux from Equation (5.2) and resulting change in cell
temperature (∆Tc) is given as

qh = Cc ⋅ ∆Tc ,

(5.3)

where Cc (Jm-3°C-1) is the effective volumetric heat capacity of a cell and is given by

Cc = Cwθ w + Ciθ i + Csθ s + Caθ a ,

(5.4)

where θ is volumetric fraction (m3m-3) and subscripts w, i, s, and a represent water, ice,
soil solids and air fractions.
The mass conservation equation in 1D can be written as

ρw ⋅

∆Θ
+ ρ w ⋅ qw + ρ w ⋅ S s = 0 ,
∆t

Θ = θw +

ρi
θi ,
ρw

(5.5)

(5.6)

ρ is density (kg m-3), Θ is the total volumetric water content (m3 m-3), qw is the
Buckingham-Darcy flux (ms-1), and Ss is sink/source term. In unfrozen soils, θi = 0 and Θ
= θw.
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Buckingham-Darcy’s equation is used to describe the flow of water under
hydraulic head gradients wherein it is recognized that the soil matric potential (ψ) and
hydraulic conductivity (k) are functions of liquid water content (θw). The dependency of

ψ and k on θw can be expressed as a constitutive relationship. The constitutive
relationships proposed by Mualem-van Genuchten (van Genuchten, 1980) defining ψ(θw)
and k(θw) are used in this study
1
1

n
m −1
(
)
S
e


,
ψ (θ w ) = 

(5.7)

α

2

0 .5

k (θ w ) = K s ⋅ (S e )

Se =

1 m
 

⋅ 1 − 1 − (S e ) m   ,
 
 

(5.8)

θw −θr
,
η −θr

(5.9)

where θr (m3 m-3) is the residual liquid water content, η (m3 m-3) is total porosity, Ks (m s1

) is the saturated hydraulic conductivity, and α (m-1), n and m are equation constants

such that m = 1−1 n . For an elementary cell in a 1D CA model, the Buckingham-Darcy
flux in its simplest form can be written as

q w = k nc (θ w ) ⋅

(ψ n −ψ c + z c − z n )
,
lc

(5.10)

where z is the elevation and knc represents the geometric mean of hydraulic conductivities
of the cell and its active neighbour. In this study, phase change and associated
temperature change is brought about by integrating along a soil freezing curve (SFC).
SFC’s can be defined because the liquid water content in frozen soils must have a fixed
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value for each temperature at which the liquid and ice phases are in equilibrium,
regardless of the amount of ice present (Low et al., 1968). Soil freezing curves for
different types of soils developed from field and laboratory observations between liquid
water content and soil temperature have been widely reported (e.g., Anderson and
Morgenstern, 1973; Staehli et al., 1996; Quinton and Hayashi, 2008). van Genuchten’s
model (van Genuchten, 1980) can be used to define a SFC (Equation 5.7), wherein ψ(θw)
is replaced with T(θw), and n, m and α (°C-1) are equation constants.

5.4.

The coupled CA model
Figure 5.2 shows a flow chart describing the algorithm driving the coupled CA

code. Let the subscript j denote the present time step. The thermal conduction and
hydraulic conduction modules represent two different algorithms that calculate the heat
flux (qhj) and water flux (qwj) respectively. In essence, the thermal conduction and
hydraulic conduction codes run simultaneously and are not affected by each other in the
same time step. Hydraulic conduction is achieved by applying Equation (5.10) to each
elementary cell using the hydraulic gradients between it and its immediate neighbours
(r=1). Similarly, Equation (5.2) is used to calculate the heat flux between each
elementary cell and its immediate neighbours using the corresponding thermal gradients.
The change in mass due to the flux qwj is used to obtain change in pressure head (∆ψj)
from ψj(θw) relationship. The updated value of total water content is then used to update
the volumetric heat capacity (C) of each cell (Equation 5.4). The updated value of C is
used as input to the energy balance module along with computed heat flux qhj. This
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represents the first stage of coupling between hydraulic and thermal processes. The
energy balance module computes the total change in ice and water content due to phase
change, and the total temperature change (∆Tj) due to a combination of thermal
conduction and phase change.

START

Boundary
conditions (BC)

Inputs

END

While
t ≤ tend

YES

NO

Calculate
k(θw), λ, C

Update BC

YES
Calculate ∆t

Hydraulic
Conduction
Module

∆qw, ∆ψ

Thermal
Conduction
Module

Update
Θ, h

NO

∆qh

Update
C

Heat Balance
Module

Update T, C,
Θ, h, θa

BC(t)

RECORD
updated profiles

∆TFT, ∆TTC
∆θw,I, ∆ψFT

Figure 5.2. Flow chart describing the algorithm driving the coupled CA code. Subscripts
TC, HC and FT refer to changes in physical quantities due to thermal conduction,
hydraulic conduction and freeze-thaw processes respectively. Hydraulic conduction and
thermal conduction are two different CA codes coupled though updating of volumetric
heat capacity and the freeze-thaw module to simulate the simultaneous heat and water
movement in soils.
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The energy balance module is explained using an example of a system wherein
the soil temperature is dropping and phase change may take place if cell temperature
drops below freezing point of pure water (Tfw = 0°C). Inside the energy balance module,
the change in temperature (∆Tj) is calculated using Equation (5.3) and values of C and qhj
assuming that only thermal conduction takes place. If the computed ∆Tj for a given cell is
such that Tj+1 ≥ Tfw, then water cannot freeze; cell temperatures are updated without phase
change and the code moves into the next time step. In the approach of this study, phase
change and associated temperature change can occur if and only if the present cell
temperature (Tj) and water content (θwj) represent a point on the soil freezing curve
(SFC). This point along the SFC (Figure 5.3) is defined here as the critical state point
(Tcrit, θwcrit). If ∆Tj gives Tj+1 < Tfw for any cell, then freezing point depression along the
SFC accounts for change in temperature due to freeze-thaw. The freezing point
depression or Tcrit is defined for the cell by comparing the cell θwj with the SFC.
However, the coupled nature of heat and water transport in soils perturbs the critical state
from time to time, e.g., when freezing induced water movement towards the freezing
front or infiltration into frozen soil leads to accumulation or removal of extra water from
any cell. In such a case, qhj needs to be used to bring the cell to the critical state. This may
require thermal conduction without phase change (Tcrit > Tj) or freezing of water without
temperature change (Tcrit < Tj). This process gives us an additional change in temperature
or water content which is purely due to the fact that the additional water accumulation
disturbs the critical state. This is another and a more fine print form of coupling between
heat and water flow. Because of the above consideration to perturbation of critical state
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caused by additional water added/removed from a cell, infiltration into frozen soils during
the over-winter melt events or during the spring melt events need no further
modifications to the process of water and heat balance.
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Figure 5.3. Graphical description of the phase change approach used in this study. The
curve is a soil freezing curve for a hypothetical soil. The change in water content (dθw)
due to qresj is used to determine Tnew by integrating along the SFC (Equation 5.11).
If qhj is such that a cell can reach critical state and still additional heat needs to be
removed, then the additional part (qresj) is used to freeze water. Freezing of water leads to
change in the temperature of the cell such that


∆q resj
min θ w ,

Lf


 Tnew
 = dθ w ,
 ∫
 Tcrit

(5.11)
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where Tnew is the new temperature of the cell (Figure 5.3). If the change in water content
due to freezing is such that θwj = θr, then no further freezing of water can take place and
qresj is used to decrease the temperature of the cell using Equation (5.3) and updated value
of C (i.e., after accounting for change in C due to phase change). The soil thawing case is
exactly similar as described above; the only dissimilarity is that a different SFC may be
used if hysteric effects are observed in SFC paths as observed in studies by Quinton and
Hayashi (2008), and Smerdon and Mendoza (2010). If the cell temperature is above
freezing temperature, the matric potential is calculated using Equation (5.4). For cell
temperatures below freezing point, the water pressure (matric potential) can be
determined by the generalized Clausis-Clapeyron equation by assuming zero ice gauge
pressure

Lf ⋅

∆T
= g ⋅ ∆Ψ ,
T + 273.15

(5.12)

where Lf is the latent heat of fusion (334000 J kg-1), T is the cell/soil temperature (°C),
and g is acceleration due to gravity (9.81 m s-2). At the end of the energy balance
calculations temperatures of all cells are updated using the ∆Tj computed in energy
balance module. Water content for each cell is updated by considering the change due to
freeze/thaw inside the energy balance module and qwj. Hydraulic conductivity of each cell
is updated (Equation 5.8) using the final updated values of water content. Pressure and
total heads in each cell are updated considering water movement (Equation 5.7) and
freezing/thawing (Equation 5.12). The volumetric heat capacity of each cell is updated
one more time (Equation 5.4) to incorporate the changes due to freeze/thaw inside the
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energy balance module. Thermal conductivity of each cell is updated using a mixing
model (e.g., Johansen, 1985). This completes all the necessary updates and the model is
ready for computations of the next time step.

5.5.

Verification
The coupled CA model was tested for simultaneous heat and water transport in

frozen and unfrozen soils using three analytical and two experimental examples.

5.5.1. Comparison with analytical solutions
5.5.1.1.

Heat transfer by pure conduction

The ability of the CA model to simulate pure conduction under hydrostatic
conditions was tested by comparison to the analytical solution of one-dimensional heat
conduction in a finite domain given by Churchill (1972). A soil column with total length
(Lc) of 4 m was assumed to have different initial temperatures in its upper (Tu = 10°C)
and lower (Tl = 20°C) halves (Figure 5.4a). The system is hydrostatic at all times and
there is no flow. At the interface, heat conduction due to the temperature gradient will
occur until the entire domain reaches an average steady state temperature of 15 ºC. The
analytical solution as given by Churchill (1972) can be expressed as

  ( 2 n − 1) ⋅ π  2  λ   
 ( 2n − 1) ⋅ π ⋅ z 
2 ∞ ( −1) n −1

 ⋅ exp − 
T ( z , t ) = Tu ⋅ 0.5 + ∑
⋅ cos
 ⋅   ⋅ t 

π n =1 2n − 1
L
L
C



c
c



 
  ,


(5.13)


  ( 2n − 1) ⋅ π   λ   
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The parameters used in analytical examples for Churchill (1972), and CA code are given
in Table 5.1. There is excellent agreement between the analytical solution and the CA
simulation (Figure 5.4b).

Symbol

Parameter

Value

η

porosity

0.35

λ

bulk thermal conductivity

2.0 W m-1 °C-1

Cw

volumetric heat capacity of water

4174000 J m-3 C-1

Cs

volumetric heat capacity of soil solids

2104000 J m-3 C-1

ρw

density of water

1000 kg m-3

ρs

density of soil solids

2630 kg m-3

l

length of cell

0.01 m

t

length of time step in CA solution

1 second

Table 5.1. Simulation parameters for heat conduction problem. Analytical solution for
this example is given by Equation 5.13 as per Churchill (1972).
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Figure 5.4. (a) Initial temperature distribution along a perfectly thermally insulated 4 m
long soil column. (b) Comparison between the analytical solution given by Churchill
(1972) and coupled cellular automata model simulation. Lines represent the analytical
solution and symbols represent the CA solution for time points as shown in the legend.

5.5.1.2.

Heat transfer by conduction and convection

Stallman’s analytical solution (Stallman, 1965) to the subsurface temperature
profile in a semi-infinite porous medium in response to a sinusoidal surface temperature
provides a test of the CA model’s ability to simulate one dimensional heat convection and
conduction in response to a time varying Dirichlet boundary.
Given the temperature variation at the ground surface described by

 2 ⋅π ⋅ t 
T ( z 0 , t ) = Tsurf + A ⋅ sin
,
 τ 

(5.14)
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the temperature variation with depth is given by

 2 ⋅π ⋅ t

T ( z, t ) = Ae−α ⋅z ⋅ sin
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(5.17)

where A is the amplitude of temperature variation (°C), Tsurf is the average surface
temperature over a period of τ (s), T∞ is the initial temperature of soil column and
temperature at infinite depth, and qf is the specific flux through the column top.
The parameters used in analytical examples for Stallman (1965), and CA code are
given in Table 5.2. The coupled CA code is able to simulate the temperature evolution
due to conductive and convective heat transfer as seen from the excellent agreement with
the analytical solution (Figure 5.5).
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Depth (m)

0.0

0.5

CA Solution
6 Hours
12 Hours
18 Hours
24 Hours

1.0

Stallman (1965)
6 Hours
12 Hours
18 Hours
24 Hours

1.5
14

16

18

20

22

24

26

Temperature (°C)
Figure 5.5. Comparison between analytical (Stallman, 1965) and coupled CA model
steady state solutions for conductive and convective heat transfer. The soil column in this
example is infinitely long, initially at 20 °C, and upper surface is subjected to a sinusoidal
temperature with amplitude of 5 °C and period of 24 hours.
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Symbol

Parameter

Value

η

porosity

0.40

λ

bulk thermal conductivity

2.0 Wm-1°C-1

Cw

volumetric heat capacity of water

4174000 J m-3°C-1

Cs

volumetric heat capacity of soil solids

2104000 J m-3°C-1

ρw

density of water

1000 kg m-3

ρs

density of soil solids

2630 kg m-3

l

length of cell

0.01 m

t

length of time step in CA solution

1 second

qf

downward specific flux

4 × 10−7 ms-1

τ

period of oscillation of temperature at the ground

24 hours

surface
A

amplitude of the temperature variation at the

5°C

ground surface
Tsurf

average ambient temperature at the ground surface

20°C

T∞

ambient temperature at depth

20°C

Table 5.2. Simulation parameters for predicting subsurface temperature profile in a semiinfinite porous medium in response to a sinusoidal surface temperature. The analytical
solution to this one dimensional heat convection and conduction problem in response to a
time varying Dirichlet boundary is given by Equations 5.14-5.17 as per Stallman (1965).
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5.5.1.3.

Heat transfer with phase change

Lunardini (1985) presented an exact analytical solution for propagation of
subfreezing temperatures in a semi-infinite, initially unfrozen soil column with time t.
The soil column is divided into three zones (Figure 5.6a) where zone 1 is fully frozen
with no unfrozen water; zone 2 is ‘mushy’ with both ice and water; and zone 3 is fully
thawed. The Lunardini (1985) solution as described by McKenzie et al. (2007) and is
given by following set of equations
Mushy Zone
Phase change

Completely Frozen
No phase change

(a)

Unfrozen

X1(t)

T0= 4°C

Tf = 0°C
Tm= -1, -4°C
Freezing front

Ts= -6°C

X(t)

(b)

3

-3

Water content (m m )

0.20
0.15
0.10

(Tm = -4 °C)
(Tm = -1°C)

0.05
0.00

0

-1

-2

-3

-4

-5

Temperature (°C)

Figure 5.6. (a) Diagram showing the setting of Lunardini (1985) three zone problem.
Equations 5.18, 5.19, and 5.20 are used to predict temperatures in completely frozen zone
(no phase change and sensible heat only), mushy zone (phase change and latent heat +
sensible heat), and unfrozen zone (sensible heat only) respectively. (b) Linear freezing
function used to predict unfrozen water contents for two cases used in this study (Tm = 1°C and Tm = -4°C).
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where T1, T2, and T3 are the temperatures at distance x from the temperature boundary for
zones 1, 2, and 3 respectively; T0, Tm, Tf, and Ts are the temperatures of the initial
conditions, the solidus, the liquidus, and the boundary respectively; D1 and D3 are the
thermal diffusivities for zones 1 and 3, defined as λ1/C1 and λ3/C3 where C1 and C3, and λ1
and λ4 are the volumetric bulk-heat capacities (Jm-3°C-1) and bulk thermal conductivities
(Wm-1°C-1) respectively of the two zones. The thermal diffusivity of zone 2 is assumed
to be constant across the transition region, and the thermal diffusivity with latent heat, D4,
is defined as:

D4 =

λ2
 γ d L f ∆ξ  ,

C2 + 



(5.21)

 T f − Tm 
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where γd is the dry unit density of soil solids, and ∆ξ = ξ1 – ξ3 where ξ1 and ξ3 are the ratio
of unfrozen water to soil solids in zones 1 and 3 respectively. For a time t in the region
from 0 ≤ x ≤ X1(t) the temperature is T1 and X1(t) is given by:
X 1 (t ) = 2ϑ D1t

,

(5.22)

and from X1(t) ≤ x ≤ X(t) the temperature is T2 where X(t) is given by:
X (t ) = 2γ D4 t

,

(5.23)

and for x ≥ X(t) the temperature is T3. The unknowns, ϑ and γ, are obtained from solution
of the following two simultaneous equations
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,

(5.25)

The verification example based on Lunardini (1985) analytical solution used in
this study is the same as used by McKenzie et al. (2007). Lunardini (1985) assumed the
bulk-volumetric heat capacities of the three zones, and thermal conductivities in each
zone to be constant. It was also assumed for the sake of the analytical solution that the
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unfrozen water varies linearly with temperature. As stated by Lunardini (1985), if
unfrozen water varies linearly with temperature then an exact solution may be found for a
three zone problem. Although this will be a poor representation of a real soil system, it
will constitute a valuable check for approximate solution methods. The linear freezing
function used in this study is shown in Figure 5.6b and the parameters used in Lunardini
(1985) analytical solution are given in Table 5.3. The excellent agreement between the
analytical solution and coupled CA model simulations (Figures 6a and 6b) for two
different cases of Tm shows that the model is able to perfectly simulate the process of heat
conduction with phase change.

Analytical

CA simulation

4

(a)
12 hours

2

Temperature (°C)

(b)
12 hours

0

24 hours

24 hours

-2

-4

-6

0

20

40

60

80

100 0

Distance (cm)

20

40

60

80

100

Distance (cm)

Figure 5.7. Comparison between analytical solution of heat flow with phase change
(Lunardini, 1985) and coupled CA model solutions for heat transfer with phase change.
Lunardini (1985) solution is shown and compared with CA simulation for two cases (a)

Tm = -1°C and (b) Tm = -4°C (Table 5.3, Figure 5.6).
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Symbol

Parameter

Value

η

porosity

0.20

λ1

bulk thermal conductivity of frozen zone

3.464352 Wm-1°C-1

λ2

bulk thermal conductivity of mushy zone

2.941352 Wm-1°C-1

λ3

bulk thermal conductivity of unfrozen zone

2.418352 Wm-1°C-1

C1

bulk-volumetric heat capacity of frozen zone

690360 J m-3°C-1

C2

bulk-volumetric heat capacity of mushy zone

690360 J m-3°C-1

C3

bulk-volumetric heat capacity of unfrozen zone

690360 J m-3°C-1

ξ1

fraction of liquid water to soil solids in frozen zone

0.0782

ξ3

fraction of liquid water to soil solids in unfrozen zone

0.2

l

length of cell

0.01 m

t

length of time step in CA solution

1 second

Lf

Latent heat of fusion

334720 Jkg-1

γd

dry unit density of soil solids

1680 kgm-3

Ts

surface temperature at the cold end

-6°C

Tm

temperature at the boundary of frozen and mushy

-1°C, -4°C

zones
159

γ*

equation parameter estimated using Equations 5.24,

1.395, 2.062

5.25

ϑ*

equation parameter estimated using Equations 5.24,

0.0617, 0.1375

5.25

T0

initial temperature of the soil column

4°C

* values taken from McKenzie et al. (2007)

Table 5.3. Simulation parameters for predicting subsurface temperature profile with
phase change in a three zone semi-infinite porous medium. The analytical solution to this
one dimensional problem with sensible and latent heat zones is given by Equations 5.185.25 as per Lundardini (1985).

5.5.2. Comparison with experimental data
Two verification cases with laboratory data on water redistribution in frozen soils
and soil temperature are described below. First one is the case used by Hansson et al.
(2004) wherein only water redistribution results are compared with the CA solution. The
second example is by Jame and Norum (1980) wherein both water redistribution as well
as temperature results are compared with the CA solution. In both cases the soil physical
properties were assumed to be unaffected by the freezing process (in reality porosity
could change due to freezing, but this aspect is not dealt with in this thesis as there was
no data for such measurements and also out of scope of the current validation exercise).

Case I: Hansson et al. (2004) describe laboratory experiments of Mizoguchi (1990) in
which freezing induced water redistribution in 20 cm long Kanagawa sandy loam
columns was observed. The coupled CA code was used to model the experiment as a
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validation test for simulation of frost induced water redistribution in unsaturated soils.
The experiments described in Hansson et al. (2004) are briefly discussed first. Four
identical cylinders, 8 cm in diameter and 20 cm long, were packed to a bulk density of
1300 kgm-3 resulting into total porosity of 0.535 m3m-3. The columns were thermally
insulated from all sides except the tops and brought to uniform temperature (6.7 °C) and
volumetric water content (0.33 m3m-3). The tops of three cylinders were exposed to a
circulating fluid at −6°C. One cylinder at a time was removed from the freezing apparatus
and sliced into 1 cm thick slices after 12, 24, and 50 hours. Each slice was oven dried to
obtain total water content (liquid water + ice). The fourth cylinder was used to precisely
determine the initial condition. The freezing induced water redistribution observed in
these experiments was simulated using the coupled CA code. Parameters used were:
saturated hydraulic conductivity of 3.2×10−6 ms-1 and van Genuchten parameters α = 1.11
m-1, n =1.48. The hydraulic conductivity of the cells with ice was reduced using an
impedance factor = 2. Thermal conductivity formulation of Campbell (1985) as modified
and applied by Hansson et al. (2004) was used. In their simulations of the Mizoguchi
(1990) experiments, Hansson et al. (2004) calibrated the model using a heat flux
boundary at the top and bottom of the columns. The heat flux at the surface and bottom
was controlled by heat conductance terms multiplied by the difference between the
surface and ambient, and bottom and ambient temperatures, respectively. Similar
boundary conditions were used in the CA simulations. The value of heat conductance at
the surface was allowed to decrease nonlinearly as a function of the surface temperature
squared using the values reported by Hansson et al. (2004). The heat conductance
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coefficient of 1.5 Wm-2°C-1 was used to simulate heat loss through the bottom. Hansson
and Lundin (2006) observed that the four soil cores used in the experiment performed by
Mizoguchi (1990) were quite similar in terms of saturated hydraulic conductivity, but
probably less so in terms of the water holding properties where more significant
differences were to be expected. Such differences in water holding capacity would result
in significant differences in unsaturated hydraulic conductivities of the columns at
different times during the freezing experiments. The simulated values of total water
content agree very well with the experimental values (Figure 5.8). The region with sharp
drop in the water content indicates the position of the freezing front. There is clear
freezing induced water redistribution, which is one of the principal phenomena for
freezing porous media and is well represented in the coupled CA simulations.
Mizoguchi’s experiments have been used by number of researcher for validation of
numerical codes (e.g., Hansson et al., 2004; Daanen et al., 2007; Painter et al., 2010). In
comparison, the CA simulation shows a much better agreement for total water content as
well as for the sharp transition at the freezing front.
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Experimental (Mizoguchi, 1990)
0

(b)

(a)

Simulated
(c)
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Figure 5.8. Comparison of total water content (ice + water) between experimental
(Mizoguchi, 1990 as cited by Hansson, 2004) and coupled CA model results: (a) 12
hours, (b) 24 hours, and (c) 50 hours.

Case II: Jame and Norum (1980) report laboratory experiments involving freezing of
partially saturated, 30-cm-long column oriented horizontally and packed with #40 silica
flour. The column was thermally insulated on sides, sealed so that no water escapes, and
initially unfrozen and partially saturated with liquid water. At the start of the experiment,
the temperature at one end was lowered, while the other end was held at the initial
temperature. Total water content (ice + liquid) and temperature was measured as a
function of space and time using gamma ray attenuation and thermocouples respectively.
One of the tests is used here for verification of the coupled CA code. In this test, the
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temperature was initially 4.2°C and the initial volumetric water content was 0.15 m3 m-3.
The cold end temperature was -5.9°C. The CA simulations used experimental conditions
and silica flour parameters as reported by Jame (1977) and Jame and Norum (1980). The
thermal conductivity of solids of 8.54 Wm-1°C-1 reported by Jame (1977) was used.
Thermal conductivity formulation of Johansen (1975) was used after calibrating it with
the thermal conductivity versus saturation data reported by Jame and Norum (1980). The
soil freezing curve reported by Jame (1977) was used and was defined by van
Genuchten’s model using α = 9.95 °C-1, n =2.78, and porosity of 0.49. Saturated
hydraulic conductivity of 1.92×10−5 ms-1 (Painter, 2010) and impedance factor of 4.5
(Jame and Norum, 1980) was used. Figure 5.9a shows the comparison between the
observed and simulated total (ice + liquid) water content for 6, 24, and 72 hours. Figure
5.9b shows the comparison between observed and simulated temperature profiles for the
same times. There is fair agreement between the CA simulation and the experimental
results (Figure 5.9). The freezing front location and temperatures are simulated with good
agreement. Simulated total water content is fairly good as well, except for the 72 hours
time point in the lower half of the column. It must be noted that Jame and Norum (1980)
reported problems in the initial conditions as well as the evolution of surface temperature
in first 6 hours. To account for these issues, they ran the simulations separately for first 6
hours and then again for the time period between 6 hours and 72 hours using the results
of first simulation as the initial conditions for the remaining period. This was not done in
the CA simulations. The value of saturated hydraulic conductivity is also not clearly
known. In addition, as pointed out by Engelmark and Svensson (1993), the reported
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boundary conditions for this experiment are probably not exact. These factors are the
likely reasons for some of the deviation of modelled values from experimental results.
Despite these limitations, this example shows that the CA code simulates the shape of the
freezing front and the freezing induced water redistribution to a fair degree of accuracy
and forms a second validation case using experimental data.

Figure 5.9. Comparison between experimental (Jame and Norum, 1980) and coupled CA
model. (a) Total water content (ice + liquid water) and (b) temperature.
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5.6.

Conclusions
Coupled heat and water transport in partially saturated soils (frozen/unfrozen) has

been developed by means of coupled cellular automata where local laws governing the
automata interaction are based on physically based rules. The modeling uses a one
dimensional CA structure wherein two cellular automata models simulate water and heat
flow separately and are coupled through an energy balance module. In terms of
performance, the model has been verified for heat flow due to pure conduction,
conduction with convection, and conduction with phase change using analytical
solutions. The simulations show excellent agreement with analytical solutions. The
highly non-linear problem of coupled water and heat flow in unsaturated freezing soils
was successfully verified with experimental data. For the phase change case, the model
uses a simple heat balance approach with interactions between elementary cells based
purely on empirical equations (e.g., Fourier’s heat law) and observed constitutive
relationships (e.g., soil freezing characteristics). Use of physically non-intuitive terms
such as diffusivity is completely obviated and latent heat term is handled using a more
intuitive energy balance approach instead of the apparent heat capacity as commonly
used. The model is innovative because it uses coupled parallel running CA models to
simulate two different processes, solves the coupled heat and water movement problem
through a direct discrete approach, and verified against a wide range of analytical and
experimental comparisons.
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CHAPTER 6. CONCLUSIONS AND FUTURE
RESEARCH RECOMMENDATIONS
6.1.

General conclusions
Study of coupled heat and water transport in frozen soils is crucial to increase the

understanding of active layer freezing and thawing processes. It is important to
understand the effects of individual factors that affect the hydrological processes in
permafrost areas in order to be able to better quantify and predict water resources of these
regions. This is also important for prediction of the effects of climate change on the
continuous and discontinuous permafrost regions. Study of such individual factors can be
achieved by studying their effects in isolation in field or laboratory experiments.
Hydrological studies in the Sub-Arctic are often discontinued, or relegated to field
sensors, in winters due to logistical constraints. It is generally difficult to separate the
influence of individual climatological and hydrological factors even when winter field
observations are carried out. Correlating these factors is critical to improving
hydrological model predictions. Carrying out fundamental process focused research in a
controlled laboratory environment can help fill in critical knowledge gaps created by field
accessibility limitations. Permafrost studies targeted at soil freeze-thaw, and associated
biogeochemical and hydrological responses, require innovative laboratory setups to
realistically replicate field conditions. It is further important to develop and test simpler
numerical modeling methods based on field and laboratory experiments. Numerical
models play an important role in situations where analytical descriptions of the observed
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phenomena cannot be directly observed. For example, future effects of climate change
cannot be observed, but can be predicted and studied using computer models. Therefore,
there is a lot of benefit in developing and testing numerical models.
The research presented in this dissertation makes original contributions in heat
and water transport studies of an organic active layer:
(1) Accurate vadose zone soil water content measurement is a critical requirement in
coupled heat and moisture transport studies. Chapter 2 presents a detailed time domain
reflectometry calibration for undisturbed peat samples. Past studies for peat report highly
variable TDR calibrations, and suggest differences in origin of organic matter, degree of
decomposition and bound water for such variability. This study shows that bound water
appears to have minimal impact on calibration because of its negligible volumetric
fraction owing to low bulk densities of peat. Increased volumetric air fraction at the same
water content values attributed to high porosity of peat makes the empirical-TDR
calibration models of mineral soils inapplicable in peat. Maxwell-De Loor’s four-phase
mixing model based on physical properties of the multi-phase soil system can efficiently
simulate the effect of increased air volume and varying soil temperature on the TDR
calibration in peat.
(2) In Chapter 3, an innovative experimental setup with a permafrost layer that underlies
an active freeze-thaw zone is discussed and successfully evaluated for its ability to
maintain one-dimensional change in soil moisture and temperature profiles. The setup
allows physical simulation of effects on active layer heat and water transport processes
one climatological factor at a time. The successful validation of the experimental setup is
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a proof of concept for the unique two-level walk in environmental chamber specifically
designed for permafrost studies.
(3) The freezing experiments on four Mesocosms held at different initial moisture content
profiles are presented in Chapter 4. The effects of soil moisture dependant hydraulic
conductivity and thermal properties of the active layer on soil water redistribution and
freezing front propagation were studied. Soil water movement towards the freezing front
(from warmer to colder regions) was inferred from soil freezing curves and from the total
water content of frozen core samples collected at the end of freezing cycle. A significant
amount of water redistribution, enough to raise the upper surface of frozen saturated soil
within 15 cm of the soil surface at the end of freezing period, takes place towards the
freezing front. Effects of temperature on soil matric potential appear to be primary cause
for such movement as seen from analysis of soil freezing curves. Frost propagation is
controlled by latent heat in the initial freezing periods, while thermal conductivity and
heat capacity control the rate of frost migration once the majority of water is frozen. A
simple, hypothetical conceptual model was developed based on the knowledge gained
from the experiments discussed in Chapter 4 to discuss frost propagation and soil water
redistribution in active layer on peat plateaus assuming variable moisture landscape at the
start of winter.
(4) A one-dimensional model based on coupled cellular automata (CA) approach is
developed and presented in Chapter 5. The model is based on heat and water balance to
simulate heat and water flow in unsaturated soils. Buckingham-Darcy’s law and Fourier’s
heat law are used to define the local interactions for water and heat movement
174

respectively. Phase change is handled by integrating along the experimentally determined
soil freezing/moisture curve obviating the use of apparent heat capacity term. The 1D
model is successfully tested by comparing with analytical and experimental solutions. A
natural and simplified implementation of hydro-thermal coupling through synchronized
heat and water balance makes this model a suitable candidate for more complicated 3D
land surface schemes where complex coupling rules might be needed. The simulation of
highly non-linear process of heat and water transport in soil (with and without phase
change) using CA shows that the empirical laws can be directly used in computer models,
thereby allowing a more natural evolution of the complex systems and obviating the need
for expression of the system in non-observable terms (in this case diffusivity and apparent
heat capacity were not used).
Overall understanding water movement towards freezing front is crucial to
understanding the processes that control runoff from peat plateaus underlain by
permafrost. Such understanding is crucial to water budget studies in the Arctic region. It
appears from work done in this study that both inter-winter snowmelt and freezing
induced water redistribution play a role in setting up of the impermeable frozen layer
within upper 15 cm. With predicted warming and shortened, warmer winter scenarios for
the future in the Canadian Arctic (IPCC, 2007), this could all change. In a warmer
climate drainage through the subsurface could slow down as water may percolate deeper
in absence of an impermeable frozen layer. It is not possible to make a generalized
statement on the resilience of Canadian wetlands to climate change based solely on the
experiments conducted in this thesis. However, it appears from this study that latent heat
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effects would play a critical role in both freezing and thawing in modulating the response
to climate change. A controlled freezing and thawing run simulating warmer climates
would have been ideal for furthering our knowledge. More laboratory work using field
representative boundary conditions in the upper chamber are required. In addition,
numerical simulations using a wide range of scenarios are required to understand the
local effects of climate change in Canadian sub-Arctic. Thus, it is critical to continuing
the laboratory work as well as the development of the Cellular Automata model presented
in this thesis.

6.2.

Future research recommendations
The research presented in this thesis answers some questions, while opening up

demand for further research into quite a few aspects related to water and heat movement
in organic soils:
It is important to further study the effects of temperature on soil matric potential
in peat. This is important since the change in matric potential is because of several
factors. Given ice content is one of the factors and ice content can vary over a very wide
range in peat because of high total porosity, it is more crucial to study how the matric
potential is affected in peat at temperatures below freezing. It is especially important to
study the applicability of the generalized Clausius-Clapeyron equation (CCE) in peat
soils in order to increase the faith in numerical models. This is crucial given the large
pore size of peat and wide variety of pore size and geometry associated with pore
structure. It is important to concentrate future efforts on studying the processes resulting
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into such movement and quantifying the contributions from liquid water and vapour
fluxes to total water movement.
It is observed that hydraulic conductivity plays an important role in water
movement in partially frozen, unsaturated peat. Hydraulic conductivity in frozen soils
must be measured in order to provide better parameterization for numerical studies. Using
soil water retention data to predict unsaturated hydraulic conductivity in peat could result
into serious errors (Price et al., 2008). A calibration phase of numerical models based on
manipulation of unsaturated hydraulic conductivity relationship is time consuming, and
because calibrated models are not strictly physically based, they cannot be trusted for
repeatability. Further research in developing methods to measure unsaturated hydraulic
conductivity of frozen soils is therefore necessary. One method in frozen peat would be to
conduct Mesocosm experiments with ability to measure total water content with time and
use the Buckingham-Darcy’s law to estimate hydraulic conductivity. However, again for
this approach first it is necessary to thoroughly validate the CCE so that the total water
content observed in Mesocosm experiments can be used along with CCE converted
potential gradients to estimate hydraulic conductivity in frozen soil.
There is a need to continue the Mesocosm experiments as presented in Chapter 4
to study freezing and thawing of organic active layer. For example, snow melt infiltration
into the highly porous peat surface layer during freezing needs to be studied in order to
understand the dynamics between the freezing induced water redistribution and overwinter snowmelt processes. A first idea to study this aspect could be to use different
thickness of snow packs on top of the mesocosms and subjecting the snow pack-peat
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system to freezing. Total water content needs to be measured at the end of freezing (e.g.,
by taking soil cores). Following this phase, the snow pack-peat system can be subjected
to thawing at similar air temperature and energy inputs from the light bank until the entire
snow pack has melted. The total water content needs to be determined again in the same
fashion in order to understand the differences in infiltration process. This is a primary
suggestion and can be modified to extract the essence of the snowmelt infiltration process
in frozen peat.
The cellular automata model presented in this thesis is a simple, but powerful
model since it is based on basic concepts and does not rely on any other methods to
simulate complex system of heat and water transport in soil. This model can be further
developed into a complete land surface scheme. There are recent examples of CA being
used in many hydrological studies to simulate processes, e.g., surface runoff (Parsons and
Fonstad, 2007), groundwater flow (Ravazzani et al., 2010), vadose zone water movement
(Mendicino, 2006). These experiences can be used to develop a complete 3D land surface
scheme capable of simulating surface and subsurface flows in a coupled model.
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APPENDIX
A1.

Description of peat corer

Figure A1. The corer assembly (all dimensions in cm, not to scale). A: sample holder
made out of fiber reinforced glass pipe material; B: bottom cap made out of same
material as A; C: push-in plastic fasteners to secure bottom cap to the sample holder; D:
alloyed carbon steel band saw blade; E: rotational head made of aluminum to facilitate
rotation of the corer assembly; F & G: steel rods used as levers for rotating the corer
assembly; H: quick release pins for quick mounting of rotational head on to the sample
holder.
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Figure A1 shows the line diagram and gives a short description of all the
components of the peat corer. Figure A2 shows a picture of the corer being used in the
field to sample peat cores.

Figure A2. Pear core sampling.
Peat cores were extracted at a field site located in the Scotty creek watershed,
Northwest Territories, Canada (61°18’N; 121°18’W). The site consists of closely spaced
matured varieties of Black Spruce, Tamarack Larch, Lodgepole Pine and White/Paper
Birch. The sampling areas were chosen such that the location is under the canopy yet
sufficiently away from the trees so that any major interference with strong tree roots is
avoided. The sampling procedure consisted of rotating the corer in the direction of cutting
edge of the band saw blade using the steel rods as levers. Four people are needed to rotate
the sampler and at the same time are required to apply downward pressure to advance the
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corer after cutting action is performed. Sampling in peat is relatively easy, more so when
the soil is wet, with less force required than in mineral soils. At the same time it is tricky
because if too much force is applied, the sample may compress beyond acceptable limits.
The corer was assembled by mounting the rotational head onto the sample holder.
The depth from the upper lever to the ground surface was recorded at the start and after
every rotation. If there was interference from stronger roots, the corer would experience
rotation without change in the depth of cutting. A long wood saw was used to cut around
the corer to free the blades stuck in such roots. We stopped rotating the corer any further
when the corer reached desired depth or if the blades hit frost table. At this stage an
access trench was dug on one side and a 5 mm thick bottom plate (60 cm diameter) was
forced below the blades to hold the sample inside the sample holder. The sampler was
then lifted by two people using the levers while the others held the plate in place. Once
out of the pit, the rotational head was removed and the sample holder, with the sample in
it, was laid horizontally on the ground. The bottom cap was carefully put on to the sample
holder keeping the blade in place. The cap was secured using push in fasteners and the
sample holder was made to stand upright and moved to a location from where it can be
airlifted.
Figures A3 and A4 show the sample surface with live vegetation when the
sampling was in progress, and the core bottom being detached from the permafrost at the
time of sample uplifting once the core was fully sampled. Four cores varying from 45 cm
to 70 cm in depth were sampled in one day. Observed compression was less than 10% for
all the cores. All four samples were packed in separate wooden boxes made to tightly fit
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the sample holder and airlifted from the field site to Fort Simpson, NWT from where they
were transported on a cargo plane to London, ON.

Figure A3. Sample surface with live vegetation at the time of sampling.

Figure A4. The core bottom being detached from the permafrost at the time of sample
uplifting once the core was fully sampled.
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A2.

Description of experimental setup
The base layer was packed using unprocessed catotelmic peat extracted near

Thunder Bay, ON Canada. In order to match the hydraulic conductivities of the deeper
peat layers, which were not directly sampled due to permafrost conditions, saturated
hydraulic conductivity tests were conducted. Constant head permeameter tests were run
on circular peat columns 12 cm long and 8 cm in diameter. These columns were prepared
by dividing the depth into eight layers of equal thickness and then packing them to same
density using wetted peat. The base layers in the experimental Mesocosms were then
prepared in the similar way as done for the columns used in saturated hydraulic
conductivity tests. Each layer was compacted by applying equal number of blows from a
6.60 kg, 25.4 cm x 25.4 cm tamper until the depth to attain required density was reached.
Figure A5 shows all the stages of setting up of the experiments with brief
explanations given in the caption. Time domain reflectometry probes were inserted into
the sample through rectangular holes made in the container walls and the neoprene liner.
This way there is no correction needed in the TDR calibration equation to include the
effects of the wall and neoprene combination. The line diagram (Figure A6) shows the
final setup with all components explained in the caption.
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Figure A5. Experimental setup. 1: Symmetrically loaded undisturbed frozen sample
being readied for insertion into EH; 2: Close-up of TDR probes inserted into the soil
through rectangular holes with aluminum plates around probe heads; 3: Temperature
probe inserted through male pipe adapter; 4: TDR probes, temperature probes and
sampling ports shown on three different drums; 5: All the four LDPE containers placed in
the upper chamber ready to be insulated from outside; 6: Completed and ready for
experiments.
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Figure A6. Line diagram showing the experimental setup. 1U: Upper level chamber of
the BESM; 1L: Lower level chamber of the BESM; 2: 65-70 cm deep unfrozen layer; 3:
35-40 cm bottom frozen layer (fully saturated before freezing); 4: TDR probes connected
to 11 through low-loss coaxial cables; 5: temperature probes connected to 11; 6: heat flux
plate; 7: LDPE container lined with neoprene from inside and insulated from outside; 8:
stand pipe for water level measurements; 9: weighing scale; 10: custom made stand to
support the entire experimental setup; 11: multiplexers and datalogger connected to a
personal computer.
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Figure A7. The external insulation housing and compressed air circulation around the
peat samples.
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