This paper presents the results of our studies regarding the applications of the neural networks to the propagation path loss prediction in indoor environment. The proposed model consists of a Generalized Regression Neural Network trained with measurements. The results of the prediction made by the proposed model showed a good agreement with the measurements.
I. Introduction
The basis for a propagation model may be either theoretical or empirical, or a combination of these two.
Theoretical propagation models allow recognition of the fundamental relationships that apply over a broad range of circumstances. They also allow definition of relationships that exist among any combination of input parameters. Empirical models models are derived from measurements and observations and offer a major advantage in# that all environmental influences are implicit in the result regardless of whether or not they can be separately recognized and theoretically studied.
Empirical models offer the opportunity to provide probabilistic descriptions of the propagation phenomena. The validity of empirical models is limited only by the accuracy with which individual measurements are made and by the extent to which the environment of the measurements adequately represents the physical environment in which the model is to be applied [I] .
Indoor radio propagation is a very complex and difficult radio propagation environment because the shortest direct path between transmit and receive locations is usually blocked by walls, ceilings or other Miranda Nafornita, Ioan Nafornita Department of Telecommunications, "Politehnica " University of Timisoara, Romania objects. Signals propagate along the corridors and other open areas, depending on the structure of the building. In modeling indoor propagation the following parameters must be considered: construction materials (reinforced concrete, brick, metal, glass, etc.), types of interiors (rooms with or without windows, hallways with or without door, etc.), locations within a building (ground floor, nlh floor, basement, etc.) and the location of transmitter and receiver antennas (on the same floor, on different floors, etc.) [I] . An alternative approach to the field strength prediction in indoor environment is given by prediction models based on artificial neural networks [2] - [ 5 ] .
The problem of field strength prediction is viewed as a function approximation problem consisting of a nonlinear mapping from a set of input variables containing information about the potential receiver onto a single output variable representing the predicted field strength.
The presented study develops a Generalized Regression Neural Networks model trained on extended data set of propagation path loss measurements taken in an indoor environment. The performance of the neural network model is evaluated by making a comparison between predicted and measured values based on the absolute mean error, standard deviation and root mean square error.
Neural Network Architecture
The Generalized Regression Neural Network is a neural network architecture that can solve any function approximation , problem. The learning process is equivalent to finding a surface in a multidimensional space that provides a best fit to the training data, with the criterion for the "best fit" being measured in some The outputs of the hidden layer nodes are multiplied with appropriate interconnection weights to produce
The selection of an adequate set of training examples is very important in order to achieve good generalization properties. The set of all available data is separated in two disjoint sets: training set and test set. The test set is not involved in the learning phase of the networks and it is used to evaluate the performances of the models [7] -[8].
The Measurements
The measurements used to build the neural network based model were performed in the 1890 MHz frequency band, at the Hellenic Telecommunication Organization premises following different scenarios. A detailed description of the measurement procedure can be found in [9] . Each floor of the building consists of a circular sector of 60 m in circumference located at the center of each floor and 3 branches departing from the circular sector, where at each branch there are one main long corridor, two short front corridors departing from the circular sector and another two short back corridors. The offices are flanked on both sides of the main corridor and of the two short back corridors, as shown in Figure 2 [9] .
Offices are in consecutive order and are separated by soft partitions. Measurements were done along the corridors and inside the offices, in all three branches. In every position of the receiver inside the offices about 10000 samples of the received power were recorded while the receiving antenna was rotating. The transmitting antenna was located always in the same sector of the eleventh floor in two different sites !(position: 1 or 2 in Figure 2 ). The base station antenna heights used were 2.2m, 2.6m and 2.7m. The measurements were performed using two different types of transmitting antenna: OMNI and directional. The receiving antenna was always an OMNI antenna
The presented study includes the single floor scenario and the procedure used to select the measurement data is described below. In order to train the neural network the measurements collected from two branches have been used: one branch where the transmitter was always located and only one of the branches adjacent to it. The fast fading was eliminated, in the case of longitudinal measurements (along the corridors), by averaging the measured received power using a 2h windowing 
Figure 2. The building topology and the transmitter positions
Following the filtering process of the measured data, more than 1400 measurement locations corresponding to the non-line-of-sight (NLOS) case were obtained.
The performance of the neural network model is evaluated by making a comparison between predicted and measured values based on the absolute mean error, standard deviation and root mean square error. The absolute error between the measured and predicted path loss is computed with: Ei = IpLneasured -pLpredicted ' I (6) where i represents the number of the measured sample. The absolute mean error is computed by:
where N is the total number of measured samples. The standard deviation is determined from the absolute error and the absolute mean error:
The RMS error is given by:
Results
In our study we consider the Generalized Regression Neural Networks, which are a kind of Radial Basis Network, often used for function approximation [7] .
As described in Section 2, the Generalized Regression Neural Network consists of two layers of nodes (excluding the input layer where the input data are applied): a hidden radial basis layer and an output linear layer. The outputs of the hidden layer units are of the form given by equation (1) and the weights for the hidden layer nodes are shown in equation (5) .
In the MATLAB implementation of this kind of neural networks, the centers of the Gaussian are chosen equal to the training input patterns, that is to say that the first layer has as many neurons as the number of input patterns. Each hidden node has an associate bias that plays the role of the variance of the Gaussian. The bias is set to a column vector of 0.8326/SPREAD, where SPREAD determines the distance of an input vector to a neuron's weight vector at which the Radial Basis Function will respond with an output of 0.5 [7] .
In practice, SPREAD should be large enough so that more than one node in the hidden layer of the Generalized Regression Network is responding with a nonzero output. On the other hand, SPREAD should not be large enough so that every node in the hidden layer is efficiently responding in the same, large area of the input space [6] . After the outputs of the hidden layers are determined, the weights from the hidden layer to the output layer are chosen to be equal to the desired (target) vectors.
In order to build the database necessary to train and test the neural network, 34 files containing measurement data (covering all five scenarios) from corridors were used, together with 41 measurement points corresponding to offices. All measurement points taken into account correspond to the non-line-ofsight (NLOS) case.
The inputs of the neural network are as follows: The output layer of the Generalized Regression Network consists of one neuron that provides the received power.
A data set of 289 patterns, that represents 20% from all available patterns, was used for training purpose. A set of 1155 patterns was used to test the model. In Table 1 are represented the absolute mean error, the standard deviation and the root mean square error obtained for training and test set, respectively by the proposed Generalized Regression Neural Network. In Figure 3 , is shown a comparison between predicted and measured values of the received power, in case of a particular route: the receiver being located in a different sector (from the transmitter), along the main corridor.
Penetration parameters
An empirical model corresponding to the NLOS situation, when the transmitter and the receiver antenna are on the same floor, is: The parameter L, depends on the type of the wall construction between the transmitter and the receiver and the angle of incidence of the transmitted wave.
In the case where more than one wall exists between the transmitter and the receiver, a detailed analysis is required to calculate the total loss (CL,).
Network over the Multilayer Perceptron model, about 0.15 dB in the RMS sense.
Conclusions
In this paper, the performances of the Generalized Regression Neural Networks used to predict the propagation path loss in indoor environment are investigated. The designed model was trained on data measurements collected in the 1890 MHz band. In contrast to well-known empirical models, high accuracy can be obtained, because the Neural Network is trained with measurements inside building and thus include realistic propagation effects and also consider parameters, which are difficult to include in analytic equations. The implementation of the proposed neural network model requires a database easy to obtain. The proposed model showed very good accuracy.
