Maintaining good mesh quality during the generation and re nement of unstructured meshes in nite-element applications is an important aspect in obtaining accurate discretizations and well-conditioned linear systems. In this article, we present a mesh-smoothing algorithm based on nonsmooth optimization techniques and a scalable implementation of this algorithm. We report mesh improvement results for twodimensional simplicial meshes that demonstrate the e ectiveness of this approach for a number of di erent test cases. We also show the scalability of the parallel algorithm on the IBM SP supercomputer and an ATM-connected network of SPARC Ultras.
Introduction
Unstructured meshes have proven to be an essential tool in the numerical solution of largescale scienti c and engineering applications on complex computational domains. A problem with such meshes is that the shape of the elements in the mesh can vary signi cantly, and this variation can a ect the accuracy of the numerical solution. For example, with twodimensional triangulations, classical nite element theory has shown that if the element angles approach the limits of 0 o and 180 o , the discretization error or the condition number of the element matrices can be negatively a ected 2, 7] .
Such poorly shaped elements are frequently produced by automatic mesh generation tools, particularly near domain boundaries. In addition, adaptive re nement techniques used during the solution of a problem tend to produce more highly distorted elements than were contained in the initial mesh, especially when the adaptation occurs along curved boundaries 9] To obtain high-quality meshes, often one must repair or improve the meshes before or during the solution process. This improvement should be based on an element quality measure appropriate for the particular problem being solved. Two mesh improvement techniques that have proven successful on sequential computers are face (edge) swapping and mesh smoothing. However, sequential mesh optimization methods are not appropriate for applications using parallel computers because: (1) the mesh is usually distributed across the processors, (2) the mesh may not t within the memory available to a single processor, and (3) a parallel algorithm can be much more e cient than a sequential version. For such applications, parallel algorithms for mesh improvement techniques are required, and in this paper we present an e cient and robust parallel algorithm for mesh smoothing.
We have organized the paper as follows. In Section 2, we brie y review previous work on mesh smoothing, present a formulation of the problem as a local, nonsmooth optimization problem, and summarize our approach. The parallel algorithm and theoretical results for correct execution and the parallel run-time bound are discussed in Section 3. In section 4, we present numerical results, obtained on the IBM SP and an ATM-connected network of SPARC Ultras, that demonstrate the scalability of our algorithm.
Local Mesh-Smoothing Algorithms
Mesh-smoothing algorithms strive to improve the mesh quality by adjusting the vertex locations without changing the mesh topology. Local smoothing algorithms adjust the position of a single grid point in the mesh by using only the information at incident vertices rather than global information in the mesh. One or more sweeps through the mesh are performed to improve the overall mesh quality. Thus, it is critical that each individual adjustment be inexpensive to compute.
Perhaps the most commonly used local mesh-smoothing technique is Laplacian smoothing 4, 11] . This approach replaces the position of a vertex v by the average of the positions of its neighbors. The method is computationally inexpensive, but it does not provide any mechanisms that guarantee improvement in element quality. In fact, the method can produce an invalid mesh containing elements that are inverted or have negative volume. An example showing how Laplacian smoothing can lead to an invalid mesh is shown in Figure 1 . Optimization{based smoothing techniques o er an alternative to Laplacian smoothing that can be inexpensive, can guarantee valid elements in the nal mesh, and can be e ective for a wide variety of mesh quality measures. In 6] and 5], we proposed an e cient, local smoothing algorithm based on nonsmooth optimization techniques that move the grid points in a manner guaranteed to maintain or improve mesh quality. Suppose x is the position of the vertex v, and let f i (x), i = 1; : : : ; n, be the set of element quality measures a ected by a change in x. For example, if we consider maximizing the minimum sine of dihedral angles in a three-dimensional mesh, each tetrahedron would have six function values, one for each edge of the tetrahedron. Thus, n would be the number of tetrahedra containing the vertex v multiplied by six.
The goal of the optimization approach is to determine the position x that maximizes the composite function (x) = min
For most quality measures of interest, the functions f i (x) are di erentiable. However, the composite function (x) has discontinuous derivatives wherever a change occurs in the active set (i.e., the set of functions that obtain the minimum value).
We solve this nonsmooth optimization problem using an analogue of the steepest descent method for smooth functions. The search direction s at each step is computed by solving a quadratic programming problem that gives the direction of steepest descent from all possible convex linear combinations of the gradients in the active set at x. The line search subproblem along s is solved by predicting the points at which the set of active functions will change based on the rst-order Taylor series approximations of the f i (x). Standard step acceptance and termination criteria are used to ensure a robust implementation. Experimental results demonstrating the e ectiveness of the optimization-based method compared with Laplacian smoothing for two and three-dimensional simplicial meshes are given in 5, 6] . The most e ective and e cient smoothing approach presented in those articles combined a variant of Laplacian smoothing with the optimization-based algorithm. In this technique, Laplacian smoothing is used as the rst step and is accepted if the local mesh is improved. The active value in the local mesh after this step is compared with a user-de ned threshold value. If the active value exceeds the threshold value the algorithm terminates; otherwise optimization-based smoothing is performed. Experiments showed that threshold values of 30 degrees in two dimensions and 15 degrees in three dimensions yield signi cant improvements to the meshes at a small computational cost. These results also showed that more than three sweeps of the mesh o er minimal improvements.
We note that similar optimization-based smoothing methods have been proposed by 1, 3, 12] for a variety of optimization procedures and mesh quality measures.
A Parallel Mesh-Smoothing Algorithm
In this section we present a framework for the correct implementation of local meshsmoothing algorithms on a parallel computer. To begin, consider the partitioning of a mesh across a parallel machine. We assume that the vertices of the mesh, V , are partitioned into disjoint subsets fV 1 ; : : :; V p g, where p is the number of processors and where processor j is responsible for the vertices V j . Based on this partitioning of V , we also assume that the elements of the mesh are distributed onto the processors of the parallel computer.
We rst consider the problem of coordinating information about the mesh between processors to ensure that the mesh is kept consistent during smoothing. As mentioned above, local techniques use information only at adjacent vertices in the mesh. In Figure 2 we show a typical vertex v and its adjacent set, adj(v). The vertices in the adjacent set are shown as solid circles in the gure. Only the quality of the elements containing v (shaded in the gure) are changed as the vertex v is moved. Vertices not adjacent to v (shown as un lled circles) and the quality of elements that contain these vertices are not a ected by a change in the location of v. Thus we can ensure that mesh is kept consistent by preventing two vertices u and v that are adjacent in the mesh, but on di erent processors from being simultaneously smoothed.
A set of mesh vertices that are not adjacent to each other is said to be independent. The basic approach for the parallel smoothing algorithm is to select an independent set, I, of mesh vertices, smooth these vertices in parallel, and then notify their neighbors, adj(I), of their new position so that the procedure can be repeated with a new independent set. This approach avoids any synchronization problems between processors.
To be more speci c, we can represent any of the local smoothing heuristics presented in the proceeding section as a function smooth() that, given the location of a vertex v and its neighbors adj(v), returns a new location for v. 1 We express the action of this function as new loc = smooth(v; adj(v)) (2) where new loc is the proposed new location of vertex v computed by the smoothing function.
In Figure 3 , we present an outline of the parallel algorithm that gives the correct implementation of mesh smoothing. We assume that each processor stores information about the vertices and their neighbors (i.e., processor i maintains current information about the location of V i and adj(V i )). If we assume, for the moment, that no communication is required to compute the independent sets, the only communication required is to update the neighbor information on di erent processors. These updates can be bundled into long messages to overcome the message start-up cost and achieve an e cient implementation. We now consider two methods for computing the independent sets; both of these methods achieve a scalable running time for bounded-degree meshes. A proof of the the correctness of the algorithm is given in 6].
We discuss two approaches for e ciently choosing the independent sets in parallel: (1) a vertex coloring method, and (2) a randomization scheme. The coloring method assumes that we have a coloring, , of the vertices, that is a labeling such that (v) 6 = (u) if u 2 adj(v). Clearly, vertices of the same color constitute an independent set and can be used for this purpose in the parallel algorithm. The second approach is based on the assignment of a distinct random number, (v), to each vertex. At each step in the algorithm, we choose an independent set I from S according to the rule given in 8]: v 2 I if (v) > (u) for u 2 adj(v) and u 2 S.
Both of these approaches have a provably fast running time under the PRAM computational model for bounded-degree graphs (suppose the vertex degree is bounded 1 Note that the smoothing function might require additional local information. For example, for nonisotropic problems the function may require the derivatives of an approximate solution at v and adj(v), or other speci c information about the elements that contain these vertices. However, this information is still local and can be included within this framework.
Determine S, the set of mesh vertices marked for smoothing While S 6 = ;
Choose an independent set I from S For each v by ). Meshes useful in nite-element calculations fall naturally into this class, since their spatial embedding allows for only local connections between vertices. Under this assumption, any greedy coloring heuristic requires no more than + 1 colors. Thus, the number of passes through the while loop in the smoothing algorithm is bounded by this constant. Using the randomized approach, one can show that the expected number of passes through the loop is bounded by EO( logjSj log logjSj ) 8]. The coloring approach yields a running time bound independent of the size of the graph being smoothed; however, the e cient parallel computation of this coloring requires the use of the randomized algorithm 8]. Therefore, the coloring approach is cost e ective only if it is used enough times to amortize the initial expense of computing the coloring (or is maintained for some other purpose, such as mesh re nement 10]). Since we typically use a small number of smoothing passes, the randomized approach is used in the experimental results presented in the next section. In addition, the randomized is more memory e cient because the color of each vertex, (v), must be stored, whereas the random numbers, (v), can be computed when needed.
We note that using the randomized approach does not require interprocessor communication. The seed given the pseudo-random number generator to determine (v) is based solely on its global number. Thus, the only communication required in the parallel smoothing algorithm is updating vertex positions on processors containing nonlocal neighboring vertices.
Experimental Results
To illustrate the performance of the parallel smoothing algorithm we consider two niteelement applications: (1) a scalar Poisson problem with a Gaussian point charge source, and (2) a linear elasticity problem. The meshes for these problems are generated by adaptive re nement, where elements are re ned by Rivara's bisection algorithm. The re nement indicator function is based on local energy norm estimates. The parallel adaptive re nement algorithm and the test problems are described in more detail in 10].
We compare two di erent smoothing approaches: one using the optimization-based smoothing only to one using the more targeted combined approach. For the combined approach, we rst compute the result given by Laplacian smoothing and check the resulting quality of the adjacent elements. If the quality of these elements is better than some threshold (in this case, no element angles are smaller than 30 o ) we do not compute the optimization-based step.
The experiments described below are designed to examine the scalability of the parallel smoothing algorithm. Therefore, for each problem we have adjusted the element error tolerances so that the number of vertices per processor remains roughly constant as the number of processors is varied. We feel that it is also important to examine the e ect of running the algorithm on di erent architectures and communication networks. Thus, the problems have been run both on a 128-node IBM SP system with a high-performance switch and on a network of 10 SPARC Ultras connected via an ATM network. Message passing is accomplished by using the MPICH implementation of MPI, in particular, the p4 device on the SPARC Ultra ATM network and the MPL device on the IBM SP. Table 2 Optimization-based smoothing results for the 2D linear elasticity problem for the IBM SP. In Tables 1 and 2 we summarize the experimental results for optimization-based smoothing for the Poisson problem and the linear elasticity problem on the IBM SP. For each of the di erent numbers of processors used, we show the maximum number of vertices assigned to a processor and the total number of vertices in the nal mesh. The goal was to have a sequence of problems for which the number of vertices per processor was roughly constant; however, these numbers do uctuate somewhat. The maximum smoothing time is the longest time taken by a processor during one smoothing pass through all the mesh vertices. The vertices smoothed per second is the average rate per processor that vertices are smoothed; if the smoothing algorithm scaled perfectly, these numbers would remain constant. The nal number, the imbalance ratio, is the ratio of the maximum time spent smoothing (not including the communication time) on a processor to the average time; if the time spent smoothing was perfectly balanced, this number would be 1.0. Plots comparing the average smoothing rates on processor as a function of the number of processors for the combined Laplacian and optimization-based approach (C) and the solely optimization-based approach (O) for both the IBM SP and the ATM-connected SPARC Ultra Network.
Max
In Figure 4 we compare the processor smoothing rate on the SP and the ATM-connected SPARC Ultra network for the two problem sets using the two di erent smoothing strategies. For the optimization strategy (the curves labeled O) all vertices are smoothed using the optimization-based approach. As one would expect, the combined approach can be much more e cient as is evident from the higher vertex smoothing rates shown in the gure.
An interesting e ect of the combined approach is that the smoothing computation becomes more intensive as the problem size increases. The reason is that a higher percentage of elements in the mesh require the optimization-based smoothing causing the smoothing costs to increase. Thus, the average number of vertices smoothed per second decreases and approaches the rate achieved by the optimization only approach. Table 3 Smoothing results for the 2D scalar Poisson problem for the ATM connected SPARC Ultras. We compare the optimization-based approach with a combined approach that uses Laplacian smoothing for high-quality elements. Table 4 Smoothing results for the 2D linear elasticity problem for the ATM-connected SPARC Ultras. We compare the optimization-based approach with a combined approach that uses Laplacian smoothing for high-quality elements. In Tables 3 and 4 we show the results for the scalar Poisson problem and the linear elasticity problem on the ATM-connected SPARC Ultra network. For the fully optimized case, the performance of the smoothing algorithm scales very well. For the combined approach, the elasticity examples scale well; however, with the Poisson problem, we again note that the processor workload shows imbalance.
