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ABSTRACT
The capacity of an intelligent agent to process complex patterns in signals such as language rests
heavily on the nature of the internal representation of the relevant information. Furthermore, the
acquisition of internal representation is an inherently closed-loop process in which an intelligent
agent enters into a conversation with its environment. The result is the construction of a neces-
sarily generative model of language, where semantics are grounded in an agent’s sensory-motor
experience by way of an associative memory. This work explores the mechanisms underlying
language acquisition by investigating the function and architecture of the neocortex, with the ul-
timate goal of understanding how mental states might arise from spiking activity.
In particular, we focus on the phenomenon of polychronization, which may be described as
the self-organization of a spiking neural network as a result of the interplay between network
structure, spiking activity, and synaptic plasticity. What emerges are groups of neurons exhibiting
time-locked patterns of spiking, reproducible spatio-temporal stamps consisting of the precisely
timed activations of their constituent neurons. At a high level, these polychronous neural groups
may be thought of as a form of temporal encoding of information within the network. We propose
that this representation is well suited to language acquisition, as it naturally resembles the spatio-
temporal patterns found in the speech signal, as well as other real-world signals. Toward this end,
we develop a supervised method for training a spiking neural network to learn and recognize pat-
terns that are relevant to language, such as those corresponding to phonetic primitives. We show
that even for a simplified model, the mechanism of polychronization is capable of processing and
representing such patterns, providing a basis for language acquisition in spiking neural networks.
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One of the most sophisticated facilities granted to us through our evolutionary history is our abil-
ity to acquire and use language. This platform for communication and coordination has enabled
both rapid and continued development and dispersal of information about the world between
individuals sharing a common language. Just as humans navigate through their environment,
language is a means of navigating within communities. Language, like cognitive function, does
not exist in isolation.
At the Language Acquisition and Robotics Laboratory, we aim to advance the development
of robots with the ability to learn and use natural language in a manner similar to humans. Not
only should the robot acquire language as a result of its interaction with the world, but it should
also be capable of expression in a pragmatic sense. That is, the robot’s understanding of language
will be learned concurrently with its other cognitive abilities of navigating in its environment. As
a result, our work is no longer simply about controlling a robot or methods of communication,
but about how they come together to produce intelligent behavior. In this synthesis our goal is
nothing less than the construction and explanation of a mechanical “mind”, of which language is
a consequence [1].
Historically, theories of mind and language have largely sidestepped biology with respect to
the construction of mathematical models. Rather, the systems constructed largely favored con-
temporary technologies, based on a popular metaphor (even through to this day) being that of a
computer. We see this intuition manifest itself in the Church-Turing thesis of “functional equiva-
lence”, forming the basis for what’s known as the strong theory of artificial intelligence (strong AI):
“the mind is a program running on the computer called the brain” [1]. With respect to human-like
intelligence, machines may be considered intelligent if they are able to compete indistinguishably
from humans in an “imitation game” [2]. Under this paradigm, the field of speech technology ex-
perienced a great deal of success in terms of recognition and synthesis of speech as well as parsing
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of various grammatical structure. Unfortunately, the early models were also limited in what they
could achieve, resulting from their treatment of language on a purely syntactic level. We posit,
furthermore, that incremental improvements with respect to these models will yield diminishing
returns, falling captive to the “first step fallacy” of predicting the ultimate success of a project from
its limited early successes [3].
Perhaps the most crucial aspect that is overlooked by traditional methods of natural language
learning is the sensory-motor feedback between a language user and its environment. This is the
process which enables the grounding of meaning of an otherwise arbitrary auditory signal to its
relevance in goal-directed behavior [4]. Under this perspective, imitation is no longer matching a
predefined set of orthographic symbols to auditory signals and vice-versa, even though that may
be a means to quantitatively observe performance. Instead, the problem becomes much more
complex in that a cognitive architecture capable of sensory-motor integration as it relates to the
usage of language is necessary. To this, Turing offers the following remarks:
“It can also be maintained that it is best to provide the machine with the best sense
organs that money can buy, and then teach it to understand and speak English. This
process could follow the normal teaching of a child. Things would be pointed out and
named, etc.” [2]
Such an analysis rests within the paradigm of cybernetics, which aims to bring together several
disciplines such as communication and control as they are realized both in machines and living
organisms [5]. Just as cybernetics may be applied to mechanical regulatory systems, such as a
thermostat operating through principles of negative feedback, so too may it be applied to complex
biological systems adapting to a changing environment, such as a human navigating through
unpredictable, potentially hostile territory.
Most importantly, the cybernetic paradigm brings to the forefront the notion of goals and the
ability of a system to achieve those goals. The former approaches the problem from a top-down
perspective, providing the driving forces behind behavior. The latter approaches the problem
from a bottom-up perspective, providing the underlying mechanisms enabling behavior. The
relationship between these two complementary perspectives is critical for our understanding of
how such a sophisticated behavior as language is realized with respect to its function.
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1.1 Natural Language Learning
What is the function of language? As stated in the opening, language is used as a platform for
communication and coordination among the individuals of a shared environment. With respect
to humans, a remarkable aspect of language usage is that, even though individuals do not have
a formal specification for its construction, they are still able to use it to communicate meaning
and intent effectively. At least with respect to humans, then, we realize that language usage is
primarily based in semantics, if not pragmatics, as opposed to syntax. When taking into consid-
eration that the language engine is a part of an embodied agent in a collection of agents, we find
that language acquisition must occur not only in reference with the environment, but with other
language users as well [4, 6].
Figure 1.1: Triadic model of language learning
Figure 1.1 shows a triadic model of two agents in a shared environment. You may imagine a
scenario where a teacher is pointing at and naming objects in the environment that the student
should learn, perhaps as well as feedback from the student indicative of what they have learned.
The success of such an interaction, as measured by the resulting behavior, depends heavily on the
transformation of the relevant sensory-motor signals received from the environment into a suit-
able internal representation [7]. Not only should this representation be amenable to manipulation
and articulation in the present, but also to storage and recall for the future.
We may refer to these internal representations as “concepts” following its common usage
where “concepts are the most fundamental constructs in theories of the mind” [8]. We take the
essence of cognition, then, to be the learning and recalling of relevant concepts such that an intel-
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ligent agent may construct accurate hypotheses and simulations about the world as they relate to
prediction and dictate behavior. Consequently, the use of language is accomplished through the
construction of an internal model of the world that may be manipulated linguistically.
1.1.1 Associative Semantic Architecture
We posit that a primary mechanism for constructing the necessary internal representation of the
world is through a robust associative memory. That is, an agent needs to determine causal corre-
lation and structure from a diverse set of signals from a rich sensory-motor periphery [1, 9]. Ex-
amples of signals that must be integrated in the context of human agents include spoken words,
visual images, and proprioceptive feedback during movement. More than just classifying pat-
terns, the associative memory must also relate observed input with desirable behavior. In terms of
acquiring a semantic understanding, this means that a significant component of language should
come from its usage [10].
This integration of action and language knowledge is the subject of exploration by a number of
groups, including the iCub project which we are a part of [11]. Our lab is interested in the creation
of an associative architecture that is the same horizontally (e.g. across modalities) and vertically
(e.g. by integrating concepts into higher orders of abstraction) [12]. By having self-similarity in
the representation of concepts, we may observe the phenomena of chunking iteratively [13]. This
enables the associative architecture to discover structure at multiple scales, which we believe to
be important for both language and cognition as a whole [14].
One of the main considerations in the construction of an associative architecture is that it must
be general enough to solve the multiple problems with which an agent is faced (e.g. language,
vision, fine motor control). Regarding the diversity of information streams available, we posit
that the memory should be content addressable, such that the presentation on any given stream
may evoke a desired response. For a memory to be associative in this sense, it must have the
ability to bind related components of an aggregate state such that the activation of a component
facilitates the activation of other, associated components. This then leads to the activation of the
aggregate. A related consideration is that the memory should be capable of operating efficiently
in a noisy environment. That is, the contents of the memory should be reliably retrieved, even
when parts of the stimuli are missing or corrupted.
A simple example illustrating these properties is shown in figure 1.2. The idea is that the
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Figure 1.2: Associative concept of an apple
conceptual recall of an object (e.g. an apple) occurs when the word “apple” is heard or a visual
representation of an apple is seen. The agent may additionally speak the word “apple” or reach
for an apple in their field of view. With respect to robustness, we may imagine that even if the
image of an apple is occluded, or a written word is scrambled, recall of the concept is successful.
1.1.2 Environmental Grounding
Just as there is no disembodied mind, the concepts that populate an associative memory do not
occur in a vacuum. Rather, semantic understanding is inextricably tied to the physical observa-
tions and experiences of the individual. Although a considerable amount of this may manifest
itself as instinctual behaviors, which may be thought to be learning across evolutionary time,
the vast majority of the content is learned within an individual’s immediate environment, across
somatic time. Together, these mechanisms shape the resulting structure and organization of an
individual’s associative memory [15, 16].
It is in the somatic sense that we approach natural language learning from a tabula rasa per-
spective. By this we mean that semantic understanding is not specifically “pre-programmed”, and
that experience plays a key role in language acquisition. For an intelligent agent, this involves the
ability to interact with the world in a purposeful, goal-directed way [17]. Here, the form of em-
bodiment is also important, as it determines the form of sensory-motor fusion that takes place
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with respect to language [18]. What it means for an embodied system to perform complex behav-
iors such as “open the door” and “say hi” depends on the specifics of how they might accomplish
them [19].
1.2 Cybernetics Paradigm
“Cybernetics is a word invented to define a new field of science. It combines under
one heading the study of what in a human context is sometimes loosely described as
thinking and in engineering is known as control and communication. In other words,
cybernetics attempts to find the common elements in the functioning of automatic ma-
chines and of the human nervous system, and to develop a theory which will cover
the entire field of control and communication in machines and living organisms. The
word cybernetics is taken from the Greek kybernetes, meaning steersman.” [5]
In addition to control and communication, the cybernetic paradigm also integrates the fields
of classification and computation. For the development of a robot capable of autonomous lan-
guage acquisition, we believe this is the appropriate paradigm for analysis [1]. Just as intelligent
behavior is synthesized from the coordination of a rich sensory-motor periphery and cognitive
architecture, the cybernetic paradigm is an interdisciplinary effort to characterize it. Any one
component in isolation is not enough to fully explain the complexity of language. Neither will a
wholly reductionist view [20]. After all, language evolved for behavioral reasons, and the drivers
for language usage are just as important, if not more, as the methods for realization.
1.2.1 Conversational Systems
Under the cybernetic paradigm, we find that the interaction between an autonomous embodied
system and its environment is invariably closed-loop [5]. As the agent gathers information about
the environment from its senses and generates actions, the environment is changed. In turn, this
changes the information gathered by the agent, subsequently changing the actions generated by
the agent. The protocols of how an embodied system may interface with and interact with its
environment are determined by its sensory-motor periphery.
We can view this interaction much like the conversations that may occur through language
[21]. In the case of humans, language is the protocol by which individuals largely interface and
6
interact with other individuals, affecting changes in behavior. Although the particular form a
language takes depends on the shared concepts between language users, its intended function in
conversation is the same across languages. Here, we repeat that usage makes language.
Figure 1.3: Conversational system with mutual feedback
A conversational system between language users is illustrated in figure 1.3. You might imagine
the conversation between a teacher and a student. As the two engage in dialogue, information
provided by the teacher is acquired by the student, or at least that’s the goal. At the same time,
feedback from the student, perhaps in the form of questions or mistakes on assignments, guides
the progression of information provided by the teacher.
In contrast to the conversation between an agent and its environment, conversation between
agents requires a shared model of the world, at least as far as analogies between their linguis-
tic manipulations can be made. Fortunately for humans, the development of a shared language
model is bootstrapped by a number of factors. As mentioned in section 1.1.2, a comparable
sensory-motor periphery will tend toward similarity in semantic grounding. Perhaps the most
significant factor, however, is the inductive bias offered by instinctual behaviors that capitalize
on the existence of caregivers in early development. Heuristics include salience with respect to
joint attention or novelty, imitation, and the principle of mutual exclusion. Learning at this critical
stage of development is to build a basic competency for interaction with other language users [22].
1.2.2 Cognitive Processes
One of the most important functions of intelligence for an embodied system is ensuring the sur-
vival of that system in a complex and potentially hostile environment. Apart from constructing
an internal model of the world, we must also determine what actions to take from estimates of
7
the current state of the world [23]. At a behavioral level, we may view the resulting actions as
the output from a robust, or risk-sensitive controller operating under uncertainty. Optimization
is often performed with respect to worst case performance as opposed to average or risk-neutral
scenarios [24].
We may characterize a system of this type that provides the necessary, if minimal, framework
for embodied learning in terms of four basic components: sensory input, long term memory, a
central decision maker, and motor output [25]. Sensory input provides the diverse multi-modal
signals from the environment that an embodied system must eventually integrate and shape its
associative, long-term memory. Based on the contents of this memory and the signals at a given
time, the central decision maker synthesizes the articulation of the motor output with respect
to defined goals. As the motor output affects the environment, the signals to the sensory input
change and the contents of the memory are modified. An illustration of this basic cognitive cycle
is provided in figure 1.4.
Figure 1.4: Basic cognitive cycle
Work toward language acquisition in our lab has followed this construction, where details of
the specific processes have taken on various mathematical forms [26, 6, 27, 4, 28, 29]. Perhaps the
most common element across implementations is the use of the hidden Markov model (HMM)
in performing the transformation of sensory signals to an internal symbolic representation. That
is, the agent is able to construct an internal representation of the external world. Furthermore,
integration of multiple sensory modalities in an associative memory has been achieved through
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a cascade of HMMs [6]. At the other end of the cognitive cycle, mappings of internal states to
motor commands have also been used to chain primitive movements into complex movements
or gestures [30]. Importantly, this sensory-motor fusion provides the grounding of conceptual
symbols to semantic meaning, mapping mental manipulations to operations in the environment
[26].
1.3 The Human Model
The most successful example of an embodied system exhibiting intelligent behavior is still, to date,
the human model. This is in spite of the tendency toward “satisficing”, where approximate solu-
tions are implemented in favor of optimal ones [31]. Furthermore, the most impressive associative
architecture can be found in the function of the neocortex, a brain structure spanning sensory per-
ception to motor articulation and implicated in the development of more sophisticated cognitive
capacity [32]. To enable a machine to learn as a human child does, we posit that an understanding
of the organizing principles that underlie the complexity in the learning process and language
capabilities in humans is indispensable [33].
The influence from biology has traditionally been from a top-down perspective, where we
have observed the high-level behavior of intelligent agents and have effectively guesses at models
with similar features [34, 35]. With advancements in the capabilities of computing machinery and
our understanding of the neural substrate, however, we are finally able to reasonably approach the
development of models from a bottom-up perspective [36]. In particular, we draw our attention
to the computational properties of spiking neural networks (SNNs), how they adapt to represent
information from the environment.
For an SNN, the underlying mechanisms are the dynamics of the spiking neuron and their
synaptic connections. Spiking, as contrasted with more graded activation, is a qualitatively dis-
tinct impulse in an otherwise quiescent neuronal unit. Consequently, the activity of a neuron may
be characterized as a train of impulses (spikes) in time. As represented by spike trains, the flow
of information in the neural system from the sensor periphery to the internal associative memory
to the motor periphery is governed by the synaptic strengths between neuronal units. How the
neural system adjusts these strengths to better represent the external world to better determine
desirable behaviors in response to, or in anticipation of, incoming stimuli is regulated by synaptic
plasticity rules.
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With respect to higher-order functionality, a phenomenon uniquely exhibited by SNNs, taking
advantage of the precise temporal nature of the spiking activity, is polychronization [37]. This is
the self-organization of groups of neurons in the network possessing reproducible, time-locked
spike timing patterns. These have been coined as polychronous neural groups (PNGs). The term
polychronous refers to time-locked spiking, and is distinguished from synchronous in that the poly-
chronous activity spans multiple points in time, and also from polysynchronous which refers to
multiple sets of synchronous activity.
Representationally, a PNG takes the form of a spatio-temporal stamp, where the spatial com-
ponent is determined by which of the constituent neurons is activated and the temporal compo-
nent by when. Much like how the spiking of a neuron is considered to be an information-bearing
signal at the level of the neural substrate, due to their consistency, the activation of a PNG may
be considered to be an information-bearing signal at the level of the network. Furthermore, due
to their self-similarity to the spatio-temporal patterns received from the environment through the
sensory modalities, PNGs lend themselves naturally to composition. Just as PNGs may develop in
response to repeated sensory input, the repeated co-activation of more primitive PNGs that have
been acquired may give rise to the development of higher-order PNGs according to the same
self-organizing principles.
1.4 Contributions of Thesis
In this thesis, we investigate the phenomenon of polychronization as it relates to an associative
mechanism enabling language acquisition, drawing analogies between the self-organization pro-
cess at the level of the neural substrate to the associativity we observe at a behavioral level. Fol-
lowing the cybernetic paradigm, our characterization of polychronization is two-fold. From a
bottom-up perspective, we determine the forward assembly of the underlying mechanisms, and
from a top-down perspective, we determine the backward selection of these underlying mecha-
nisms, as dictated by the desired higher-order functionality. In bridging the gap between these
two perspectives, we are interested in how the lower level components of the neural substrate are
organized to produce higher-order functionality at the level of the network. That is, we are inter-
ested in how mental states and their symbolic representation might arise from spiking activity.
Along the path of our investigation, we make a number of contributions. Directly related to the
self-organizing mechanism of polychronization, we develop a supervised method for training a
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spiking neural network with respect to arbitrary stimulus classes. To achieve this, we introduce an
additional, spatio-temporally distributed supervisory signal that provides an associative ground-
ing for learning. In the context of language acquisition, we explore the capacity of a polychroniz-
ing spiking neural network to process and represent linguistic information. Here, we provide a
simple network model with an auditory system and demonstrate the learning of both phonetic
patterns and their broad phonetic categories. Because the language acquisition of an embodied
system does not occur in isolation, we also apply the mechanism of polychronization to other
sensory modalities. For this, we additionally train the network with visual input, in the form of
handwritten digits, and demonstrate the learning of visual symbols.
The organization of the thesis is as follows. The characterization of spiking neural network
models leading up to and including polychronization is given in Chapter 2. Providing an analysis
framework for this theory, the implementation of an embodied learning platform is outlined in
Chapter 3. We discuss our proposed approach to supervised learning in Chapter 4, and, subse-
quently, we perform language acquisition experiments quantifying the capacity of a polychroniz-
ing network to learn and recognize phonetic patterns in Chapter 5. Additional experiments with
respect to other sensory modalities are presented in Chapter 6. Finally, a summary of our findings




Spiking neural networks (SNNs) are at the heart of the powerful information processing capabili-
ties of the human brain [38]. Although the question of what algorithm may be implemented at the
network level is still not as well understood, neuroscience paints a detailed picture of the mecha-
nisms that operate at the level of the neural substrate [39]. This is the level of neurons and their
synaptic connections. At this level of abstraction, we have rather well-established models describ-
ing the properties of the cellular implementation as well as their local interaction and organization
[40]. An illustration of a neuron is provided in figure 2.1.
Figure 2.1: Neuron cell
It is at this bulk cellular level where focus shifts away from many of the metabolic and regula-
tory processes and toward mechanisms at a scale relevant to storage and signaling of information
of the neural substrate [41]. With respect to the neuron, we observe its response to applied current
in the form of a spike. This qualitatively distinctive impulse in comparison to the otherwise qui-
escent nature of a neuron is the fundamental information-bearing signal in the SNN. With respect
to the synaptic connections, we observe the transmission of spikes between neurons as well as the
changes in the efficacy of this transmission [42]. Together with propagation delays along axons,
we may characterize the time-evolution of the information bearing-signal through the SNN.
The purpose of this chapter is the characterization of an SNN such that we may understand
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and use them (e.g. in simulation). In addition to providing tutorial on the properties of the neu-
ral substrate (sections 2.1 and 2.2), we introduce a number of proposals for functionality in the
ensemble (section 2.3), and cover in depth the phenomenon of polychronization (section 2.4).
2.1 Spiking Neurons
The neuron is a specialized cell composed of three major components (see figure 2.1) [43]. At the
receiving dendrites, current is applied in a fan-in fashion and is integrated at the cell body. This
may be caused by stimuli from the environment or neurotransmitters released by pre-synaptic
neurons. Mediated by the flow of ions, current across the cell membrane changes the membrane
voltage. With sufficient change of the membrane voltage, a depolarizing action potential is gener-
ated that propagates in the form of a spike along the length of the axon. At the axonal terminals,
the neuron releases neurotransmitters in a fan-out fashion. This may cause the contraction of mus-
cle fibers or the application of current in post-synaptic neurons. Properties of the spiking neuron
and a survey of the most common types of neuron models are provided below.
2.1.1 Neurocomputational Behaviors
The relationship between applied current and the membrane voltage is responsible for a variety
of neurocomputational behaviors of the neuron [44]. Examples of these behaviors are shown in
figure 2.2, and include: tonic spiking, where a neuron spikes continuously (with refractory periods
of non-spiking) with the application of a persistent current; phasic spiking, where a neuron spikes
only for the onset of an applied persistent current; integration, where a neuron spikes in response
to applied current pulses that are sufficiently close in time; resonation, where a neuron spikes in
response to applied current pules that are aligned to a particular resonant frequency; and spike
latency, which is characterized by a plateau region before spiking in the voltage response to an
applied current pulse. In addition to sensitivity to the form of the input, certain neurons may also
exhibit bursts of spikes in quick succession as opposed to single spikes. This leads to the release of
higher concentrations of neurotransmitter at the axonal terminal, facilitating signal transmission.
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Figure 2.2: Survey of neurocomputational behaviors
2.1.1.1 Conductance Based Models
Classically, the voltage response is modeled by capturing the biophysical mechanism of ions flow-
ing through gated channels in the cell membrane. The most popular of these is the Hodgkin-
Huxley type neuron model that was first empirically modeled from experiments involving the
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giant axon of squid [45]. The classic HH-model equations, containing three major ion currents,





= −gNa+m3h(v − ENa+)− gK+n4(v − EK+)
− gL(v − EL) + Iapp
dn
dt






= αh(1− h)− βhh
(2.1)
The states of the model are v, the membrane voltage, and n,m, h, the gating variables indicat-
ing how closed or open an ion gate is. The other parameters, C, g∗, E∗, α∗, β∗, describe the capaci-
tance of the cell membrane, the maximal conductance of the ion channels, the reversal potentials
of the ion currents, and the voltage-dependent transfer rate constants for the gating variables,
respectively. Together, these equations produce fast dynamics with respect to the membrane volt-
age, supporting a wide array of neurocomputational behaviors. Extensions to the classic model
presented above, such as the addition of Ca+2 (calcium) ion flows, increase the repertoire of pos-
sible behaviors.
2.1.1.2 Integrate-and-Fire Models
Compared to conductance-based models, integrate-and-fire (IAF) neurons are greatly simplified
[46]. These predominantly capture the integration of applied current in changing the membrane
voltage. Instead of modeling the dynamics underlying a spike, the IAF neuron specifies spikes
by a timestamp corresponding to when the membrane voltage crosses a threshold value. The
dynamics describing the behavior of the Leaky-IAF neuron, which includes a leakage component




= −v + rI
if v ≥ vthresh , then v = vreset
(2.2)
Parameters to the model are r, the membrane resistance, and τL, the leakage time constant.
Although the simplicity of the Leaky-IAF model is unable to capture many of the neurocompu-
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tational behaviors of conductance-based models, extensions in the form of adaptation terms and
exponential spiking mechanism enable it to correspond much more closely with empirical mea-
surements [47]. Due to their modest computational requirements, IAF models are commonly used
in large scale simulations where conductance-based models are computationally prohibitive.
2.1.1.3 Dynamical Systems Models
Another way of analyzing and producing the neurocomputational behaviors of the spiking neu-
ron comes from a dynamical systems perspective [48]. Although these models, like the IAF mod-
els, do not directly model the biophysical mechanism, by treating the spiking response in terms
of system bifurcation, efficient reduced-order models may be derived from empirical measure-
ments [41]. Depending on the parameters chosen, they are capable of exhibiting, effectively, all
of the neurocomputational behaviors of conductance-based models. The dynamics of the two-
dimensional Izhikevich neuron model are given in equation 2.3.
dv
dt
= 0.04v2 + 5v + 140− u+ Iapp
du
dt
= a(bv − u)
if v ≥ vthresh , then
 v ← cu← u+ d
(2.3)
In comparison to the conductance-based models, the fast voltage dynamics of the cell mem-
brane are now approximated by a quadratic function with a nonlinear reset. The gating variables
are replaced by a single recovery variable, u, and the parameters of the model, a, b, c, d, are con-
stant as opposed to voltage dependent.
Computationally, the Izhikevich model is roughly two orders of magnitude less expensive
than HH-type models, and comparable to IAF models. Here, computation is measured in the
number of floating-point operations per second (FLOPS) needed to simulate the model for the
same biological time.
2.1.2 Axonal Delay
In addition to the neurocomputational behaviors, a property of spiking neurons shared by all
models is the propagation delay along the axon. For the mammalian cortex, these delays may
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range between one and forty milliseconds, depending on the animal and cortical area [49]. In
spite of this variation, however, the axonal delay for a given pair of neurons maintains stable and
precise timings over months or years [50]. As a result, modeling axonal delay between a pair of
neurons i and j is provided simply as τij .
2.2 Synaptic Connections
The synapse lies at the interface between neurons, and refers to the junction between the axonal
terminals of the pre-synaptic neuron and the receiving dendrites of the post-synaptic neuron [43].
Synapse models encompass two main elements: first, the strength, or weight of a synaptic con-
nection in determining the efficacy of transmission of spikes between neurons, and second, how
these weights are modified in response to spiking activity and other modulatory mechanisms.
2.2.1 Synaptic Transmission
Synaptic transmission is mediated at the synaptic junction, across the synaptic cleft, by the release
of neurotransmitters from the pre-synaptic neuron [43]. The response of the post-synaptic neuron
depends on the type of neurotransmitter released as well as the types of receptors expressed.
Typically, the opening of chemically-gated ion channels across the cell membrane generates a
current from either the inward or outward flow of ions. Here, mechanisms that facilitate the
generation of spikes in the post-synaptic neurons are considered excitatory, and those that impede
the generation of spikes are considered inhibitory.
We may model the generated current in the post-synaptic neuron as a function of the concen-
tration of neurotransmitter across the synaptic cleft [39]. In turn, the rise and decay in concentra-
tion is determined by the rate of release and re-uptake of neurotransmitters by the pre-synaptic
neuron, respectively. The dynamics governing the post-synaptic current, Ipost, generated by a
pre-synaptic neuron are given in equation 2.4.
Ipost = wg(t)(v − Erev)




Because the underlying mechanism of ion flow is the same, these take on a form similar to
those of conductance-based neuron models. We see that current depends on the time-varying
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conductance of the ion channels, g(t), and is scaled by the synaptic weight, w. The conductance is
limited by gsyn, the maximal conductance, where η is a normalizing factor such that the bracketed
quantity has a maximum value of 1. The parameters τrise and τdecay give the time constants of the
release and re-uptake of the neurotransmitter, respectively.
Although there are often multiple pre-synaptic neurons coincident on a post-synaptic neu-
ron, we may model their contributions to the post-synaptic current independently. Due to the
generally short time scales for neurotransmitter release as compared to their re-uptake, we may
additionally approximate the post-synaptic current as a jump process followed by an exponential
decay. This simplifies the summation of the post-synaptic current, for a given neurotransmitter












Compared with equation 2.4, the weighting term, wpre, is now indexed by the pre-synaptic
neuron. An adjusted normalization term, η̄, accounts for the omission of the rise times. And
finally, the jump process, δ(·), is determined by the spike times, tmpre, indexed by m over all spikes
up to time t from the pre-synaptic neurons.
2.2.2 Spike-timing-dependent Plasticity
Whereas the efficacy of synaptic transmission is determined by the synaptic weight, synaptic plas-
ticity rules govern the changes to the synaptic weight [51, 42]. In general, these rules strengthen
synaptic connections in response to correlated spiking activity, and weaken them otherwise. In
this way, the synapse can be considered to provide a basic mechanism for memory storage at the
cellular level with respect to its observed history [52]. Learning, then, occurs with the modification
of synaptic strengths.
Historically, this notion was addressed by Hebb in the Hebbian learning model where neurons
that spike nearby in time experience an increase in transmission efficacy: “cells that fire together,
wire together” [53]. This has since been refined to incorporate the order of spikes in addition
to their proximity in time, resulting in the description of these plasticity rules as spike-timing-
dependent plasticity (STDP). Importantly, the pre-synaptic spike time is measured at its incidence
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at the synapse, rather than its generation at the pre-synaptic neuron’s cell body. As a result, the
timing of axonal delays also plays a role in shaping the memory landscape. The basic STDP rule,






W (τ)δ(tmi − tnj )
W (τ) = ALTP exp(−τ/τ+) if τ > 0
W (τ) = −ALTD exp(τ/τ−) if τ < 0
(2.6)
The indices on wij correspond to the pre-synaptic and post-synaptic neurons, respectively.
And spike times, indexed bym,n ∈ N of the pre-synaptic and post-synaptic neurons, are given by
tmi , and t
n
j , respectively. Increases to synaptic strength, by ALTP , occur when the pre-synaptic
neuron fires shortly before the post-synaptic neuron, leading to long-term potentiation of the
synapse. On the other side, decreases to synaptic strength, by ALTD, occur when the order is
reversed, leading to long-term depression. The magnitude of change is determined as a function
of the separation of spike times, τ = tmi − tnj , and where τ+, τ− are time constants that determine
its rate of decay. An example STDP curve is shown in figure 2.3.
Figure 2.3: Spike-timing-dependent plasticity
Computationally, the basic model of STDP is typically implemented in an online fashion by
recording the spike history as traces, xi(t), yj(t), that update by some amount, a+(xi), a−(yj),
during a pre-synaptic or post-synaptic spike, respectively, and otherwise decay over time. The



























For a given SNN, the number of synaptic connections far exceeds the number of neurons. By
modeling the dynamics in the form of jump processes, the synaptic strengths need only be mod-
ified at the relatively sparse spiking events. In comparison to integrating large, coupled systems
of differential equations, this reduces the overall computational cost of simulation, measured in
FLOPS, by several orders of magnitude.
Refinements to the basic STDP model include additional dependencies on the post-synaptic
membrane voltage [54]. As a result, a spike triplet updating rule is observed, where potentiation
of the synapse occurs in the presence of post-pre-post spike order instead of just the pre-post
ordering. By incorporating a voltage dependence, the STDP model is able to better capture the
effects of the back-propagating post-synaptic action potential to the dendrites. The construction
of an online method, given by equation 2.8, is similar to the above, with the main addition of




















m δ(t − tm) and Y (t) =
∑
n δ(t − tn) are the pre-synaptic and post-synaptic
spike times, respectively, and x̄(t) is a low-pass filtered version of the pre-synaptic spikes with
associated time constant τx. The low-pass filtered versions of the post-synaptic voltage, v̄+, v̄−,
with associated time constants τ+, τ− enter into the equations for both LTP and LTD through the
reversal potential Erev, which generally corresponds to the resting potential. The operator [·]+
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takes the maximum between the bracketed quantity and 0.
2.2.3 Reward Modulation
In addition to plasticity rules governing changes to the efficacy of synaptic connections, the plas-
ticity rules themselves are also subject to modification [55, 56]. In particular, the STDP curves may
be modified in the presence of neurotransmitters such as dopamine or noradrenaline. In certain
brain regions that are otherwise static, this may even result in the activation of synaptic plasticity
altogether. While the mechanisms of this phenomenon are not yet fully understood, it is clear that
modulation of synaptic plasticity plays an important role in models of learning.
With dopamine, the main effect exhibited is an overall facilitation in increasing synaptic strength,
irrespective of the order in the spike timing. During a behavioral learning task, one of the main
functions of the dopamine system is providing a reward signal to the organism, such as in re-
sponse to the presentation of food [57]. Another function of the dopamine system is responding
to discrepancies between expected outcomes and observed outcomes [58]. Effectively, the release
of dopamine indicates to the organism that something should be learned, whether in response to
rewarding behaviors or the need to refine the internal model.
Determining what is to be learned in these scenarios leads to what’s known as the “distal re-
ward problem” [59]. That is, the reward signal is often delayed with respect to the execution of
the rewarding behavior. Although details of the biophysical mechanism are unclear, the attribu-
tion of reward may be resolved by the use of eligibility traces at the synapse [60]. These slow
acting processes are activated during the coincidence of spikes at the synaptic junction, and decay
at time scales relevant to reward signaling by the dopamine system. The equations for a simple












Here, the eligibility trace at a synaptic junction, cij , indexed by the pre-synaptic neuron, i, and
the post-synaptic neuron, j, decays with a time constant τc, and is modified by the jump process of
a given STDP model (see section 2.2.2). This eligibility trace is multiplied by the concentration of
extracellular dopamine, d, modulating the change in synaptic weight,wij . As a result, any changes
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to the synaptic weight in this model are effectively gated to the presence of dopamine, and only
for those connections exhibiting coincident spiking activity within the relevant time window of
the reward signal.
2.2.4 Homeostatic Scaling
On their own, the plasticity rules thus far do not account for saturation, running the risk of run-
away potentiation or depression of the synaptic weights. Homeostatic synaptic scaling is a process
that regulates the efficacy of the synaptic connections, maintaining stable dynamics in the post-
synaptic neuron [61]. Compared to STDP or reward modulation, homeostatic synaptic scaling
occurs over relatively long time scales, on the order of hours or days. One method of modeling
this rescaling is with respect to a target level of generated spiking activity. This can be expressed





j − r̄j) + STDP (t)
∑
m,n
δ(t− tm,nij ) (2.10)
As before, the pre-synaptic neuron is indexed by i, the post-synaptic neuron is indexed by j.
Here, the jump process of a given STDP model is abstracted. Novel terms include r̄j , correspond-
ing to the spiking rate of the post-synaptic neuron, averaged over time, and r̄∗j , corresponding to
the target spiking rate for that neuron. The error term, (r̄∗j − r̄j), then scales the synaptic strengths
to the pre-synaptic neurons according to a gain, k. Because the rescaling maintains the relative
differences in synaptic strength across the synapses, it can be considered as a form of normaliza-
tion.
2.3 Neuronal Ensembles
Moving to the abstraction level of the network, the question is how the underlying neural sub-
strate might come together to form network level dynamics. The development of neuronal ensem-
bles broadly attempts to address the question of how potentially unreliable components such as
the neuron may give rise to a reliable system capable of classification and computation [62]. The
rationale is that there exist measures of the aggregate behavior of the neural substrate that provide
a reliable information-bearing signal at the level of the network. That is, instead of focusing on
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the individual spiking activity of many thousands of neurons, these measures attempt to describe
the macroscopic behavior of their ensembles [63].
2.3.1 Neural Fields
In line with many of the early studies of sensory input, a first approximation of the ability of an
ensemble to encode information is in the form of a neural field [64]. These treat coarse-grained
spatial volumes containing many neurons in the continuum limit, where neural activity is typi-
cally encoded in the mean spiking rate at a given location. Instead of modeling the individual
synaptic connections, a density function with respect to the synaptic strengths, or synaptic foot-
print, is defined over the volume of the ensemble [65]. As a result, statistical connectivity provides





= −u(x, t) +
∫
F
w(y)f(u(x− y, t− |y| /s))dy (2.11)
Here, the local activity of a neural field, u, for a given spatial coordinate x at time t, is found
as a function of neighboring activity f , as well as an intrinsic rate of decay, τu. The effect of the
activity at a relative location y to x is given by the corresponding synaptic strength to that location,
w(y). To account for axonal delays, we propagate past activity according to the spatial separation
|y| and axonal transmission speed s. The full synaptic footprint, w, with effective range, F , may
take on many functional spatial relationships such as global excitation, global inhibition, and local
excitation with lateral inhibition.
The neural fields describing the various sensory modalities are called receptive fields. In the
visual system, these are implemented as center-surround neurons which exhibit a “Mexican hat”
synaptic footprint, shown in figure 2.4 [64]. These receptive fields are more sensitive to local
differences of intensity of either light or dark regions in the center.
Expressed on a larger scale, receptive fields give rise to spatially preserving maps. One major
advantage of this topological organization is that signals that are closer to each other spatially
tend to be related to each other in an information-theoretic sense as well [67]. A fundamental and
relevant measure is the mutual information between two signals X and Y , described by equation
2.12 [68].
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Figure 2.4: Center-surround receptive field
I(X,Y ) = H(X)−H(X|Y ) (2.12)
Here, H(X) is a measure of entropy, or uncertainty in the information communicated by the
signal X , and H(X|Y ) is the uncertainty in X conditioned on knowledge of the signal Y . If X
and Y are related in some way, that is, share a dependence, then H(X|Y ) < H(X) which leads
to the mutual information measure I(X,Y ) > 0. Expressed in the physiology, a spatial mapping
allows for decreased metabolic constraints in terms of average axonal length, as neurons that share
greater mutual information are situated closer physically.
These spatial mappings have been shown to be preserved along the way as well as in regions
of the cortex [43]. With respect to the visual system, the retinotopic map preserves the conti-
nuity of objects, starting from the center-surround receptive fields in the retina to the detection
of orientation in the primary visual cortex. In the auditory system, the tonotopic map preserving
frequencies allow for greater precision in detection through the inhibition of neighboring frequen-
cies at the cochlea, and in the primary auditory cortex, a spatial-temporal mapping enables the
detection of frequency sweeps.
2.3.2 Population Vector
In the ensemble, the population vector model describes a method for encoding continuous state
representations [69]. Although the model does not motivate connectivity in an SNN, the popula-
tion vector model has been experimentally shown as a successful prediction for motor behavior.
The underlying idea is that each neuron of an ensemble, such as in motor cortex, encodes for a
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preferred direction, and the spiking rate of a neuron weights the contribution of its preferred direc-
tion. By summing over the spiking activity of ensemble, we may estimate the collective preferred
direction, hence the name population vector.
For a neuronal ensemble with known preferred directions, measurements of the spiking rates
can be used to make predictions about the currently encoded population vector. Mathematically,
we may formulate this as an ensemble of n neurons where each neuron’s preferred direction is
represented as a vector in a k-dimensional space, k < n, spanned by the ensemble. The population
vector is then found by taking a weighted sum of the neuronal vectors, xi ∈ Rk for i = 1 . . . n, with
respect to their spiking rate. For a desired reference vector x∗ ∈ Rk the resulting population vector






The weighting function, wi(x∗), corresponds to the contribution by the ith neuron for a given
reference vector. Because there is generally non-zero spiking rate for any given neuron in the
ensemble, its weighting over x admits a continuous distribution with a maximum at the neuronal
vector, xi, as opposed to an impulse at x = xi. In this sense, the preferred direction for a given
neuron is soft, overlapping with that of other neurons in the ensemble.
Given a population of neurons where the individual preferred directions are unknown, we
may estimate them from measured population vectors and corresponding neuronal spiking rates.
Originally, these were found through correlating simultaneous measurements of spiking activity
and observed motor movements [69]. Once measured, a straightforward way of performing the













Here, wij corresponds to the spiking rate of the ith neuron for the jth sample, j = 1 . . .m, with
measured population vector x̂j .
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2.3.3 Phase Synchrony
Another method of characterizing the activity of a neuronal ensemble is its phase synchrony. Here,
we treat the ensemble as a system of coupled oscillators, following the observation of oscillatory
behavior in a number of sensory and cortical regions [70]. In such systems, the dynamics of
individual neurons are given by their phase response curves, shown in figure 2.5 [71]. Given a
periodically firing neuron, these measure the phase shift, with respect to the original phase, in
response to perturbations provided at different times within the period.
Figure 2.5: Phase response curves
Phase synchrony provides a measure of the correlation of these individual dynamics with
respect to the ensemble [67]. Although each neuron may have its own natural frequency, when
an ensemble is presented with stimuli, the expectation is that phase synchrony will increase. The
synchronization, or “entrainment”, of a neuron with respect to its neighborhood can be modeled






kij sin(θj − θi) (2.15)
The natural frequency of the ith neuron of an ensemble is given by ωi, and its phase is provided
as θi. Because comparisons of phase may be ambiguous between oscillators, a common method
to extract phase with respect to the ensemble is through convolution with a mother wavelet fol-
lowing a wavelet transform . The term kij provides the coupling coefficient to the jth neuron, and
may be defined over the ensemble similarly to the synaptic footprint in neural field models. The
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coherence of the ensemble can then be found according to equation 2.16 [73].
r = 〈cos(θi − θ̄)〉 (2.16)
Here, r takes the average of the correlation between individual phases, θi, and the mean phase,
θ̄. The measure of coherence thus ranges from completely uncorrelated at r = 0 to fully synchro-
nized at r = 1.
2.4 Polychronization
Thus far, the characterization of network level function simplifies the activity of a neural ensemble
by taking measurements in the mean. In the case of neural fields and the population vector model,
this is done through contributions of spiking rate, where spiking in an ensemble is asyncronous.
In the case of phase synchrony, this is done through contributions of spiking frequency, where
spiking in the ensemble moves toward synchrony. Although these measures have received a
great deal of experimental support, as well as addressing the issue of unreliability in the neural
substrate, they cannot account for a complete picture [74, 75].
In particular, with increasing fidelity of measurement, groups of neurons have been shown to
exhibit complex spike-timing patterns with remarkable precision [76, 77]. More recent analyses
of dissociated cortical neurons cultured onto micro-electrode arrays have further supported these
findings. Here, in spite of being dissociated during the plating process, the self-organization of the
neuronal cultures into networks gave rise to precisely timed spatio-temporal patterns of spiking
activity [78]. Typically observed in the form of bursts of spiking activity, these neuronal cultures
have also been shown to support a rich repertoire of such patterns over a wide range of neuronal
densities [79]. As a consequence of their detailed temporal structure, these spike-timing patterns
are far from asynchronous, but they are not synchronous, either.
2.4.1 Time-locked Spiking Activity
This phenomenon, coined as polychronous, refers to time-locked patterns of spiking activity with
respect to a group of neurons [37]. Polychronization, then, refers to the self-organization of poly-
chronous neural groups (PNGs) within a network that results from the interplay between axonal
delays and synaptic plasticity. These are characterized both by a spatial component (which of the
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constituent neurons spiked) and a temporal component (when). Together, the spike-timing pat-
tern exhibited by a PNG takes the form of a spatio-temporal stamp. To give an illustration of the
influence of spike timing, consider the toy network shown in figure 2.6, adapted from [37].
Figure 2.6: Simple network illustrating axonal delays
Here, the neurons x and y are separated from neurons a, b, and c by varying axonal delays. If
x and y require the coincidence of multiple pre-synaptic spikes to generate a post-synaptic spike,
then there are optimal spike timings for a, b, and c according to these delays. For example, the
timing c at 0 ms, b at 4 ms, and a at 8 ms is most optimal in causing neuron x to spike at time
9 ms. The optimal timing for neuron y can be found similarly. In general, other spike times,
even the synchronous spiking of a, b, and c, may not cause spiking at neurons x and y, due to
their staggered axonal delays. For concreteness, we may imagine neurons a, b, and c responding
to frequencies in the environment. Subsequently, neurons x and y may respond to a frequency
sweep.
Whereas neurons spike in response to isolated current pulses, PNGs are sensitive to spatio-
temporal patterns of current pulses. As a result, the activation of PNGs may be seen as the
information-bearing signal at the level of the network, analogous to spiking at the level of the neu-
ral substrate. Furthermore, because their construction is similar in nature to the spatio-temporal
patterns found in the environment, acquired PNGs may form the basis for high-order PNGs. No-
tably, PNGs lend themselves naturally to self-similar, hierarchical composition. In this regard,
too, polychronization can be considered to be an associative mechanism, where the time-locked
relationship of spiking activity by individual neurons in the activation of a PNG takes its most
primitive form.
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2.4.2 Polychronous Neural Groups
Polychronous neural groups are defined by their constituent neurons as well as their precise spik-
ing time [37]. We may represent a PNG of order n as a set of spatio-temporal pairs, pi = (si, ti), of
neuronal indices, si, ordered by a temporal index, ti, for i ∈ 1, . . . , n, as given by equation 2.17.
P = {(s1, t1), (s2, t2), . . . , (sk, tn)} (2.17)
The duration of the PNG can be found as ∆P = maxi 6=j(tj − ti). The activation of a PNG
begins with the spiking of an anchor neuron, or more generally, an activation set of neurons that
are a subset of the PNG, AP ⊂ P . Here, appropriately timed spikes from the activation set are
sufficient to induce the consistent spike-timing pattern of the remaining spatio-temporal pairs
of the PNG. This occurs through strong local synaptic connections and those sharing common
post-synaptic targets. The completion of the spike-timing pattern may be determined when the
remaining synaptic connections are no longer strong enough to induce self-supporting spiking.
For PNGs that exhibit cyclic behavior, that is, they are capable of reactivation, multiple activation
sets may be identified.
Examined another way, by making explicit the synaptic connections and their corresponding
axonal delays, we may consider PNGs more graphically. The definition from equation 2.17 is
supplemented by their spike-timing relationships, as given by equation 2.18.
R = {r1, r2, . . . , rm} (2.18)
Here, rk : pi → pj for k ∈ 1, . . . ,m and i, j ∈ 1, . . . , n indicates a direct spiking path starting
from neuron si at time ti targeting neuron sj at time tj .
Together, the graphical characterization of a PNG may be given as G(P,R). To provide an
example, consider the toy network shown in figure 2.7, adapted from [37]. Here, synaptic con-
nections are such that the coincidence of two or more pre-synaptic spikes within a millisecond
is sufficient to generate a post-synaptic spike. Measuring time in ms, a resulting PNG in terms
of its spatio-temporal pairs is P = {(c, 0), (b, 3), (e, 7), (a, 9), (b, 14), (d, 14), (a, 20)}, n = 7. The
spatio-temporal pairs of the activation set are AP = {(c, 0), (b, 3), (e, 7)}. Their corresponding
spike-timing relationships are R = {(c, 0) → (c, 3), (c, 0) → (d, 7), (b, 3) → (e, 7), (b, 3) → (a, 9),
(e, 7) → (a, 9), (e, 7) → (d, 14), (e, 7) → (b, 14), (a, 9) → (d, 14), (a, 9) → (b, 14), (d, 14) → (a, 20),
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(b, 14) → (a, 20)}, m = 11. This PNG is shown in figure 2.8. In total, there are 14 PNGs that may
be constructed from this toy network.
Figure 2.7: Toy network
Figure 2.8: Graphical representation of a PNG
2.4.3 Acquiring the Polychronous Repertoire
The process by which PNGs are acquired follows the theory of neuronal group selection (TNGS)
[15]. Here, the potential PNGs that are supported structurally by the SNN (through the underlying
connectivity) compose the primary repertoire of the network. Throughout the lifetime of the SNN,
as a result of interaction with the environment and synaptic plasticity, certain PNGs out of this
primary repertoire are strengthened and others are weakened. However, because adaptation at
this level is no longer localized to the connectivity between individual pairs of neurons, the acqui-
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sition of PNGs must also take into account the synergy of the collective spiking activity. Coming
from the bottom-up, the forward assembly of neurons comes from strengthening their synaptic
connections. Coming from the top-down, the backward selection of synaptic connections comes
from their mutual facilitation.
This self-organization through activity-dependent experiential selection provides the network
with a secondary repertoire, composed of the PNGs that subsequently participate during cognitive
function. Experimental simulation of polychronization has shown that the appearance and loss of
PNGs of this secondary repertoire may occur relatively quickly, on the order of several minutes
[80, 81]. Nonetheless, there also exist adapted PNGs that may persist over the lifetime of the SNN,
and as such, may play a role in the construction of higher-order PNGs.
Although the conditions in structural connectivity within an SNN that would support the ex-
istence of a PNG would seem to be an uncommon occurrence, just from the sheer number of
convergent subgraphs that exist, it is typical that an SNN can support a substantial number of
PNGs [80]. Furthermore, it is shown that even for a minimal construction, an SNN is capable of
supporting many more PNGs than the number of neurons [37]. Consequently, it is typical that
neurons will participate in the activation of multiple PNGs. With respect to their associative prop-
erties, overlap in the constituent neurons may play an important role in facilitating the dynamic,
functional connectivity that exists in co-active PNGs [82].
The capacity of an SNN in supporting a large number of coexisting PNGs is aided primarily
by inhibitory mechanisms. Although the role of inhibition has not been covered in detail thus far,
it is important in the construction of an SNN at a network level. In the mammalian brain, the dis-
tribution of excitatory and inhibitory connections is found to be roughly 80% to 20%, respectively
[83]. Inhibition, much like the homeostatic scaling of the synapse, acts as a regulatory mechanism
in the neural circuitry that prevents runaway excitation. As it applies to polychronization, this
maintains stability by preventing the excitatory overlap between multiple PNGs from growing
uncontrollably large.
Inhibition also serves other important functions with respect to PNG dynamics. As a method
of competition, where groups that are faster and/or more coherent in their activation in response
to applied input tend to inhibit competing groups, inhibition implements the non-linear selection
mechanism of “winner-take-all” [84]. Rhythmic behavior (e.g. gamma oscillations) observed in
network level spiking activity is also brought on through inhibition, specifically in combination
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with excitatory dynamics [67]. Entrainment or alignment to these oscillations at the network level
can be regarded as a mechanism for co-active PNGs to coordinate and exchange information at a
broader time scale.
2.4.4 Characterizing Polychronous Representation
Historically, polychronous neural groups share similarity with the idea of a cell assembly, first
proposed by Hebb, of a group of neurons that tend toward spiking as a collective due to their
strong synaptic connections [53]. Much like a PNG, these cell assemblies were abstracted as an
operational unit in the brain. Subsequently, mental concepts may be represented by the joint
activation of such assemblies. More recently, we may also attempt to understand the mechanism
of polychronization from the perspective of certain mathematical models of representation. We
discuss some of the relevant perspectives below, drawing parallels to the biology.
2.4.4.1 Hierarchical Structure
On the matter of constructing hierarchical structure, the compositional ability of PNGs shares sim-
ilarity to a cascade of HMMs. By regarding PNGs as an information-bearing signal at the level of
the network, their activation as a result of applied input from the environment parallels the signal
to symbol transformation by an HMM [85]. This is the transformation where observations (the
stimuli) are probabilistically mapped to a hidden state (the PNG). For a cascade of HMMs, the
hidden states of a lower level HMM are subsequently used as the observations of a higher level
HMM, and may be thought of as implementing an associative memory with respect to the lower
level HMMs. This associative property may then be used to provide the basis for multi-modality
sensory-motor integration [6]. Due to the hierarchical structure, the activation of a hidden state in
one modality increases the probability of activation of a hidden state integrating multiple modal-
ities.
Here, the self-similar representation provided by a PNG is particularly noteworthy. Because
applied input from the environment with respect to an SNN is expressed in the form of a spatio-
temporal stamp, and the activation of a PNG, too, is expressed in the form of a spatio-temporal
stamp, the composition of higher level PNGs may follow a similar process as that of lower level
PNGs. For SNNs, the acquisition of PNGs is determined by synaptic plasticity rules, and con-
strained by axonal delays. In the cascade of HMMs, parameter values may be found through a
32
recursive maximum likelihood estimation. A notable difference from the cascade of HMMs is that
the patterns captured as PNGs as well as their compositions may span multiple spatio-temporal
scales [14]. They are not restricted to a predefined hierarchical structure.
2.4.4.2 Redundancy Reduction
From a more general perspective, the acquisition of the contents in the associative memory is
similar to methods found in redundancy reduction. In the brain, the construction of more ab-
stract concepts from more primitive ones follows the process of “chunking”, enabling humans to
manipulate increasingly complex concepts while maintaining a limited usage of resources (e.g.
working memory) [13]. Formerly, analysis of more classic Hebbian learning has shown the synap-
tic update equations to share mathematical equivalence to principle component analysis (PCA)
[86]. Refining synaptic plasticity to account for the causal sensitivity of spike timings in addition
to homeostatic scaling, more recent analysis has shown the update equations to fall more in line
with non-negative matrix factorization (NMF) [87].
In redundancy reduction, the transformation of signals is such that any hidden redundancies
are made explicit. With respect to NMF, this manifests as a parts-based representation, where the
factorization process extracts frequently occurring elements as a basis for reconstruction. With
polychronization, sensitivity to correlation in the applied input results in the discovery of statis-
tically meaningful structures. Moreover, these structures are constructed in an associative nature,
where the connections relating back to the underlying components are accessible. As it relates to
behavior, by explicitly capturing the redundancies in the signal, as opposed to simply reducing
its dimensionality, an agent is able to make estimates and manipulations of hypotheses about the
world [23].
2.4.4.3 Self-organized criticality
From a dynamical systems perspective, polychronization of an SNN may be analyzed according
to the idea of criticality, where operation in a critical regime is observed in a wide variety of nat-
urally occurring complex systems exhibiting stability far from equilibrium [88]. This is typically
characterized by activity following an inverse power law distribution [89]. Experimentally, stud-
ies of the self-organization process of dissociated cortical neurons have shown the generation of
precise spatio-temporal patterns of spiking activity in the network, termed neuronal avalanches in
33
the respective literature, to exhibit such a distribution [90]. Here, the size, S, and probability of
observation, f , of these patterns have shown to be related roughly as f ∝ S−α, where α ≈ 1.5.
One method of capturing the property of criticality is through the measurement of a branching
parameter, σ, computed as the average propagation of activity from one component to that of





Here, pij is the probability that activity in component i will induce activity in components j,
for i, j ∈ 1, . . . , n, where n is the order of the network, and σ is computed simply as the aver-
age of the σi. For σ < 1, a system is said to be subcritical, and activity dies out over time; for
σ > 1, activity increases over time, but is unsustainable; at the critical point, σ = 1, activity is
approximately sustained. Furthermore, for networks tuned to criticality, the number of coexisting
metastable states is shown to be maximized [91]. As this relates to representation, for polychro-
nizing SNNs exhibiting increased regulation of the excitatory and inhibitory processes, we should
also observe an increase in its capacity in terms of supported PNGs. Such a trend was observed
in more complex simulations of an SNN involving metaplasticity, such as through homeostatic
synaptic scaling, which showed that more neurons and synaptic connections participated in the
formation of PNGs in an SNN with metaplasticity than in one without [92]. Furthermore, the
simulation showed that overlap in constituent neurons between PNGs was enhanced, expected to




Transitioning from the theory of spiking neural networks to their implementation and analysis,
we have developed a Simulation Tool for Asynchronous Cortical Streams (STACS) [93]. Although
there are several simulation tools as well as a handful of domain-specific languages that exist
to facilitate computational neuroscience research, closing the loop on simulated networks is less
studied as many tools fail to provide a way for the network to interact with a dynamic environ-
ment [94]. In place of interfacing with real-world devices in real-time, various current or spike
generators are typically used to provide predefined stimuli to the network. A simulation envi-
ronment that facilitates large scale testing in a biologically plausible setting, that is, embodiment,
would advance not just the ideas in this work, but benefit the community of theoretical and com-
putational neuroscience as well [36].
Most importantly, we provide a framework for embodiment and feedback through interfac-
ing with the external environment. Computationally, the simulator is designed from the ground
up to run in parallel, taking into consideration the unique communication patterns of a highly
connected, spiking neural network. In this chapter, we touch upon our targeted platform for em-
bodiment (section 3.1) and provide commentary on the design of the simulation tool, from the
construction of the parallel infrastructure (section 3.2), to the simulation engine (section 3.3), as
well as to more collective methods for examining polychronization (section 3.4).
3.1 Embodiment
It is argued that the form of embodiment, defining the sensory-motor periphery, impacts the se-
mantic meanings that are learned through language [1]. As it relates to the development of learn-
ing algorithms, experimentation realized on a physical system is important for their validation.
Although not without considerable technical challenge, the expectation is that a good learning
platform should engender good learning.
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3.1.1 iCub Humanoid Robot
For our learning platform, we are using an iCub humanoid robot, created specifically for research
in embodied cognition by the RobotCub project [11]. The iCub is a fully anthropomorphic robot,
and at 104 cm tall, about the size of a three and a half year old child, shown in figure 3.1. We have
named the model in our lab “Bert”.
Figure 3.1: iCub humanoid robot: “Bert”
Articulation is provided through the deployment of 53 degrees of mechanical freedom through-
out the head, torso, and limbs. Special care is provided to the hands, which each have multi-joint,
tendon-driven fingers capable of grasping objects. Furthermore, three degrees of freedom in the
neck and each eye allow for sophisticated tracking and vergence behaviors.
Sensory input is provided through a number of modalities. Providing binocular color vi-
sion, Bert is equipped with two front-facing cameras receiving 640 × 480 pixels of RGB data at
30 Hz. Providing binaural hearing, omnidirectional microphones are embedded on either side
of the head casing. Additionally, proprioceptive feedback is provided through integrated posi-
tion sensors at all joints, force/torque sensors at major joints, and inertial sensors in the form of
gyroscopes and accelerometers.
Much like the multitude of sensory and motor modalities of the human model, we seek learn-
ing algorithms that are eventually capable of integrating multiple distinct streams of information.
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Ideally, such a system should be flexible in both processing a variety of inputs and synthesizing
outputs.
3.1.2 YARP Interface
Feedback and control of Bert’s sensory-motor periphery is achieved through a number of embed-
ded electronics, but the majority of computation is external, via a small cluster of compute servers
interfacing with an on-board PC104-based processor. Real-time communication across the local
area network is handled through the open-source YARP (Yet another robot platform) software
architecture [95].
YARP provides a portable set of libraries enabling modularity with respect to the communi-
cation protocol. In addition to supporting a number of different operating systems (e.g. Debian,
Ubuntu, OSX), YARP also provides the infrastructure to interface with hardware operation (e.g.
audio, vision, motor). A major goal is to move away from the development of ad hoc software by
enabling the reuse of existing code, even as hardware or algorithms may change. For hardware,
this is accomplished by wrapping drivers in an abstract device class. For inter-process commu-
nication, YARP implements an abstract port class capable of opening and closing connections at
runtime.
From a computational standpoint, the distribution of resources is necessary for any system
operating at scale. Although this concept is has been necessarily applied to the sensory-motor
periphery of our learning platform, we should expect that the same concept to be leveraged in the
development of a learning system.
3.2 Parallel Infrastructure
Our Simulation Tool for Asynchronous Cortical Streams (STACS) is designed to be parallel from
the ground up to enable the most appropriate utilization of resources from both a computational
and a communicational standpoint.
3.2.1 Parallel Objects
In order to be computationally manageable, we distribute a spiking neural network across mul-
tiple compute processes. The parallelization of the network onto a collection of parallel objects
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is realized by the Charm++ parallel programming system [96]. Charm++ establishes a program-
ming paradigm of over-decomposition of an application into logical work and data units called
chares. Scheduling and execution are managed through an adaptive runtime system based on
message-driven, migratable objects. That is, the parallel objects defined by the application may
move across processors during the lifetime of the execution, enabling dynamic load balancing for
more efficient utilization of resources. By allowing several parallel objects to share the same pro-
cessor, Charm++ is able to mask network latency by encouraging the overlap of computation with
communication.
The runtime system also manages the communication between parallel objects, which is asyn-
chronous in nature. In particular, Charm++ employs a communication model through remote
method invocations where computation occurs only when the required data dependencies are re-
ceived. Using the CkMulticast libraries, Charm++ is capable of generating optimal spanning trees
that facilitate methods for broadcasting and reducing data to and from subsets of chares. Multi-
cast has been shown to be optimal for neural architectures [97]. Moreover, the modular structure
encourages the development of collective operations, such as network metrics or stimulation, on
top of the parallel application.
3.2.2 Network Topology
In the construction of an SNN, we treat the system as a directed graph G(V,E), where the vertex
set V (G) = {v1, v2, . . . , vn} corresponds to the spiking neuron models, and the edge set E(G) =
{e1, e2, . . . , em} corresponds to the synaptic connections [98]. The direction of an edge el : vi → vj ,
for l ∈ 1, . . . ,m and i, j ∈ 1, . . . , n, corresponds to the propagation of a spike where vi is the
pre-synaptic neuron and vj is the post-synaptic neuron.
Each parallel object then receives a partition of the network containing a set of vertices and the
associated edges such that |V1| + |V2| + . . . |Vk| = |V |, and Vi ∩ Vj = ∅ for i 6= j, form a k-way
partition on k parallel objects. Because we must accommodate for both the incoming and outgoing
synaptic connections of a given neuron, it is convenient to distribute the set of edges along with
its inversion. That is, for E(G) : {el : vi → vj} we have the inversion E′(G) : {e′l : vi ← vj}. In
practice, this is equivalent to storing the undirected edges of a vertex along with a flag indicating
whether the edge is incoming, outgoing, or both.
A standard method for storing the edges of a graph is through an adjacency matrix A of size
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n × n where a non-zero entry at aij corresponds to the existence of an edge el : vi → vj . For a
typical SNN, however, the overall connectivity is no greater than roughly 10% [83]. This implies
a sparse graph structure where the majority of the entries in the adjacency matrix are zero.
Due to its sparsity as well as the parallel nature of the problem, we use a distributed com-
pressed sparse row (dCSR) format for storage of the network topology. Here, each vertex is given
an index which corresponds to its line location in a file, where each file contains the graph infor-
mation for a partition of V . This information is provided as an edge list for each vertex composed
of the indices of its connected vertices. In addition to the partition files, the offset of the indices
per partition is also provided in a separate vertex distribution file.
3.2.3 Spatial Partitioning
In order to keep communication between parallel objects at a minimum, a partitioning of V is cho-
sen to minimize the number of edges across the partition boundaries. The motivation behind a
spatially dependent partitioning scheme is that, biologically, the connection lengths of any given
neuron are limited to within a small neighborhood of the cell body [99]. Thus, if we observe
the adjacency matrix, we see not only that the connectivity is sparse, but also that the sparsity is
structured such that the probability of synaptic connections decays as a function of spatial sepa-
ration. The resulting graph structure is considered small-world, where although the majority of
the vertices are not connected to one another, the path length, as measured by the number of hops
required to move from one vertex to another, is small [100].
The partitions are computed using the ParMETIS algorithm, which we may bootstrap using
information about the spatial distribution of vertices [101]. The algorithm proceeds in phases for
coarsening, partitioning, and uncoarsening. First, graph G0 is transformed into a sequence of
smaller graphs G1, G2, . . . , Gm such that the number of vertices are progressively reduced using
a heavy-edge matching heuristic. At this stage, the graph Gm(Vm, Em) is small enough such that
the optimal partition may be computed combinatorially. Finally, this partitioning is projected
back onto the graphs Gm−1, Gm−2, . . . , G0 where at each stage of the projection, refinements are
performed to include the reintroduced vertices.
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3.3 Simulation Engine
Much like the parallel infrastructure, the simulation engine of STACS also admits a preference
toward minimalism where possible, maintaining only as much as is necessary to complete a given
task. This enables the algorithmic flow of STACS to be both lightweight and streamlined to pre-
vent wasting resources. Of course, this is balanced with careful attention to the problem domain
to prevent sacrificing accuracy with respect to the underlying biological processes. As with any
architecture, form follows function.
3.3.1 Substrate Dynamics
The dynamics of an SNN is found in its neural substrate. In terms of their representation, the aim
is to capture both the data-driven and event-driven state dynamics of the physical process. A nat-
ural mathematical formulation of the dynamics may be found in stochastic differential equations





The state, x, evolves continuously in time according to a drift process, f(·), as well as stochas-
tically according to diffusion processes, gi(·), indexed by the event type. Although the diffusion is
commonly modeled by a Wiener process, giving rise to Brownian motion, we model the stochastic
behavior as a counting process, N(t), that experiences jumps, dN , corresponding to event times.
On top of this formulation, the goal is to provide a generic interface across the different model
types such that they may be easily interchangeable with respect to the simulation tool regardless of
the underlying implementation. Computationally, this requires the specification of abstract classes
containing virtual methods that are subsequently overridden by the particular model definition.
At a minimum we must provide a method to step forward in time with respect to the drift process
and a method to handle the discrete events of the diffusion process.
Because there may exist multiple synapse types that are incident on a given neuron, we re-
quire flexibility in the method functionality in addition to the model class. With respect to the
synaptic connections, we must also account for the fact that the synapse type is a property of the
pre-synaptic neuron whereas the computation is performed at the post-synaptic neuron. This is
accomplished by treating network state in the most general sense, as mutable data, where the
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methods for modifying the data are parameterized solely by the type of computation to be per-
formed and a reference to the data to compute over. For modeling drift, we provide a time step
for the dynamics to evolve over, dt, and for modeling the diffusion, we provide a timestamp of
when the event occurred, dN .
3.3.2 Time-driven Computation
With respect to the computation of network dynamics, we adopt a time-driven approach bor-
rowing elements from NEST [103, 104]. The time between the generation of a spike event by the
pre-synaptic neuron and its arrival at the post-synaptic neuron is determined by the axonal de-
lay. Because the minimum axonal delay of the network as a whole corresponds to the minimum
amount of time before events generated by one neuron may affect any other neuron, we are able
to decouple the computation of the network accordingly.
Specifically, we are able to evolve the drift process of the neuron state independently of any
communication within this minimum delay time. This enables the use of model-specific integra-
tion schemes that allow for increased flexibility or precision of computation as necessary. In this
way, the simulation of the network is able to evolve along a coarse time grid while still retaining
precision of event times. With respect to performance, this also has an advantage over a global
time step method where increased precision of events comes at the cost of increased computation
required of the entire network. The communication overhead is also reduced as the number of
synchronization points is minimized.
Whereas the neuron dynamics evolve alongside a potentially variable time step, the synaptic
dynamics are computed at discrete times coinciding with the event timestamp. By evaluating
these dynamics only at discrete times as opposed to integrating a large coupled system of differ-
ential equations, we lower the number of floating-point operations per second required per unit
of simulated time by several orders of magnitude. We reduce the amount of memory loads and
stores by a similar amount. This is accomplished in an online fashion by representing the spiking
history in terms of their traces at the synapse (see section 2.2.2).
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3.3.3 Event-based Communication
Much of the computation that occurs in a spiking neural network rests on top of events, namely
the spiking of a neuron. Although these events happen relatively infrequently when compared to
the “resting” state of a neuron, their precise timings are important to the network level behaviors
such as polychronization (see section 2.4). Timing is also important at the level of the neural sub-
strate, for example, in the synapse where the timing between the pre-synaptic and post-synaptic
spikes determines changes in strengthening or weakening.
The natural representation for handling this type of dynamic is through the use of event lists.
As new events arrive on the network partition, they are placed on the list associated with its
network element in order of their timestamps. However, implementing a single event list for a
given element such as a neuron is impractical as the total number of events will be greater than
the number to be processed in any given iteration. This is because axonal delays greater than the
minimum will effectively place events at future iterations, imposing unnecessary computation
with respect to sorting. To accommodate this, we employ the use of calendar queues such that
each “day” is chosen to be the length of an iteration time interval and the number of days in a
“year” is chosen such that we may account for the maximum axonal delay without overlapping
[105]. Any non-standard event delays that are greater than this are placed in an additional buffer
to be distributed at the beginning of each new year.
To reduce the amount of global communication that occurs as the parallel system scales, we
employ a neighbor-only communication method whereby network partitions only communicate
event data to partitions for which there exists an edge between them. This local exchange of data
falls in line with the spatial partitioning, only exchanging as many messages in a given iteration
as is necessary. By using the broadcast libraries provided by the Charm++ runtime system, the
communication overhead is further reduced.
3.3.4 Asynchronous Streams
As an extension to the event-based communication mediated through Charm++, STACS also ad-
mits the communication of external data streams through YARP. Here, we use the YARP libraries
to provide callback functions that may be triggered upon receiving data through remote proce-
dure calls to a YARP port opened by STACS. These callback functions are then responsible for
any transcription of the input into network events, and vice versa. Interfaced appropriately, this
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enables the embodiment of a simulated SNN on Bert or, more broadly, any device utilizing YARP.
Unlike the network events where we must wait on neighboring partitions, external signals gen-
erate no explicit data dependency, making the timing between the network and the environment
more loosely coupled.
At the time of writing, there are a number of signal types that may be handled by STACS with
YARP. At the most basic, we may allow stimulation to the network in the form of applied current
pulses and spikes. These may be applied to the entire network simultaneously, to individual
vertices, or, perhaps more realistically, to a localized region of the network. Localized regions of
spherical volume are specified by a spatial coordinate for the center along with a radial distance.
Furthermore, each individual current pulse is defined by its amplitude, onset time, and duration.
By combining multiple localized regions and current pulses, we may provide arbitrary stimulation
to arbitrary regions of the network.
Because sensory input is often structured, we also provide more specialized communication
models that are better suited to common use cases. Here, the YARP libraries can be leveraged as
they provide scaffolding for several predefined signal types. With the motivation of this research
being language acquisition, we primarily develop a model capable of handling audio input. We
design this model to be universal in the sense that as long as the data being transmitted conforms
to the format specified as ‘Sound’ by YARP, the actual source is irrelevant. In this way, we may
transmit information in real-time through microphones, or offline from audio files.
Images are another common signal type supported by YARP for which we have developed
a communication model. Similar to audio input, the transmission of images is fairly straightfor-
ward. Again, as long as the data being transmitted conforms to the ‘Image’ format specified by
YARP, whether it be from cameras, image files, or matrices, the model is capable of handling it.
Although not quite the focus of this research, the flexibility shown here by the learning platform
toward multiple sensory modalities is certainly valuable with respect to future development.
3.4 Collective Processing
We now turn our attention to the more collective functionality of STACS, in particular, those that
support the analysis of polychronization. The dominant approach to measuring polychronization
is simply to identify and track the activity of PNGs.
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3.4.1 Identifying Polychronous Groups
Given a spiking neural network, it is useful to identify the PNGs that exist within it, namely
those of the secondary repertoire (see section 2.4). This is because once identified, the activation
of a PNG may simply be computed from the spiking activity of its constituent neurons. With
respect to the spiking activity, the key problem is discerning those spikes that correspond with
PNG activation from those that are not.
3.4.1.1 Template Matching
Traditionally, the detection of spike-timing patterns has largely followed a template matching
algorithm developed for simultaneous recordings of individual neurons [106]. In the context of
measuring the activity of neuronal cultures on a multi-electrode array, the algorithm proceeds as
follows [78]. For each spike detected at time ti for electrode ei, for i = 1, 2, . . . n, where n is the
total number of electrodes, we observe a window of size ∆t, typically on the order of hundreds of
milliseconds.
From this, a template of spike times is constructed from the electrode, [(ei, ti), . . . ], of all the
spikes in the interval [ti, ti + ∆t]. This template is then compared to all other templates generated
from electrode ei and a match is declared when three or more sets of spike times and electrodes
occur within a certain precision. Unfortunately, this comparison tends to be combinatorially pro-
hibitive as the number of measurements grows, and there is no way of curtailing the computation
as information about the network structure is unknown. Furthermore, although spike-timing pat-
terns may be found, it is difficult to ascertain their graphical representation (see section 2.4.2).
3.4.1.2 Leveraging Network Structure
In simulation, we may take advantage of our knowledge of the underlying connectivity of the
network that contributes to the spike timing pattern of a PNG [37]. Here, instead of comparing
spike timings directly in the formation of a pattern, PNGs may be computed by following the
axonal pathways. Although this process can be laborious, it is much more tractable than a direct
approach where all spike times must be compared with all others. As a result, PNG identification
may be performed by evaluating only those combinations of neurons and timings that compose a
valid activation set.
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Here, the activation set is composed of a triplet of neurons, and a template for a PNG is con-
structed by examining the network structure. Specifically, given a mother neuron, we consider the
various combinations of its pre-synaptic, or anchor neurons that would result in spiking activity of
an otherwise silent network. Consistent spike-timing patterns from these neurons are then used
to compose the initial PNG. Neurons are then added to the PNG iteratively by following strong
synaptic connections and their associated axonal delays from the current set.
3.4.2 Detecting Group Activation
In order to determine the activation of PNGs from the spiking activity of the network, we com-
pare the spike-timing pattern defined by the PNG to that of the spiking activity of its constituent
neurons. Accordingly, we develop a supplementary PNG model in STACS to perform this com-
parison. During simulation, whenever a neuron spikes, we communicate its spiking information
to the PNG models where the neuron is a member. Within the PNG model, a sliding window of
spiking activity received from the network is matched against the spatio-temporal stamp defined
for that PNG. Here, some degree of temporal margin per spike is permitted, as background noise
in the network may influence the timings.
When the number of spatio-temporal pairs of the stamp find a match in the spiking activity of
the network above a given percentage threshold, we may consider the PNG to have activated. Due
to their strong mutual connections, there is typically a bimodal distribution (i.e. all-or-nothing)
in the activation of a PNG when measured in this way. In the context of an information-bearing
signal, this corresponds to how the neurons that compose a PNG tend toward spiking either as





Returning to the learning process with respect to the mechanism of polychronization (section
2.4), we are faced with a dilemma. In particular, we note that the selection of the secondary
repertoire from the primary repertoire is fundamentally an unsupervised process, dependent on
the incoming stimuli to the network. That is, the self-organization of the network is able to extract
redundancy from the incoming stimuli, but only if the incoming stimuli are fairly redundant.
In earlier works, networks that were trained on simple patterns, where the training and testing
sets were effectively the same, did not require anything additional to achieve good classification
results [37, 82, 107]. If, on the other hand, the instances of a given class exhibit greater variability,
such as found in the richness of real-world signals, we require a method to collapse that variability.
Toward this end, we propose an approach to training a spiking neural network by grounding the
variability of incoming stimuli to a given supervisory signal. As a result, we may leverage the
associative mechanism of polychronization by biasing the input to the network to direct learning.
Although brief, this chapter provides a primary contribution of this work in developing a
method for training a spiking neural network to perform classification tasks mediated solely
through polychronization. That is, we determine that the mechanism of polychronization is self-
sufficient for learning. We outline the proposed approach for associative grounding of stimulus
classes in section 4.1 and discuss how such a supervisory signal may be realized in section 4.2.
4.1 Supervisory Signal
In order to train a spiking neural network, we leverage the principle that regularities in the in-
coming stimuli drive the top-down selection process of the secondary repertoire of polychronous
groups from the primary repertoire. By consistently biasing the input of the network, we may
influence the particular polychronous groups that form, namely those sensitive to the given bias.
Subsequently, the activation of the formed polychronous groups may be used to estimate the
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given input. For a classification task, if the consistent bias is due to regularities of a particular
stimulus class, then we can effectively assign certain polychronous groups to that class. However,
with increasing variability in the inputs that belong to a stimulus class as well as with overlap to
inputs of other stimulus classes, it becomes more difficult to make the proper assignments due to
increasing variability in the polychronous groups that would form.
To address this, we propose an approach to training by supplementing the inputs for a given
stimulus class with a supervisory signal for that stimulus class. That is, we provide a consistent
bias in the input in the form of a fixed supervisory signal rather than relying on regularities in
the incoming stimuli. Due to the consistency of the supervisory signal, the expectation is that
we may constrain the polychronous groups that form in the network. Because the supervisory
signal is provided in supplement to the inputs of a given stimulus class, the expectation is that
it provides a sort of anchor or grounding to associate with. Any regularities of a given stimulus
class will be captured alongside its fixed supervisory signal during polychronization, giving rise
to polychronous groups that reflect their association. As a result, we may obtain a reduction in
variability in the polychronous groups that form per stimulus class, reenabling the assignment of
polychronous groups.
4.2 Spatio-temporal Labels
Discussion of the supervisory signal has thus far been in the abstract, but in order to train a net-
work, we must give it a more concrete form. Although conceptually similar to providing a label to
a feature vector, this label must be chosen appropriately to the adaptation mechanism. For dealing
with a spiking neural network, the following details of representation become important. Despite
the mechanism of polychronization operating at a more global level in a spiking neural network,
the physical adaptation of the network is mediated at a local level, via STDP (section 2.2.2) at indi-
vidual synapses between pairs of neurons. This means that any adaptation with respect to an error
or loss function with respect to the desired behavior of the network is constrained by local spiking
activity. As a result, there is no way of directly updating the synaptic weight of a given connection
based on the activity at a later or prior connection such as in the case of backpropagation.
In order to provide a signal capable of global adaptation, but mediated at a local level, we
propose that the supervisory signal should be distributed in nature. Ideally, the supervisory signal
should also be on the same time scale as that of the incoming stimuli so as to provide sufficient
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overlap between the two inputs for association to occur. Following these constraints, the most
straightforward choice for the form of the supervisory signal is to be spatio-temporal in nature,
similar to the representation of the incoming stimuli, but also to that of polychronous groups.
Although we do not make any suppositions on the origin of such a supervisory signal, due to
their reproducibility, we can suggest that formed polychronous groups may be able to mediate the
learning process by providing a consistent internal signal. Thus, we can represent the supervisory
signal as a spatio-temporal stamp (see section 2.4.2).
We must also address the issue of separability of the supervisory signals. Although we want
within-class variability to be captured in association to a fixed supervisory signal, any between-
class variability should be maintained in order for the resulting polychronous groups to be sep-
arable from one another during classification. To achieve this, the spatio-temporal stamps rep-
resenting the supervisory signals per stimulus class should be chosen to be distinct from one
another. One way to achieve this is to select different sets of input neurons composing the spatial
component of the supervisory signal. Alternatively, to reduce spatial costs, we may also take the
approach of randomly varying the temporal component of a given set of input neurons. Although
the spatial component is the same, due to differences in timing, we expect that different synaptic




To investigate the capacity of a polychronizing spiking neural network to provide an internal rep-
resentation to support language acquisition, we conduct an experiment to measure the formation
and activation of polychronous groups with respect to the phonemes of English. Here, the objec-
tive is to demonstrate that the network can support the necessary primitives to be used in more
complex constructions, as well as how these primitives may be formed as a result of supervised
training (see Chapter 4). We first provide motivation for examining the acquisition of phonemes
as an important mechanism in the language learning process (section 5.1), and we provide details
about the language dataset. The design of the experiment is then presented (section 5.2), laying
out the parameters of the network model, methods used for training with respect to phonetic pat-
terns, and metrics for evaluating the performance of the acquisition task. Experimental results are
finally presented and discussed (section 5.4).
5.1 Semantic Motivation
There are several motivations for constructing a system that is capable of internally representing
phonemes. Primarily, phonemes provide the smallest segmental unit that encodes for perceptu-
ally meaningful categories in the time-varying acoustic signal of a speech utterance. They provide
the boundaries that enable similarly sounding words, such as “hat” (phonetically /hh/ae/t/) and
“hot” (phonetically /hh/aa/t/), to be differentiated from one another. Subsequently, phonemes
provide a primitive building block from which higher-order categories, such as words, may be
constructed.
An example speech utterance of the sentence “the speech symposium might begin monday” is
shown in figure 5.1. Here, the words have been segmented out from the acoustic signal. A further
segmentation of the acoustic signal, of the word “symposium”, into phonemes is shown in figure
5.2.
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Figure 5.1: Segmented sentence into words
Figure 5.2: Segmented word into phonemes
It can be maintained that the accuracy with which a speech recognition system produces a
sequence of phonemes from a speech utterance is an important component in capturing the se-
mantic content of the utterance. Speech utterances that share the same sequence of phonemes are
transcribed orthographically (e.g. into written symbols) in the same way, generally. Of course,
phonemes are not the only component. Other measures of the acoustic signal that are prosodic
in nature, such as intensity, rhythm, or tonal inflection, are attributed to modulating the semantic
content.
Here, we observe another motivation for internally representing phonemes, that of being able
to collapse the many possible variations of the acoustic signal onto a reduced order collection of
symbols, known as the phonetic inventory. Aside from prosodic cues, variability in the speech
utterance may also arise from differences in speakers, dialects, or even just coarticulation as a
speaker must transition from one phoneme to another. This variability gives rise to the concept
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of allophones, acoustic signals that may be characteristically different by some measure but map
onto the same phonetic symbol. As it relates to cognitive ability in general, the translation from
signals to symbols provides a mechanism for associativity, which we aim to capture through poly-
chronization.
5.1.1 Language Dataset
We use the TIMIT speech dataset for our experiment [108]. This dataset collects speech utterances
from 630 different speakers from 8 different dialect regions of the United States. For each speaker,
10 sentences were recorded for a total of 6300 sentences. Of these, 2 sentences are shared among
all speakers, 450 sentences are each spoken by 7 distinct speakers, and 1890 sentences have a
unique speaker. Importantly, each speech utterance is phonetically time-aligned and tagged, and
sentences were chosen to be phonetically balanced, making this speech dataset particularly useful
for phoneme acquisition experimentation.
5.1.2 Phonetic Inventory
Table 5.1: Phonetic Inventory
Phoneme Classes (folded from original)
b jh v r eh ah (ax, ax-h)
d ch dh w ey er (axr)
g s m (em) y ae oy
p sh (zh) n (en, nx) hh (hv) aa (ao) ow
t z ng (eng) iy aw uh
k f l (el) ih (ix) ay uw (ux)
dx th sil (pau, epi, h#, bcl, dcl, gcl, pcl, tcl, kcl)
For training and testing, we use the sentences sx1 to sx450 and si1 to si1890 of the TIMIT speech
dataset that are distributed across multiple speakers. We exclude sentences sa1 and sa2 to pre-
vent potential bias to their specific phoneme sequence as these sentences are repeated by every
speaker. From each of these sentences, phonetic segments are extracted and sorted according to
their phonetic inventory. We follow the proposal by Lee and Hon which folds together a number
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phonetic labels corresponding to allophones of from the original TIMIT dataset [109]. This map-
ping effectively generates a phonetic inventory consisting of 39 different phoneme classes, given
in table 5.1. For our experiment, we omit the category for silence (/sil/).
5.2 Experimental Setup
We design an experimental framework for phoneme acquisition in accordance with the learning
platform discussed in Chapter 3 and the supervised training approach proposed in Chapter 4.
Here, the major component is a polychronizing spiking neural network, which we interface with
an input layer receiving the acoustic signal of speech utterances as well as a supervisory signal
providing class labels. Instead of presenting the acoustic signal to the network directly, we first
transform it into a form that may be more readily learned by the network. Alongside the associ-
ated supervisory signal, it is this transformed stimulus that then directs the polychronization of
the network by way of repeated presentations during the training phase. Subsequently, synaptic
plasticity is turned off in order to ‘freeze’ the network, and the PNGs that have formed are identi-
fied. Using the training set as input, activations of these PNGs are correlated probabilistically with
respect to the phonetic inventory. Finally, using the testing set as input, these statistics may then
be used to estimate the presence of phonemes upon the presentation of novel speech utterances.
An overview of this framework is illustrated in figure 5.3.
5.2.1 Network Model
For our investigation, we use a minimal spiking neural network that has been shown to exhibit
polychronization. We construct this model in STACS following its specification from [37].
5.2.1.1 Network Architecture
The network model consists of 1000 spiking neurons split between 800 excitatory neurons and
200 inhibitory neurons. This 80% to 20% balance is chosen to reflect the ratios found empirically
in the neocortex. The synaptic connectivity within this network is relatively sparse, with each
neuron connected to roughly 10% of the other neurons in the network. Here, excitatory neurons
may connect to either inhibitory neurons or other excitatory neurons. The axonal delays of these
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Figure 5.3: Experimental framework for phoneme acquisition
connections take on integer values between 1 ms and 20 ms, inclusive. Inhibitory neurons, on the
other hand, are only connected to excitatory neurons, and their axonal delays are fixed at 1 ms.
Because the synaptic connections in the network model is random, a spatial distribution over
the neurons is not specified. However, for ease of visualization, we may distribute the neurons
over a circle of unity radius. An example of a generated network is shown in figure 5.4, where
neurons are depicted by circles and their connections by lines. Excitatory neurons and their con-
nections are provided in blue, while inhibitory neurons and their connections in red.
5.2.1.2 Neuron models
Neurons are simulated according to the reduced-order dynamical systems model proposed by
[41]. We reproduce the equations of this spiking neuron model from section 2.1.1.3 in equation 5.1
below. The parameters used for both the excitatory and inhibitory neurons used in the network
model are given in table 5.2.
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Figure 5.4: Example spiking neural network
dv
dt
= 0.04v2 + 5v + 140− u+ Iapp
du
dt
= a(bv − u)
if v ≥ vthresh , then
 v ← cu← u+ d
(5.1)
Table 5.2: Spiking neuron model parameters
Neuron type a b c d
Excitatory 0.02 0.2 −65 8
Inhibitory 0.1 0.2 −65 2
For these parameters, the excitatory neurons exhibit regular spiking (RS) behavior, corre-
sponding to cortical pyramidal neurons, and the inhibitory neurons exhibit fast spiking (FS)
behavior, corresponding to cortical interneurons. In both cases, the non-linear reset occurs at
vthresh = 30 mV.
The applied current, Iapp, is computed by summing the spiking inputs, weighted by their pre-
synaptic connections. Here, we simplify the modeling of synaptic transmission as the application
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of fixed amplitude current pulses with a temporal width of 1 ms. During network initialization,
random thalamic input is also applied to the network such that any given neuron will spike at
roughly 1 Hz in the absence of external inputs.
5.2.1.3 Synapse models
The synaptic weights are calibrated such that the coincidence of two strongly connected pre-
synaptic neurons will induce spiking of a post-synaptic neuron. Because we simply model the
synaptic transmission as current pulses, these weights are represented by their applied current.
For inhibitory connections, these weights are fixed at w = −5 µA/cm2, and they do not exhibit
synaptic plasticity.
Excitatory connections, on the other hand, are subject to STDP dynamics (see section 2.2.2).
Here, each time a neuron spikes, a trace variable is set to ω = 0.1, and decays as ω = 0.1e−t/τω
where τω = 20 ms. The value of this trace variable is used to compute the change in synaptic
weight, ∆w, as a result of either a pre-synaptic or post-synaptic spikes. In the case of pre-synaptic
spikes, ∆w is decreased by the trace value as ∆w ← ∆w − 1.2ω. This corresponds to the nega-
tive region of the STDP curve. In the case of post-synaptic spikes, ∆w is increased by trace value
as ∆w ← ∆w + ω. This corresponds to the positive region of the STDP curve. The value of
∆w is not immediately used to update the synaptic weight, w, but is accumulated over a period
of 1 s. Subsequently, the synaptic weight is updated as w ← w + ∆w + 0.01, and then ∆w is
filtered as ∆w ← 0.9∆w. Here, the term 0.01 is used to prevent the development of any com-
pletely silent neurons. The range of synaptic weights for excitatory connections is specified as
w ∈ [0, 10] µA/cm2.
5.2.1.4 Neural Interface
As described in section 3.3.4, we implement a number of data streams to be received by the spiking
neural network. The streams important to our experiment are the speech signal and the accompa-
nying supervisory signal. For each stream, we supplement the network with models responsible
for transforming their respective signals into a representation suitable for processing.
In the most straightforward way, this is realized by providing each stream with a set of input
neurons where the incoming stimuli drives their spiking activity. Here, we utilize excitatory neu-
rons that are connected to 10% of the neurons in the network model, with varying axonal delays
55
per connection. Unlike the synaptic connections internal to the network, the connections from the
input neurons are not subject to synaptic plasticity. Rather, they are set to a strong enough weight
that they cause their connected neurons to spike. This is to ensure that there is sufficient spiking
activity in the network for learning to occur.
5.2.2 Auditory Signal Preprocessing
The purpose of preprocessing is to convert a given speech utterance, here a short segment corre-
sponding to a phoneme, into a suitable form for acquisition by the network model. Essentially,
we implement the sensory system by performing transformations of the acoustic signal such that
the resulting neural encoding (e.g. a spike train) is similar to what is presented to the cortex. Al-
though we cannot capture the function auditory pathway in detail, we provide the network model
with a basic auditory sensory system.
5.2.2.1 Frequency Domain
Initially, we convert the signal from the time domain into the frequency domain, corresponding
to the function of the cochlea [110]. The neurons at this stage of the sensory system respond by
spiking according to their characteristic frequency. The arrangement of these neurons along the
basilar membrane gives rise to the initial tonotopic map. This is accomplished by applying a
short-time Fourier transform (STFT) to the acoustic signal, computing the power spectral density
over its frequency content. For speech, this is typically then converted to a logarithmic scale. The
STFT may be performed for a variety of windowing functions as well as temporal window sizes,
and the resulting sequence visualized in a spectrogram. An example spectrogram of a speech
utterance, using a hamming window of 512 samples, corresponding to roughly 32 ms, with 50%
overlap between consecutive windows, is shown in figure 5.5.
5.2.2.2 Psychoacoustic Domain
Subsequently, we construct a reduced order basis to capture the frequency content corresponding
to more integrative structures along the auditory pathway such as the receptive fields found in
primary auditory cortex. At this stage, neurons respond to the presence of collections of frequen-
cies (e.g. frequency sweeps) rather than a characteristic one, giving rise to a redundancy reducing
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Figure 5.5: Spectrogram of speech utterance
encoding. A well-known and effective method is to compute the mel-frequency cepstral coeffi-
cients (MFCCs) from the above power spectral density, providing a short-term power spectrum
of the acoustic signal [111]. This is accomplished by applying a filterbank to and performing a
discrete cosine transform (DCT) over the filtered frequencies as though they were a signal. The
resulting amplitudes are then used as the features. For our experiment, we omit the final DCT and
instead simply use the power spectral density as mapped onto the mel-scale using a filterbank,
and an example transformation using 30 different filters is shown in figure 5.6.
Figure 5.6: Spectrogram of speech utterance mapped onto mel-scale
5.2.2.3 Spatio-temporal Domain
Finally, we convert the resulting densities from a magnitude into a spatiotemporal signal suitable
for acquisition. For a given phoneme, we first take an average of the computed mel-scale based
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densities over its duration. This average is then linearly converted into a temporal delay that
corresponds with the spiking of an input neuron. That is, we transform the speech signal into
a spike-timing pattern that is received by the network. An illustration of the full preprocessing
transformation for an example phoneme is shown in figure 5.7.
Figure 5.7: Transformation of phoneme to spike-timing pattern
5.2.3 Supervisory Phoneme Label
Unlike the auditory signal, we do not require as extensive a preprocessing step for the supervisory
signal. Instead, according to section 4.2, we assign a set of supervisory input neurons to provide
a unique spike-timing pattern per phoneme class in the phonetic inventory. Although these pat-
terns are randomly assigned with respect to the temporal delay per neuron, their consistency with
respect to the phoneme classes allows them to behave as a labeling mechanism. An illustration of
this assignment for an example phoneme is shown in figure 5.8
5.3 Experimental Evaluation
During evaluation, the main objective is to demonstrate that any learning that takes place by
the network may be explained as a result of polychronization. Toward this end, we base our
classification metrics for phoneme acquisition solely on the activation of PNGs formed through
training. We discuss below the training procedure with respect to the language dataset as well
as how we may subsequently predict phoneme classes from spiking activity. Although we have
presented a relatively simplified network model, our results indicate that regularities in the speech
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Figure 5.8: Supervisory label per phoneme class as a randomly assigned spike-timing pattern
signal may be successfully acquired through the polychronization mechanism.
5.3.1 Training Procedure
Following the design of standard classification tasks, we distinguish our experiment between
training and testing phases (see figure 5.3). During the training phase, the network is presented
with the transformed acoustic signal corresponding to a phoneme, along with a supervisory sig-
nal that provides a class label for that phoneme. Here, synaptic plasticity is active in the network,
and we expect the network to self-organize with respect to the incoming stimuli through poly-
chronization.
After being presented with multiple examples of each phoneme class, we move onto the test-
ing phase. During testing, the network is only presented with the transformed acoustic signal.
Importantly, these are from phonemes that were not presented to the network during the training
phase. In this way, we may determine how well the model generalizes to novel input rather than
simply fitting the training data. Here, synaptic plasticity is inactive, as we are only interested in
the network behavior as a result of training.
From the TIMIT dataset, we perform preprocessing as described in section 5.2.2 to extract
the phonemes described in section 5.1.2. As the dataset is phonetically balanced, we randomly
sample sentences to provide phonemes to the network, omitting the silence (/sil/) phoneme class
for a total of 38 different classes. For training, starting from a randomly initialized network, we
present the network with 20,000 randomly selected phonemes along with their class label, which
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corresponds to roughly 500 examples per phoneme class. For testing, we present the network with
4,000 randomly selected phonemes without any class label, which corresponds to roughly 100
examples per phoneme class. We follow the predefined division of training and testing sentences
by the dataset so as to prevent any overlap during these two phases.
5.3.2 Phoneme Correlations
Subsequent to training, we collect statistics with respect to the PNGs that formed (see section
3.4.1) as well as their activations as correlated with the presentation of phonemes. These collected
statistics are used in conjunction with the measured network activity during testing so as to per-
form classification based solely on the PNGs of the network. That is, we consider only the spiking
activity that resulted through the mechanism of polychronization in order to isolate it as learning
mechanism employed by the network.
Computing the phoneme correlations is straightforward. For each phoneme in the phonetic
inventory, we measure the probability of PNG activation when that phoneme is presented. That
is, we find P (Gj |si) over the PNGs identified in the trained network model. Here, phonemes are
indexed by i = 1, . . . , n, where n is the size of the phonetic inventory, and PNGs are indexed by j =
1, . . . ,m, where m is the total number of groups identified. This is achieved simply by counting
PNG activations when the network is presented with the phonemes of training set. Importantly,
this measurement is performed when the input of the supervisory signal is absent in order not to
create artificial bias.
Once these correlations have been computed, we may then estimate phonemes using a max-
imum likelihood approach and following a naive Bayes assumption over the PNG activations.
Again, these measurements are performed in the absence of any supervisory signal, relying only
on the acoustic signal. This computation is given by equation 5.2.














To evaluate the performance of the trained network model, we may compute classification ac-
curacy of the predictions using the network model with the “ground truth” provided from the
tagged dataset. By comparing the predicted phoneme class from the network model to its tagged
class, we may construct a confusion matrix, C. Subsequently, we may compute the classification
accuracy from the diagonal as p = tr(C)/su(C), where tr(C) =
∑





j cij computes the sum over all elements of C. Analysis on a per-phoneme
basis from the rows of C is also possible.
5.4 Classification Results
Subsequent to training, we were able to identify a total of 5095 PNGs that composed the secondary
repertoire. We used these to compute the phoneme correlations, and the resulting probabilities
were used in predicting the phonemes of the testing set as described in section 5.3.2. We achieved
a classification accuracy of 26.4% over 38 different phoneme classes, and we provide the confusion
matrix in figure 5.9.
Figure 5.9: Confusion matrix of phoneme classification (testing accuracy)
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Although this classification accuracy does not achieve state-of-the-art performance, we note
that it performed significantly greater than chance at 2.6%. As seen in the confusion matrix, there
is a noticeable diagonal element. For additional comparison, we looked at performance on the
training set and found a classification accuracy of 33.2%, and we provide this confusion matrix in
figure 5.10.
Figure 5.10: Confusion matrix of phoneme classification (training accuracy)
Here, we see a much stronger diagonal, as expected when using phoneme correlations to pre-
dict against the data where they were derived. However, we do not get too great an increase in
the classification accuracy when compared to novel data, so we can say that training the network
model resulted in generalization. With respect to the individual phonemes being classified, we
additionally note that misclassification tended to be within the broad phonetic category of that




Although we implemented a fairly simple network model consisting of 1000 neurons, we were
able to demonstrate learning through the mechanism of polychronization, as measured by the
PNGs that formed during training. Furthermore, because the only measurements taken were the
result of polychronization, namely the formation of time-locked patterns of spiking activity in the
network, we can be confident that PNGs provide a suitable internal representation or encoding of
information by the network. Because the class labels were not presented alongside the phoneme





In addition to phoneme classification, we performed experiments to explore the capabilities of
the network in learning in different contexts. Although the experimental setup remained the
same, we present different input signals to the network for training. We outline the differences
and discuss the results of two such experiments in this chapter. Maintaining the same auditory
inputs, section 6.1 explores the acquisition of more abstract patterns in the form of broad phonetic
categories. Switching to visual inputs, section 6.2 explores acquisition with respect to different
sensory modalities.
6.1 Broad Phonetic Categories
Extending the work on phonemes, we take note of the trend in misclassification with respect to
the broad phonetic categories of the phoneme. These are divided as stops, fricatives, nasals, glides,
and vowels. We conducted an experiment where the training data for the phonemes remained the
same, but instead of presenting a supervisory signal for the phoneme class, we used labels of the
broad phonetic category. As a result, we expected to map a greater degree of variability in the
stimulus class to a smaller set of consistent labels during the polychronization process.
Following the same training procedure as in section 5.3.1, we computed correlations of PNG
activation to the broad phonetic category of a presented phoneme. For this experiment, we iden-
tified a total of 3960 PNGs that composed the secondary repertoire, fewer than when training on
a per-phoneme basis. Because the dataset is phonetically balanced but not necessarily balanced
with respect to the broad phonetic categories, we normalized the resulting prediction probabili-
ties. We achieved a classification accuracy of 47.1% across 5 phonetic categories, and a confusion
matrix is presented in figure 6.1.
This result was similar to the results of the phoneme acquisition in that although the accu-
racy is not quite state-of-the-art, it is significantly better than chance level of 20%. Perhaps the
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Figure 6.1: Normalized confusion matrix of phoneme classification to their broad phonetic
categories (testing accuracy)
more interesting outcome from this experiment was that the network was able to learn with re-
spect to a supervisory signal corresponding to patterns broader in scope. Moreover, the form of
the supervisory signal, a random but consistent spatio-temporal pattern of spiking activity, was
indistinguishable from that of the earlier experiment.
6.2 Handwritten Digits
Because language acquisition does not occur in isolation from other sensory and motor modali-
ties, we also explored how well the network model could learn from other types of sensory input.
Another common input is visual, and toward this end, we trained the network to classify hand-
written digits. Although the learning objective behind the acquisition of visual symbols is similar
to that behind phoneme acquisition, we may demonstrate the flexibility network model and the
polychronization mechanism through the use of a different signal domain.
We used the USPS dataset, which provides 16 × 16 grayscale images of the digits 0 through
9 [112]. Unlike with auditory input, the preprocessing step was not as involved. We assigned
an input neuron corresponding to each pixel, and the transformation into the spatio-temporal
domain was achieved by mapping the magnitude of the pixel values to a temporal delay. The
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greater the intensity of the pixel, as measured against a white background, the shorter the time to
the spike of the corresponding input neuron.
Because we opted against reducing the dimensionality of the input, we have about an order of
magnitude more visual input neurons as compared to auditory input neurons from the previous
experiments. As a result, we reduced the number of connections by an input neuron to the net-
work by a similar magnitude, to 1% per input neuron. The supervisory signal, which provided a
spatio-temporal label with respect to the digit, remained the same as in the previous experiments.
Following a similar training procedure as in section 5.3.1, we computed correlations of PNG
activation to the digit class labels. For this experiment, we identified a total of 8136 PNGs that
composed the secondary repertoire, which was significantly greater than that found by the exper-
iments using auditory input. We suspect that the increase in the number of input neurons, along
with their variability, contributed to this result. We achieved a classification accuracy of 41.9%
across 10 digit classes, and a confusion matrix is presented in figure 6.2.
Figure 6.2: Confusion matrix of handwritten digits (testing accuracy)
Again, we were able to achieve a significantly higher classification accuracy than chance level
at 10%. What is perhaps most significant about this result is that we were able to use, without any
modification, the same network as in the previous experiments. That is, the mechanism of poly-
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chronization is entirely flexible with respect to the input signal used, provided it is transformed
into the spatio-temporal domain. Taken together with the results of the previous experiments,
we may draw the conclusion that as long as the input to an SNN is of a suitable form (i.e. spike-





Through our classification experiments, we have shown that the mechanism of polychronization
underlies the learning process in a spiking neural network (SNN). Accordingly, the resulting in-
ternal representation is that of a polychronous neural group (PNG), a spatio-temporal encoding of
information that is realized through the spiking activity of mutually connected groups of neurons.
We have also presented an approach to supervise the learning process of the SNN by biasing
the polychronization against a supervisory signal. In addition to reducing the variability of the
stimulus class with respect to the response of the network, the implementation along with exper-
imentation of other sensory modalities supports the capability of an SNN to polychronize with
respect to arbitrary spike-timing patterns. As the basis of an embodied learning platform, this
becomes important for the integration of multiple sensory and motor modalities.
7.1 Future Work
Although we were able to demonstrate the acquisition of spike-timing associations between real-
world signals and their labels within the SNN, there are many paths of research to extend this
work. A primary limitation is that our implementation utilized a fairly simple network model
consisting of a relatively tiny number of neurons when compared to that found in the cortex, or
even for biological experiments on multielectrode arrays (on the order of 50,000 neurons). Extend-
ing the training process to more complex network models that may exhibit additional plasticity
mechanisms that modulate the self-organization process, we expect to see greater capacities for
learning.
More in line with the integration of multiple sensory and motor modalities, we may also ex-
tend the research by exploring the formation of an associative hierarchy. Although we presented
the results of associating phonetic patterns to their broad phonetic categories, this was with re-
spect to external input. However, because the representation of a PNG is spatio-temporal in na-
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ture, similar to that of the incoming stimuli, it will be useful to explore how the network may
polychronize with respect to internal spiking activity.
Related to this, another path of research concerns the origin of the supervisory signal. Al-
though our experiment was able to bootstrap the learning process by proving a consistent label
for the data, how such a label may be learned directly from the environment is something to in-
vestigate further. Here, we may determine how the activity of a PNG may be used to supervise
the formation of additional PNGs.
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