Early forecasting of future drought conditions during continuing dry periods can improve water resources management strategies. In this study, a drought forecasting approach is developed and presented using an aggregated drought index (ADI) and artificial neural network (ANN) using a monthly time step. The use of ADI forecasts the overall availability of water resources beyond the traditional forecasting of rainfall deficiency to represent future drought conditions. The paper compares two types of ANN; namely, recursive multi-step neural networks (RMSNN) and direct multi-step neural networks (DMSNN). The results show that the RMSNN approach is slightly better than the DMSNN approach for forecasts with lead time up to 3 months. The DMSNN approach gives slightly better results than the RMSNN approach when forecast lead time is over 3 months, and can give reasonable results up to 6 months ahead of forecasts.
INTRODUCTION
Drought is a complex natural phenomenon and has significant impacts on effective water resources management. It places severe demands on rural and urban water resources, and an enormous burden on agricultural and energy production. In general, drought is defined as the water scarceness resulting from insufficient precipitation, high evapotranspiration and over-exploitation of water resources or a combination of the above (Bhuiyan 2004 ).
There are three main drought categories: meteorological, hydrological and agricultural. The meteorological drought is expressed solely based on the level of dryness measured in terms of rainfall deficiency (Keyantash & Dracup 2004) .
The hydrological drought, on the other hand, is classified based on the deficiency in water availability in terms of streamflow, reservoir storage and groundwater depths (Wilhite 2000) . The agricultural drought is expressed based on soil moisture deficits, and considers rainfall doi: 10.2166/wcc.2010.000 deficits, soil water deficits and variation of evapotranspiration among others (Hounam 1975) .
Forecasting future drought conditions plays an important role in the mitigation of drought impacts on water resources systems (Mishra & Desai 2006) , and assists water resources managers during the decision-making process in reducing the impacts of droughts. Traditionally, the estimation of future dry conditions or drought forecasting was conducted using drought indices (DIs). This is because the DI is expressed numerically which is believed to be far more functional than raw data during decision-making (Hayes 2003) . The DI in general is a function of several hydrometeorological variables such as rainfall, temperature, streamflow and reservoir storage. Several DIs have been developed around the world in the past based on rainfall as the single variable, including the widely used deciles (Gibbs & Maher 1967) , standardized precipitation index (SPI) (McKee et al. 1993 ) and effective drought index (EDI) (Byun & Wilhite 1999) . There is also the well-known Palmer drought severity index (PDSI) (Palmer 1965) , which considers temperature along with rainfall. So far, only these DIs have been used in drought forecasting (Kim & Rainfall-based DIs and PDSI define only the meteorological drought conditions (Keyantash & Dracup 2002) and therefore the use of these indices in drought forecasting can forecast only the meteorological drought conditions. However, drought is generally defined as deficiency of available water resources in the hydrologic cycle rather than just the rainfall deficiency (Kim & Valdes 2003) . Many researchers now argue and justify that the drought definition should consider all significant components of the water cycle (such as rainfall, streamflow and storage volume) to reflect the wide spectrum of drought-related conditions (Byun & Wilhite 1999; Keyantash & Dracup 2004; Smakhtin & Hughes 2004) . This is because the drought depends on numerous factors, such as water supplies and demands, hydrological and political boundaries, and antecedent conditions (Steinemann 2003) . Based on the above drought assessment concepts, Keyantash & Dracup (2004) introduced an aggregated drought index (ADI) by considering all significant hydro-meteorological variables within the hydrologic cycle. It describes the broad perspective of drought beyond the traditional meteorological, hydrological and agricultural categories.
The focus of this study is to forecast future drought conditions using an ADI which can provide the broad perspective of available water resources within the system rather than just traditional forecasting of the meteorological drought conditions.
Statistical time series models such as autoregressive integrated moving average and seasonal autoregressive integrated moving average (Mishra & Desai 2005) , Markov chains (Paulo & Pereira 2007 ) and loglinear modelling (Moreira et al. 2008 ) have been used in the past for drought forecasting. The results obtained from these models had shown a reasonable level of agreement with the actual data, when they were used for 1-2 month-ahead forecasting. In forecasting future drought conditions, Bacanli et al. (2009) used different monthly time scales of SPI values (i.e. SPI-1, SPI-3, SPI-6, SPI-9 and SPI-12) in an adaptive neuro-fuzzy inference system and have shown that the technique was mostly suitable for forecasting a longer time scale of SPI values (i.e. SPI-6 or more).
Artificial neural networks (ANNs) have shown great ability in modelling and forecasting nonlinear and nonstationary time series including the time series of DI, owing to their innate nonlinear properties and flexibility for modelling (Kim & Valdes 2003; Mishra & Desai 2006; Morid et al. 2007; Barros & Bowden 2008; Cutore et al. 2009 ). The results of these studies found that the ANNs were capable of forecasting drought conditions up to 6 months-ahead forecast lead times. Therefore, the ANN technique was used in this study to forecast the ADI values.
It is important to note that all of the above-mentioned drought forecasting techniques were used only with the rainfall-based DIs and PDSI, and this is the first study that uses an aggregated DI such as ADI (that considers the broad perspective of dryness) in drought forecasting.
The aim of this study is to adapt the ADI methodology of Keyantash & Dracup (2004) to develop a monthly ADI time series and then use this time series to forecast the future drought conditions of the Yarra River catchment in Victoria (Australia). The paper begins with a brief description of the study area followed by data sources and processing. Then the methodology used for development of the drought forecasting model is described, followed by results and discussion. The conclusions drawn from the study are presented at the end of the paper.
STUDY AREA
The Yarra River catchment in Victoria (Australia) was used as the case study catchment in this study. Figure 1 shows the study area with its data measuring stations.
The Yarra River travels 245 km from its source in the There are also numerous farm dams within the catchment, and water extraction from the rivers and creeks for agriculture is prevalent. A range of recreational activities, metropolitan parks and biodiversity conservation are also located around the catchment waterways. Along with the diversity of these activities, pressure on water resources management within this catchment has become more intense because of the frequent drought occurrences in recent years (Tan & Rhodes 2008) . Therefore, the management of water resources in terms of drought management has importance within the Yarra River catchment.
DATA SOURCES AND PROCESSING
Hydro-meteorological data 
Construction of ADI time series
The ADI is a multivariate index developed by Keyantash & Dracup (2004) . Its input variables represent the fluctuations in water volume within the hydrologic cycle. Several variables define the hydrologic cycle, including the most important eight variables: rainfall, streamflow, reservoir storage volume, soil moisture content, potential evapotranspiration, snow water content, groundwater flow and temperature. Of these eight variables, six influential variables, namely rainfall, streamflow, reservoir storage volume, soil moisture content, snow pack and potential evapotranspiration, were used for ADI formulation by Keyantash & Dracup (2004) . These variables except the snow water content were considered in this study, as snow water content is not relevant for the study area. Groundwater flow was excluded in this study for three reasons as explained by Keyantash & Dracup (2004) : (1) The PCs are a re-expression of the original p-variable data set in terms of uncorrelated components Z j (1 , j # p).
Eigenvectors derived through PCA are unit vectors (i.e.
magnitude of 1) that establish the relationship between the PCs and the original data as shown in Equation (1).
where, Z is the (n £ p) matrix of PCs (i.e. uncorrelated components); in which n is the number of observations, X is the (n £ p) matrix of standardized observational data, and E is the ( p £ p) matrix of eigenvectors.
As was done by Keyantash & Dracup (2004) , the ADI was considered as the first PC (PC1), normalized by its standard deviation as in Equation (2).
where, ADI i,k is the ADI value for month k in year i, Z i,1,k is the first PC during year i for month k, and s k is the sample standard deviation of Z i,1,k over all years for month k.
The ADI utilizes only the PC1 because it explains the largest fraction of the variance described by the full p-member, standardized data set. Since PCs are orthogonal vectors, it is not mathematically proper to combine them into a single expression (Keyantash & Dracup 2004) . Considering all 12 months, PC1 described an average of 56.4% of the data set variance in this study. Once the ADI values were computed for each year and each month, they were reordered into a single time series in chronological order. 1967 -1968 , 1972 -1973 , 1982 -1983 , 1997 -1998 -2004 onwards (Keating 1992 Tan & Rhodes 2008) . These historical droughts were recorded in the above studies after considering rainfall and storage records at that time and comparing them against the average values of rainfall and storage volume. Those authors had also recorded that, during these droughts, there was severe deficiency in water resources in terms of rainfall and storage reservoir volume, and negative socioeconomic impacts due to the shortage of water. In Figure 3 , the ADI showed smooth transitional characteristics during droughts, and from dry to wet spells and vice versa. Because of this characteristic, the historical droughts detected by the ADI were easy to identify. This ADI time series was used for developing the drought forecasting model in this study.
DEVELOPMENT OF DROUGHT FORECASTING MODEL
As mentioned above, the ANN technique was used to develop the drought forecasting model in this study. ANN is an information processing system that resembles the To forecast ADI values with several lead times ahead, two different approaches, namely, recursive multi-step neural network (RMSNN) with only one output neuron and direct multi-step neural network (DMSNN) with multiple output neurons, were used in this study. The RMSNN approach was introduced and successfully used in drought forecasting by Mishra & Desai (2006) , whereas DMSNN is the commonly used approach in most forecasting models ( 
Recursive multi-step neural network (RMSNN)
The RMSNN approach can have a single neuron or multiple neurons both in input and hidden layers. However, it consists of only a single neuron in the output layer, representing one month lead time forecast. The network was first designed and calibrated considering only 1 month-ahead forecasts based on the present and several months of past ADI values as inputs. This network (with the same number of input variables) was then used for forecasting ADI values for multiple lead times recursively. In this way, forecasting was carried out in this study recursively to obtain forecasts for 12 months. Beyond 12 months, forecasts were considered to have high errors. Note that as forecasting is carried out for multiple time steps away from the first time step, more and more forecast values are introduced as inputs in RMSNN instead of the known ADI values, thus introducing more errors in the forecasts beyond the first forecast.
Direct multi-step neural network (DMSNN)
Similar to the RMSNN model, the DMSNN approach can 
RESULTS AND DISCUSSIONS
Computational tasks of ANN forecasting models were carried out using the Neural Network toolbox in MATLAB software (Demuth & Beale 1994 ).
Drought forecasting model development
Selection of potential input variables is an important task to obtain the desired output from the ANN models. The standard statistical correlation test was used in this study to were not standardized as the linear transfer function was used in the output neurons (Karunanithi et al. 1994) .
All calibrated models were validated using the separate validation data set. It should be noted that forecasting was carried out over the 12-month period at each current time step of the validation period except for the last 12 months. 
CONCLUSIONS
Drought forecasting is an important issue for the water authorities in planning ahead the management of water resources especially during continuing dry periods. In the context of drought forecasting, defining drought conditions has also been a challenging task among the drought researchers and managers, as the drought depends on several hydro-meteorological variables. Many argue that drought is just deficiency in rainfall and could be defined with rainfall as the single variable. Until now rainfall-based drought indices were used for forecasting future dry conditions. This forecasting approach is suitable for considering only the meteorological drought conditions. However, drought researchers and practitioners currently believe that it is necessary to consider all hydro-meteorological variables which play significant roles in drought incidence to define the wider drought conditions. In this study, an aggregate drought index (ADI), which considers several such hydrometeorological variables, was used to forecast the overall availability of water resources within the system rather than forecasting only the rainfall deficiency.
Two types of artificial neural networks (ANNs) approach, namely, recursive multi-step neural networks (RMSNN) and direct multi-step neural networks (DMSNN), were used to forecast the ADI values with several lead times ahead. In the networks, different possible combinations of the present and up to 4 months of past ADI values were tested as inputs in both models. It was found that the best forecasts were obtained from both RMSNN and DMSNN models, when the combination of the present and all past 4 months of ADI values were used as model inputs.
Moreover, both models required only two neurons in one hidden layer to get the best forecasts. The best developed drought forecasting models with RMSNN and DMSNN 
APPENDIX: BACK PROPAGATION (BP) TRAINING ALGORITHM
As was mentioned in the methodology, to calibrate (i.e.
adjust the connection weights and biases) the ANN model, the most commonly used feed-forward training with standard back propagation (BP) algorithm (Lorrai & Sechi 1995; Kim & Valdes 2003; Mishra & Desai 2006; Mishra et al. 2007; Morid et al. 2007 ) was used in this study.
The BP algorithm was first introduced by Werbos (1974) , but later became popular in its modified form developed by Rumelhart et al. (1986) .
A typical three-layer feed-forward ANN model with BP algorithm is shown in Figure A1 . In this model, the three layers are present: (1) input layer, where data are introduced to the network; (2) hidden layer, where data are processed;
and (3) output layer, where results are produced for the given inputs. In Figure A1 , the input neurons are shown with X i Figure A1 ). In this figure, given the sufficient numbers of hidden neurons in the hidden layer, the information received in the input layer processes through the hidden and output layers with the activation functions to get the output. As was mentioned before, the nonlinear sigmoid and linear functions were used in this study as the activation functions in the hidden and output neurons, respectively. The mathematical relationship between inputs and outputs is given explicitly in Equation (A1). where, x i is the input at ith neuron in the input layer; w ij is the weight connecting the ith neuron in the input layer and the jth neuron in the hidden layer; b j is the bias for the jth hidden neuron; f h is the activation function of the hidden neuron; w jk is the weight connecting the jth hidden neuron in the hidden layer and the kth neuron in the output layer; b k is the bias for the kth output neuron; and f o is the activation function of the output neuron.
The outputs are compared with the observed or desired outputs, and the errors are minimized by adjusting weights and biases iteratively that minimize a predetermined error function as in Equation (A2).
where, t i is the component of the desired output; y i is the corresponding ANN output; p is the number of output nodes; and P is the number of training pairs. The iterative process in the BP algorithm consists of two phases: 1) forward pass, during which the information is processed from the input layer to the output layer; and 2) backward pass, where the error from the output layer is propagated back to the hidden and the input layers by adjusting or modifying weights and biases (ASCE Task Committee on Application of Artificial Neural Networks in Hydrology 2000). The calibration process is stopped when no appreciable change is observed in the values associated with the connection links (i.e. weights and biases) or some termination criterion (e.g. MSE) is satisfied. The BP algorithm is adopted from Fausett (1994) and ASCE Task Committee on Application of Artificial Neural Networks in Hydrology (2000), and is described below in steps. Note that the algorithm described here is for a network with a specified number of hidden neurons in the three-layer network ( Figure A1 ):
Step 1: Initialize weights and biases (i.e. weights and biases are set to small random values).
Step 2: While stopping condition is false, do Steps 3 -10.
Step 3: For each training pair (i.e. combination of inputs and outputs), do Steps 4-9.
Feed-forward
Step 4: Each input neuron (X i , i ¼ 1, … , n) receives input information x i and sends this information to all hidden neurons in the hidden layer.
Step 5: Each hidden neuron (Y j , j ¼ 1, … , m) sums its weighted input information using Equation (A3)
where w ij is the connection weights between input and hidden neurons and b j is the biases in the hidden neurons.
The activation function is applied on 'y_in j ' to compute the output from each hidden neuron using Equation (A4).
Sigmoid activation function was used for the hidden neurons in this study.
This output information from each hidden neuron is then sent to all neurons in the following layer (i.e. output layer in a three-layer network).
Step 6: Each output neuron (Z k , k ¼ 1 in Figure A1) sums its weighted input information from the hidden neurons using Equation (A5).
where w jk is the connection weights between hidden and output neurons and b k is the biases in the output neurons.
The activation function is then applied on 'z_in k ' to compute the output from each output neuron using Equation (A6). Linear activation function was used for the output neurons in this study.
Back-propagation of error
Step 7: Each output neuron receives a target value (t k ) corresponding to the input values and compares it with the computed output value (z k ) to compute its error
