We study striped phases in holographic insulator/superconductor transition by considering a spatially modulated chemical potential in the AdS soliton background. Generally striped phases can develop above a critical chemical potential. When the constant leading term in the chemical potential is set to zero, a discontinuity is observed in the charge density as function of the chemical potential in the limit of large wave vector. We explain this discontinuity using an analytical approach. When the constant leading term in the chemical potential is present, the critical chemical potential is larger than in the case of a homogeneous chemical potential, which indicates that the spatially modulated chemical potential disfavors the phase transition. This behavior is again confirmed by an analytical approach. We also calculate the grand canonical potential and find that the striped phase is favored.
Introduction
The AdS/CFT correspondence has provided a powerful framework for investigating strongly coupled field theories via the corresponding weakly coupled gravity duals [1] [2] [3] . In recent years tremendous progress has been achieved in applying generalized AdS/CFT models to systems of relevance for condensed matter physics, high T c superconductors [4, 5] for example. The simplest gravitational description of high T c superconductivity is a black hole in Einstein-Maxwell-charged scalar theory in AdS, where the superconducting phase transition corresponds to an AdS black hole forming scalar hair [6, 7] .
High T c superconductors have a very rich phase structure. In particular, close to the superconducting phase, there exists an insulator phase with antiferromagnetic order, the Mott insulator. High T c superconductivity may be implemented by electronically doping the Mott insulator. A holographic version of this superconductor/insulator transition is proposed in [8] , where the authors consider Einstein-Maxwell-charged scalar theory in the fivedimensional AdS soliton background. The AdS soliton metric is obtained by double Wick rotating the five-dimensional Schwarzschild black hole,
by substituting t → iχ and z → it. The resulting geometry reads
where f (r) is still given by (1.1). The metric describes a cigar with the tip at r = r 0 . We need to impose periodicity χ ∼ χ + πl/r 0 for the spatial coordinate χ to avoid a conical singularity at the tip. Note that the spacetime approaches R 1,2 × S 1 near the boundary and thus the dual field theory lives in 2 + 1 dimensions, according to AdS/CFT.
As pointed out in [8] , the AdS soliton background may be identified as the insulator phase and the charged AdS black hole background is identified with the superconducting phase. The holographic insulator/superconductor transition is realized by dialling the chemical potential. It turns out that the associated holographic phase diagram displays qualitative similarity with the phase diagram of the high T c cuprates. The holographic analysis just described was performed in the probe limit. In a subsequent paper [9] , the analysis of the phase diagram is completed by including the backreaction. The phase structure with backreaction exhibits new features: For example, when lowering the temperature to zero at fixed chemical potential, the system becomes first a superconductor and then an insulator in a certain range of parameters.
These investigations were carried out for the case of translational invariance in the spatial part in the gravity background. However, for many properties of condensed matter systems, the lattice structure plays a decisive role. This applies for instance to the Drude peak of the conductivity. A further example is experimental evidence from neutron scattering, which indicates that high-T c cuprates are not homogeneous, and doping plays a vital role for the existence of the superconducting phase. Recent studies of inhomogeneities in weakly coupled superconductors [10] and the discovery of transport anomalies in La 2−x Ba x CuO 4 , which are particularly prominent for x = 1/8 [11, 12] , strongly suggest that inhomogeneities may play an important role in high T c superconductivity: The cuprates may be "striped" superconductors. A striped phase is characterized by doped charges which are concentrated along spontaneously generated domain walls between antiferromagnetic insulating regions [13] . Inhomogeneities arise since the electrons tend to cluster in regions of suppressed antiferromagnetism. Experiments show that strongly condensed "static" striped order may suppress superconductivity, but fluctuating striped order might be beneficial to superconductivity [14] .
Striped phases may be caused by charge density (CDW) or spin density waves (SDW). Signatures of CDW have been reported in a variety of strongly correlated superconductors, such as La 1.6−x Nd 0.4x Sr x CuO 4 and La 2−x Ba x CuO 4 . The CDW is described by a modulation of the charge density [15] ρ(x) = ρ 0 + ρ 1 cos(Qx + θ), (1.3) where ρ 0 is the uniform charge density, ρ 1 is the amplitude of the CDW and Q is the wave vector, and θ the phase of the condensate. In contrast to the ground state of BCS superconductors, which consists of electron pairs, CDW are related to pairs of electrons and holes with parallel spins, while SDW are related to pairs of electrons and holes with opposite spins. Moreover, the CDW ground state is nonmagnetic, but the SDW ground state has a well-defined magnetic character with associated low-lying magnetic excitations. The antiferromagnetic Mott insulator phase is found to be destroyed rapidly as holes are introduced by doping, and superconductivity appears. To summarize, the CDW and SDW introduce instabilities related to the spontaneous breaking of the symmetries of the Euclidean group.
CDWs were studied within holography for different gravity backgrounds. Holographic CDWs with the desired property of spontaneous breaking of translational invariance were obtained in [16] , where the charge density spontaneously acquires a spatially modulated vev. For further holographic models with spontaneous breaking of translational invariance, see [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Earlier work, for instance [27] , considered CDWs in systems where translational symmetry is explicitly broken by a spatially modulated chemical potential. Since strictly speaking, a CDW requires spontaneous symmetry breaking, these models may be viewed as toy models of CDWs. Further work along these lines includes [28] [29] [30] . -A further approach to holographic CDWs involving a two-form in the gravity action is given in [35] .
The approach involving explicit breaking of translational invariance is also related to models of holographic lattices. These were realized for instance in [31] by introducing spatially modulated sources and numerically solving a set of coupled PDEs. In the model of [31] , the optical conductivity exhibits a scaling behavior which matches the experiments very well. Subsequent generalizations in this direction include [32] [33] [34] .
This paper provides a first step toward a complete holographic realization of the striped insulator/superconductor transition in the presence of a spatially modulated chemical potential. Following [27] , we view this as a toy model for CDWs, though our breaking of translational invariance is explicit and not spontaneous. We leave the investigation of spontaneous breaking in the insulator/superconductor transition for future work. We consider Einstein-Maxwell-charged scalar theory in five-dimensional AdS soliton background with a spatially modulated electrostatic potential A t = A t (r, x), whose asymptotic behavior is given by 4) where µ(x) and ρ(x) denote the chemical potential and charge density respectively, both of which are spatially modulated. In addition, we split A t (r, x) into a homogeneous part A 0 (r) and an inhomogeneous part A 1 (r) cos Qx,
The asymptotic behavior of A 0 (r) and A 1 (r) is
Then by combining (1.4) and (1.6), we obtain
where the charge density takes a form similar to (1.3) with θ = 0. We will work in the probe limit, such that the backreaction of the gauge field and the scalar field on the background may be neglected. Therefore the resulting equations of motion are ODEs, which simplifies both the numerical and analytical calculations considerably. Our main results are summarized as follows:
• We first consider the purely inhomogeneous case with A 0 = 0 in (1.5), which corresponds to a single-mode CDW. This case has connections with experiments as many materials exhibit a single-mode CDW or one dominant wave-vector. For simplicity, µ 1 and ρ 1 will be referred to as the "chemical potential" and "charge density" for the purely inhomogeneous case. Our numerical analysis shows that the charge density ρ 1 exhibits a discontinuity as function of the chemical potential µ 1 , with a jump of size related to Q.
• We calculate the condensate and the charge density analytically and find qualitative agreement with the numerical results. In particular, the discontinuity as described above is obtained analytically. The relation between the charge density ρ 1 and the chemical potential µ 1 takes the form 8) where λ 1 , λ 2 are constants determined by analytical methods and µ c denotes the critical chemical potential. When approaching the transition point, µ 1 → µ c , we find that ρ 1 ∼ Q 2 . As discussed in the main text below, such a discontinuity is known from condensed matter physics [15] .
• The case A 0 = 0 in (1.5) for which homogeneous and inhomogeneous modes are mixed is also studied both numerically and analytically, where qualitative agreement is found once again. Comparing to the purely homogeneous case [8] , we find that the critical value of the chemical potential receives minor corrections at small Q, while it becomes larger than in the purely homogeneous case, which means that the CDW impedes the phase transition at large wave vectors. Another interesting feature is that the homogeneous and inhomogeneous condensate compete with each other, such that the contribution µ 1 to the critical chemical potential from the inhomogeneous part can even be negative. In this case, we have µ 0 > |µ 1 |, such that there is no discontinuity in the charge density.
• The grand canonical potential is evaluated, which shows that the striped phase is favored.
• The conductivity perpendicular to the direction of the stripes is calculated, which behaves in the same way as in the homogeneous case and does not receive corrections from the spatially modulated modes.
Before moving on, let us briefly review further literature on holographic constructions of spatially modulated phases and lattices. States breaking rotational and translational invariance in holographic QCD were observed in [36] . The holographic realization of spatially modulated unstable modes was initiated in [37, 38] . Holographic realizations of spontaneously generated spatially modulated phases in presence of a magnetic field may be found in [39, 40, 42, 43] . A holographic metal-insulator transition transition in a helical lattice was given in [41] .
The new feature of the present work is to study spatial modulations for the soliton backgrounds dual to an insulating phase, and for the holographic insulator/superconductor transition.
The organization of this paper is as follows. In section 2, we explain the basic setup for holographic stripes and CDWs. In section 3, we solve the equation of motion with purely inhomogeneous electrostatic potential A t (r) = A 1 (r) cos Qx, where both numerical and analytical computations are performed. In section 4, we turn to more complicated situation of solving the equation of motion with both homogeneous and inhomogeneous contributions present, i.e. A t (r, x) = A 0 (r) + A 1 (r) cos Qx. The grand canonical potential is calculated in section 5 and the conductivity perpendicular to the direction of stripes is computed in section 6. Conclusions and possible directions for future investigations are presented in section 7.
The background

Charge density waves and the holographic duals
We give a brief review on the essential physics of charge density waves [15] and their gravity duals. It was pointed out by Peierls that for a one-dimensional metal coupled to the underlying lattice, the ground state is characterized by a collective mode formed by electron-hole pairs with wave vector Q = 2k F . The charge density of the collective mode is
where ρ 0 denotes the unperturbed electron density of the metal. The condensate is referred to as the charge density wave (CDW). The order parameter is complex,
Translational symmetry is broken for CDW ground states and the collective excitations are referred to as phasons and amplitudons, which correspond to fluctuations of the phase and amplitude of the condensate. Motivated by this condensed matter picture, a holographic model of CDW was proposed in [35] , which consists of the modulus and phase of a complex scalar field, a U(1) gauge field and an antisymmetric field. Signatures of the CDW can be observed by studying the collective modes and the dynamical response to an external electric perturbation. In the model of [35] , both the charge density and the chemical potential are determined by numerically solving the relevant equations of motion. Moreover, a single-mode CDW is considered. Also in condensed matter physics, many materials exhibit either a single-mode CDW or only one dominant wave vector.
On the other hand, within condensed matter physics, there are models based on the coexistence of homogeneous superconductivity with CDWs. This led the authors of [27] to construct a corresponding holographic model. The bulk theory is 3+1-dimensional EinsteinMaxwell-scalar theory and the CDW is sourced by a modulated chemical potential. The main focus of [27] is to study the interactions between superconductivity and CDWs, hence the CDW is chosen to be sourced by a modulated chemical potential, which explicitly breaks translation invariance.
As mentioned in the introduction, subsequent models realize the desired property of a dynamically generated CDW, for instance [16, 23] . Here, for considering the insulator/superconductor transition, we follow the approach of [27] for simplicity.
Basic setup
Let us consider the five-dimensional Einstein-Maxwell theory with a charged scalar field 11) where the cosmological constant is Λ = −6/l 2 and
The equation of motion for the charged scalar is
The Maxwell field equation reads
The Einstein's equations are given by
where
(2.15) For holographically describing the insulator phase we use the the five-dimensional planar AdS soliton, whose metric is given by [44, 45] 
Note that the AdS soliton solution may be derived by a double Wick rotation of the AdS Schwarzschild black hole, and χ should be identified as χ ∼ χ + πl/r 0 to ensure a smooth geometry. The resulting metric describes a cigar with the tip at r = r 0 . We work in the probe limit and take into account the coupling of this system to the inhomogeneous gauge field. The backreaction of the gauge field and scalar to the background geometry will be neglected. We consider a non-zero electrostatic potential of the form
After performing a coordinate transformation z = r 0 r and setting r 0 = l = 1, the metric takes the form
The equations of motion are then given by
where the prime ′ denotes a derivative with respect to z. We focus on the case where m 2 = − 15 4 , which stays above the BF bound given by m = −4. The effective mass term for the scalar field is given by
Because g tt is negative outside the tip at z = 1, the effective mass m 2 eff can become negative when the terms −g xx ∂ 2
x Ψ/Ψ + g tt q 2 A 2 t take negative values. We will see in the below that the term −g xx ∂ 2
x Ψ/Ψ is positive and may impede the formation of a condensate. The asymptotic boundary behavior of the fields is given by
where µ and ρ are the chemical potential and the charge density in the dual field theory, respectively. The constants Ψ (1) and Ψ (2) are both normalizable and may be used to define operators in the dual field theory with mass dimension ∆ = 3/2 and ∆ = 5/2, respectively.
In order to study the effect of an inhomogeneity in this strongly coupled system, we consider a modulated electrostatic potential of the form
where Q is the wave number along the x-direction. As discussed in the introduction, this ansatz may be interpreted as a CDW. The asymptotic behavior of A 0 (z) and A 1 (z) are given by
Then by combining (2.26) and (2.27), we obtain
When A 1 (z) = 0, the inhomogeneity disappears. Near the boundary, the homogeneous part of A t (z, x) is simply given by
Note that near the tip z = 1, the fields behave as
We impose a Neumann boundary condition, which requires b = B = 0. For the scalar field, we work in Fourier space and expand
which is an even function for n and thus ψ −n = ψ n . According to the AdS/CFT dictionary, the operator O dual to the scalar field Ψ is
with
Up to the n-th order, the equations of motion for the modes of the scalar field are given by
In the above equation for ψ n , there are also other relevant modes ψ (n−1) , ψ (n+1) , ψ (n−2) and ψ (n+2) . These terms mix with the ψ n terms such that solving this system becomes extremely involved. On the other hand, it has been shown in [27] that higher modes (n > 1) are significantly suppressed in the Schwarzschild-AdS 4 black hole background. We expect that similar behavior is also present in our case. As an approximation, we therefore restrict our attention to the zeroth and first order of ψ n in the computation and set all higher modes (n > 1) to zero. A similar strategy is also followed in the condensed matter paper [15] . Note that there is a scaling symmetry in the equations of motion
The probe limit corresponds to λ ≪ 1, that is to say, µ ≪ 1 and q ≫ 1 but µq is kept finite.
In the following we simply choose q = 1. In the normal phase, the z-dependent part of the equation of motion for A 1 is given by
with Neumann-like boundary condition
Possible approximation method
It is very difficult to obtain the exact solution of (2.39) and an appropriate approximation method would be very welcome. Here we investigate whether a method presented in [27] is applicable to our model. Unfortunately, the answer is negative. Nevertheless, since this analysis is instructive, we present it here. For Schwarzschild-AdS 4 dual to a (2+1)-dimensional gauge theory, it was shown in [27] that the solution to eq.(2.39) can be well-approximated by solving a simplified version of the corresponding equation. The equation for A 1 in [27] is given by
and the approximate solution was obtained analytically by solving the equation which can be obtained by taking the limit z → 0 in (2.41). The approximate solution and the numerical solution to (2.41) were compared and it was found that the agreement is excellent both for Q ≪ 1 and Q ≫ 1, and still reasonably good for Q ≃ O(1). Can we solve (2.39) in a similar way given that our gravity theory is now five-dimensional? Let us consider the following simplified equation
which is obtained by taking z → 0 in (2.39). The solution of (2.42) may be obtained analytically and is given by
where J 1 (iQz) and Y 1 (iQz) denote Bessel functions of the first and the second kind, respectively. We plot the behavior of the exact numerical solution of (2.39) and the approximate solution (2.42) for various values of Q in Fig.1 . It may be seen that unlike the case discussed in [27] , these two solutions do not match so well as expected. The agreement between these two solutions is quantitative acceptable only for Q ≪ 1 and Q ≫ 1, while there is significant disagreement for Q = O(1). This means that the analytical solution (2.43) of (2.42) cannot be used to approximate the exact numerical solution of (2.39), which is quite different from the four-dimensional black hole cases discussed in [27] . The method appears to be working well for approximating the solution in special cases, but may not be generalized to higher dimensions. 
Pure inhomogeneous solutions for
For explicit results, let us begin by considering a simpler case where the electrostatic potential just contains the inhomogeneous part,
, which corresponds a single mode CDW in the dual boundary theory with a charge density of the form ρ 1 (x) ∼ cos Qx, as considered in [35] . Moreover, the resulting model is relatively easily tractable numerically and can provide direct insight into the phase transition. Note that although the actual charge density and chemical potential are given by ρ 1 cos Qx and µ 1 cos Qx, we will refer to ρ 1 and µ 1 as the "charge density" and "chemical potential" for simplicity. We first present our numerical computation. Then we will solve the equation of motion by using the Sturm-Liouville eigenvalue method. As we will see, the numerics and the analytical results match with each other.
Numerics
For the pure inhomogeneous case A 0 (z) = 0, the boundary conditions at the horizon are still of Neumann type and we set A n (0) = 0 (1 < n < n max ) as in [27] . We solve the following equations of motion for A 1 and ψ 0 numerically,
. . .
We find that the numerical results are characterized by some typical values of the wave number Q and we mainly take Q = 0.01 and Q = 1 as two concrete examples in the following. • Q=1 case. We plot O Fig.2 for mass dimension ∆ = 3/2 and ∆ = 5/2, respectively. We find that the condensation occurs for µ 1 > 1.33 (left) and µ 1 > 3.25 (right). For Q = 1, we also plot the charge density ρ 1 as a function of the chemical potential µ 1 in Fig.3 . Interestingly, there exists a discontinuity in the charge density curve, which may be related to the effect of the wave number Q. A similar discontinuity was also observed in [9] , where the backreaction of the Maxwell field and the charged scalar to the metric were considered without CDW. There the charge q of the scalar field varies and when q < 1.2, plots of the charge density versus chemical potential also exhibit a discontinuity. The reason for the discontinuity was unclear in [9] , while for our case, at least for pure inhomogeneous A t in the probe limit, the discontinuity may be attributed to the spatial modulation. To confirm this argument, we will also consider the small Q limit.
• Q=0.01 case. For Q = 0.01 case, Fig.4 demonstrates that the condensation occurs at µ 1 > 1.18 and µ 1 > 2.68 for mass dimension ∆ = 3/2 and ∆ = 5/2, respectively. Fig.5 shows that when µ 1 is small, the system is described by the AdS soliton, which is interpreted as the insulating phase. As µ 1 increases, the system reaches a superconducting phase. Moreover, the discontinuity seems to disappear in the small Q limit. We will explain this phenomenon through analytical methods. 
Analytical calculation
We are now going to solve the equations (3.44-3.46) by using the Sturm-Liouville eigenvalue method first developed in [46] . This method was applied to the insulator/superconductor transition in [47] , and was extended to various other conditions [48] [49] [50] [51] [52] [53] [54] [55] .
• Operator dimension ∆ = as in [8] . As the chemical potential approaches the critical value, equation (3.45) becomes
In order to solve this equation by the Sturm-Liouville eigenvalue method, we need introduce a trial function F (z) as
We then obtain F ′′ + 4z
The above equation can be recast as
By using the Sturm-Liouville eigenvalue problem method, we write down the expression which can be used to estimate the minimum eigenvalue of µ 2 1
with 52) and the trial function F (z) = 1 − αz 2 . We finally find the minimum value µ min ≃ 1.39 (3.53) when α = 0.230. The critical value µ c corresponds to µ min and thus in close agreement with the numerical value µ c = 1.33 found in previous subsection. When the chemical potential is above µ c , we can recast (3.44) in terms of the scalar field as A 
Note that χ(z) obeys the boundary condition χ(1) = 0 at z = 1. We obtain the equation of motion for χ(z) as
The above equation can be solved in the region z → 0. One can easily find that near z = 0, the scalar potential A 1 acts as
At zeroth order, we have
Comparing the z 1 term on both sides of (3.57), we obtain χ ′ (0) = 0. Integrating (3.56) we obtain χ(z)
At the boundary, we have 
(3.60) From (3.58), we obtain
where we have used the value α = 0.230 and µ c = 1.39. Finally, we find
This result qualitatively agrees with the numerical curves in Fig.2 and Fig.4 . We can see that as the wave number Q increases, the effective critical chemical potentialμ c = µ c + 0.429Q 2 increases as well, reflecting the fact that condensate formation becomes harder. From (3.57), we find that the charge density ρ 1 may be written as
From the equation of motion (3.56), we may deduce
where the lower limit of the second integration is taken to match the numerical computation in the previous subsection. We find that
The above result indicates that even at the critical point µ 1 = µ c , the charge density ρ 1 is non-vanishing and there should be a discontinuity, qualitatively matching the numerical plots presented in Fig.3 . When Q is very small, say Q = 0.01, it can be easily seen that ρ 1 ∼ O(10 −4 ), which is negligible. Thus the analytical calculation provides an explanation for the discontinuity in Fig. 3 . Moreover in the Q → 0 limit, we also recover the result given in [47] .
The discontinuity of the charge density may be understood from the condensed matter physics side [15] . According to Peierls theory, we may define a complex order parameter
where b + q , b q denote the phonon creation and annihilation operators. The spatially dependent electron density at T = 0 is given by
where ρ 0 is the electron density in the absence of electron-phonon interaction and ϕ = ϕ(x, t) is the phase of the complex order parameter defined in (3.67). Hence we see that even as the homogenous charge density ρ 0 vanishes, the total charge density may still receive corrections from ϕ(x, t). Moreover, as observed for instance from Figure 1 of [15] , distortion may cause a gap in ǫ(k) at the Fermi level and discontinuity in the charge density. Conversely, the discontinuity found here in the holographic approach also implies that there may be a gap at the Fermi level.
• Operator dimension ∆ = . Following the same calculation procedure, we also find that for operator of dimension ∆ = Figure 4 . However, in the Q = 1 case the value of µ c is in less good agreement with the numerical result µ c ≈ 3.25 in Figure 2 . This discrepancy may be due to the fact that the analytic result does not depend on Q explicitly, while the numerical calculation does depend on Q. Therefore good agreement may appear only in the small Q case.
Using the matching method, we obtain
The charge density is then given by
where α = 0.330. The above results are qualitatively consistent with the numerical lines in Fig. 3 (right) . When µ 1 = µ c , the charge density ρ 1 = 16.04Q 2 , which also means that there is a jump in the ρ 1 − µ 1 diagram due to nonvanishing Q.
Mixing homogeneous and inhomogeneous modes: A 0 (z) = 0
We have seen interesting behavior of the charge density even in a simple case, that is, there exists discontinuity in the ρ 1 − µ 1 curve for the pure inhomogeneous electrostatic potential. Let us now turn to the more involved mixed case, including both the homogeneous and inhomogeneous modes in the electrostatic potential such that µ 0 = 0. In general, we may expand both A t and Ψ in Fourier modes as
A n (z) cos(nQx), (4.72) and substitute the above expressions back into (2.21) and (2.22) . We then obtain a set of coupled non-linear ordinary differential equations for ψ n (z) and A n (z),
In the following calculations we will set A n (z) = 0 for 1 < n ≤ n max . As interpreted in Section 2, here we neglect the higher Fourier modes.
We integrate the equations of motion (4.73-4.76) from the tip to the boundary. The boundary conditions at the tip are again of Neumann type as given in (2.30) and can be expanded as a series of regular solutions near the tip. We also impose the boundary condition
• Q=0.01 case. We plot the condensate for the operators O Figure 6 , keeping in mind that
We first draw the homogenous condensate O 1 0 as a function of the chemical potential µ 0 in Figure 6 . For small wave number Q, the critical chemical potential is about µ c = 0.84. As compared to the result given in [8] , a small Q contributes only minor modifications to the phase diagram. We also note that for small Q, the inhomogeneous operator O Figure 6 also implies that the inhomogeneous corrections to the condensate and the charge density are both positive. Consequently, the phase transition is impeded by the presence of spatial modulation.
We also plot the condensate for the operators O 2 1 and the charge density ρ 1 as a function of the chemical potential µ 1 (Q = 0.01) in Figure 7 . Figure 8 shows 3-dimensional plots of our numerical results, while contour plots are shown in figure 9 . The stripes are clearly visible. Note that for anti-face stripes as seen in realistic cuprates, the electrons for two neighbouring stripes have anti-parallel spins [13] . However, here we are discussing the CDW rather than the SDW, we cannot distinguish the spin of the elelctrons. Therefore the stripe diagrams are not the same as the usual anti-face stripe diagram in the realistic cuprate superconductors. As seen from Figure 7 (right panel), there appears to be a first order phase transition in the ρ 1 −µ 1 diagram. We confirm the presence of a first order transition below by an analytic calculation. Recall that in the purely inhomogeneous case, the ρ 1 − µ 1 diagram exhibits a discontinuity, hence we may argue that the homogeneous part of the electrostatic potential has the effect to remove this discontinuity from the phase diagram.
• Q=1 case. As the wave number Q increases, the condensate shows the following interesting behavior. We shall first consider the n = 0 terms in the expansions (4.71). Comparing Figure 6 (left) and Figure 10 For the n = 1 terms, the operator O 1 1 increases as the chemical potential increases. However, the charge density ρ 1 decreases as the chemical potential µ 1 increases. We see that there is a jump in the curve of the charge density ρ 1 , which is caused by the inhomogeneity. Interestingly, the chemical potential contribution µ 1 , which comes from the inhomogeneous part A 1 , is negative. Still we have µ 0 > |µ 1 | and there is no discontinuity in the charge density. This negative value may be caused by the interactions between the zeroth order µ 0 and first order µ 1 . The same phenomena are found for the ∆ = 5 2 case. In contrast, such a negative value is not observed for A 0 (z) = 0 case.
It is interesting to compare our numerical results to those obtained in [8] , where only the homogeneous electrostatic potential is considered. It was found in [8] that the critical value of the chemical potential for ∆ = 3/2 is µ c = 0.84, while here µ 0c ≈ 0.837 for small Q and µ 0c ≈ 1.40 for large Q with the same ∆. It seems that for small Q, the phase transition receives minor modifications, while for large Q the phase transition requires a much larger µ 0c . Therefore our result agrees with the arguments of the introduction, i. e., a large wave vector may suppress the insulator/superconductor transition.
Analytical calculation
As illustrated in previous section, analytical computations can provide insightful additional information to the numerical result. Here we analyze the equations of motion to first order by using the Sturm-Liouville eigenvalue method. For simplicity, we only consider conformal dimension ∆ = 3 2 case. Let us first assume with α ≃ 0.230 independent of Q. We notice that the right hand of (4.83) takes exactly the same expression as the homogeneous case discussed in [47] . Solving these two equations, we obtain
. As Q → 0, we recover the result obtained in [47] with µ 0 ≃ 0.837 and µ 1 = 0. Because of the mixing of the Fourier modes, the zeroth order and the first order condensate may interact with each other. This can be seen clearly from Table 1 that for larger ratio b and larger wave number Q, the critical chemical potential µ 0 increases, but µ 1 drops to even a negative-valued number. This result agrees with the previous numerical results that µ 1 can take a negative value. Note that for b = 0.5 and Q = 1, there are no real number solutions to the equations (4.83-4.84). The ratio b and Q form a parameter space and the situation we are studying is much more complicated than the homogeneous case. In the following, we mainly consider the case b = 1 with different wave numbers Q = 0.001 and Q = 1. When the chemical potential is slightly above the critical value µ i , we can rewrite equations (4.73) and (4.74) by using the relation, (4.79) 
Following the procedure given in section 3.2, we evaluate the condensate at Q = 0.01 to be On the other hand, the condensate at Q = 1 is given by
where µ 0c = 1.531 and µ 1c = −0.595. The charge density ρ i can be evaluated by using the ansatz
where µ 0 = 0.837 and µ 1 = −0.0001. The analytical computation may not be able to match the numerical result exactly, but it can qualitatively explain the behavior of the condensate and the charge density. In particular, it can easily be seen that
which means that the first order derivative of ρ 1 with respect to µ 1 diverges as µ 1 → µ 1c . Therefore the first order phase transition in Figure 6 and 7 may be understood in the context of the analytical results presented here.
The Grand Canonical Potential
Here we study the grand potential Ω in the grand canonical ensemble, which is the Legendre transform of the free energy F . Following [27] , we are interested in the action for A t and Ψ only. The action for the matter fields is given by 
We may also evaluate the grand canonical potential Ω in the insulator phase where Ψ = 0. It was found in [8] that for the homogenous AdS soliton without scalar field, the entropy and charge density vanish, so the grand canonical potential is determined by the ADM energy density
We may compute (5.104) for the soliton state profile of A t and obtain a vanishing grand canonical potential in the probe limit, i.e.
Ω sl V = 0, since for the soliton state both the charge density and the scalar field Ψ vanish. In figure 11 , we show that the grand potential F = Ω/V is lower than the insulating phase Ω sl /V and is therefore favored. The same results can be obtained for the Q = 1 cases.
Conductivity perpendicular to the direction of the stripes
For completeness we study the conductivity in the presence of spatially modulated electrostatic potential. At first let us consider the simpler case, that is, the conductivity σ y perpendicular to the direction of the stripes. Introducing a small perturbation 
Note that we should still impose the Neumann boundary condition at the tip r = r 0 . The asymptotic behavior of A y near z → 0 goes as
The optical conductivity in the y-direction is given by
(1)
Our numerical calculations show that the real part of the conductivity vanishes, which means that there is no dissipation and is consistent with the absence of horizon. The imaginary part of σ y is plotted in Fig.12 . We observe a pole at ω = 0. The Kramers-Kronig relation
leads to the fact that Reσ y is just a series of delta functions. This result is consistent with the observation in [8] that the main difference between the black hole superconductor and soliton superconductor is the conductivity: For the black hole superconductor, the low temperature conductivity has a gap at low frequency, but approaches the normal state conductivity at larger frequency. In brief, the conductivity perpendicular to the direction of the stripe is the same as in the homogeneous case [8] .
The conductivity parallel to the direction of the stripes σ x is much more difficult to evaluate than the conductivity discussed above. The computation of σ x is complicated because the inhomogeneity is in the x−direction and applying an electric field in the x−direction sources other independent perturbations even at linear order. Particularly, the imaginary part of the complex scalar field Ψ will appear in the equations and we have to solve partial differential equations. We will leave this study to future work. 
Conclusion
We have studied the striped phase and the CDW in the holographic insulator/superconductor transition by considering a spatially modulated chemical potential, where both U(1) gauge symmetry and translational symmetry are broken. We first consider the simpler case with a pure inhomogeneous A t , where we find that the presence of the inhomogeneity increases the value of the critical chemical potential and makes the phase transition more difficult to occur. Moreover, a discontinuity in the charge density as a function of the chemical potential may also be attributed to the inhomogeneity. We confirm these arguments by analytical methods. Note that a similar discontinuity was observed in the backreacted background in [9] , where the reason for the discontinuity was unclear. It would be interesting to see if such a discontinuity still exists if backreaction is taken into account in our setup. Subsequently we turned to the more complicated case with both homogeneous and inhomogeneous electrostatic potentials included. We find that the discontinuity in the charge density still exists and the contribution to the chemical potential associated with the inhomogeneous electrostatic potential may become negative. The former observation appears also to be due to the inhomogeneity and the latter may be related to the interaction between the homogeneous and the inhomogeneous parts of the gauge potential. These arguments are also confirmed via analytical methods, at least qualitatively. We evaluate the grand canonical potential and find that the striped phase is favored. Finally for completeness we also study the conductivity perpendicular to the direction of the stripe and find precise agreement with the homogeneous case.
The fact that the spatially modulated chemical potential disfavors the phase transition may be understood by studying the effective mass of the charged scalar, which is given by
In the homogeneous case, Q = 0 and the last term is negative. Once the effective mass becomes negative, there is an instability towards developing non-trivial scalar hair. However, the second term is positive in the presence of the inhomogeneity. For fixed charge q and large enough wave vector Q, the effective mass may become positive, which prevents the instability from occurring. To conclude, let us discuss some future directions. First of all, it would be interesting to realize spontaneously generated striped phases in the holographic insulator/superconductor transition with spontaneous breaking of translational invariance, along the lines of [16] and [23] . Next, it would be interesting to investigate SDW in the holographic superconductor models. Magnons are the collective excitations of the SDW ground state with well-defined magnetic characters and the SDW ground state is closely related to the antiferromagnetic order in the Mott insulators. However, since in this paper we are dealing with a spatially modulated source which does not have magnetic character, we do not expect that the antiferromagnetic order can be described by the model presented here in a straightforward generalization. A holographic realization of SDW would allow for an identification of the AdS insulator/superconductor transition with the Mott insulator/superconductor transition observed in cuprates. Finally, for homogeneous cases, it has been pointed out in [8] that even in the probe limit, the phase diagram of AdS soliton and AdS black hole with a charged scalar field is analogous to the phase diagrams of the electron-doping cuprate superconductors. A complete phase diagram was obtained in [9] by considering the backreaction. In this paper, we worked in the probe limit and hence are not able to explore the complete phase diagram. Therefore a more ambitious goal is to take the backreaction into account and investigate the complete phase diagram of the holographic insulator/superconductor transition in the presence of stripes.
Note Added: While finalizing this work, we received the paper [56] , where the authors introduce a novel set of stability conditions for spatially modulated phases. It would be interesting to perform a similar analysis on our spatially modulated soliton background. 
