Let n, r be integers with 0 ≤ r ≤ n − 1. An n × n matrix A is called r-partly decomposable if it contains a k×l zero submatrix with k+l = n−r+1. A matrix which is not r-partly decomposable is called r-indecomposable (shortly, r-inde). Let E ij be the n × n matrix with a 1 in the (i, j) position and 0's elsewhere. If A is r-indecomposable and, for each a ij = 0, the matrix * Research supported by National Natural Science Foundation of China (No.10331020) and NNSF of Guangdong Province (No.04010389).
A[α|β] denote the submatrix of A whose (p, q) entry is a ipjq ; that is, A[α|β]
is obtained from A by deleting those rows not indexed in α and columns not indexed in β. Similarly, A[α|β) denotes the matrix obtained from A by deleting the rows not indexed in α and columns indexed in β. The matrices A(α|β] and A(α|β) are defined analogously. Let x denote the maximum integer s such that s ≤ x, and let x denote the least integer s such that s ≥ x.
Let n ≥ m ≥ 1 be integers and let A = (a ij ) ∈ B m×n . The permanent of A is P er(A) = Clearly, a matrix A ∈ B n is (n − 1)-inde or (n − 1)-nde if and only if A = J. So throughout the paper we always assume r < n−1 and only discuss this non-trivial case. In [6] , Brualdi and Hedrick derived some structural, numerical, and enumerative results concerning nearly decomposable matrix of 0 s and 1 s. For r = 1 (and n > r + 1 = 2), they proved that f (n, 1) = 3n − 3 and g(n, 1) = 2n.
In this paper, we continue the study of the two functions f (n, r) and g(n, r) for r ≥ 2. The paper is organized as follows. In Section 2, we give some sufficient and necessary conditions on r-inde matrices by means of permanent and r-connected digraph (r-irreducible matrix), and give some examples for r-inde matrices. In Section 3, we prove that g(n, r) = n(r + 1) and that
if n < 3r, (n − r)(2r + 1) if n ≥ 3r.
Moreover, for each i with g(n, r) ≤ i ≤ f (n, r), we construct an r-nde matrix A ∈ B n with σ(A) = i. This extends a result [6, Theorem 3.4] for r = 1 by Brualdi and Hedrick. In Section 4, we discuss the exponent of r-inde and r-nde matrices and provide a new and simpler proof for a result [11, Theorem 2.1] by Huang. In Section 5, we propose an open problem on r-nde matrices as a suggestion for further research. (ii) For each k with 1 ≤ k ≤ n − r, the matrix A does not have any k × l zero submatrix with k + l = n − r + 1.
r-Indecomposable matrices
(iii) For each k with 1 ≤ k ≤ n − r, every k × n submatrix of A has at least k + r nonzero columns.
there is an arc (u, v) for some u ∈ S} is the set of out-neighbors of
Proof (i)⇐⇒ (ii) follows from the definition of r-indecomposability. The matrix interpretation of (ii) is equivalent to (iii). The graph interpretation of (iii) is equivalent to (iv). 2
It is evident that an r-inde matrix is a 1-inde matrix for any r ≥ 1, and a 1-inde matrix is primitive. Let B n,r be the set of all r-inde matrices of order n. Proof "=⇒" Suppose otherwise P er(A(α|β)) = 0 for some α and β. Then by Theorem 2.A, the submatrix A(α|β) and thus A contain an s×t zero submatrix with s+t = (n−r)+1, a contradiction to the r-indecomposability of A.
"⇐=" Suppose A has an s×t zero submatrix C such that s+t = n−r+1. "⇐=" Suppose A is r-partly decomposable. Then there exists a p×q zero submatrix C with p+q = n−r +1. Since I n ≤ A, the zero submatrix C does not contain any entry on the main diagonal. Thus, there exist i 1 
The property of r-irreducibility has the following interpretation in terms of its associated digraph. 
It is easy to see that the property of r-indecomposability is preserved under row permutations and column permutations. Suppose A is r-inde. Then there exist permutation matrices P and Q such that P AQ has a positive main diagonal and P AQ is r-inde. Theorem 2.3 A matrix A is r-inde if and only if there exist permutation matrices P and Q such that P AQ is r-irreducible and P AQ has a positive main diagonal.
2
Now we show some examples of digraphs with high indecomposability. Let G be a multiplicative group with identity element e, and let 
Lemma 2.5 (Hamidoune [9] ) Any loopless strong vertex-transitive digraph with outdegree k is ( 
3 Bounds on the number of 1's in r-nde matrices Proof Since there exists a permutation matrix P such that M = N P with D(M ) =Cay(Z n , {0, 1, 2, . . . , r}), it suffices to prove M is r-nde. By Theorem 2.2, it suffices to prove Cay(Z n , {0, 1, 2, . . . , r}) is r-connected. We use induction to prove the latter statement. For r = 1, certainly Cay(Z n , {0, 1}) is 1-connected. Now suppose Cay(Z n−1 , {0, 1, 2, . . . , r − 1}) is (r − 1)-connected. We observe that the removal of any vertex from Cay(Z n , {0, 1, 2, . . . , r}) results a superdigraph of Cay (Z n−1 , {0, 1, 2 , . . . , r − 1}) on the same vertex set. Thus the resultant superdigraph is (r − 1)-connected. This implies that Cay (Z n , {0, 1, 2 
, . . . , r}) is r-connected. 2
The following lemma follows from the above example and the fact that an r-inde matrix has at least r + 1 1's in each row and each column.
Lemma 3.1 g(n, r) = n(r + 1). 2
Thus, by Lemma 2.1, A t is r-inde. Furthermore, A t is r-nde since, for each non-zero (i, j) entry of A t , either row i or column j contains exactly (r + 1) 1's.
if n < 3r, (n − r)(2r + 1) if n ≥ 3r. Theorem 3.1 Let f (n, r) and f (n, r) be defined as above, where n > r +1, then f (n, r) ≥ f (n, r).
Proof Let p = min{r, (n − r)/2 }. Then n ≥ r + 2p and p ≤ r. By Lemma 3.2, the matrix A p is r-nde.
Now we want to show that, for any integer i with g(n, r) ≤ i ≤ f (n, r), there is always an r-nde matrix A with order n and σ(A) = i. We make use of a particular class of matrices from Definition 3.1. Let N be the adjacency matrix of Cay(Z n−t , {1, 2, . . . , r − t + 1}). Then Example 3.1 shows that N is (r − t)-nde with σ(N ) = (n − t)(r − t + 1). Let
By Lemma 3.2, C t is r-nde if n ≥ r + 2t and 1 ≤ t ≤ r. For a fixed integer l with t + 1 ≤ l ≤ n, we define a matrix D = (d ij ) ∈ B n as follows:
We say that D is obtained from C t by the l, t -interchanges. D[1, 2, . . . , n|1, 2, . . . , t − 1, i, i + 1, . . . , i + (r − t) + 1), where addition is taken modulo n − t. However, this implies that the submatrix F obtained from C t by deleting columns  1, 2, . . . , t−1, t, i, i+1, . . . , i+(r −t)+1 would contain an (s+1)×(n−r −s) zero submatrix, since all entries in row i−1 of F are zero. This shows that C t contains the zero submatrix F , a contradiction to the r-indecomposability of C t . Thus D is r-inde. We observe that, for any non-zero (i, j) entry of D, either row i or column j of D has exactly (r + 1) 1's. Therefore D is r-nde.
We construct a series of matrices from C t as follows:
1. The matrix L 1,t is obtained from C t by the n, t -interchanges.
For each
The following lemma can be proved similarly by applying the same proof techniques shown in Lemma 3.3.
Lemma 3.4 For any
We define i t = min{ n−t 2 , n−t−r−1} and i t =
Proof Suppose on the contrary that D is r-partly decomposable. Then D contains an s×(n−r +1−s) zero submatrix. Since n−t−i t ≥ r +1, every row and column of D has at least r + 1 positive entries. Also one can easily verify that every 2 × n submatrix of D has at least r + 2 nonzero columns and every n × 2 submatrix of D has at least r + 2 nonzero rows. Thus s ≥ 3 and n − r + 1 − s ≥ 3. Since L 2it−1,t is r-inde and it differs from D only in the (n − 2i + 1, t − 1), (t − 1, n − 2i + 1) and (n − 2i + 1, n − 2i + 1) positions, the zero submatrix contains d n−2i+1,t−1 or d t−1,n−2i+1 . Without loss of generality, we suppose the zero submatrix contains d n−2i+1,t−1 . But since D[1, 2, . . . , n|1, 2 , . . . , t − 2, t, n − 2i + 1, n − 2i + 1 + 1, . . . , n − 2i + 1 + (r − t) + 1). However, this implies that the submatrix F obtained from L 2it−1,t by deleting columns 1, 2, . . . , t − 2, t − 1, t, n − 2i, n − 2i + 1, n − 2i + 1 + 1, . . . , n − 2i + 1 + (r − t) + 1 would contain an (s + 2) × (n − r − s − 1) zero submatrix, since all entries in rows n − 2i and n−2i−1 of F are zero. This is a contradiction to the r-indecomposability of L 2it−1,t . Thus D is r-inde. Furthermore, D is r-nde since, for each non-zero (i, j) entry of D, either row i or column j has exactly (r + 1) 1's.
We construct a series of r-nde matrices from L 2it−1,t as follows:
1. The matrix L 2,t is obtained from L 2it−1,t by the n−1, t−1 -interchanges.
For each
r-nde and
2
For n ≥ r + 2t with t = 1, we have the following construction:
1. The L 1,1 is obtained from C 1 by the n, 1 -interchanges.
For each
Lemma 3.7 Suppose n ≥ r+2t with t = 1. Then, for each i ∈ {1, 2, . .
Brualdi and Hedrick [6, Theorem 3.4] showed that for each i with g(n, 1) ≤ i ≤ f (n, 1) and n ≥ 2, there is always a 1-nde matrix A with order n and σ(A) = i. Our next theorem extends their result. 
are all 1-nde matrices and the number of positive entries in these matrices cover the entire interval from 2n to 3n − 3.
Case 2: r ≥ 2. Let positive integer p = min{r, (n − r)/2 }. Then n ≥ r + 2p and 1 ≤ p ≤ r. By Lemmas 3.4 and 3.6, the following matrices are all r-nde:
So the number of positive entries in the above sequence of matrices cover the entire interval [g(n, r), f (n, r)]. 2 
The exponents of r-inde and r-nde matrices
The product of r-inde matrices behaves nicely with respect to the indecomposability. This quickly leads to some upper bounds on the index of convergence of r-inde matrices. A circulant Boolean matrix is a matrix of the form C = P a 1 + P a 2 + . . . + P a k (0 ≤ a 1 < a 2 < . . . < a k < n). We denote it by C a 1 , a 2 , . . . , a k ; n for convenience. The set of all circulants of order n forms a multiplicative semigroup C n with |C n | = 2 n . The following corollary was originally proved by Huang by using several lemmas. Now we can see that it follows immediately from Corollary 4.2 since the associated digraph of C a 1 , a 2 , . . . , a k ; n is Cay(Z n , {a 1 , a 2 , . . . , a k }) 
