We study the approximability o f t wo natural NP-hard problems. The rst problem is congestion minimization in directed networks. We are given a directed capacitated graph and a set of source-sink pairs. The goal is to route all pairs with minimum congestion on the network edges. A special well-studied case of this problem is the edge-disjoint paths problem, where all edges have unit capacities. The second problem is discrete machine scheduling, where we are given a set of jobs, and for each job a list of intervals in which i t c a n be scheduled. The goal is to nd the smallest number of machines on which all jobs can be scheduled, such that no two jobs assigned to the same machine overlap. Both problems are known to be O(log n= log log n)-approximable via the randomized rounding technique of Raghavan and Thompson. However, until recently, only a Max SNP hardness was known for each problem. We make some progress in closing this gap by showing that both problem are (log log n)-hard to approximate unless NP DTIME(n O(log log log n) ). Our hardness proof for congestion minimization holds even for the special case of the edge-disjoint paths problem.
INTRODUCTION
This paper considers hardness of approximation for congestion minimization and machine scheduling problems. In the congestion minimization problem, we are given a graph with edge capacities and a collection of source-sink pairs. The goal is to nd the smallest factor such that each input pair can be connected by a simple path without exceeding the edge capacities by m o r e t h a n a f a c t o r o f . The special case where all edge capacities are unit is known as the edge disjoint paths (EDP) problem. The congestion minimization problem can be relaxed by formulating it in a natural way a s a m ulticommodity o w linear program. A classical result of Raghavan and Thompson 19] shows that a randomized rounding of the multicommodity o w relaxation yields that = O(log n= log log n) on both undirected and directed graphs, where n denotes the number of vertices in the graph.
A closely related problem is the throughput maximization version of EDP, where the objective is to connect a maximum number of source-sink pairs via edge-disjoint paths. This is a fundamental problem, extensively studied, and the best known approximation factors are O(minfn )-hardness is known for any > 0 13, 6] , and for undirected graphs, only a Max SNP-hardness result is known.
In the discrete machine scheduling problem, we are given a s e t o f n jobs and for each j o b a n explicitly speci ed set of time intervals. A job is scheduled by c hoosing one of its associated time intervals. The task is to schedule all the jobs using a minimum number of machines, such that no two jobs assigned to a machine overlap in time. Alternatively, the input to the machine scheduling problem can be given by de ning for each job j, a processing time pj, and an allowed window of time Wj. J o b j can be scheduled in any time interval of length pj which i s e n tirely contained in Wj. W e refer to the latter type of input as continuous, i n c o n trast to discrete input (previously de ned), where the allowed set of time intervals is given explicitly. A related problem is the real time scheduling problem or the throughput maximization problem, where the number of machines is xed and the goal is to nd a maximum revenue subset of jobs that can be scheduled on the given set of machines. Several constant factor approximation algorithms for this problem were given recently 4, 11, 3, 5, 8] . We note that this problem is NP-hard in the strong sense for a single machine (even for continuous input) and in fact it is one of the original problems in Garey and Johnson 12] . In the notation convention of 18], the continuous version is denoted by 1 jrjj P j Uj. F or discrete input the problem on a single machine is also known as the job interval selection problem (JISP). Spieksma 11] showed that it is Max SNP hard to approximate, thus resolving the approximability o f the discrete version to within constant factors.
Our Results
We prove hardness of approximation for congestion minimization in directed networks and for the machine minimization problem with discrete input. For both problems, we show that there is no c log log n-approximation algorithm for some constant c, unless NP DTIME(n O(log log log n) ).
Our hardness result for congestion minimization holds even for the special case of edge disjoint paths (i.e., unit capacities). Similarly, the hardness of discrete machine scheduling holds for the special case when the optimal algorithm can schedule all jobs on a single machine.
Very recently, C h uzhoy et al. 7] obtained a a p log n approximation factor for machine scheduling with continuous input. They also showed a constant a p p r o ximation for the special case where an optimal solution uses a constant n umber of machines. The hardness of machine scheduling with discrete input should be contrasted with this result. Interestingly, for the throughput maximization version, a separation between the approximability o f c o n tinuous and discrete inputs is not known. Our hardness proof is inspired and motivated by the hardness results for hypergraph covering which recently appeared in 9, 10]. The starting point of our reductions is the Raz veri er for 3SAT (5) . Given a 3SAT(5) formula ' on n variables, we construct a discrete machine scheduling instance where the size of the construction is N = n O(log log log n) . I f ' is satis able, then all the jobs can be scheduled on a single machine. If no assignment can satisfy more than a fraction (1; ) of the clauses in ', then we need at least (log log N) machines to schedule all the jobs. The reduction to the machine scheduling problem is performed in two stages. First, given the input formula ', w e construct a \basic instance" of discrete machine scheduling. The construction of the basic instance uses ideas from 9, 10]. In the second stage, we combine (log log n) l a yers of the basic instance in a special way to obtain the nal construction. We then show that the hard instances for discrete machine scheduling that we construct have a special structure that allows us to reduce the problem to directed congestion minimization.
Our results give the rst non-trivial inapproximability bounds for the well-studied classical problem of congestion minimization. We note that until recently, it has been a common belief that so-called natural NP-hard optimization problems fall within only very few approximability classes. For example, for minimization problems, they either have a constant approximation factor, or a logarithmic factor, or higher approximation factors. This assumption was supported to some extent b y previous work on constraint satisfaction problems 15, 16, 17] . It turns out that this is an overly simplistic view of the terrain of approximation algorithms. Our results demonstrate two natural problems, the approximability threshold of which is sandwiched between (log log n) and (log n= log log n).
PRELIMINARIES
The input to the congestion minimization problem, is a graph, either directed or undirected, with edge capacities and a collection of source-sink pairs. The goal is to nd the smallest factor such that each input pair can be connected by a simple path without exceeding the edge capacities by more than a factor of .
The input for the discrete machine scheduling problem is a s e t o f n jobs, where for each job an explicitly speci ed set of time intervals is given. The time intervals are also called job intervals. A j o b i s s c heduled by c hoosing one of the time intervals it is associated with. The task is to schedule all the jobs using a minimum number of machines, such that no two jobs assigned to a machine overlap in time. In the restricted discrete machine scheduling the time intervals associated with each job are disjoint.
We s h o w that restricted machine scheduling is (log log n)-hard to approximate unless NP DTIME(n O(log log log n) ).
Clearly, restricted machine scheduling is a special case of the general discrete machine scheduling problem. Later on we a l s o s h o w that the restricted discrete machine scheduling problem is a special case of the congestion minimization problem. Thus the hardness result holds for both these problems.
The hardness of restricted discrete machine scheduling involves a reduction from the gap version of Exact MAX 3SAT(5). Definition 1. Exact MAX 3SAT (5) (5) formula is called a yes-instance if it is satis able, and it is called a no-instance if no assignment satis es more t h a n a f r action (1 ; ) of the clauses.
In our reduction, we start from a 3SAT(5) formula ' on n variables and produce an instance of restricted machine scheduling problem with at most n O(log log log n) jobs. If ' is a y es-instance, then all the jobs can be scheduled on one machine. If ' is a no-instance, then at least c log log n machines are needed. The hardness result therefore follows from the reduction and Theorem 1.
Our reduction uses a Raz veri er with l = (log log log n) repetitions, which is described next.
Raz Verifier
A Raz veri er for MAX 3SAT(5) with l repetitions receives as input a 3SAT(5) formula ', performs some interaction with two p r o vers, at the end of which it either accepts or rejects. The actions of the veri er are as follows:
Choose, uniformly and independently, a random sequence of l clauses C1 : : : C l from the formula ' and send the indices of these clauses to prover 1.
In each clause Ci, 1 i l, c hoose a random variable xi 2 Ci, w h i c h is called a distinguished variable, and send the indices of these variables to prover 2.
Receive the answers of the provers to the queries. Prover 1 is expected to send an assignment to the variables that appear in the clauses C1 : : : C l. Prover 2 is expected to send an assignment t o t h e v ariables x1 : : : x l. Check that for each clause Ci, 1 i l, the assignment sent b y prover 1 satis es the clause. If this is not true, reject.
Check that for each i, 1 i l, the assignments of prover 1 and prover 2 to xi are identical, and accept or reject accordingly. The following well known theorem follows from 2, 1, 20]. If ' is a yes-instance, then there is a strategy of the provers that makes the veri er accept always.
If ' is a no-instance, then no matter what the strategy of the provers is, the veri er accepts with probability 2 ; l .
We view the Raz veri er with l repetitions as the following constraint satisfaction problem. We h a ve a set X of variables, containing one variable x for each possible query to prover 1 (i.e., for each possible sequence of l clauses). The range of variable x is denoted by Ax, and it consists of all the possible answers of prover 1 to the query corresponding to x, that satisfy all the clauses in the query. Clearly, jAxj = 7 l , and jXj = ( 5 n=3) l . Similarly, w e a l s o h a ve a set Y of variables, that contains one variable y for each possible query to prover 2 (i.e., for each possible sequence of l variables of formula '). The range of variable y, w h i c h is denoted by Ay, is the set of all the possible answers of prover 2 to the query. T h us, jAyj = 2 l , a n d jY j = n l .
We denote the set of constraints by . F or each random string r of the veri er, there is a constraint ( x y) 2 , where x 2 X is the query sent t o p r o ver 1 and y 2 Y is the query sent t o p r o ver 2, if the veri er chooses random string r. Constraint ( x y) is satis ed, if and only if the assignments to x and y are consistent, i.e., the assignment t o y and the projection of the assignment t o x onto the distinguished variables are identical. Note that for each possible assignment to x, there is exactly one assignment t o y that satis es the constraint ( x y). Therefore, each constraint ( x y) de nes a function x y : Ax ! A y.
The next corollary is an easy consequence of Theorem 2.
Corollary 3. If ' is a yes-instance, then there i s a n assignment to X Y , such that all the constraints in are satis ed. If ' is a no-instance, then no assignment satis es more than a fraction 2 ; l of the constraints.
We call the constraints in \type x-y constraints". Following 9, 10], we de ne another set of constraints, called \type x-x constraints". Consider some x1 x 2 2 X. There is a constraint ( x1 x 2) 2 if and only if there is some y 2 Y , such that (x1 y ) 2 a n d ( x2 y ) 2 . Let a1 2 Ax 1 and a2 2 Ax 2 be assignments to x1 and x2 respectively. Then, the constraint ( x1 x
imply the same assignment t o y, i . e . , x 1 y(a1) = x 2 y(a2). In this case we s a y that a1 and a2 are consistent.
Note that each x 2 X participates in exactly 3 l constraints in , and each y 2 Y participates in exactly 5 l constraints in . Therefore, for each x 2 X, there are at most 15 l constraints in in which x participates.
MACHINE SCHEDULING HARDNESS
In this section we s h o w that a c log log n{approximation algorithm for restricted machine scheduling, for some constant c, does not exist unless NP DTIME n O(log log log n) .
In particular, we s h o w that it is impossible to distinguish in polynomial time, between the instances in which all the jobs c a n b e s c heduled on one machine, and the instances in which at least c log log n machines are needed.
The Basic Instance
In this section we construct an instance of the restricted discrete machine scheduling problem which is called \the basic instance", and discuss its properties. In our reduction, we are going to construct a number of such basic instances, and combine them together in a special way to obtain the nal scheduling problem. A basic instance is determined by the input 3SAT(5) formula ', a n d b y the following parameters: Integer k.
For each x 2 X, a collection of k(x) k subsets of assignments, A x 1 A x 2 : : : A x k(x) A x. For each i, jA x i j j A xj ; log log n.
The parameter l (number of repetitions in the Raz verier) is always the same, l = 3 log log log n. W e note that in our nal construction where we c o m bine several basic instances, the integer k and the sets A x 1 A x 2 : : : A x k(x) will be determined separately for each of the basic instances. We n o w de ne the scheduling instance. Denote the set of jobs by J. F or each job j 2 J, denote by I(j) its set of job intervals, i.e., the time intervals in which it can be scheduled. First, we de ne a collection of \virtual" intervals on the time line, which are not part of the problem input, but which will be useful later when we de ne the jobs and their intervals. 
Yes Instances
Consider any feasible solution to the scheduling problem dened above. For any i n terval I x i (a), we s a y t h e i n terval is used by the solution, if there is some job which i s s c heduled inside this interval. Note that in the solution the jobs are scheduled in non-overlapping intervals, therefore it is always possible to schedule all the jobs on a single machine. 
No Instances
Consider any feasible solution to the scheduling problem dened above. We s a y that interval I(A x i ) i s used by the solution, if there is some job scheduled inside this interval.
We s a y t h e v ariable interval I(x) i s good, i f all the intervals I(A x i ), 1 i k(x), are used by the solution.
Claim 5. Suppose the initial 3SAT formula ' is a noinstance. Then, in any solution of the above scheduling problem, at least half the variables are g o od.
Note that in a yes-instance this is not necessarily the case.
It is possible that for most of the variables x, the satisfying assignment f(x) does not belong to some of the A x i , and thus x would not be good in the solution described above.
Proof of Claim 5. Let X 0 be the subset of variables that are not good, and let 0 be the subset of x-y constraints in which t h e v ariables from X 0 participate. As For all the other variables in X Y , x the assignments arbitrarily.
We n o w compute the expected fraction of constraints in 0 which are satis ed by this assignment. Consider some constraint ( x y) 2 0 . I f x = xy, then clearly, the constraint is satis ed. Otherwise, suppose that x 0 = xy. Since the intervals I(A x i(x) ) and I(A x 0 i(x 0 ) ) are not used by t h e solution, and since all the jobs are scheduled, there is no job j(A x i(x) A x 0 i(x 0 ) ). Therefore, there are two assignments, a 2 B(x) a n d a 0 2 B(x 0 ), which are consistent. If these assignments are chosen by x and x 0 , the constraint ( x y) i s satis ed. The probability that this happens is 1 (log log n) 2 . Thus, the expected fraction of satis ed constraints is at least Each job has at most 7 l intervals which are contained inside the same variable interval. So the total number of job intervals is bounded by: (5n=3) l 15 l 7 l k 2 n c 0 log log log n (log log n) c 00 k 2 for some constants c 0 c 00 . Note that each v ariable interval I(x) is subdivided into at most k 2 (log log n) c 00 job intervals.
The Overall Construction
We u s e r = 1 log 3 log log n copies of the basic construction, setting the parameters of the basic instances appropriately. We refer to the copies of the basic construction as layers. The layers are combined in a special way.
First, for each x 2 X, w e x s o m e i n terval I(x) o n t h e time line. All the intervals I(x) are equal-sized and nonoverlapping. Interval I(x) serves as the variable interval representing x in each one of the r layers.
We n o w describe layer 1. The parameter k for layer 1 is k1 = 1, and for each x 2 X, k1(x) = 1 a n d A x 1 = Ax. Description of layer i: Consider some x 2 X. I n terval I(x) in layer (i ; 1) is subdivided into at most k Given job interval I in layer (i ; 1), we only need now t o de ne the corresponding subset of assignments AI(x). Observe that I, being a job interval, is completely contained in some layer-(i;1) assignment i n terval, representing some as- Note that since there are less than log log n layers, jAI(x)j jAxj ; log log n as required. Yes Instances Claim 6. If ' is a yes-instance, then it is possible to schedule all the jobs on one machine.
Proof. In each l a yer, we use the solution de ned in the previous section, i.e., for each v ariable x, w e only use intervals corresponding to the satisfying assignment f(x).
Observe that the construction is de ned in such a w ay, that if some interval in layer i representing some assignment a 2 A x overlaps with some interval in layer j representing some assignment a 0 2 A x, and i 6 = j, then a 6 = a 0 .
(This follows from the de nition of AI(x).) Therefore, in our schedule, all the jobs are scheduled in non-overlapping intervals.
No Instances
We show that if ' is a no-instance, then any solution uses at least 1 2 log 3 log log n machines. We start with the following claim.
Claim 7. Consider a feasible solution to the scheduling problem. Let x 2 X, and suppose x is a good variable in q layers. Then the schedule uses at least q machines for the jobs that are scheduled inside the time interval I(x).
Recall that if ' is a no-instance, then at least half the variables are good in each l a yer. Therefore, there is at least one variable x which is good in at least half the layers. Thus, the schedule uses at least 1 2 l o g 3 log log n machines. Proof of Claim 7. We denote the layers in which x is good by i1 < i 2 < < i q. Recall that if x is good in some layer j, then we use all the intervals I(A x i ), 1 i kj(x).
Since x is good in layer i1, there is at least one layer 1 job j scheduled in I(x). Consider the interval I1 on which i t i s scheduled. By the construction, there is at least one interval I(A x i ) i n l a yer i2 that is completely contained in the interval I1. Since variable x is good in layer i2, the interval I(A x i ) is used by the solution, and there is at least one layer i2 job scheduled in it. Denote the corresponding job interval I2. Continuing in the same fashion, we obtain a sequence of q intervals Iq I2 I1, where for each a : 1 a q, Ia is a job interval in layer ia, and there is a job scheduled in it.
Thus, we h a ve a nested set of q job intervals, and therefore at least q machines are needed for scheduling them.
The Construction Size
The size of the construction is dominated by the size of the last layer, which i s b o u n d e d b y: n c 0 log log log n (log log n) c 00 k 2 r
The recursive formula for k is: k1 = 1 ki = k 2 i;1 (log log n) c 00 .
Clearly, ki (log log n) c 00 3 i . In total, the size of the construction is at most: N = n c 0 log log log n (log log n) c 00 (log log n) c 00 3 r n c 0 log log log n 2 O(log n log log log n) = n O(log log log n) since r = 1 log 3 log log n. Clearly, r = (log log N). We have t h us proved the following theorem. Theorem 8. There i s n o c log log n{approximation algorithm for machine scheduling, for some constant c, unless NP DTIME(n O(log log log n) ).
HARDNESS OF DIRECTED CONGESTION MINIMIZATION
In this section we s h o w that congestion minimization for the directed edge-disjoint paths is (log log n)-hard to approximate, unless NP DTIME(n O(log log log n) ). The hardness result follows from the result for machine scheduling, and a simple reduction from the restricted machine scheduling.
Theorem 9. Suppose we are given an instance o f r estricted machine scheduling. Then there is an instance o f c ongestion minimization, which can be c onstructed i n p olynomial time, where the minimum congestion equals the minimum number of machines needed t o s c h e dule all the jobs.
Observe that in our hardness result for machine scheduling, the intervals belonging to each job are mutually disjoint (in fact, all the job intervals from the same layer are mutually disjoint). Therefore, the next corollary follows from Theorem 8 and Theorem 9.
Corollary 10. There i s n o c log log n{approximation algorithm for congestion minimization in directed networks, for some constant c, unless NP DTIME(n O(log log log n) ). We can assume w.l.o.g., that in any solution for the congestion minimization problem, each commodity j is routed via a path of the form (sj ! P(I) ! tj). This is because after leaving sj, the path must continue to some d l(I) for some I 2 I(j). After that, it is impossible that the path leaves P(I) before arriving at d r(I) , since the only way t o do so is via some t j 0 , j 0 6 = j. But as no edges are leaving t j 0 , it is impossible for the path to arrive a t tj. Therefore, the path must be of the form (sj ! P(I) ! ! tj). If the path does not go directly to tj after leaving P(I), we c a n reroute it, so the path becomes (sj ! P(I) ! tj). This can only decrease the congestion.
Thus, for each commodity j, each path (sj ! P(I) ! tj) via which commodity j can be routed translates to a job interval I 2 I(j) where job j can be scheduled and vice versa. It is therefore easy to see that the minimum numberof machines needed to schedule all the jobs equals the minimum congestion needed to route all the commodities.
