Abstract. A new reconstruction of the heliospheric modulation potential for galactic cosmic rays is presented for the neutron monitor era, since 1951. The new reconstruction is based on an updated methodology in comparison to previous reconstructions: (1) the use of the new-generation neutron monitor yield function; (2) the use of the new model of the local interstellar spectrum, employing in particular direct data from the distant missions; and (3) the calibration of the neutron monitor responses to direct measurements of the cosmic ray spectrum performed by the PAMELA space-borne spectrometer over 47 time intervals during 2006-2010. The reconstruction is based on data from six standard NM64-type neutron monitors (Apatity, Inuvik, Kergulen, Moscow, Newark and Oulu) since 1965, and two IGY-type ground-based detectors (Climax and Mt.Washington) for 1951-1964. The new reconstruction, along with the estimated uncertainties is tabulated in the paper. The presented series forms a benchmark record of the cosmic ray variability (in the energy range between 1-30 GeV) for the last 60 years, and can be used in long-term studies in the fields of solar, heliospheric and solar-terrestrial physics.
Introduction
Galactic cosmic rays (GCR) is a population of energetic, mostly nucleonic, with a small fraction of electrons and positrons, particles permanently bombarding Earth and forming the radiation environment in the near-Earth space and in the atmosphere [Vainio et al., 2009] . The flux of GCR is modulated, in the low-energy (below 100 GeV) part of the spectrum, by solar magnetic activity over the solar cycle [Potgieter , 2013] . The variability of the GCR flux is constantly monitored by the network of ground-based neutron monitors (NMs) since the 1950s. Because of the thickness of the Earth's atmosphere and the shielding effect of the geomagnetic field, ground-based measurements have to be translated into the actual flux units beyond the atmosphere and magnetosphere by applying a complicated transport model. On the other hand, GCR energy spectra are occasionally measured in the energy range exceeding 1 GeV by balloon-borne or space-borne detectors providing a direct way to calibrate the ground-based detectors and to link NM data to the real GCR spectra. The most important in this respect are the long-running experiments PAMELA (Payload for Antimatter Matter Exploration and Light-nuclei Astrophysics) [Adriani et al., 2013] and AMS-02 (Alpha Magnetic Spectrometer) [Aguilar et al., 2015] , operating for the last decade. Before that, only balloon-borne detectors (and a short test flight of AMS-01 in 1998 [Alcaraz et al., 2000] ) were operating in this energy range.
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For many practical purposes it is ueful to describe the GCR energy spectrum near Earth by the force-field approximation [e.g. Gleeson and Axford , 1968; Caballero-Lopez and Moraal , 2004] with its single formal parameter -the modulation potential φ [see formalism in Usoskin et al., 2005] . We note that the force-field approximation is not validated as a physical model of GCR modulation, and the modulation potential has no clear physical meaning (often used interpretation of the mean adiabatic energy loss is not exactly correct [see, e.g. Caballero-Lopez and Moraal , 2004] ). On the other hand, it provides a handy empirical description of the actual shape of the GCR energy spectrum near Earth which, while not making a claim to explain the modulation process, offers a simple single-value parametrization of the GCR spectrum for many practical purposes, such as atmospheric ionization and climate modeling, radiation environment, cosmogenic radionuclide studies, assessments of radiation hazard risks, etc. A model allowing one to estimate the variability of the modulation potential in time was proposed by Usoskin et al. [2005] based on the data from the world NM network. That work led to a systematic reconstruction of monthly φ values since the 1950s. Calibration to the direct GCR measurements was done using the spaceborne AMS-01 data for moderate solar activity and MASS89 balloon-borne data [Webber et al., 1991] for high solar activity. This work was extended by Usoskin et al. [2011] by including a more realistic GCR composition (heavier species were considered).
Here we revisit the reconstruction of the modulation potential along three main directions:
1. The earlier models were based upon previous generations of the NM yield functions [Debrunner et al., 1982; Clem and Dorman, 2000; Matthiä et al., 2009] that were unable to reproduce the exact count rate of individual NMs and the shape of the latitudinal survey [Caballero-Lopez and Moraal , 2012] . By contrast, here we use the new-generation NM yield function [Mishev et al., 2013 , see also erraturm therein], which agrees, for the first time, with the actual measurements of the NM count rates and observational surveys [Gil et al., 2015] .
2. While the earlier models were based upon an estimate of the local interstellar spectrum (LIS) by Burger et al.
[2000] for earlier models such as [Garcia-Munoz et al., 1975] , here we use a recent estimate of the LIS by Vos and Potgieter [2015] who revised the LIS by using precise measurements from AMS-02 and PAMELA space-borne detectors and considering also Voyager data beyond the heliospheric termination shock, not available until recently.
3. Earlier models were based upon a calibration method using only two directly measured GCR spectra: MASS89 and AMS-01. Here we use a newly available GCR spectra precisely measured by the PAMELA instrument [Adriani et al., 2013] during 47 time intervals during 2006 -2010. We note that with these modifications (especially the new LIS and calibration), the values of φ calculated here are not directly comparable with the earlier reconstructions.
In Section 2 we describe the formalism of the model and the used LIS. The PAMELA data used for calibration are introduced in Section 3. Selection and calibration of the NMs are explained in Section 4. The reconstruction of the modulation potential is described in Section 5 and discussed in Section 6. Our conclusions are presented in Section 7.
Formalism
Here we use the established formalism of representing the counting rate of a NM at any location and time t, as an integral of the product of the cosmic ray energy spectrum and the specific yield function of the NM:
where N is the count rate of a NM reduced to the standard barometric pressure, Ji(T, t) is the energy spectrum of the i−th specie of GCR nuclei outside the Earth's magnetosphere and atmosphere, Yi(T, h) is the specific yield function of a NM, T is kinetic energy of the primary cosmic rays particle, h is height (atmospheric depth at the NM location), and κ accounts for the "non-ideality" of a NM (see Section 4). The yield function, corresponding to the standard sea-level 6NM64, was taken according to a recent simulation [Mishev et al., 2013 , see also erratum therein]. Integration is performed above the kinetic energy Tc corresponding to the geomagnetic cutoff rigidity Pc in the location of the NM. The yield function includes both development of the atmospheric cascade with different types of secondary particles and the response of a detector to the secondary particles [Clem and Dorman, 2000; Mishev et al., 2013; Aiemsa-ad et al., 2015] . In order to describe the GCR differential energy spectrum near Earth we employed the widely used force-field approximation [e.g. Vainio et al., 2009] :
where JLIS i is the LIS, Tr = 0.938 GeV is the proton's rest mass, Φi is the mean energy loss of the GCR particle inside the heliosphere, as defined by the modulation potential φ: Φi = φ · (eZi/Ai), where Zi and Ai are the charge and mass numbers of the nucleus of type i. Here we use the LIS from Vos and Potgieter [2015] , which is a new parameterization based on both near-Earth and distant (beyond the heliospheric termination shock) measurements of GCR spectra and compositions. The LIS takes the following form for protons:
T + 0.67 1.67
where β = v/c is the ratio of the proton's velocity to the speed of light, J and T are given in [m 2 sec sr GeV/nuc]
and GeV/nucleon, respectively. This LIS is shown in Fig. 1 . We note that there are some other recent LIS estimates [e.g., Potgieter et al., 2014; Cummings et al., 2016] which differ from each other mostly in the low energy part. In order to account for that, Corti et al. [2016] proposed an additional parameter describing modulation for GCR protons with energy below 125 MeV, to which NMs are however insensitive.
It is important to consider α−particles (effectively including heavier species) separately from protons since they are modulated differently and contribute 30-50% to the overall count rate of a NM [Usoskin et al., 2011; Caballero-Lopez and Moraal , 2012] . For α−particles (including the heavier species) we used the same form as for protons (Eq. 3) but with the weight of 0.3 (in the number of nucleons) similarly to Usoskin et al. [2011] . The intensity in this case is given for nucleons, and kinetic energy in GeV/nuc. 
PAMELA data
The data used here include direct measurements of GCR energy spectra by the PAMELA space mission [Adriani et al., 2011] , which is a space-borne magnetic spectrometer installed onboard the low orbiting satellite Resurs-DK1 with a quasi-polar (inclination 70
• ) elliptical orbit (height 350-600 km). PAMELA was in operation since Summer 2006 through January 2016 continuously measuring all charged energetic (> 80 MeV) particles in space.
Here we make use of PAMELA the measurements of the differential energy spectra of CR protons obtained between July 2006 and January 2010, during which time the solar activity varied between moderate and very low. This period was divided into 47 unequal time intervals, and the measured proton energy spectrum were provided by Adriani et al. [2013] (digital data are available at http://tools.asdc.asi.it/cosmicRays.jsp?tabId=0). The month of December 2006 was excluded from consideration because of large disturbances of the CR flux due to a major Forbush decrease and a ground level enhancement #70 .
Each measured proton spectrum was fitted with the forcefield model (Eqs. 2 -3). The best-fit value of φ and its 1σ uncertainties were found for each time interval by minimizing χ 2 −statistics in the interval of energies between 1-30 GeV, which corresponds to the most effective energy of GCR detection by NMs. Two examples of the fit are shown in Fig. 1 for time intervals S1 and S47. The obtained values of the modulation potential are shown in Fig. 2. 
Selection and calibration of NMs
Although the formalism (Section 2) provides a full theoretical basis to the model count rate of an ideal standard NM, real instruments are neither "ideal" nor perfectly standard: different surrounding structures, instrumental setups (e.g., the electronic dead-time, high voltage, number of counters, the material for moderator, etc.), type of the counter (Soviet/Russian analogs CNM-15 are about 15% less effective than the standard BP28(NM64) counters, [Gil et al., 2015] ), etc., making their sensitivities slightly different from each other. Another source of the difference is that the reference barometric pressure can be set differently for different NMs, which can also result in the count rate being systematically deviating from the modeled one. One approach to deal with that is to perform direct Monte-Carlo simulation of every NM considering the detailed geometry and environment [e.g., Aiemsa-ad et al., 2015; Mangeard et al., 2016] . However, it is hardly possible to perform such detailed simulations for all NMs. Accordingly, we consider this uncertainty as a constant scaling factor, which is defined individually for each NM, as described below. This procedure is called "calibration" here.
For the analysis we selected sea-level and low-altitude (≤ 200 m) NMs with long operation period and high stability. The list of the selected NMs is given in Table 1 along with their parameters.
Using the best-fit values of φi (with uncertainties) obtained for 47 PAMELA spectra (Section 3), we calculated, using Eqs. 1-3, the expected count rates of a standard ideal NM for the same periods when PAMELA measured spectra, N * i . For the same 47 periods we collected the actual mean count rates, Ni for each NM. Then the scaling factor κi = N * i /Ni was calculated with its uncertainties. Finally, from 47 values of κi we defined, using the standard weighted averaging, the mean scaling factor κ for each NM, as shown in Table 1 . The formal standard error of the mean κ is small (0.001-0.002) and is not shown. The fact that the errors are small for different modulation levels implies that indeed the method works, and the scaling factor κ adequately described the non-ideality of a NM. An example is shown in Fig. 3 for the Kergulen NM. While the recorded count rates (open dots) lie systematically below the model curve, implying that this NM is slightly less effective than the "ideal" standard one, the use of the best-fit scaling factor κ = 1.078 makes the data fully consistent with the model curve.
Reconstruction of the modulation potential
Once the scaling factor κ is fixed for a given NM, the problem can be inverted so that from the measured (and 1965 1970 1975 1980 1985 1990 1995 corrected using the factor κ) count rate one can calculate the corresponding value of the modulation potential φ. We did it by calculating the monthly values of φ for each NM listed in Table 1 . The result is shown in Figure 4 with small dots. One can see that the spread of dots is very small during and around the calibration period in 2006-2010, but they diverge in the earlier part of the period, in the 1960-1970s.
In the analysis, we considered also slow changes in the geomagnetic cutoff rigidity for each NM.
Long-term consistency of the NMs
Next, we check each of the analyzed NMs for long-term consistency. For that, we calculated the difference ∆φ between the modulation potential calculated only from this NM data and that, calculated (as the mean and standard deviation) from the data of the other seven NMs in Table 1 , excluding the tested one. This is shown in Figure 5 .
We note that the Oulu NM (Fig. 5a ) exhibits small (±25 MV) deviations from the mean curve, but is always within the 1σ uncertainty of the latter, except for strong seasonal peaks in the earlier part. These peaks were caused by snow on the roof during winter months before 1974, when the Oulu NM was finally settled in a building with a pyramidshaped warmed roof, so that snow was never accumulated above the NM since 1974. To avoid the uncontrolled effect of snow, we have excluded from further consideration the Oulu NM data for months January through March for years [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] . The first months of data, in 1964, also depict a strong drift and were removed.
Inuvik, Moscow and Kergulen NMs (Fig. 5b-d ) exhibit deviations up to ±50 MV from the mean curve, but are mostly within the 1σ uncertainty of the latter. Accordingly, data from these NMs were considered as they are.
The McMurdo NM (Fig. 5e ) depicts a strong systematic deviation greatly exceeding 1σ limits, that was as much as about 100 MV before the 1980s. This is clearly seen in Fig. 4 , where the blue dots lie systematically above the curve. This trend implies that the McMurdo NM tends to increase its count rate in time against other stations.
On the contrary, the Kiel NM (Fig. 5f ) depicts an opposite but equally strong trend in the deviation, also exceeding systematically the 1σ limit. This is seen in Fig.4 as a systematic divergence of the red points. The systematic growth of ∆φ implies that the Kiel NM count rate decreases in time against all other NMs. Interestingly, these two NMs nearly compensate each other in the composite, but grossly increase the error bars. Because of the systematic drifts, we do not include McMurdo and Kiel NMs into the final reconstruction of φ.
The Apatity NM (Fig. 5g ) depicts deviations within ±50 MV from the mean curve, mostly within the 1σ uncertainty of the latter. There is a spike in ∆φ in 1969 (the first year of the NM operation). Because of it we only use the Apatity NM data after 1970. There is another spike in 1998-1999, but no correction was implied for this.
The Newark NM (Fig. 5g ) depicts some deviations within ±30 MV from the mean curve, mostly always within the 1σ uncertainty of the latter. It also depicts a seasonal cycle, but it is small and not a subject to correction or removal.
Thus, from the eight preliminary selected NMs we use for further analysis six most stable ones (Oulu, Inuvik, Moscow, Kergulen, Apatity and Newark), while McMurdo and Kiel NMs depict systematic drifts and are not considered henceforth.
Extension before 1965
The consideration above was based on the World network of neutron monitors of the standard type NM64, which was introduced in 1964. Before that, there were several NMs of another design, called IGY (International Geophysical 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 Table 2 . The red stripe represents φ obtained from a fit to AMS-02 data. modulation potential φ:
where A and B are free parameters. 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 from Mt.Washington), from which we calculated the mean and the standard deviation as an assessment of the modulation potential for that period. For the period 1951-1955 only six φ series were used.
Results and discussions

Final series
The final reconstruction of the modulation potential is shown in Figure 7 along with its 1σ uncertainties, while digital values are given in Table 2 .
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Comparison with other direct measurements
Beyond the PAMELA data, used for calibration of the NMs, we now compare the final modulation potential series with the values of φ obtained by fitting GCR spectra from short-time space-and balloon-borne measurements as shown in Figure 7 . We used the following balloon-and space-borne data (see full details and data collection at http://tools.asdc.asi.it/cosmicRays.jsp?tabId=0) for the following measurements of the GCR energy spectrum: LEAP, MASS89, MASS91, IMAX92, POLAR, POLAR-2, BESS-TeV, BESS00, BESS93, BESS94, BESS95, BESS97, BESS98, BESS99, CAPRICE, CAPRICE98, AMS-01, AMS-02, with the original references to [Seo et al., 1991 [Seo et al., , 2001 Webber et al., 1991; Bellotti et al., 1999; Boezio et al., 1999 Boezio et al., , 2003 Alcaraz et al., 2000; Menn et al., 2000; Wang and Sheeley, 2002; Shikaze et al., 2007; Adriani et al., 2013; Aguilar et al., 2015; Abe et al., 2016] One can see a general agreement between the overall curve and the individual points excepts for two balloon points, BESS00 and BESS-TeV, yielding too strong modulation in 2000 and 2002, respectively, and one point, BESS97, implying too low modulation in 1997. Note that disagreement of these data points with the NM data was mentioned also by Ghelfi et al. [2016] .
However, such a comparison is not very representative, since the reconstructed series is with monthly resolution while individual flights had duration from several hours to several days, or, as in the case of AMS-02 data taking, several years. In Figure 9 we show a scatter plot of the Oulu NM count rates (scaled with the factor 1.121 -see Table 1 , statistical errors are negligible) averaged over exactly the same periods as data taking for the balloon-and space-flight, vs. the fitted values of φ for these flights (as shown by red dots in Fig. 7) . The solid black curve shows the model-predicted dependence between a polar NM count rate and the modulation potential. One can see that the agreement is quite good for the range of φ−values covering PAMELA data used for calibration (red stars), viz. 300-700 MV. While PAMELA data lie tightly along the model curve, other data produce a large scatter, but still around the curve. On the other hand, data points lie slightly but systematically above the curve in the range of higher φ−values 800-1200 MV. In particular, BESS00 and BESS-TeV, mentioned above, and MASS89 (used for calibration by Usoskin et al. [2011] ) balloon data suggest a higher modulation than the model does, during periods of the active Sun. This may indicate that the model may slightly underestimate the modulation during such periods, but the lack of reliable data in this range (only 4-5 points vs. ≈ 60 in the lower activity range) does not provide a solid ground for such a conclusion. The relations for other NMs (not shown) are similar to this example.
Thus, we conclude that the new reconstruction of the modulation potential is in good agreement with fragmentary direct measurements, at least for the periods of low and moderate solar activity.
Comparison with the previous reconstructions
We emphasize that the values of the modulation potential presented here, should not be directly compared with those published earlier. The reason is that the value of φ has no absolute physical meaning and depends on the LIS models used in its calculation [Usoskin et al., 2005; Herbst et al., 2010] . It is only a useful parameter to describe the energy spectrum of GCR near Earth, with the fixed LIS value. Therefore, the fact that the values of φ presented here are different from the earlier ones does not imply different GCR spectra.
A scatter plot of the previously published modulation potential series [Usoskin et al., 2011] versus the results of this work is shown in Figure 10 . The relation is very tight and slightly nonlinear.
The difference from the earlier models is caused by three main facts: (1) the use of the new NM yield function [Mishev et al., 2013 , see also erratum therein]; (2) the calibration of the NM responses directly to a large set of PAMELA data, while earlier models were linked to two points -AMS-01 and MASS89 (see Figure 9) ; and (3) the use of the updated LIS [Vos and Potgieter , 2015] .
Conclusions
We have presented a new reconstruction of the heliospheric modulation potential for galactic cosmic rays during the neutron monitor era, since 1951. The new reconstruction is based on a new-generation specific yield function of a NM, exploits an updated model of the LIS, and applies a calibration to direct measurements of the GCR energy spectrum during 47 episodes by PAMELA space-borne spectrometer. The reconstruction is based on data from six standard NM64-type neutron monitors (Apatity, Inuvik, Kergulen, Moscow, Newark and Oulu) since 1965, and two IGY-type NMs (Climax and Mt.Washington) before that, all demonstrating stable operation over the decades. The new reconstruction is presented in Table 2 .
We also tested the long-term stability of individual NMs and found that McMurdo and Kiel NMs exhibit essential drifts, while all other analyzed NMs are fairly stable on the multi-decadal time scale.
The presented series forms a benchmark record of the cosmic ray variability (in the NM energy range) for the last 60 years, and can be used to long-term studies in the fields of solar-terrestrial physics, atmospheric sciences, etc.
