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Fault Detection and Isolation in Attitude Control Subsystem of Spacecraft 
Formation Flying using Extended Kalman Filters 
Sara Ghasemi 
In this thesis, the problem of fault detection and isolation in the attitude control 
subsystem of spacecraft formation flying is considered. For this purpose, first the 
attitude dynamics of a single spacecraft is analyzed and a nonlinear model is defined 
for our problem. This is followed up by generating the model of the spacecraft 
formation flight using the attitude model and controlling the formation based on virtual 
structure control scheme. In order to design the fault detection method, an extended 
Kalman filter is utilized which is a nonlinear stochastic state estimation method. Three 
fault detection architectures, namely, centralized, decentralized, and semi-decentralized 
are designed based on extended Kalman filters. Moreover, the `residual generation and 
threshold selection techniques are proposed for these architectures. The capabilities of 
the architectures for fault detection are studied through extensive numerical 
simulations. Using a confusion matrix evaluation system, it is shown that the 
centralized architecture can achieve the most reliable results relative to the semi-
decentralized and decentralized architectures. Furthermore, the results confirm that the 
fault detection in formations with angular velocity measurements achieve higher level 
of accuracy, true faulty, and precision, along with lower level of false healthy 
misclassification as compared to the formations with only attitude measurements.  
In order to isolate the faults, structured residuals are designed for the 
 iv 
 
decentralized, semi-decentralized, and centralized architectures. By using the confusion 
matrix tables, the results from each isolation technique are presented for different fault 
scenarios. Finally, based on the comparisons made among the architectures, it is shown 
that the centralized architecture has the highest accuracy in isolating the faults in the 
formations. Furthermore, the results confirm that fault isolation in formations with 
angular velocity measurements achieve higher level of accuracy when compared to 
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Chapter 1: INTRODUCTION  
1.1. MOTIVATION 
There are several advantages in spacecraft formation flying concept. The ability to 
make formation more robust by eliminating single point failures is one of the most 
important advantages of formation flying. This multiple spacecraft approach will also 
impose less requirements and limitations on launch vehicles and, therefore, reducing 
the mission cost. Higher reliability and redundancy, higher resolution, simpler design 
and faster built time are other advantages of using multiple smaller spacecraft over a 
single large spacecraft. 
Formation flying missions are categorized into two main classes: Deep Space 
missions (DS) and Planetary Orbital Environment (POE). In POE, the spacecraft are 
affected by orbital dynamics as well as environmental disturbances, while in DS the 
absolute and relative spacecraft dynamics can be represented by double integrators [1]. 
There are limited experiences of formation flying missions. TechSat-21 was a POE 
project from US’s Air Force Research Laboratory (AFRL) which was intended to 
demonstrate a formation of three micro-spacecraft flying in formation to operate as a 
virtual spacecraft. However, the technical issues on the project were "far more 
challenging than originally thought," forcing the Air Force to "restructure the program," 
according to Maj. Gen. Paul Nielsen, director of the Air Force Research Laboratory. 
TechSat21 experiment has been terminated in 2003 Error! Reference source not found.. 
New Millennium Program Earth Orbiter (EO-1) was a NASA-Goddard spacecraft 
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which launched in November 2000, in to a circular, sun-synchronous polar orbit at an 
altitude of 705 Kilometers. EO-1 flew in formation with Landsat-7, EOS AM-1 (Terra), 
and SAC-C- which is the first constellation of Earth observing spacecraft. Formation 
flying is defined to be the autonomous on-orbit position maintenance of multiple 
spacecraft relative to measured separation errors. The currently proposed formation 
flying technologies on EO-1 will not enable true formation flying in the sense of the 
definition given above because of a variety of budget and time constraints. Although 
incomplete, this demonstration will validate many of the formation flying components 
necessary to achieve the ultimate goal of true formation flying [1], [4]. 
The “A-Train” spacecraft formation consists of two of the major Earth Observing 
Systems (EOS) missions, three Earth System Science Pathfinder (ESSP) missions, and a 
French Centre National d’Etudes Spatiales (CNES) mission flying in close proximity. 
The A-Train (Afternoon Train) is a constellation of spacecraft in a polar orbit include 
GCOM-W1, Aqua, CALIPSO, CloudSat, PARASOL, and Aura, which are in Earth-
observing spacecraft that closely follow one after another along the same orbital track. 
Aqua is the lead member of the formation and Aura is in the rear. OCO-2 is scheduled 
to join the configuration in 2013 which will cross the equator fifteen minutes ahead of 
Aqua and, thus, become the new leader of the formation of Figure 1.1. On November 
16, 2011, PARASOL was lowered to 9.5 km under the A-Train and continues its nominal 
mission observing clouds and aerosols. PARASOL will exit the A-Train fully in the fall 
of 2013 [5], [6]. 
Missions for these spacecraft formations include understanding of water in the 
Earth's climate system and the global water cycle, understanding of additional 
components of the Earth's climate system and their interactions, weather forecasting, 
studying the clouds, measure total solar irradiance for long-term climate studies, 
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studying stratospheric ozone layer, controlling air quality, CO2 monitoring, and a 
variety of other science studies and technology demonstrations [8].  
 
Figure 1.1 The various satellites that fly in constellation in the "A-Train" [7] 
It is well-known that the efficiency and reliability of the formation can be 
degraded as a consequence of occurrence of a fault in the components of the spacecraft. 
Therefore, autonomous, real-time and on-line fault detection and isolation (FDI) 
strategies are required in order to diagnose faults before they cause severe damage and 
lead to catastrophic failure in the entire networked formation system.  
1.2. LITERATURE REVIEW  
In this section, relevant literature review regarding fault detection and isolation in 
formation flying is presented. The quantitative model-based, qualitative model-based 
and history-based methods in the literature are reviewed, the spacecraft formation 
flying concepts and issues are investigated, and the FDI approaches presented in the 
literature for formation flying are studied.  
1.2.1. Fault Detection and Isolation (FDI) 
A fault diagnosis algorithm consists of fault detection, isolation, and identification 
steps. Fault detection is the process of identifying the occurrence of a fault in the 
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system, while fault isolation and identification is a step further and implies the 
pinpointing of the faulty component [11].  
Information redundancy is the basis of most FDI approaches. Hardware 
redundancy requires at least a dual set of physical devices, such as multiple sensors, 
actuators, or computers, but it faces the problem of extra equipment, maintenance cost, 
additional space and weight. An alternative approach is analytical redundancy which 
uses a model instead of using extra hardware. In Error! Reference source not found. 
and 0, Frank reviews different concepts of model-based fault detection and isolation and 
discussed the analytical redundancy approach to FDI in dynamic systems. In 
quantitative modeling, the system is expressed in terms of mathematical functional 
relationships between the inputs and outputs of the system. In qualitative modeling, 
these relationships are expressed in terms of qualitative functions which only require 
heuristic information e.g. the sign of the variables, the tendencies of the variables, order 
and/or relative magnitude. In the case that even the qualitative model is difficult to 
obtain, the model free approach can be used which is based on historical process data 
[11].  
Quantitative model-based techniques use available input and output information 
measured from the monitored system and a priori information represented by the 
system’s mathematical model to generate a fault indicating signal. These techniques can 
be categorized into three main approaches: observer based approach, parity space 
approach, and parameter estimation approach [12]-[15]. 
In observer-based approach, the weighted output error (or innovation in stochastic 
case) between the measured process output and model output is generated, which is 
named as residual [11]. Then, by setting a threshold (fixed or variable) on each residual 
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signal, the faults are detected. Each residual can be designed to have a special 
sensitivity to individual faults in different locations of the system [16]. The most 
common observers are Luenberger observer which is used in a deterministic setting and 
Kalman filter which is used in a stochastic setting [15]. In Error! Reference source not 
found., Clark introduces the Dedicated Observer Scheme (DOS) as a functional 
redundancy approach for the problem of detecting instrument failure in operating 
systems. In 0-[22], Patton et al. demonstrated the eigenstructure assignment approach to 
robust detection through disturbance decoupling. In [23], Massumnia proposed a 
geometric approach for solving the problems related to designing failure detection and 
identification filters for continuous LTI systems. In [24], White and Speyer generated 
formulations for detection filters by assignment of the closed-loop eigenstructure under 
certain constraints. In [25], Douglas and Speyer proposed the h  bound detection filter, 
and in [26], a game theoretic fault detection filter is designed by Chung and Speyer. For 
obtaining more information on different approaches that have been studied in the 
literature for observer and filter design you can refer to [27]-[42]. 
The parity space approach is based on checking the parity of the sensor 
measurements of the monitored system over a time window [43]-[52]. In this method, 
the mathematical model of the process is rearranged to obtain the parity equations 
which are algebraic equations that indicate an explicit relation between input and 
output time-sequence data vector. In [46], Chow and Willsky formulated the parity space 
design as an optimization problem. In [48], Massumnia and Velde constructed 
generalized parity relations by resource to transfer matrix description of system. They 
construct the parity relation of minimum length that depends only on the output of a 
single sensor. In [51], Chen and Zhang proposed a simple parity vector scheme which 
derives the redundant measurement by using the prediction of the state and the output 
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of the system. 
 The parameter estimation approach is based on system identification techniques 
[53]-[59]. In this method, the parameters of the actual process are estimated online using 
the parameter estimation methods and then compared with the parameters of the 
reference model obtained in fault free condition. In [55]-[57], Isermann has shown how 
parameter estimation methods can be used for detecting process faults in continuous 
time systems.  
 Qualitative model-based techniques can be classified into structural graphs causal 
models, fault trees, qualitative physics, and abstraction hierarchy [62], [63]-[73]. In the 
cases that the fault cannot be described in analytical models, the online information 
available is not given by quantitative measurements, or that the system structure is not 
precisely known, the diagnosis has to be based on heuristic information. In [68], Lunze 
and Schiller utilize the causal structure of the dynamic system to restrict the search 
space of the resolution system. They use a qualitative mode of the dynamical process 
and a causality graph, to describe the direction of cause-effect relations. In [69], Fathi et 
al. have integrated the symbolic reasoning of the knowledge-based systems techniques 
with quantitative analysis of analytical redundancy methods to reduce the analytical 
complexity of analytical algorithms and increase the effectiveness of knowledge-based 
systems.   
In the case that a precise model of the process is not available, the history-based 
technique can be applied which is based on availability of large amount of historical 
process data. Feature extraction is the way of transforming the a priory data to use in a 
diagnosis system. Feature extraction can be categorized into quantitative and 
qualitative techniques. Qualitative feature extraction techniques include expert systems 
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[74]-[75], fuzzy logic [76], pattern recognition [77], frequency and time-frequency 
analysis, and qualitative trend analysis [78]-[79]. The methods that extract quantitative 
information can be classified into two types of statistical and non-statistical methods. 
Principal Component Analysis (PCA)/Partial Least Square (PLS) and statistical pattern 
classifiers are the two basic methods of statistical analysis, while neural networks is the 
most applied non-statistical feature extraction method[79]-[83]. 
1.2.2. Spacecraft Formation Flying 
Among the several definitions proposed for the formation flight of spacecraft, 
NASA’s Goddard Space Flight Center (GSFC) has proposed a definition that most of the 
space’s community accepted as the definition of spacecraft formation flying: The 
tracking or maintenance of a desired relative separation, orientation or position 
between or among spacecraft [1]. 
Spacecraft formation flying has several benefits over a single flight spacecraft. 
Distributing the tasks of one large spacecraft among several smaller, less expensive, and 
cooperative spacecraft, reduces cost, increases instrument resolution, improves system 
reliability, and enhances system robustness. These precious advantages of formation 
flying have attracted researchers’ attention in recent years [85]-[87].  
Formation control strategies have been classically categorized into centralized 
approaches and decentralized approaches. In a fully centralized system, one spacecraft 
serves as a reference and has access to all of the states of the system and has the 
capability to communicate the optimal control commands to each actuator in the overall 
system. Since this spacecraft has complete knowledge of the formation, it has the 
responsibility of collision avoidance, formation keeping, guidance and control. 
Therefore, this reference spacecraft demands greater relative navigation hardware and 
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software [88], [91]. 
In a fully decentralized system, each spacecraft has an awareness of all other 
spacecraft in the formation. In this scheme, there is no supervisor and the feedback is 
only the relative states of each spacecraft respecting its neighbor agents. A global 
relative state is shared throughout the formation, and control is applied independently 
at each node [89], [90].  
The centralized formation control could represent a good strategy for a small 
team, when it is implemented with a single computer and a single sensor to monitor 
and control the whole team. However, when considering a team with a large number of 
agents, the need of greater computational capacity and a large communication 
bandwidth, it may be preferable to use the decentralized formation control which 
distributes the computational load equally throughout the formation. Another 
advantage of decentralized approach, in contrast to the centralized approach, is its 
robustness to a single-point failure. The decentralized approach utilizes the inherent 
robustness advantages associated with a distributed system [88], [91]. 
1.2.3. Formation Control Architectures 
In the literature, the Formation Flying Control (FFC) is divided into five FFC 
architectures: Multiple-Input Multi-Output (MIMO), Leader Follower (L/F), Virtual 
Structure, Behavioral Based, and Cyclic [85]. 
In MIMO architecture, the entire formation is considered as a multiple input-
multiple output plant and the formation control is designed based on a dynamical 
model of the entire formation. The advantages of this structure are its optimality of the 
entire formation and feasibility of its stability analysis. However, the MIMO structure is 
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not robust to local faults [104]-[106]. 
The Leader Follower (L/F) architecture is the most studied formation flying 
architecture. In L/F configuration, which is also known as Chief/Deputy, Master/Slave, 
or Target-Case, one or more agents are selected as leaders and they are responsible for 
guiding the formation and the rest of the agents are controlled to follow the leaders and 
named follower agents. The L/F uses a hierarchical arrangement of individual 
spacecraft controllers that reduces formation control to individual tracking problems 
[107]-[109].  
In Virtual Structure architecture, the spacecraft are treated as rigid bodies 
embedded in an overall virtual rigid body. Motions of the virtual structure and the 
constant specified positions and orientations of the spacecraft within the virtual 
structure are used to generate reference trajectories for the spacecraft to follow. 
Individual spacecraft controllers are used to track the generated reference trajectories 
[110], [111].   
In Behavioral Based architecture, the desired behaviors for each agent are 
prescribed and then the control action is made from the weighted average of the control 
for each behavior. In fact, this architecture combines multiple controllers for achieving 
different behaviors. Possible behaviors include collision avoidance, obstacle avoidance, 
goal seeking, and formation keeping [112]-[114]. 
The Cyclic architecture is similar to L/F in this aspect that the formation controller 
is a connection between individual spacecraft controllers. But in the Cyclic, the 
individual controllers are not connected hierarchically and each spacecraft controls 
itself relative to neighboring spacecraft, which makes a cyclic control dependency 
directed graph [115]-[116]. 
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In this thesis, formation flying of spacecraft is considered to be accomplished by 
controllers that are designed through the decentralized virtual structure approach. The 
advantages of the decentralized virtual structure approach are its capability to maintain 
the formation tightly during the spacecraft maneuver, to prescribe the coordinated 
behavior of the team, and to resolve and remedy the limitations of the centralized 
solution and configurations that introduces a single point of failure for the entire system 
[111].   
1.2.4. Spacecraft Fault Diagnosis  
Various methods have been proposed in the literature for the FDI problem of a 
single spacecraft. In [117], Qing-xian et al. investigated the robust nonlinear un-known 
input observer for satellite attitude control system. In [118], Wang et al. have proposed a 
nonlinear adaptive observer under the Lipschitz condition of the nonlinear part for the 
actuator fault diagnosis. In [119], Jiang et al. have developed residual generators based 
on least-squares parameter estimation techniques for FDIR of satellite’s attitude and 
orbital model. In [120]-[122], Tudoroiu et al. have proposed isolation and detection 
interacting multiple model (IMM) algorithms for partial (soft) or total (hard) reaction 
wheel failures in the spacecraft attitude control system. Their FDI method is based on 
interactive bank of Kalman filter and interactive bank of unscented Kalman filter. In 
[123], Qing and Saif have investigated an actuator fault estimation and isolation scheme 
using a bank of repetitive learning observers for a class of discrete-time nonlinear 
systems.  Khorasani et al. proposed in [124]-[128] neural network-based FDI approaches 
for FDI of satellite’s actuator. In [129], Zhao-hui et al. have developed an online FDI 
scheme based on wavelet and dynamic neural network which is capable of processing 
time-varying signals in real time. 
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Cooperative fault estimation in formation flight of spacecraft is an open criteria 
and has new challenges. Many complexities and computational constraints are 
produced in formation flight of spacecraft at different levels, including: component, 
subsystem, system, spacecraft, and formation. No standard or conventional 
methodology exists that describes the communication scheme among the different 
system levels to achieve the most efficient fault diagnosis under various possible 
scenarios. Therefore, the cooperation and information exchange among different levels 
of diagnosis system leads to new issues and research problems. Investigating different 
possible faulty scenarios in the formation and the corresponding cooperation 
algorithms among different levels of diagnosis system are the open research area in this 
field [135]. 
Meskin and Khorasani in [130]-[131] developed three FDI architectures, namely, 
centralized, decentralized, and semi-decentralized for a network of unmanned vehicles 
with relative state measurements and compared these architectures.  The problem for 
dependent fault signatures, time delay systems and linear impulsive systems have also 
been investigated in their work using the geometric approach. 
Barua and Khorasani in [132]-[134] developed a decomposition hierarchical 
framework through a Bayesian network based model, namely Component Dependence 
Model (CDM). The CDM structure specifies the network parameters using node fault 
diagnosis performance data and domain experts’ beliefs. 
Azizi and Khorasani in [135]-[136], considered three levels for fault estimation and 
recovery in formation flight, namely, Low Level (LL), High Level (HL) and Formation 
Level (FL). The LL module corresponds to the vehicle components; a conventional 
quantitative model-based method is used for fault estimation and conventional linear 
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controllers are designed for fault recovery. The HL module is a supervisor that 
monitors the behaviors of all of the vehicles and if it observes any degradation in the 
performance of the fault recovery in LL, it forwards the tasks to FL. In FL, the vehicles 
are considered as one integrated unit and the fault severities are estimated 
cooperatively using distributed estimation filters, namely sub-observers. The HL 
supervisor is responsible for cooperation among different levels of this hierarchical 
scheme and the data fusion. 
As mentioned, the literature review for FDI in formation flight of spacecraft is 
limited to [130]-[136]. However, reviewing the research that has been done on FDI of 
multi agent systems and networks can also be helpful. In [137], Guo et al. proposed a 
decentralized and real-time fault detection framework for two different cooperative 
multi agent system models based on communication or relative state sensing. In [138], 
Shames et al. constructed a bank of unknown input observers for networks of 
interconnected second-order linear time-invariant systems. In [139], Mendes and Costa 
have proposed a hybrid architecture based on horizontal layers of fault detection agents 
for networked control process. They have applied neural networks models for residuals 
generation with adaptive threshold. In [140], Tousi et al. have developed a hybrid fault 
detection, isolation, and recovery for a team of unmanned vehicle. Their approach 
consists of FDIR units for both low level and high level. The low level unit, complement 
the high level supervisor by monitoring the agents for the detection and identification 
of the faults. The high level supervisor isolate the faults by reconstructing the low level 
observers and analyzing the results.   
1.3. OBJECTIVE OF THE THESIS 
The main objective of this thesis is to provide a solution for the fault detection and 
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isolation of formation flying spacecraft missions with faults affecting the actuators of 
the attitude control subsystem. In order to fulfill this objective, the spacecraft attitude 
dynamics and attitude control subsystem for formation flying is presented and 
described. Extended Kalman filter has been chosen as the fault detection technique 
because of its model-based and nonlinear characteristics [98]. Finally, the fault detection 
and isolation problem in  formation flying of spacecraft is investigated by designing 
three different FDI architectures, namely, Decentralized, Centralized, and Semi-
Decentralized, to analyze and represent the advantages and disadvantages of each 
architecture versus the others. 
The application of the developed fault detection architectures are not limited to 
spacecraft formation flying and can be extended to any other multi-vehicle formations 
with nonlinear dynamics.  
The cost of formation flying missions can be reduced by implementing the 
presented FDI systems. Less engineer and professional time are required in ground 
stations for monitoring the formation behavior and for diagnosing the possible faults 
occurring.  
1.4. THESIS CONTRIBUTION 
 A novel fault detection and isolation scheme for the Attitude Control Subsystem 
(ACS) of spacecraft formation flying has been proposed based on the extended 
Kalman filter, which is the nonlinear version of the Kalman filter and is utilized for 
estimating the states of the system.  The extended Kalman filter is integrated in three 
different architectures, namely, decentralized, centralized, and semi-decentralized to 




 Based on our results, in the formation with angular velocity measurement, the 
centralized detection architecture has the most success in announcing the occurrence 
of the faults, but it has also more false alarms relative to the two other architectures. 
Besides, the decentralized detection architecture has the least percentage in 
announcing the occurrence of the faults, but it has also the least amount of false 
alarms. 
 
 It is shown that in the formation with attitude measurement, the centralized 
detection architecture has the most success in announcing the occurrence of the 
faults, and it has also the least number of false alarms relative to the two other 
architectures. Besides, the decentralized detection architecture has the least 
percentage in announcing the occurrence of the faults; however it has fewer false 
alarms relative to semi-decentralized detection architecture. 
 
 In all three detection architectures, the results that are obtained from the angular 
velocity measurements show more desired performance for accuracy, true faulty, 
false healthy, true healthy, false faulty, precision, and fault detection delay relative 
to attitude measurement. This implies that the angular velocity sensors can make the 
missions more secure and safe, because the faults are more detectable by using the 
information provided with them. 
 
 Novel isolation methods are proposed for decentralized, semi-decentralized, and 
decentralized architectures based on structured residual set technique. Using the 
criteria developed in these methods, the fault location is identified and the 
occurrence of one actuator fault is decoupled from the occurrence of other actuator 




 Our results demonstrate that the centralized isolation technique has the most 
desired performance among the three proposed isolation techniques. 
 
 Furthermore, the presented results show that in all three isolation techniques, 
namely, decentralized, centralized and semi-decentralized, the formation with 
angular velocity measurement have higher isolation accuracy than the formation 
with attitude measurement. 
1.5. ORGANIZATION OF THE THESIS 
In Chapter 2, first the attitude dynamics of spacecraft is explained based on 
reference frames, kinematics and dynamics equations of angular motion. Then, the 
environment disturbances which affect the spacecraft dynamics are modelled. The 
different formation flying control architectures presented in the literature are 
introduced briefly, while the decentralized virtual structure control topology is 
discussed completely as the selected formation control methodology. The decentralized 
virtual structure is utilized for simulation in this thesis. In the next section, types of 
faults are introduced and the fault modeling in the state space system is explained. 
Then, the classifications of fault detection and isolation methods which exist in the 
literature are presented with a more detailed explanation on model-based FDI methods. 
Finally, an introduction for the concept of FDI in spacecraft formation flying is 
provided. At the end of the chapter, the simulation results for the controlled spacecraft 
formation flying using the virtual structure topology is provided. 
In Chapter 3, first the concept of graph-based modeling is explained and then its 
application in spacecraft formation flying is discussed. Fault detection architectures for 
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formation flying, namely, decentralized, centralized and semi-decentralized 
architectures, are designed and presented. The residual generation and threshold 
selection method are proposed for each architecture. At the end of the chapter, first the 
simulation results for the behavior of the controlled spacecraft formation flying using 
the virtual structure topology is provided, and then the results that are obtained by 
implementing the proposed fault detection methods on formation flying are presented. 
The results are interpreted and discussed using confusion matrix tables, variables, and 
graphs. 
In Chapter 4, isolation techniques based on structured residual set is proposed for 
decentralized, centralized, and semi-decentralized architectures to isolate the actuator 
faults in the formation. At the end of the chapter, the simulation results obtained by 
implementing the proposed method on spacecraft formation flying are presented and 
discussed. 




Chapter 2: BACKGROUND 
In this chapter, a review of the background required to realize the fault detection 
and isolation techniques proposed in this thesis is presented. First the model of 
spacecraft attitude dynamics is described based on kinematics and dynamics of angular 
motion. This is followed by a brief introduction of flight formation control approaches 
proposed in the literature, and a more detailed explanation on virtual structure control 
topology. 
 Afterwards, a review of basic concepts of fault is provided.  The faulty model of a 
control system is introduced and modified to be used in the spacecraft attitude control 
systems. Then the various fault diagnosis approaches are introduced with a more 
detailed description on Kalman filtering methods. Finally an introduction is provided 
for the fault detection and isolation concept in spacecraft formation flying.  
2.1. SPACECRAFT ATTITUDE DYNAMICS 
The path of a spacecraft through space is called its orbit, and the orientation of a 
spacecraft in space is called its attitude. These two types of motion require two types of 
control systems, attitude control system and orbital control system. Since the fault 
detection and isolation in the attitude control subsystem of spacecraft formation flying 
is studied in this thesis, before confronting the formation flight definition, we require 
certain basic descriptions of spacecraft orientation, reference frames and attitude 
dynamics [141], [142].  
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2.1.1. Reference Frames 
This section explains different frames for representing spacecraft attitude and 
orbital motion. 
2.1.1.1. INERTIAL FRAME 
Inertial frame 
0F  is a non-accelerated reference frame in which Newton’s laws are 
valid. The origin of this frame is located at the center of Earth. The z-axis is oriented 
toward the North Pole, the x-axis points toward the point where the plane of the Earth’s 
orbit crosses the Equator, going from South to North. The y  axis completes the right 
handed system. 
2.1.1.2. ORBIT FRAME 
The origin of this frame is at the center of mass of the spacecraft. The y-axis is 
toward the direction of motion tangentially to the orbit. The z-axis is toward the center 
of Earth, and x-axis completes the right handed system. 
2.1.1.3. BODY FRAME 
This frame is a moving frame which is fixed on the spacecraft body. The origin is 
at the center of mass of the spacecraft, the x-axis is forward and z-axis is downward. Y-










Figure 2.1 Spacecraft reference frames. 
 
2.1.2. Kinematics and Dynamics Equations of Angular Motion 
Spacecraft attitude dynamics relies on “rigid body” dynamics and its orientation 
behavior can be explained through this basis. A rigid body has six degrees of freedom, 
three of which are rotational parameters. Spatial rotations of a rigid body in three 
dimensions can be parameterized in several ways. These include the classical Euler 
angles, sequential rotations about the body axes, direction cosines, and the Eulerian 
parameters or “quaternions”. In this thesis, we use quaternions to describe the rotation 
of a spacecraft, because it has several advantages over the use of Euler angles or 
direction cosines. Quaternions involve the use of algebraic relations to determine the 
elements of the rotation matrix instead of trigonometric functions. The computations 
are faster and there are no singularities which may occur in the Euler angle formulation. 
Moreover, fewer multiplications are required for propagating successive incremental 




A quaternion has four elements, one of these elements is a scalar and three others 
construct a vector. The vector part describes the axis of rotation and the scalar part is 
the angle of rotation around that axis. A quaternion q  is expressed as 




































where 1a , 2a  and 3a  are direction cosines of the Euler vector  , and   is the rotation 





2 2 2 2 2
1 2 3 4 1
T q q q q        (2.8)
is automatically satisfied and can be used for numerical control of machine 
computations.  
2.1.2.2. ATTITUDE KINEMATICS AND DYNAMICS EQUATION 
The attitude kinematics and dynamics equations of a spacecraft relative to the 














    
    (2.9)
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The vector   is the angular velocity of the spacecraft relative to the inertial frame with
1 as the angular velocity of axis x , 2  as the angular velocity of axis y , and 3 is the 
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is the tensor of inertia about the center of mass of the spacecraft and with respect to the 
xyz axes. The spacecraft that is considered in this thesis is assumed to be symmetric 
with respect to the plane 0x  , then, we will have 0xy xz yzI I I    . Now the inertia 

























   (2.14) 
is the control torque with 1  as the torque produced in the actuator of axis x , 2  as the 
torque produced in the actuator of axis y , and 3  as the torque produced in the actuator 
of axis z . 
















The equations (2.9) and (2.10) can be combined and described in one matrix which 
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As stated in equation (2.8), 4q  can be calculated directly from 1q , 2q  and 3q  with the 
equation 2 2 24 1 2 31q q q q    , and it is not required to have an extra differential 
equation for 4q . Therefore the equation  1 1 2 2 3 3
1
2
q q q q       can be eliminated 
from the above vectors. 
The nonlinear dynamics of (2.16) can be written as the following 
( ) ( ( )) ( ) ( )
( ) ( ) ( )
x t f x t Bu t w t






















































is the control torque  , produced in three actuators of three different axes, and 
6( )w t  and 3( )v t  are white Gaussian noise with zero mean and covariance 
respectively ( )Q t and ( )R t . 
In order to achieve (2.17),   f x t  can be defined with two vectors  1f x  and 
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The output matrix for the system 0 is  
0 0 0 1 0 0
0 0 0 0 1 0





   (2.23)

for the angular velocity output measurement and  
1 0 0 0 0 0
0 1 0 0 0 0







for the attitude output measurement. 
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2.1.3. Modeling Environmental Disturbances 
A spacecraft orbiting the Earth is influenced by many perturbing forces, torques 
and disturbances. Non-symmetric and non-homogenous characteristics of the Earth 
produce gravitational perturbation 2J  and gravitational torque in lower altitudes [143], 
[144]. The other affecting disturbance in lower altitudes is atmospheric drag whereas for 
high altitude orbits it may be ignored [142], [143]. Solar radiation [145] and solar wind 
[143], the magnetic field of the Earth, and the gravitational force of the Moon and the 
Sun [146], [1] are other major perturbing factors. 
The effect of disturbance in different altitudes is shown in Figure 2.2. 
 
Figure 2.2 Effect of disturbance in different altitudes [148]. 
The dominant sources of environmental disturbance torques on the spacecraft 
attitude are the solar radiation pressure, aerodynamic drag and Earth’s gravitational 
and magnetic fields [149]. Also, there are orbital perturbations like 2J  perturbation that 
must be considered in orbital control. The solar radiation pressure is effective on the 
attitude of the spacecraft for altitudes higher than 1000 km. The gravity gradient 
disturbance is most significant below 1000 km. Aerodynamic perturbations are most 
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effective below 500 km and negligible over 1000 km altitudes.  
The state space model 0 in the presence of disturbance is represented by 
 ( ) ( ( )) ( ) ( )
( ) ( ) ( )
extx t f x t Bu t w t D t
y t Cx t v t




extD R is the environmental disturbance and is the sum of gT gravity gradient 
torque, 
spT solar radiation torque, aT aerodynamic drag, and mT  magnetic disturbance 
torque, as follows 
 ext g sp a mD t T T T T    (2.26)
In the following, mathematical models of the disturbances are presented. 
2.1.3.1. GRAVITY GRADIENT TORQUE 
  Any non-symmetrical object in the orbit is affected by a gravitational torque 
because of the variation in the Earth’s gravitational force over the object. There are 
many mathematical models for gravity gradient torque. The most common one is 
derived by assuming homogeneous mass distribution of the Earth: 










                                             (2.27) 
where    is the max gravity torque,    is the Earth’s gravity constant (      
      
 
  ⁄ ),   is the orbit radius (m),   is the maximum deviation of the z-axis from 
local vertical in radians,    and    are moments of inertia about z and y axes in 
          . 
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2.1.3.2. SOLAR RADIATION TORQUE 
  The photons from the sun produce a force which results in a torque about the 
center of mass of the spacecraft. This disturbance is the influence of surface reflectivity 
and spacecraft geometry. 
Solar radiation pressure is highly dependent on the type of surface being 
illuminated. In general, solar arrays are absorbers and the spacecraft body is a reflector. 
The worst case solar radiation torque is, 
 sp s ps gT F c c                                                                (2.28) 
where    is the solar constant,     
 
  ⁄  ,    is the surface area,     is the location of 
the surface of solar pressure, and    is the center of gravity [149]. 
2.1.3.3. AERODYNAMIC DRAG  
  This disturbance is most effective on spacecraft orbiting below 400-500 km. The 
drag force created by the air molecule interaction with the spacecraft body produces a 
torque on the spacecraft, thus reducing its velocity and resulting in a lower orbit for the 
spacecraft. This torque is derived as: 
 a pa gT F c c FL   (2.29) 
where             
   being the force,    the drag coefficient (usually between 2 and 
2.5),   the atmosphere density,   the surface area,   the spacecraft velocity,     the 
center of aerodynamic pressure and     the center of gravity [149]. 
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2.1.3.4. MAGNETIC DISTURBANCE TORQUE  
This torque is the result of the interaction of the geomagnetic field and spacecraft’s 
residual magnetic field. The torque acting on the spacecraft is given by, 
mT DB (2.30)
where    is the magnetic torque on the spacecraft, D is the residual dipole of the vehicle 
and B  is the earth’s magnetic field in Tesla. The required magnetic field measurements 
for evaluating this torque can be obtained by using IGRF [149].  
2.2. FORMATION CONTROL  
2.2.1. Formation Flying Using Virtual Structure Architecture 
As discussed in Section 1.2.3, five architectures for formation flying control are 
proposed in the literature including Multiple Input-Multiple Output, Leader/Follower, 
Virtual Structure, Cyclic, and Behavioral Based [1]. In this thesis, formation flying of 
spacecraft is considered to be accomplished by controllers that are designed through the 
decentralized virtual structure approach. The advantages of the decentralized virtual 
structure approach are its capability to maintain the formation tightly during the 
spacecraft maneuver, to prescribe the coordinated behavior of the team, and to resolve 
and remedy the limitations of the centralized solution and configurations that 
introduces a single point of failure for the entire system [111].   
2.2.1.1. DECENTRALIZED VIRTUAL STRUCTURE 
In [111], Ren and Beard have proposed the idea of decentralized virtual structure. 
In this approach, the entire formation is treated as a single structure which is called 
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virtual structure. The virtual structure evolves in time as a rigid body with a specified 
direction and maintains desired geometric relationships among the agents.  It has a 
frame located in the virtual mass center of the formation which is known as the 
formation frame and indicated by FF , while the inertial frame is indicated by 0F . 
The virtual structure then has attitude Fq , and angular velocity F relative to 0F . 
The attitude of the i -th spacecraft relative to the inertial frame 0F  is iq , and its angular 
velocity relative to the inertial frame is i . Similarly the attitude and angular velocity of 
the i -th spacecraft relative to the formation frame FF is denoted by iFq  and iF . 
Assume place holders for each spacecraft that show their desired states relative to 
formation frame FF . The spacecraft are supposed to track the states of these place 
holders. The attitude and angular velocity of the i -th place holder relative to formation 








i , are computed with 0, using the actual states of virtual structure 
and the desired states of spacecraft related to the virtual structure. The formation is 
supposed to preserve its shape during each maneuver. Then the attitude d
iFq should be 
constant during the maneuver and the angular velocity d
iF  should be zero. The attitude 
and angular velocity of the i -th spacecraft relative to inertial frame are given by 
   






i F iF i FF
d d d





           
            (2.31)
The formation pattern is the desired states of the virtual structure ,d dF Fq    . In 
piecewise rigid formation maneuvers the desired angular velocity of the formation is 
zero, 0dF  . Each spacecraft is supposed to track the desired states that make the 
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formation to keep its shape and the virtual structure states achieve their desired 
amounts.  
The coordinate frame geometry is shown in Figure 2.3. Frame F0 is an inertial 
frame. The formation frame is located at Ff. the labels S1, S2, S3 and S4 are the symbols 
for indicating the spacecraft. the labels Sd1, Sd2, Sd3 and Sd4 are the symbols for 











Figure 2.3 Coordinate frame geometry [110]. 
Among the different network topologies, such as Ring, Mesh, Star, Line, Fully 
Connected, Tree, and Bus, in this thesis the bidirectional Ring topology is used for the 
state communication among the spacecraft. In this topology, each spacecraft has 
communication with its two neighbors, one on the left hand side and one on the right 












Figure 2.4 Ring topology. 
2.2.1.2. FORMATION CONTROL STRATEGY FOR EACH SPACECRAFT 
For the i -th spacecraft, ,
T
T T
i i ix q      is the actual state and ,
T T Td d d
i i ix q    
is the 
desired state. Error state for the i -th spacecraft is defined by di i ix x x  .  
The attitude dynamics for the spacecraft are stated in Section 2.1. The control 
torque presented in [111] for the i -th spacecraft is given by 
   
1
2
d d d d
i i i i i i qi i i i i ii J J k q q k      
      
(2.32)
where iJ  is the moment of inertia of the i -th spacecraft, qik  is a positive scalar, ik is a 
















and q  represents the vector part of the quaternion. 
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2.2.1.3. FORMATION CONTROL STRATEGY FOR EACH VIRTUAL STRUCTURE 
INSTANTIATION 
The i -th virtual structure instantiation states are defined with ,
T
T T
Fi Fi Fix q       as 
the actual states and ,
T T Td d d
F F Fx q    
 as the desired states. The error states for the i -th 
virtual structure instantiation is defined with ,
T
d T T
Fi Fi Fi Fi Fix x x q       . The objectives of 
the control strategy are to synchronize the instantiations
1 2F F FNx x x   , and to 
achieve the desired goal ,
T T Td d d
F F Fx q    
. The control torque Fi  proposed by [111] is 
given by 
       
*
1 1 1 1
d
Fi G F Fi Gi Fi s Fi s Fi s Fi s FiF i F i F i F i
k q q k q q D k q q D      
   
           
    (2.34)
where 0Gk  and 0sk   are scalars, sD is a symmetric positive definite matrix, and q  
represents the vector part of the quaternion. The matrix 
Gi is defined as   
Gi G F TiD K e    to bring formation feedback from the i -th spacecraft to the i -th virtual 
structure implementation where
GD  and FK  are symmetric positive definite matrices 
and 
2
Ti ie x is the tracking performance of the i -th spacecraft. The closed loop control 
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2.3. FAULT DETECTION AND ISOLATION 
Fault is regarded as an unpermitted deviation, of at least one characteristic 
property, or feature of the system from acceptable, usual or standard condition. Fault is 
the result of a defect in a component or subsystem which leads to degrade the 
functionality and performance of the system. A permanent fault may lead to a failure 
and terminate the ability of a subsystem or the whole system to perform its required 
function [92].  
Figure 2.5 Closed loop system for virtual structure control of spacecraft formation flying. 
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2.3.1. Fault Types 
Faults can be categorized from different aspects. They can be classified based on 
the physical location of their occurrence such as sensors, actuators, system/plant 
components, and controllers. Also they can be categorized based on the way they are 
added to the system as additive and multiplicative faults, and based on the time 
behavior of faults they can be classified as abrupt and incipient faults. Another 
classification is based on the persistence of the faults. A permanent fault is a total failure 
of a component and remains until the component is repaired or replaced. Transient 
fault is a temporary malfunction of a component, while intermittent faults are repeated 
occurrences of transient faults. 
In this thesis we investigate the actuator faults of the spacecraft, because actuators 
are the components that are among the most critical and vital parts of a spacecraft. 
Sensor redundancy can be a low cost solution for handling sensor faults, but for 
actuators it is not possible to have always extra actuators to recover from the possibility 
of actuator fault occurrence.  
The actuator faults can be classified into four types, namely: lock-in-place, hard-
over failure, float, and loss-of-effectiveness [93] . These faults may be formally 
represented as follows: 





Lock in Place (LIP)
Hard over Failure (HOF)
i i





i i i i
Bu














where iB  is the healthy actuator control matrix, u is the control input, 
f
iB  is the faulty 
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actuator control matrix, i i if B    is a negative semi-definite matrix with diagonal 
matrix  i ikdiag    where  1 2 3
T




iU  are the minimum and maximum actuation, and 
 min maxLock Locki i i iU U U U   is a constant level of actuation [135].  
In this thesis, we consider Loss of Effectiveness (LOE) actuator fault which is the 
most common fault in spacecraft actuators. For this fault the applied control signal 
becomes a percentage of the desired control signal.  
2.3.2. Modeling of Faults 
Three types of models for faulty system representations are: transfer functions, 
ARMA model, and state space model. In this work, we model our faulty system using 
state space modelling. Assume that the healthy system is modelled by the following 
state space representation  
      
   
x t f x t Bu t




where nx R  is the system state vector, mu R  is the control input, py R  is the output 
measurement vector, and    nf x t R  is the nonlinear system model. The matrices
n mB R  , and p nC R   are respectively the input, and output matrices. 
The system with actuator faults that is modelled by Loss of Effectiveness (LOE) 
faults can be written as 
        fx t f x t B t u t  
where f n mB R   is the post fault control matrix and is related to the nominal control 
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matrix B  with  
























   
The 0i   denotes the healthy i -th actuator and the 1i   indicates complete 
failure in the i -th actuator. In general the 0 1i   shows the partial loss in control 





The i-th control 
signal






In Figure 2.6, the signal m
iu  is the actuation produced by the i -th actuator. For a 
healthy actuator we have 
m
i iu u 
and for a faulty actuator we have  




 1mi i iu u  
which implies 100%   reduction in the actuation effectiveness. 
By substituting equation (2.38) into the equation (2.37), we obtain  
         x t f x t B I t u t   
An alternative representation of this equation is formulated as 
        
1
1 1 2 2 m m
m
u








which can be written in a more compact form with 





x t f x t Bu t b u

   
This equation will be used in this thesis as the description of a faulty spacecraft 
attitude control subsystem. 
2.3.3. Fault Diagnosis 
Fault diagnosis system is a monitoring system that is being used to detect faults 
and diagnose their location and significance. This system normally consists of the 
following main tasks [11]: 
 Fault detection: The task of this module is to make a decision between two facts; 
the system is healthy and everything is fine or a fault has occurred and 
something is going wrong.  
 Fault isolation: The task of this unit is to find the location of the fault and to 
 39 
 
determine which component or subsystem is the source of this malfunction.  
 Fault identification: Estimating the size, type and nature of the fault is the 
responsibility of this unit.  
Fault detection is the inseparable part of the procedure, and fault isolation is also 
an important part because of the requirement of determining the source of the fault to 
make a proper decision. The identification task is more needed for the reconfiguration 
process. Certainly it can be helpful to have a more complete awareness about the fault 
but it is not fundamental for fault diagnosis. In this thesis, our method consists of fault 
detection and isolation in actuators of the formation flight of spacecraft. 
2.3.4. Fault Detection and Isolation (FDI) Approaches 
FDI approaches can be classified by two main categories: Model-free and model-
based methods. Model-free methods can also be classified by two main groups; Signal-
based methods, and knowledge-based methods. Among the several techniques that 
exist in literature, the following are the most recognized techniques [92]: 
Signal-based methods: 
 Limit checking 
 Signal Processing 
Knowledge-based methods:  
 Fault tree 
 Pattern recognition 
 Expert systems 
 Fuzzy logic 
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 Neural networks 
Model-based methods: 
 State estimation methods 
 Parameter estimation methods 
 Parity space approaches 
In model-based approaches it is assumed that a quantitative or qualitative model 
of the underlying system is known. In contrast, signal-based and knowledge-based 
approaches which can also be called data-based methods do not require such a model. 
They detect faults by exploring the actual measured data and finding the abnormality 
from the data behavior which is the effect of fault in the system.  These approaches are 
well suited for systems in which mathematical models are not available. 
Given the availability of a mathematical model of spacecraft formation flying, we 
use a model-based approach as our FDI method.  
2.3.5. Model-Based Approaches for Fault Detection and Isolation 
Model-based fault diagnosis is defined as detection, isolation and characterization 
of faults of a system, by comparing the actual system measurements with a priori 
information of the system obtained from its mathematical model [94]. 
In this approach, the idea is to generate residual signals from the difference 
between real information of the system and information obtained from the 
mathematical model. Then the behavior of the residual signal is evaluated to detect the 
fault and specify its characteristics. Figure 2.7 shows the two main stages in the 












Figure 2.7 Structure for model-based fault diagnosis. 
 
 Residual Generation: 
Its purpose is to generate residuals using the input and output information 
of the system and the mathematical model. In the healthy condition of the system 
the residual is normally zero or close to zero, but in the faulty situation the 
residual remarkably diverges from zero. The residual behavior should contain 
information about the characteristics of the fault and it should be independent 
from the system inputs and outputs [11].  
 Residual Evaluation: 
The goal of residual evaluation is to make the decision if any fault has 
occurred or not and explore the fault information such as location, time, and 
severity from the characteristics of the residual. In order to achieve this goal one 
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may use a simple threshold test on the instantaneous value or average of 
residuals, or may use methods of statistical decision theory [11]. 
2.3.6. Model-based Residual Generation 
The classification of the quantitative model-based residual generation methods 



























Figure 2.8 Classification of the model-based residual generation methods. 
 
The attitude dynamics of the spacecraft as mentioned in Section 2.1 describes a 
nonlinear system. Therefore, extended Kalman filter (EKF) is a proper FDI method, 
which gives an approximation of the optimal estimate by linearizing the nonlinear 
system model around the last state estimate. Extended Kalman filter can be categorized 
as a stochastic state estimation method among the model-based methods. 
In the following, first we explain the Kalman filter method and then describe the 
extended Kalman filter which is highly similar to the Kalman filter. The filters have 
both the discrete-time and the continuous-time representations. Here we explain the 
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continuous-time type for both of them because the model of our system is continuous-
time. 
2.3.6.1. KALMAN FILTER  
Consider the following state space model describing a linear system: 
           
       
x t A t x t B t u t w t




where  w t  and  v t  are the process and observation noise which are both assumed to 
be zero mean with covariances  Q t  and  R t , respectively. The initial state  0x t  is a 
random vector with known mean    0 0t E x t      and covariance
           0 0 0 0 0
T
P t E x t t x t t    
 
. 









1 _ State vector
1 _ Process noise vector
1 _ Observation vector
1 _ Measurement noise vector
u 1 _ Input vector
_ Process noisecovariance matrix
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The objective of the Kalman filter is to obtain an estimate of the state vector  xˆ t  
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using the state dynamics and a sequence of measurements as accurate as possible. 
Kalman filter is an optimal estimator, and if all the noise is Gaussian it minimise the 
mean square error of the estimated parameters, according to 
             




x t A t x t B t u t K t y t
dt
A t x t B t u t K t y t C t x t
  
   

with the gain 
              1 1TTK t E x t y t R t P t C t R t   
The covariance may be computed by 
                 
Td
P t A t P t P t A t K t C t P t Q t
dt
   

In this process, the      ˆr t y t y t  , which denotes the difference between the 
actual observation  y t  and the expected observation ,  yˆ t  is a random process and is 
usually known as an innovation process or innovation sequence. The innovation 
sequence can be used as a residual.  
In the healthy condition, the difference between system states and their estimates 
is zero or very close to zero in steady state. However, in a faulty system, the residual 
 r t   distinguishably diverges from zero. 
2.3.6.2. EXTENDED KALMAN FILTER 
Consider the following continuous-time nonlinear system, described by the 
differential equation and the observation model with an additive noise 
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        
      
,x t f x t u t w t




where  w t  and  v t  are the process and observation noise which are both assumed to 
be zero mean with covariances  Q t  and  R t , respectively. The initial state  0x t  is a 
random vector with known mean    0 0t E x t      and covariance
           0 0 0 0 0
T
P t E x t t x t t    
 
. 









1 _ State vector
1 _ Process noise vector
1 _ Observation vector
1 _ Measurement noise vector
u 1 _ Input vector
. 1 _ Process nonlinear vector function




















_ Measurement noisecovariance matrixR t m m
 
The idea is to linearize the nonlinear function around the current state estimate by 
expanding     ,f x t u t  and   h x t  in Taylor series and using the lower order terms 
of the series to approximate the prediction and the next estimate of  x t . In order to 
achieve this aim, the matrix of partial derivatives, that is the Jacobian, is computed. 
At each time step, the Jacobian is evaluated with current predicted states. These 
matrices can be used in the Kalman filter equations. This process essentially linearizes 
the nonlinear function around the current estimate according to 
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The filter dynamics can be written as 
          




x t f x t u t K t y t
dt




with the gain 
       
1T




The covariance may be computed by 
                 
Td
P t F t P t P t F t K t H t P t Q t
dt
   

The innovation sequence      ˆr t y t y t  is the difference between the actual 
observation and expected observation, and we can use it as the residual for the fault 
detection purpose. 
2.3.7.  Fault Detection and Isolation in Formation Flight of Spacecraft  
Fault detection and isolation (FDI) problems for the formation flight of spacecraft 
is not as simple as for one spacecraft and has more challenges. Fault in one spacecraft 
can disturb the ideal cooperation desired for the formation keeping, stability, reliability, 
and performing the mission in formation flight. Also the effect of fault occurrence in 
one spacecraft can propagate to other parts of the formation and affects their 
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performance directly. These facts make FDI more vital and serious for formation flight.  
In this thesis, three model-based architectures are proposed for fault detection and 
isolation in the formation flight of spacecraft: centralized architecture, decentralized 
architecture, and semi-decentralized architecture.  
First, in Chapter 3, we discuss our fault detection method and explain how we use 
the extended Kalman filter in each of the centralized, decentralized, and semi-
decentralized architectures to detect the actuator faults in the formation flight of 
spacecraft. Then, in Chapter 4 we present our isolation method for the architectures to 
distinguish the location of the faulty spacecraft and the faulty actuator.  
2.4. CONCLUSION 
In this chapter, attitude dynamics of the spacecraft is discussed and the formation 
control strategies developed in the literature is introduced briefly. Furthermore, the 
virtual structure formation control method is explained completely which is used as our 
formation control method in the simulations. The concept of fault, different types of 
actuator faults, and the fault modeling in attitude control system of the spacecraft is 
explained. The fault diagnosis methods proposed in the literature are introduced with a 
complete investigation on Kalman filter and extended Kalman filter concepts. Finally, 
fault detection and isolation problem in spacecraft formation flying are described which 




Chapter 3: FAULT DETECTION IN A 
FORMATION FLIGHT MISSION 
In this chapter, the implementation of the extended Kalman filter (EKF) on 
spacecraft attitude model is explored. Finally, we propose our own architectures of the 
EKF for fault detection in formation flight of spacecraft. At the end of the chapter, the 
simulation results obtained by implementing the fault detection architectures on 
formation flight of spacecraft are presented and discussed. 
3.1. GRAPH BASED FORMATION FLIGHT MODELLING 
In order to formulate the problem, we describe the formation flight model by 
using the graph-based modeling for networked systems. First, some basic definitions 
and concepts in graph theory are presented and then we apply them to express the 
graph model for the formation flight.  
3.1.1. Basic Concepts and Notations in Graph Theory 
Graph G  is defined with its nodes and edges that are represented respectively 
with  1,...,V N  andE V V  [107]. Then ( )V G is the node set and  E G  is the edge set 
of graphG . In order to display a graph, the nodes are shown with nodes and the edges 
are shown with lines. For example, Figure 3.1 shows a graph on  1,2,3,4V  with the 






The number of nodes of a graph is called its order and the number of edges is 
called degree which are shown respectively with  V G  and  E G .  
Two nodes i  and j  are called neighbors or adjacent if    ,i j E G  and this 
neighborhood is shown with notation i j  . The neighbor set of node i  is shown with
    |GN i j V G j i  . The number of neighbors of a node is called its degree. The 







   


As an example, the adjacency matrix for the graph G shown in Figure 3.1 is given by 
 
0 1 1 1
1 0 1 1
1 1 0 0








By using the definitions and notations introduced above, we are able to model a 
formation flight with a graph.  The spacecraft are denoted with nodes and the inter-
agent communication links are denoted by edges. 
Figure 3.1 Graph G  with nodes  1,2,3,4V  and edges           1,2 , 1,3 , 1,4 , 2,3 , 2,4E  . 
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3.2. MODELLING THE FORMATION FLIGHT OF SPACECRAFT  
In this section, the problem of fault detection in a formation flight of N spacecraft 
is formalized.  
The formation of N spacecraft can be described by a graph with N  interconnected 
nodes. This graph is denoted by ( , )S V E , where  
1
N
V i is the vertex set, and E V V  is 
the set of m edges. If there is a communication link between vertices i  and j , and vertex 
i  send information to vertex j  or vice versa, then the pair  ,i j shows the edge incident 
on vertices i  and j . Furthermore,   |iN j V S j i  is the neighborhood set of vertex
i , and  i iN N i .  
It is assumed that each spacecraft dynamics is governed by the following 
nonlinear model  
      i i ix t f x t Bu t  
where 6
ix R  is the state of the i -th spacecraft,   
6
if x t R is the dynamic model of the
i -th spacecraft which has been explained in Section 2.1, and 3iu R is the input signal of 
the i -th spacecraft which is given by 
  , :i i j iu g x x j N 

where  ,i jg x x  is the control function to calculate the control input of the i -th 
spacecraft, 6ix R  is the state of the i -th spacecraft, 
6
jx R is the state of the j -th 
spacecraft, and iN  is the neighboring set of spacecraft # i . The above equation conveys 
this meaning that the control input of a spacecraft in the formation flight is not only 
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dependent on its own states, but it is also dependent on the state information of the
neighboring spacecraft.  
In presence of an actuator fault, equation (3.3) can be remodeled as 
        i i i ix t f x t B I u t   
where i is the effectiveness factor of spacecraft # i . For a spacecraft with three control 
channels, the effectiveness factor is given by  i ikdiag    where 0 1, 1,2,3ik k    
represents the partial loss in the torque effectiveness of axis k of spacecraft # i . 
By expanding the effectiveness factor i , equation (3.5) can be rewritten as 
        
3
1
i i i k ik ik
k




In order to model a fault in the k -th actuator of spacecraft # i , kb  is chosen as the k
-th column of matrix B , ik is the partial loss in the torque effectiveness of axis k of 
spacecraft # i , and  iku t  is the control signal for the k -th actuator of spacecraft # i .  
Matrix B  is assumed to be a full column rank matrix. 
Defining    ik ik ikt u t   as the actuator fault mode with dimension three, 
equation (3.6) can be rewritten as  
        
3
1
i i i k ik
k




Each spacecraft has the following state measurements 
   i iy t Cx t 
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whereC is defined based on the output measurements that has been chosen.  For 
attitude measurement it is defined by 
1 0 0 0 0 0
0 1 0 0 0 0





   
and in the case of angular velocity measurement it can be written as 
0 0 0 1 0 0
0 0 0 0 1 0





   
3.3. ARCHITECTURES FOR FAULT DETECTION OF ACTUATOR FAULTS IN 
FORMATION FLIGHT OF SPACECRAFT 
Occurrence of a fault in the actuator of a spacecraft in the formation not only 
affects the performance of the faulty spacecraft, but also disturbs the dynamic behavior 
of its neighboring spacecraft. Due to the control signal   , :i i j iu g x x j N  , the effect 
of fault in spacecraft # j  can impact spacecraft # i  and affect its dynamical behavior. The 
degree of this effect is dependent on the control function  ,i jg x x and is not the same 
for different control topologies. This effect can be utilized in detection of low severity 
faults which are not detectable by using standard fault detection (FD) methods. 
Therefore, fault detection in formation flight has new challenges and needs new 
solutions. 
Based on the possible information transfer among the FD units of spacecraft, three 




3.3.1. Decentralized Architecture 
In decentralized architecture, shown in Figure 3.2, each spacecraft has its own FD 
unit and there is no communication among the spacecraft for the purpose of fault 
detection. Therefore, spacecraft # i  detects the actuator faults which exist in the 
formation only based on the information of its own output iy   and control signal iu . 
The system for this architecture has the following representation 
        
   
3
1
i i i k ik
k
i i
x t f x t Bu t b t








ix R , the output
3
iy R , the control input
3
iu R , the dynamic model
 if x , the control input matrix B , the output matrix C , and the actuator fault mode
ik ik iku   describe the mathematical model for decentralized architecture of spacecraft 















3.3.2. Semi-Decentralized Architecture 
In the semi-decentralized architecture, the FD unit for each spacecraft receives the 
output measurement and control input information of its neighboring spacecraft. This 
information gives the FD unit the capability to detect and isolate the actuator faults of 
its neighboring spacecraft not only based on the effect of   , :i i j iu g x x j N  , but also 
by using the direct output measurement and control signal information received from 
them.  
The neighbor set of spacecraft # i  is shown with   |iN j V S j i  . The set that 
includes spacecraft # i  is denoted by  i iN N i , and the notation iN  symbolizes the 
number of spacecraft in this set. 
The system for semi-decentralized architecture has the following representation 
     
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i iN NB I B  , 
i iN NC I C  , denotes the Kronecker product, 
iNI  is an 
i iN N  identity matrix, and kjb  is the  1 3k j   -th column of 
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For each formation control problem the semi-decentralized architecture has 
different presentation. In Figure 3.3, we use a specific example to display connections 
among the assumed neighboring spacecraft and then show the semi-decentralized 


















Figure 3.3 Semi-decentralized FD architecture. 
 
3.3.3. Centralized Architecture 
In the centralized architecture, one FD center is considered for the fault detection 
and isolation of the whole formation. All spacecraft send their state and control input 
information to this FD center, as shown in Figure 3.4. Considering a formation with N
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spacecraft, the system for the centralized architecture has the following representation 
     
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N NB I B  , 
N NC I C   , and   denotes the Kronecker product, NI  is an 
N N  identity matrix, and ikb  is the  1 3i k   -th column of 
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The state 6ix R , the output 
3
iy R , the control input 
3
iu R , and the dynamic 
model  if x ,  with 1, ,i N  denotes the information received from the i -th spacecraft 
in a formation with N  spacecraft.  
The actuator fault mode
ik ik iku   shows reduction of torque effectiveness in the 
k -th actuator of the i -th spacecraft, where iku  is the k -th entry of iu  and ik is the 









In the centralized architecture, the FD unit is able to detect and isolate the actuator 
faults of a spacecraft in the formation based on the output measurement and control 
input signal received of that spacecraft.   
3.4. FAULT DETECTION IN FORMATION FLIGHT 
Model-based fault detection techniques can be categorized to three main groups: 
process identification, parity equation, and state estimation methods. Extended Kalman 
filter, which is a version of Kalman filter, is one of the state estimation methods for FD 
of nonlinear systems. In this method, Jacobian matrices linearize the nonlinear function 
around the current estimate at each time step, and then these linearized matrices are 
used in the Kalman Filter equations. 
Discrete-time extended Kalman Filter, continuous-time extended Kalman filter, 
and continuous-discrete extended Kalman filter, are three different descriptions of EKF. 
 




Our model for spacecraft attitude dynamics is continuous-time, and therefore, we use 
the continuous-time EKF to estimate the states of the system. 
3.4.1. Extended Kalman Filter for Decentralized Architecture 
Considering the decentralized architecture described in Section 3.3.1, N  fault 
detection units are constructed to detect the actuator faults for all spacecraft. Assume 
the following system as the decentralized architecture for spacecraft formation in the 
presence of additive noise 
          
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where   6iw t  and  
3
iv t  are white Gaussian noise with covariance matrices 
  6 6iQ t  and   3 3iR t  , respectively. 
3.4.1.1. STATE ESTIMATION 
 Predict and update equations for the continuous-time extended Kalman filtering 
of a decentralized architecture are described by the following equations. 
Updated State Estimate: 
         ˆ ( ) ( )( ˆ )ˆ ii i i i ix t f x t Bu t K t y t Cx t                              (3.15) 
Differential Riccati Equation: 
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 
where the observation matrix ( )F t is defined by following Jacobian 
     ˆ ,| i i
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The initial state  0ˆix t  is a random vector with known mean    0 0i it E x t      
and 
covariance            0 0 0 0 0
Ti
i i i iP t E x t t x t t 
   
 
.  
3.4.1.2. RESIDUAL GENERATION 
By applying the decentralized EKF estimator to the system (3.14), estimated state 
vector ˆix  is obtained. The residual      ˆi i ie t y t Cx t   is the difference between the 
actual outputs and estimated outputs of the i -th spacecraft. The residual vector  ie t is a 
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For the spacecraft system with attitude measurement, the residual  ie t  is given 
by 
       ˆi i i ie t q t q t q t   
       1,2,3 ˆ|ij j ij ij ije t q t q t q t    




       ˆi i i ie t t t t     
       1:3 ˆ|ij j ij ij ije t t t t      
The norm of the residual vector of spacecraft in the decentralized architecture is 
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where  ijJ t , 1:i N  and 1:3j , is the j -th residual evaluation function of the i -th 
spacecraft. 
A fault in the i -th spacecraft can be detected by comparing the mean value of the 
residual evaluation function ijJ , namely ijd , with a threshold function ijT . According to 
the test given below, if 
ijd  surpasses the threshold, the occurrence of fault is declared in 
one of the actuators of spacecraft # i :  
    
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The mean value of the residual evaluation function over the time window length 
of M can be obtained by using the following equation: 
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where m  is the sample number, and M  is the window length. The value for the 
window length M , and the decision threshold ijT  must be determined in such a way 
that a trade-off is made between the probability of false alarm and the probability of 
missed alarm.  
3.4.1.3. THRESHOLD SELECTION  
The residual is different from zero even when no fault occurs. Then a threshold 
must be used in the residual evaluation stage. The threshold is selected as the sum of 
the mean and standard deviation of the norm of the residual evaluation function. 
By considering the worst case analysis of the residual evaluation functions 
corresponding to the healthy operation of the satellites that are subject to the 
measurement noise, the threshold for the j -th residual evaluation function of the i -th 
decentralized FD unit is defined by 
     varij ij ijT mean J t J t  
3.4.2. Extended Kalman Filter for Semi-Decentralized Architecture 
For a semi-decentralized architecture as described in Section 3.3.2, with N  
spacecraft in the formation, it is assumed that each vehicle has an FD unit and local 
communication links between each spacecraft and its neighbors. In this architecture, the 
dimension of FD unit is different for each spacecraft, because it is dependent on the 
number of neighbors of that spacecraft. Assuming the following system in the presence 
of additive noise 
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v t  are white Gaussian 
noise with covariance matrices  
6 6i iN NQ t

 and  
3 3i iN NR t

 , respectively. 
3.4.2.1. STATE ESTIMATION 
 Predict and update equations for the continuous-time extended Kalman filtering 
of semi-decentralized architecture are described by the following equations. 
Updated State Estimate: 
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Differential Riccati Equation: 
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where the observation matrix ( )i
N
F t is defined by the following Jacobian 













The initial state  0ˆ
iN
x t is a random vector with known mean    0 0
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3.4.2.2. RESIDUAL GENERATION 









e t y t C x t   is a comparison 
between the actual outputs and estimated outputs. The residual vector  e t  is a vector 
with 3 iN  residuals that includes iN vectors of  
3
, il N
e t R , where 1l   indicates the 
i -th spacecraft and  2, , il N
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The residual  , ,il N je t  is the difference between the actual output and estimation 
output for the j -th actuator of the l -th spacecraft which belongs to iN , the 
neighborhood set of spacecraft # i . 
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       1:1:3, , , , , , , ,ˆ|
i
i i i i
l N
jl N j l N j l N j l N j
e t q t q t q t

   

and for the spacecraft system with angular velocity measurement, the residual  , il Ne t  is 
given by 
       1, ,, , , ,ˆ| ii i i il Nl N l N l N l Ne t t t t      
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In order to detect the fault in the formation level by using the threshold testing, 
first, matrix  iJ t 3iNR   is defined. Each array of  iJ t  is computed as the norm of the 
difference between the residual of spacecraft # i , 
1, ,iN j
e ,  and the residual of its nearest 
neighbor spacecraft, 
. ,il N j
e , where  2, , il N  .  
The kj -th array of matrix  iJ t  is defined by  
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where 1k l  . 
The k -th row of matrix  iJ t  can be written as    
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Now, we define the residual  iS t  which is the sum of the rows of  iJ t  as 
follows 
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                                                  (3.41) 
A fault can be detected by comparing the elements of the residual evaluation 
function with threshold functions  ijT t  according to the residual evaluation test given 
below: 
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for 0| , 1, ,3
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  
where n  is the sample number and M  is the window length. 
This test implies that if one of the elements of the residual evaluation function 
becomes greater than the threshold ijT , a fault has occurred in the formation.  
3.4.2.3. THRESHOLD SELECTION 
The threshold is selected as the sum of the mean and standard deviation of the 
norm of residual evaluation function. By considering the worst case analysis of the 
residual evaluation functions corresponding to the healthy operation of the satellites 
that are subject to the measurement noise, the thresholds for semi-decentralized 
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architecture are defined by 
     vari i ij j jT mean S n S n  
3.4.3. Extended Kalman Filter for Centralized Architecture 
Considering the centralized architecture as described in Section 3.3.3, one fault 
detection center is constructed to detect the actuator faults of all spacecraft in the 
formation. Assume the following system as the centralized architecture for spacecraft 
formation in the presence of additive noise 
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where   6Nw t  and   3Nv t  are white Gaussian noise with covariance matrices 
  6 6N NQ t   and   3 3N NR t  , respectively. 
3.4.3.1. STATE ESTIMATION 
 Predict and update equations for the continuous-time extended Kalman filtering 
of a centralized architecture are described by the following equations. 
Updated State Estimate: 
         ˆˆ ( ) ( )( )ˆN N Nx t f x t B u t K t y t C x t    
Differential Riccati Equation: 
             1(t) ( ) ( ) ( () )
T T




   1( ) ( ) ( )
T
N N NK t P t C t tR 
where the observation matrix ( )F t is defined by the following Jacobian 
     ,ˆ|
N







The initial state  0xˆ t is a random vector with known mean    0 0t E x t     and 
covariance            0 0 0 0 0
TNP t E x t t x t t    
 
.  
3.4.3.2. RESIDUAL GENERATION 
By applying the centralized EKF estimator to the integrated system of spacecraft 0, 
the estimated state vector  xˆ t  is obtained. The residual      ˆ
Ne t y t C x t   is a 
comparison between the actual outputs and estimated outputs. The residual matrix 

































The residual entry ije  is the difference between the estimation and actual output 
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for the j -th output of the i -th spacecraft. 
For the spacecraft system with attitude measurement, the residual  ie t  is given 
by 
       1, , ˆ|i i N i i ie t q t q t q t    
       1:1:3 ˆ|
i N
ij j ij ij ije t q t q t q t

    
and for the spacecraft system with angular velocity measurement, the residual  ie t  is 
given by 
       1, , ˆ|i i N i i ie t t t t      
       1:1:3 ˆ|
i N
ij j ij ij ije t t t t  

    
In order to detect the fault in the formation level by using the threshold testing, 
first, a matrix  J t ( 1) 3NR   is defined where 1N   is the number of the communication 
links among the centralized spacecraft and other spacecraft in the formation. Norm of 
the difference between the residual of the centralized spacecraft and the residual of 
other spacecraft in the formation generates the matrix  J t .  
The kj -th array of  J t  is the norm of the difference between the j -th residual of 
the  1k  -th spacecraft,  1, , 1k N  , and the j -th residual of the centralized 
spacecraft (spacecraft #1). 
   1 1kj j k jJ t e e   
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J t e e
J t J t e e
J t e e
   
  
    
      

Now, we define the residual  S t  which is the sum of the rows of  J t  as follows 


















   
  
                                                 (3.58) 
A fault in the formation can be detected by comparing the mean value of the 
residual evaluation function jS , namely jd , with a threshold function jT . According to 
the test given below, if 
jd  surpasses the threshold, the occurrence of fault is declared in 
an actuator of one of the spacecraft in the formation:  
    
    
0| 1, , , 1, ,3
0| 1, , , 1, ,3
j j ij
j j ij
d m T if t i N j
d m T if t i N j


   
   

The mean value of the residual evaluation function over the time window length 
of M can be obtained by using the following equation: 





d m S n
M   
  
where n  is the sample number, and M  is the window length. The value for the 
window length M , and the decision threshold jT  must be made in such a way that a 




3.4.3.3. THRESHOLD SELECTION  
The threshold is selected as the sum of the mean and standard deviation of the 
norm of the residual evaluation function. By considering the worst case analysis of the 
residual evaluation functions corresponding to the healthy operation of the satellites 
that are subject to the measurement noise, the thresholds in centralized architecture are 
defined by 
     varj j jT mean S n S n  

3.4.4. Stochastic Stability of the Architectures 
Reif et al. in [98] proposed the conditions for stochastic stability of continuous-time 
extended Kalman filter. Based on their work, in this section, the conditions for 
stochastic stability of decentralized, centralized, and semi decentralized extended 
Kalman filters are investigated. 
3.4.4.1. STOCHASTIC STABILITY OF DECENTRALIZED KALMAN FILTER 
Consider the nonlinear stochastic decentralized architecture (3.14) and the 
decentralized extended Kalman filter as in Section 3.4.1.1.  
In this thesis, we will refer to the following assumptions as the general 
assumptions [98]. 
1. There are positive real numbers , , 0a q r  such that the following bounds on 
various matrices are fulfilled for every 0t  , that is 
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 iF t a

 iqI Q t

 irI R t

2. There are positive real numbers , 0     such that the nonlinear function   
which is the remaining term of the Taylor expansion, 
               ˆ ˆ ˆ,ii i i i i if x t f x t F t x t x t x t x t          
is bounded via 
 
2
ˆ ˆ,i i i ix x x x    with ˆi ix x                                
3.  iF t  is non-singular for every 0t   . 
4. There exist real constants ,p p  such that    
 ipI P t pI 

Then it can be shown that along the same lines as those invoked in [98], for some 
, 0    the initial estimation error satisfies  
 0ie 

and the covariance matrices are bounded via  




 iR t I

Then the estimation error  ie t  given by   
     ˆi i ie t y t Cx t  
is exponentially bounded with the probability one. 
3.4.4.2. STOCHASTIC STABILITY OF SEMI-DCENTRALIZED KALMAN FILTER 
Consider the nonlinear stochastic semi-decentralized architecture (3.28) and the 
semi-decentralized extended Kalman filter as in Section 3.4.2.1. 
In this thesis, we will refer to the following assumptions as the general 
assumptions [98]. 
1) There are positive real numbers , , 0a q r  such that the following bounds on 
various matrices are fulfilled for every 0t  , that is 
 i
N
F t a 
 qI Q t 
 rI R t 
2) There are positive real numbers , 0     such that the nonlinear function   
which is the remaining term of the Taylor expansion, 
               ˆ ˆ ˆ,i
i i i i i i
N
N N N N N N
f x t f x t F t x t x t x t x t          
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i i i iN N N N
x x x x   with ˆ
i iN N
x x                                    
3)  i
N
F t  is non-singular for every 0t   . 
4) There exist real constants ,p p  such that   
 i
N
pI P t pI 

Then it can be shown that along the same lines as those invoked in [98], for some 





and the covariance matrices are bounded via  
 Q t I

 R t I

Then the estimation error  e t  given by   




e t y t C x t 

is exponentially bounded with the probability one. 
3.4.4.3. STOCHASTIC STABILITY OF CENTRALIZED KALMAN FILTER 
Consider the nonlinear stochastic centralized architecture (3.44) and the 
centralized extended Kalman filter as in Section 3.4.3.1. 
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In this thesis, we will refer to the following assumptions as the general 
assumptions [98]. 
1) There are positive real numbers , , 0a q r  such that the following bounds on 
various matrices are fulfilled for every 0t  , that is 
 NF t a

 qI Q t 
 rI R t 
2) There are positive real numbers , 0     such that the nonlinear function   
which is the remaining term of the Taylor expansion, 
               ˆ ˆ ˆ,Nf x t f x t F t x t x t x t x t          
is bounded via 
 
2
ˆ ˆ,x x x x   with ˆx x                                     (3.86) 
3)  NF t  is non-singular for every 0t   . 
4) There exist real constants ,p p  such that  
 NpI P t pI 

Then it can be shown that along the same lines as those invoked in [98], for some 





and the covariance matrices are bounded via  
 Q t I

 R t I

Then the estimation error  e t  given by   
     ˆe t y t Cx t  
is exponentially bounded with the probability one. 
3.5. SIMULATION FOR ATTITUDE CONTROL OF SPACECRAFT FORMATION 
FLYING BY USING THE VIRTUAL STRUCTURE  
Here we present a healthy scenario for virtual structure formation flight control 
strategy. Consider a four-spacecraft formation flight system in the planetary orbital 
environment, whose formation diagraph is shown in Figure 3.5. They are assumed on a 
sun-synchronize orbit with altitude of 680 km. The major environmental disturbance in 
this altitude is gravity gradient of order 310 . The noise is a Gaussian random signal 
with zero mean and standard deviation of 0.05 degree in attitude measurement and 0.01 
degree/second in angular velocity measurement. The information exchange is in the 
form of bidirectional ring topology. The four spacecraft are assumed to have the120 kg  
mass, the axis x  inertia of 29.8 .kg m , the axis y  inertia of 29.7 .kg m , and the axis z  
inertia of 29.73 .kg m , and distributed equally along a circle with diameter of 0.7 km. Our 
results show that the four spacecraft formation evolves as a rigid body and the 
formation shape is preserved and each spacecraft preserves a fixed relative orientation 






Figure 3.5 Four spacecraft formation flying topology. 
 
The dynamic model of spacecraft used in our simulation is the same as those 
described in Section 2.1.2.2. The desired specifications to design the controllers are 
selected as: 
 
Specification Desired value 
Settling time ( st ) <= 500 sec 
Tracking error <=0.001 
Table 3.1. Desired design specifications. 
 
Given that the primary emphasis in spacecraft operations is safety rather than a 
fast transient response, the settling time of 500 sec is quite reasonable for a low Earth 
orbit that generally lasts 100 minutes [95]. 
In order to show the performance of the formation control method, we present the 
results corresponding to a healthy scenario. We simulate a scenario when the four 
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spacecraft start from the rest to rotate with the same desired attitude relative to the 
formation frame. The initial attitude condition for the formation and for each spacecraft 
with respect to the reference frame is [0, 0, 0] degree which is equal to [0, 0, 0, 1] in the 
quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is equal to 
[0.0085 0.0132 0.0173 0.9997] in the quaternion. The desired attitude of each spacecraft 
with respect to the formation frame is   [3 4 5] degree which is equal to [0.0246 0.0360 
0.0426 0.9981] in the quaternion.  
By using the equation (2.31), the desired attitude of each spacecraft with respect to 
the reference frame will be [4.13  5.405  7.0709] degree which is equal to [0.0330 0.0492 
0.0598 0.9964] in the quaternion. In Figure 3.6 to Figure 3.8, the attitude, angular 
velocity, and attitude tracking error of spacecraft #1, without loss of any generality, 















Figure 3.6 Attitude parameters 
1 2 3
, ,q q q  for the formation flight of spacecraft controlled by the 






Figure 3.7 Angular velocity parameters 
1 2 3
, ,    for formation flight of spacecraft controlled by 











Figure 3.6 and Figure 3.7 show that the settling time of spacecraft #1 is less than 
500 sec, and Figure 3.8 shows that the tracking error is less than 0.001, which are our 
desired specifications for controller design. 
The spacecraft attitude control gains and formation control gains which have been 
applied to equations (2.32) and (2.34) to obtain the above desired performance are given 
respectively in Table 3.2 and Table 3.3. 
 
Spacecraft Control Gain 
Parameter 
Control Gain Value 
kq [60 0 0; 0 60 0; 0 0 60] 
kw [1200 0 0; 0 1200 0; 0 0 1200] 
Table 3.2. Spacecraft control gains. 
 
Formation Control Gain 
Parameter 
Control Gain Value 
KG [1 0 0; 0 1 0; 0 0 1] 
KS [1 0 0; 0 1 0; 0 0 1] 
Ds [1 0 0; 0 1 0; 0 0 1] 
Dg [100 0 0; 0 100 0; 0 0 100] 
Kf [10 0 0; 0 10 0; 0 0 10] 
Table 3.3. Formation control gains. 
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3.6. SIMULATION RESULTS FOR FAULT DETECTION 
In order to compare the performance of the fault detection architectures proposed 
in this thesis, and to show the significance and improvement of centralized and semi-
decentralized architectures over the decentralized architecture, different faulty 
scenarios are experimented on the spacecraft formation flying.  
The formation control topology is ring, which is a symmetric scheme and the 
control architecture is decentralized control. In the previous section, we presented the 
simulation results for one spacecraft that can be generalized to other spacecraft in the 
formation. However, this argument does not include all other formation architectures. 
In semi-decentralized and centralized formation control topologies, and also in non-
symmetric decentralized control topology the dynamic behaviors of various spacecraft 
are different and their responses to faulty scenarios may not be similar.  
The confusion matrix approach is used to evaluate the performance of the 
proposed fault detection methods, as shown in Table 3.4. Parameter A is the number of 
faulty scenarios that are detected correctly as faulty, which is named as true faulty 
detection. Parameter B is the number of faulty scenarios that are misclassified as 
healthy, which is named as false healthy detection. Parameter C is the number of 
healthy scenarios that are misclassified as faulty, which is named as false faulty 
detection. Parameter D is the number of healthy scenarios that are classified correctly as 
healthy, which is named as true healthy detection. The evaluation parameters in this 
approach are accuracy, true healthy, false healthy, true faulty, false faulty, and 







Actual Faulty A B 
Healthy C D 




A B C D




























In order to evaluate and compare the results of different architectures, various 
fault scenarios are tested on the spacecraft formation flight model as described in 
Chapter 2. As discussed in Chapter 2, the actuator fault is modeled by using the partial 
 84 
 
effectiveness factor which shows as reduction in the torque effectiveness of the 
actuators of the spacecraft.  
Eight different faulty scenarios are considered for the actuator x  of spacecraft #1. 
The partial effectiveness factors for theses faults are assumed to be 
1 25%, 20%, 15%, 10%, 8%, 7%, 6%   and 5%   . Confusion matrix table corresponding 
to each of these fault scenarios is presented and the evaluation parameters are 
computed. The results of the confusion matrices are plotted in graphs to make 
comparisons among the efficiency of decentralized, semi-decentralized, and centralized 
methods, and also between the efficiency of attitude measurement and angular velocity 
measurement possible. 
In addition, for each of the fault detection architectures, the figures obtained from 
residual evaluation functions for two different fault scenarios are presented.  
3.6.1. Decentralized Fault Detection Architecture 
In this section, the results that are obtained by implementing the decentralized 
fault detection method on spacecraft formation flying are presented. The results that are 
obtained from the system with angular velocity measurement are presented in Section 
3.6.1.1, and the results that are obtained from the system with attitude measurement are 
presented in Section 3.6.1.2.  
3.6.1.1. ANGULAR VELOCITY MEASUREMENT 
According to equation (3.26), the decentralized fault detection unit of spacecraft #1 
generates three residual evaluation functions   11 12 13| 1, 1,2,3 , ,ijd i j d d d   . By 
considering the worst case analysis of the residuals corresponding to the healthy 
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operation of the satellites that are subject to the measurement noise, threshold values 
1 0.0080T  , 2 0.0085T   and 3 0.0084T   are selected for the fault detection logic 
evaluation and analysis. To obtain these thresholds, 30 different missions are applied to 
the formation and the threshold value for each of these missions is calculated by using 
the equation (3.27). The mean value of those thresholds is considered as the final 
threshold.  
Figure 3.9 to Figure 3.14 show the residual evaluation functions obtained by 
implementing the decentralized fault detection architecture of spacecraft #1. The initial 
attitude condition for each spacecraft with respect to the reference frame is [-58, -41, 66] 
degree which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial 
condition for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 
0.8100] in the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is 
equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each 
spacecraft with respect to the formation frame is [9, 11, 2] degree which is equal to 
[0.0764, 0.0968, 0.0098, 0.9923] in the quaternion.  
Figure 3.9 to Figure 3.11 present the results that are obtained from 5% reduction in 
the torque effectiveness of actuator x  of spacecraft #1, and Figure 3.12 to Figure 3.14 
present the results that are obtained from 15% reduction in the torque effectiveness of 
actuator x  of spacecraft #1. The missions are 92 second (685 samples) long and the 
faults have occurred at 50t   second (sample #406). The solid horizontal lines show the 
threshold lines. The points that the residuals surpass the threshold lines before sample 
#406, are considered as false alarms. The first moment that a residual surpasses the 
threshold line, after sample #406, is considered as fault detection time which is shown 
with data cursor on the figure. The parameter X in the data cursor box shows the 
detection time, and the parameter Y shows the threshold value. 
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The window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for the equation (3.26) is 
selected as 40.  
The solid horizontal lines show the threshold lines. The samples of 
ijd , that 
surpass the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of 
ijd , that does not surpasses the 
threshold line before sample #406, the moment that fault has occurred, are considered 
as true healthy detection. The first moment that one of the residuals 11d , 12d , or 13d  
surpasses the threshold line, after sample #406, is considered as the fault detection time 
which is shown with the data cursor on the figure. The parameter X in the data cursor 
box shows the detection time, and the parameter Y shows the threshold value. The 
samples of ijd  that does not surpass the threshold line, after sample #406, are considered 
as false healthy detection. The samples of ijd  that surpass the threshold line, after 
sample #406, are considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 






Figure 3.9 Residual 11d  in the decentralized fault detection architecture with angular velocity 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.10 Residual 12d  in the decentralized fault detection architecture with angular velocity 




As can be seen in Figure 3.9 to Figure 3.11, the first time that a residual surpasses 
the threshold after sample #406, has occurred for the residual 11d  of Figure 3.9 at sample 
#437. Therefore, sample #437 is the fault detection time. There are 31 samples delay in 
detecting the fault.  
 
Figure 3.11 Residual 13d  in the decentralized fault detection architecture with angular velocity 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.12 Residual 11d  in the decentralized fault detection architecture with angular velocity 





As can be seen in Figure 3.12 to Figure 3.14, the first time that a residual surpasses 
Figure 3.13 Residual 12d  in the decentralized fault detection architecture with angular velocity 
measurement, for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.14 Residual 13d  in the decentralized fault detection architecture with angular velocity 
measurement, for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
 90 
 
the threshold line after sample #406, has occurred for the residual 11d  of Figure 3.12 at 
sample #425. Therefore, sample #425 is the fault detection time. There are 19 samples 
delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault and smaller 
fault detection delay. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 118 225 
Healthy 36 322 








Actual Faulty 231 112 
Healthy 36 322 




Actual Faulty 269 74 
Healthy 36 322 




Actual Faulty 273 70 
Healthy 36 322 





Actual Faulty 277 66 
Healthy 36 322 




Actual Faulty 288 55 
Healthy 36 322 




Actual Faulty 290 53 
Healthy 36 322 





Actual Faulty 291 52 
Healthy 36 322 
Table 3.12.  Confusion matrix for 25% reduction in the torque effectiveness. 
By using the equations (3.92)-(3.97) and based on the results of Table 3.5 to Table 
3.12, the confusion matrix parameters are computed and presented in Table 3.13. 








1 8%   1 7%   1 6%   1 5%   
Accuracy 87.4% 87.3% 87.0% 85.4% 84.9% 84.3% 78.9% 62.8% 
False Healthy 15.2% 15.4% 16.0% 19.2% 20.4% 21.6% 32.6% 65.6% 
True Faulty 84.8% 84.5% 84.0% 83.58% 79.6% 78.4% 67.3% 34.4% 
True Healthy 89.9% 89.9% 89.9% 89.9% 89.9% 89.9% 89.9% 89.9% 
False Faulty 10.1% 10.1% 10.1% 10.1% 10.1% 10.1% 10.1% 10.1% 
Precision 86.1% 85.9% 85.4% 83.0% 82.1% 81.3% 74.2% 58.9% 
Detection 
Time (Sample) 
411 412 417 427 430 432 440 459 




According to Table 3.13, the accuracy, true faulty, and precision parameters 
increase with increasing the fault severity and false healthy parameter decreases; as for 
higher severity faults, the residual deviation from zero becomes more significant and 
improves the fault detection results. 
3.6.1.2. ATTITUDE MEASUREMENT 
In this section, the results that are obtained by implementing the proposed 
decentralized fault detection architecture on spacecraft #1 with attitude measurement 
are presented. According to equation (3.26), the decentralized fault detection unit of 
spacecraft #1 generates three residual evaluation functions
   11 12 13| 1, 1,2,3 , ,ijd i j d d d   . By considering the worst case analysis of the residuals 
corresponding to the healthy operation of the satellites that are subject to the 
measurement noise, threshold of values 11 0.0063T  , 12 0.0065T   and 13 0.0060T   are 
selected for the fault detection logic evaluation and analysis. To obtain these thresholds, 
30 different missions are applied to the formation and the threshold values for each of 
these missions are calculated by using the equation (3.27). The mean value of thresholds 
is the considered as the final threshold.  
Figure 3.15 to Figure 3.20 show the residual evaluation functions obtained by 
implementing the decentralized fault detection architecture of spacecraft #1. The initial 
attitude condition for each spacecraft with respect to the reference frame is [-58, -41, 66] 
degree which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial 
condition for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 
0.8100] in the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is 
equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each 
spacecraft with respect to the formation frame is [9, 11, 2] degree which is equal to 
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[0.0764, 0.0968, 0.0098, 0.9923] in the quaternion.  
Figure 3.15 to Figure 3.17 represent the results that are obtained from the 10% 
reduction in the torque effectiveness of actuator x  of spacecraft #1, and Figure 3.18 to 
Figure 3.20 represent the results that are obtained from the 20% reduction in the torque 
effectiveness of actuator x  of spacecraft #1. The missions are 92 second (685 samples) 
long and the faults have occurred at 50t   second (sample #406).  
This window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for the equation (3.26) is 
selected as 40.  
The solid horizontal lines show the threshold lines. The samples of 
ijd  that surpass 
the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of ijd  that do not surpasses the 
threshold line before sample #406, the moment that fault has occurred, are considered 
as true healthy detection. The first moment that one of the residuals 11d , 12d , or 13d  
surpasses the threshold line, after sample #406, is considered as the fault detection time 
which is shown with the data cursor on the figure. The parameter X in the data cursor 
box shows the detection time, and the parameter Y shows the threshold value. The 
samples of ijd  that do not surpass the threshold line, after sample #406, are considered 
as false healthy detection. The samples of ijd  that surpass the threshold line, after 
sample #406, are considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
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as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 
specific time, then the fault detection unit will consider that sample as a faulty sample. 
 
 
Figure 3.15 Residual 11d  in the decentralized fault detection architecture with attitude measurement 
for 10% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.16 Residual 12d  in the decentralized fault detection architecture with attitude measurement 




As can be seen in Figure 3.15 to Figure 3.17, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 11d  of Figure 3.15 at 
sample #445. Therefore, sample #445 is the fault detection time. There are 39 samples 
delay in detecting the fault.  
 
Figure 3.17 Residual 13d  in the decentralized fault detection architecture with attitude measurement 
for 10% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.18 Residual 11d  in decentralized fault detection architecture with attitude measurement for 





As can be seen in Figure 3.18 to Figure 3.20, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 11d  of Figure 3.18 at 
Figure 3.19 Residual 12d  in the decentralized fault detection architecture with attitude measurement, 
for 20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.20 Residual 13d  in the decentralized fault detection architecture with attitude measurement, 
for 20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
 99 
 
sample #434. Therefore, sample #434 is the fault detection time. There are 28 samples 
delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault and smaller 
fault detection delay. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 0 343 
Healthy 43 315 





Actual Faulty 5 338 
Healthy 43 315 




Actual Faulty 17 326 
Healthy 43 315 




Actual Faulty 24 319 
Healthy 43 315 






Actual Faulty 74 269 
Healthy 43 315 




Actual Faulty 181 162 
Healthy 43 315 




Actual Faulty 252 91 
Healthy 43 315 





Actual Faulty 276 67 
Healthy 43 315 
Table 3.21.  Confusion matrix for 25% reduction in the torque effectiveness. 
By using the equations (3.92)-(3.97) and based on the results of Table 3.14 to Table 
3.21, the confusion matrix parameters are computed and presented in Table 3.13. 
 








1 8%   1 7%   1 6%   1 5%   
Accuracy 84.3% 80.9% 70.8% 55.5% 48.4% 47.4% 45.6% 44.9% 
False Healthy 19.5% 26.5% 47.2% 78.4% 93.0% 95.0% 98.5% 100% 
True Faulty 80.5% 73.5% 52.8% 21.6% 7.0% 5.0% 1.5% 0% 
True Healthy 88.0% 88.0% 88.0% 88.0% 88.0% 88.0% 88.0% 88.0% 
False Faulty 12.0% 12.0% 12.0% 12.0% 12.0% 12.0% 12.0% 12.0% 
Precision 82.5% 77.6% 66.0% 53.9% 49.7% 49.1% 48.2% 47.9% 
Detection 
Time (Sample) 
419 422 430 430 430 440 450 Not 
Detected 
Table 3.22.  Confusion matrix for the decentralized architecture with angular velocity output. 
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According to Table 3.22, the accuracy, true faulty and precision parameters 
increase with increasing the fault severity and false healthy parameter decreases; as for 
higher severity faults, the residual deviation from zero become more significant and 
improves the fault detection results. 
3.6.2. Semi-decentralized Fault Detection Architecture 
In this section, the results that are obtained by implementing the semi-
decentralized fault detection method on spacecraft formation flying are presented. The 
results that are obtained from the system with angular velocity measurement are 
presented in Section 3.6.2.1, and the results that are obtained from the system with 
attitude measurement are presented in Section 3.6.2.2. 
3.6.2.1. ANGULAR VELOCITY MEASUREMENT 
In this section, the results that are obtained by implementing the proposed semi-
decentralized fault detection architecture on spacecraft #1 with angular velocity 
measurement are presented. According to equation (3.43), the decentralized fault 
detection unit of spacecraft #1 generates three residual evaluation functions
   1 1 11 2 3| 1, 1,2,3 , ,ijd i j d d d   . By considering the worst case analysis of the residuals 
corresponding to the healthy operation of the satellites that are subject to the 
measurement noise, threshold values of 1
1 0.0158T  , 
1
2 0.0184T  , 
1
3 0.0160T   are 
selected for the fault detection logic evaluation and analysis. To obtain theses 
thresholds, 30 different missions are applied to the formation and the threshold value 
for each of these missions are calculated by using the equation (3.44). The mean value of 
the thresholds is considered as the final threshold.  
Figure 3.21 to Figure 3.26 show the residual evaluation functions obtained by 
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implementing the decentralized fault detection architecture of spacecraft #1. The initial 
attitude condition for each spacecraft with respect to the reference frame is [-58, -41, 66] 
degree which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial 
condition for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 
0.8100] in the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is 
equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each 
spacecraft with respect to the formation frame is [9, 11, 2] degree which is equal to 
[0.0764, 0.0968, 0.0098, 0.9923] in the quaternion.  
Figure 3.21 to Figure 3.23 represent the results that are obtained from 5% 
reduction in the torque effectiveness of actuator x  of spacecraft #1, and Figure 3.24 to 
Figure 3.26 represent the results that are obtained from the 15% reduction in the torque 
effectiveness of actuator x  of spacecraft #1. The missions are 92 second (685 samples) 
long and the faults have occurred at 50t   second (sample #406).  
This window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for equation (3.43) is selected as 
40.  
The solid horizontal lines show the threshold lines. The samples of ijd  that surpass 
the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of ijd  that do not surpasses the 
threshold line before sample #406, the moment that fault has occurred, are considered 
as true healthy detection. The first moment that one of the residuals 11d , 
1
2d , or 
1
3d  
surpass the threshold line, after sample #406, is considered as the fault detection time 
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which is shown with the data cursor on the figure. The parameter X in the data cursor 
box shows the detection time, and the parameter Y shows the threshold value. The 
samples of ijd  that do not surpass the threshold line, after sample #406, are considered 
as false healthy detection. The samples of ijd  that surpass the threshold line, after 
sample #406, are considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 
specific time, then the fault detection unit will consider that sample as a faulty sample. 
 
Figure 3.21 Residual 
1
1d  in the semi-decentralized fault detection architecture with angular velocity 





As can be seen in Figure 3.21 to Figure 3.23, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 11d  of Figure 3.18 at 
Figure 3.22  Residual 
1
2d  in the semi-decentralized fault detection architecture with angular velocity 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.23  Residual 
1
3d  in the semi-decentralized fault detection architecture with angular velocity 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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sample #432. Therefore, sample #432 is the fault detection time. There are 26 samples 
delay in detecting the fault. 
 
 
Figure 3.24 Residual 
1
1d  in the semi-decentralized fault detection architecture with angular velocity 
measurement for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.25 Residual 
1
2d  in the semi-decentralized fault detection architecture with angular velocity 




As can be seen in Figure 3.24 to Figure 3.26, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1
1d  of Figure 3.24 at 
sample #424. Therefore, sample #424 is the fault detection time. There are 18 samples 
delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault and smaller 
fault detection delay. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
Figure 3.26 Residual 
1
3d  in the semi-decentralized fault detection architecture with angular velocity 
measurement for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 160 183 
Healthy 79 279 




Actual Faulty 236 107 
Healthy 79 279 








Actual Faulty 273 70 
Healthy 79 279 




Actual Faulty 280 63 
Healthy 79 279 




Actual Faulty 287 56 
Healthy 79 279 





Actual Faulty 290 53 
Healthy 79 279 




Actual Faulty 292 51 
Healthy 79 279 




Actual Faulty 292 51 
Healthy 79 279 
Table 3.30.  Confusion matrix for 25% reduction in the torque effectiveness. 
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By using the equations (3.92)-(3.97) and based on the results of Table 3.23 to Table 












1 8%   1 7%   1 6%   1 5%   
Accuracy %81.5 %81.5 %81.2 %80.7 %79.7 %78.7 %73.5 %65.9 
False Healthy %14.9 %14.9 %15.4 %16.3 %18.4 %20.4 %31.2 %46.6 
True Faulty %85.1 %85.1 %84.5 %83.7 %81.6 %79.6 %68.8 %53.3 
True Healthy %77.9 %77.9 %77.9 %77.9 %77.9 %77.9 %77.9 %77.9 
False Faulty %22.1 %22.1 %22.1 %22.1 %22.1 %22.1 %22.1 %22.1 
Precision %84.5 %84.5 %84.0 %83.3 %81.6 %79.9 %72.3 %63.5 
Detection 
Time (Sample) 
411 412 414 417 425 427 430 435 
Table 3.31. Confusion matrix for the semi-decentralized architecture with angular velocity output. 
 
According to Table 3.31, the accuracy, true faulty and precision parameters 
increase with increasing the fault severity and the false healthy parameter decreases; as 
for higher severity faults, the residual deviation from zero becomes more significant 
and improves the fault detection results. 
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3.6.2.2. ATTITUDE MEASUREMENT 
In this section, the results that are obtained by implementing the proposed semi-
decentralized fault detection architecture on spacecraft #1 with attitude measurement 
are presented. According to equation (3.43), the decentralized fault detection unit of 
spacecraft #1 generates three residual evaluation functions
   1 1 11 2 3| 1, 1,2,3 , ,ijd i j d d d   . By considering the worst case analysis of the residuals 
corresponding to the healthy operation of the satellites that are subject to the 
measurement noise, threshold values of 11 0.0090T  , 
1
2 0.0090T  , 
1
3 0.0093T   are 
selected for the fault detection analysis. To obtain these thresholds, 30 different missions 
are applied to the formation and the threshold value for each of these missions is 
calculated by using the equation (3.44). The mean value of the thresholds is considered 
as the final threshold. 
Figure 3.15 to Figure 3.20 show the residual evaluation functions obtained by 
implementing the decentralized fault detection architecture of spacecraft #1. The initial 
attitude condition for each spacecraft with respect to the reference frame is [-58, -41, 66] 
degree which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial 
condition for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 
0.8100] in the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is 
equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each 
spacecraft with respect to the formation frame is [9, 11, 2] degree which is equal to 
[0.0764, 0.0968, 0.0098, 0.9923] in the quaternion.  
Figure 3.15 to Figure 3.17 represent the results that are obtained from 10% 
reduction in the torque effectiveness of actuator x  of spacecraft #1, and Figure 3.18 to 
Figure 3.20 represent the results that are obtained from the 20% reduction in the torque 
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effectiveness of actuator x  of spacecraft #1. The missions are 92 second (685 samples) 
long and the faults have occurred at 50t   second (sample #406).  
This window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for equation (3.43) is selected as 
40.  
The solid horizontal lines show the threshold lines. The samples of ijd  that surpass 
the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of ijd  that do not surpasses the 
threshold line before sample #406, the moment that fault has occurred, are considered 
as true healthy detection. The first moment that one of the residuals 1
1d , 
1
2d , or 
1
3d  
surpass the threshold line, after sample #406, is considered as the fault detection time 
which is shown with the data cursor on the figure. The parameter X in the data cursor 
box shows the detection time, and the parameter Y shows the threshold value. The 
samples of ijd  that do not surpass the threshold line, after sample #406, are considered 
as false healthy detection. The samples of ijd  that surpass the threshold line, after 
sample #406, are considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 





Figure 3.27  Residual 
1
1d  in the semi-decentralized fault detection architecture with attitude 
measurement for 10% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.28  Residual 
1
2d  in the semi-decentralized fault detection architecture with attitude 




As can be seen in Figure 3.27 to Figure 3.29, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1
1d  of Figure 3.27 at 
sample #435. Therefore, sample #435 is the fault detection time. There are 29 samples 
delay in detecting the fault.  
 
Figure 3.29  Residual 
1
3d  in the semi-decentralized fault detection architecture with attitude 
measurement for 10% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.30  Residual 
1
1d  in the semi-decentralized fault detection architecture with attitude 





As can be seen in Figure 3.30 to Figure 3.32, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 11d  of Figure 3.30 at 
sample #435. Therefore, sample #429 is the fault detection time. There are 23 samples 
Figure 3.31 Residual 
1
2d  in the semi-decentralized fault detection architecture with attitude 
measurement for 20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.32  Residual 
1
3d  in the semi-decentralized fault detection architecture with attitude 
measurement for 20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault and smaller 
fault detection delay. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 47 296 
Healthy 79 279 






Actual Faulty 77 266 
Healthy 79 279 




Actual Faulty 93 250 
Healthy 79 279 




Actual Faulty 107 236 
Healthy 79 279 








Actual Faulty 149 194 
Healthy 79 279 




Actual Faulty 247 96 
Healthy 70 279 




Actual Faulty 277 66 
Healthy 70 279 





Actual Faulty 281 62 
Healthy 70 279 
Table 3.39.  Confusion matrix for 25% reduction in the torque effectiveness. 
 
By using the equations (3.92)-(3.97) and based on the results of Table 3.50 to Table 























1 8%   1 7%   1 6%   1 5%   
Accuracy 79.9% 79.3% 75.0% 61.1% 55.1% 53.1% 50.8% 46.5% 
False Healthy 18.1% 19.2% 28.0% 56.6% 68.8% 72.9% 77.5% 86.3% 
True Faulty 81.9% 80.8% 72.0% 43.4% 31.2% 27.1% 22.4% 13.7% 
True Healthy 77.9% 77.9% 77.9% 77.9% 77.9% 77.9% 77.9% 77.9% 
False Faulty 22.1% 22.1% 22.1% 22.1% 22.1% 22.1% 22.1% 22.1% 
Precision 81.8% 80.9% 72.4% 59.0% 54.2% 52.7% 51.2% 48.5% 
Detection 
Time (Sample) 
417 417 419 421 422 432 433 435 
 
Table 3.40.  The evaluating parameters of confusion matrix for semi-decentralized architecture with attitude 
output. 
 
According to Table 3.40, the accuracy, true faulty and precision parameters 
increase with increasing the fault severity and the false healthy parameter decreases; as 
for higher severity faults, the residual deviation from zero becomes more significant 
and improves the fault detection results. 
3.6.3. Centralized Fault Detection Architecture 
In this section, the results that are obtained by implementing the centralized fault 
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detection method on spacecraft formation flying are presented. The results that are 
obtained from the system with angular velocity measurement are presented in Section 
3.6.3.1, and the results that are obtained from the system with attitude measurement are 
presented in Section 3.6.3.2.  
3.6.3.1. ANGULAR VELOCITY MEASUREMENT 
In this section, the results that are obtained by implementing the proposed 
centralized fault detection architecture on spacecraft formation flying with angular 
velocity measurement are presented. According to the equation (3.60), the decentralized 
fault detection unit of spacecraft #1 generates three residual evaluation functions
   1 2 3| 1,2,3 , ,jd j d d d  . By considering the worst case analysis of the residuals 
corresponding to the healthy operation of the satellites that are subject to the 
measurement noise, threshold values of 1 0.0241T  , 2 0.0265T  , 3 0.0227T   are selected 
for the fault detection evaluation and analysis. The simulation time is 100 seconds (686 
samples). To obtain theses thresholds, 30 different missions are applied to the formation 
and the threshold value for each of these missions are calculated by using the 
equation(3.61). The mean value of the thresholds is considered as the final threshold. 
Figure 3.33 to Figure 3.38 show the residual evaluation functions obtained by 
implementing the decentralized fault detection architecture of spacecraft #1. The initial 
attitude condition for each spacecraft with respect to the reference frame is [-58, -41, 66] 
degree which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial 
condition for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 
0.8100] in the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is 
equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each 
spacecraft with respect to the formation frame is [9, 11, 2] degree which is equal to 
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[0.0764, 0.0968, 0.0098, 0.9923] in the quaternion.  
Figure 3.33 to Figure 3.35 represent the results that are obtained from 5% 
reduction in the torque effectiveness of actuator x  of spacecraft #1, and Figure 3.36 to 
Figure 3.38 present the results that are obtained from 15% reduction in the torque 
effectiveness of actuator x  of spacecraft #1. The missions are 92 second (685 samples) 
long and the faults have occurred at 50t   second (sample #406). The solid horizontal 
lines show the threshold lines. The points that the residuals surpass the threshold lines 
before sample #406, are considered as false alarms. The first moment that a residual 
surpasses the threshold line after sample #406 is considered as fault detection time 
which is shown with data cursor on the figure. The parameter X in the data cursor box 
shows the detection time, and the parameter Y shows the threshold value. 
This window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for equation (3.60) is selected as 
40.  
The solid horizontal lines show the threshold lines. The samples of jd  that surpass 
the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of 
jd  that do not surpasses the 
threshold line before sample #406, the moment that fault has occurred, are considered 
as true healthy detection. The first moment that one of the residuals 1d , 2d , or 3d  
surpass the threshold line, after sample #406, is considered as the fault detection time 
which is shown with the data cursor on the figure. The parameter X in the data cursor 




jd  that do not surpass the threshold line, after sample #406, are considered 
as false healthy detection. The samples of 
jd  that surpass the threshold line, after 
sample #406, are considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 
specific time, then the fault detection unit will consider that sample as a faulty sample. 
 
Figure 3.33 Residual 1d  in the centralized fault detection architecture with angular velocity 





As can be seen in Figure 3.33 to Figure 3.35, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1d  of Figure 3.33 at 
Figure 3.34 Residual 2d  in the centralized fault detection architecture with angular velocity, 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.35 Residual 3d  in the centralized fault detection architecture with angular velocity 
measurement for 5% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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sample #432. Therefore, sample #432 is the fault detection time. There are 26 samples 
delay in detecting the fault. 
 
 
Figure 3.36 Residual 1d  in the centralized fault detection architecture with angular velocity 
measurement, for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.37 Residual 2d  in the centralized fault detection architecture with angular velocity 




As can be seen in Figure 3.36 to Figure 3.38, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1d  of Figure 3.36 at 
sample #426. Therefore, sample #426 is the fault detection time. There are 20 samples 
delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault and smaller 
fault detection delay. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
Figure 3.38 Residual 3d  in the centralized fault detection architecture with angular velocity 
measurement, for 15% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 196 147 
Healthy 85 273 




Actual Faulty 259 84 
Healthy 85 273 








Actual Faulty 276 67 
Healthy 85 273 




Actual Faulty 282 61 
Healthy 85 273 




Actual Faulty 287 56 
Healthy 85 273 





Actual Faulty 290 53 
Healthy 85 273 




Actual Faulty 290 53 
Healthy 85 273 




Actual Faulty 296 47 
Healthy 85 273 
Table 3.48.  Confusion matrix for 25% reduction in the torque effectiveness. 
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By using the equations (3.92)-(3.97) and based on the results of Table 3.41 to Table 
3.48, the confusion matrix parameters are computed and presented in Table 3.49. 
 








1 8%   1 7%   1 6%   1 5%   
Accuracy %81.2 %80.6 %80.3 %79.9 %79.2 %78.3 %75.9 %66.9 
False Healthy %13.7 %14.9 %15.4 %16.3 %17.8 %19.5 %24.5 %42.9 
True Faulty %86.3 %85.1 %84.5 %83.7 %82.2 %80.5 %75.5 %57.1 
True Healthy %76.3 %76.3 %76.3 %76.3 %76.3 %76.3 %76.3 %76.3 
False Faulty %23.7 %23.7 %23.7 %23.7 %23.7 %23.7 %23.7 %23.7 
Precision %85.3 %84.3 %83.7 %83.0 %81.7 %80.3 %76.5 %65 
Detection 
Time (Sample) 
408 412 412 417 422 427 431 433 
Table 3.49.  Confusion matrix for the centralized architecture with angular velocity output. 
According to Table 3.49, the accuracy, true faulty and precision parameters 
increase with increasing the fault severity and false healthy parameter decreases; as for 
higher severity faults, the residual deviation from zero becomes more significant and 
improves the fault detection results. 
3.6.3.2. ATTITUDE MEASUREMENT 
In this section, the results that are obtained by implementing the proposed 
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centralized fault detection architecture with attitude measurement are presented. 
According to equation (3.60), the centralized fault detection unit generates three 
residual evaluation functions   1 2 3| 1,2,3 , ,jd j d d d  . By considering the worst case 
analysis of the residuals corresponding to the healthy operation of the satellites that are 
subject to the measurement noise, threshold values of 1 0.0140T  , 2 0.0140T  , and 
3 0.0134T   are selected for the fault detection evaluation and analysis. To obtain these 
thresholds, 30 different missions are applied to the formation and the threshold value 
for each of these missions is calculated by using the equation (3.61). The mean value of 
the thresholds is considered as the final threshold. 
Figure 3.39 to Figure 3.44 show the residual evaluation functions obtained by 
implementing the decentralized fault detection architecture. The initial attitude 
condition for each spacecraft with respect to the reference frame is [-58, -41, 66] degree 
which is equal to [0.3062, -0.7802, -0.2153, 0.5013] in the quaternion. The initial condition 
for the formation is [40, 60, 50] degree which is equal to [0.0700, 0.5508, 0.1890, 0.8100] in 
the quaternion. The desired attitude for formation is [1, 1.5, 2] degree which is equal to 
[0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired attitude of each spacecraft 
with respect to the formation frame is [9, 11, 2] degree which is equal to [0.0764, 0.0968, 
0.0098, 0.9923] in the quaternion.  
Figure 3.39 to Figure 3.41 represent the results that are obtained from 10% 
reduction in the torque effectiveness of actuator x  of spacecraft #1, and Figure 
3.42Figure 3.44 represent the results that are obtained from 20% reduction in the torque 
effectiveness of actuator x  of spacecraft #1. The missions are 92 second (685 samples) 
long and the faults have occurred at 50t   second (sample #406). The solid horizontal 
lines show the threshold lines. The points that the residuals surpass the threshold lines 
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before sample #406, are considered as false alarms. The first moment that a residual 
surpasses the threshold line after sample #406 is considered as fault detection time 
which is shown with data cursor on the figure. The parameter X in the data cursor box 
shows the detection time, and the parameter Y shows the threshold value. 
This window length is chosen by considering a trade-off between the fault 
detection delay and the number of false faulty detections. With increasing the window 
length, the number of false faulty detections will decrease, but the fault detection delay 
will increase. In our simulations, the window length M  for equation (3.60) is selected as 
40.  
The solid horizontal lines show the threshold lines. The samples of 
jd  that surpass 
the threshold line before sample #406, the moment that fault has occurred, are 
considered as false faulty detection. The samples of 
jd  that do not surpass the threshold 
line before sample #406, the moment that fault has occurred, are considered as true 
healthy detection. The first moment that one of the residuals 1d , 2d , or 3d  surpass the 
threshold line, after sample #406, is considered as the fault detection time which is 
shown with the data cursor on the figure. The parameter X in the data cursor box shows 
the detection time, and the parameter Y shows the threshold value. The samples of jd  
that do not surpass the threshold line, after sample #406, are considered as false healthy 
detection. The samples of jd  that surpass the threshold line, after sample #406, are 
considered as true healthy detection.  
If all of these three residuals do not surpass the threshold line and detect a sample 
as a healthy sample, then the fault detection unit will consider that sample as a healthy 
sample. However, if at least one of the residuals surpasses the threshold line in a 





Figure 3.39 Residual 1d  in the centralized fault detection architecture with attitude measurement for 
10% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.40 Residual 2d  in the centralized fault detection architecture with attitude measurement for 




As can be seen in Figure 3.39 to Figure 3.41, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1d  of Figure 3.39 at 
sample #426. Therefore, sample #430 is the fault detection time. There are 24 samples 
delay in detecting the fault.  
 
Figure 3.41 Residual 3d  in the decentralized fault detection architecture with attitude measurement 





Figure 3.42 Residual 1d  in the centralized fault detection architecture with attitude measurement for 
20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
Figure 3.43 Residual 2d  in the centralized fault detection architecture with attitude measurement for 




As can be seen in Figure 3.42 to Figure 3.44, the first time that a residual surpasses 
the threshold line after sample #406, has occurred for the residual 1d  of Figure 3.42 at 
sample #426. Therefore, sample #430 is the fault detection time. There are 24 samples 
delay in detecting the fault. In this scenario the fault is more severe than the last 
scenario, which leads to larger residual during the occurrence of the fault. 
 Confusion Matrix Results: 
Confusion matrix tables are computed based on Table 3.4, for 5%, 6%, 7%, 8%, 
10%, 15%, 20%, and 25% reduction in the torque effectiveness of actuator x of spacecraft 
#1. The initial attitude condition for each spacecraft with respect to the reference frame 
is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 0.4582, 0.7440] in the quaternion. 
The initial condition for the formation is [29, 67, 8] degree which is equal to [0.1710, 
0.5474, -0.0814, 0.8152] in the quaternion. The desired attitude for formation is [1, 1.5, 2] 
degree which is equal to [0.0085, 0.0132, 0.0173, 0.9997] in the quaternion. The desired 
Figure 3.44 Residual 3d  in the centralized fault detection architecture with attitude measurement for 
20% reduction in the torque effectiveness of actuator x  of spacecraft #1. 
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attitude of each spacecraft with respect to the formation frame is [18, 38, 39] degree 
which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in the quaternion. The missions are 100 




Actual Faulty 52 291 
Healthy 35 323 




Actual Faulty 77 266 
Healthy 35 323 








Actual Faulty 97 246 
Healthy 35 323 




Actual Faulty 118 225 
Healthy 35 323 




Actual Faulty 153 190 
Healthy 35 323 





Actual Faulty 238 105 
Healthy 35 323 




Actual Faulty 275 68 
Healthy 35 323 




Actual Faulty 280 63 
Healthy 35 323 




By using the equations (3.92)-(3.97) and based on the results of Table 3.50 to Table 
3.57, the confusion matrix parameters are computed and presented in Table 3.58. 
 








1 8%   1 7%   1 6%   1 5%   
Accuracy 86.0% 85.3% 80.0% 67.9% 62.9% 59.9% 57.1% 53.5% 
False Healthy 18.4% 19.8% 30.6% 55.4% 65.6% 71.7% 77.5% 84.8% 
True Faulty 81.6% 80.2% 69.4% 44.6% 34.4% 28.3% 22.4% 15.2% 
True Healthy 90.2% 90.2% 90.2% 90.2% 90.2% 90.2% 90.2% 90.2% 
False Faulty 9.8% 9.8% 9.8% 9.8% 9.8% 9.8% 9.8% 9.8% 
Precision 83.7% 82.6% 75.5% 63.0% 58.9% 56.8% 54.8% 52.6% 
Detection 
Time (Sample) 
414 417 419 419 422 429 432 435 
Table 3.58.  Evaluating parameters of confusion matrix for centralized architecture with attitude output. 
 
According to Table 3.58, the accuracy, true faulty and precision parameters 
increase with increasing the fault severity and the false healthy parameter decreases; as 
for the higher severity faults, residual deviation from zero becomes more significant 
and improves the fault detection results. 
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3.6.4. Performance Comparison of the Architectures Based on Confusion 
Matrix Results 
In this section, the results that are obtained from the fault detection architectures 
are compared and discussed. In order to make a more objective comparison among the 
confusion matrix tables, the results are displayed with line charts. 
3.6.4.1. ANGULAR VELOCITY MEASUREMENT 
The confusion matrix parameters resulting from implementing the fault detection 
architectures on spacecraft formation flight with the angular velocity measurements are 
compared in this section. 
Figure 3.45 displays the change of accuracy for decentralized, semi-decentralized, 
and centralized detection architectures. It shows that for low severity faults (5% loss of 
effectiveness), the centralized architecture has the highest accuracy among the three 
architectures. The second more accurate architecture for low severity faults is the semi-
decentralized architecture. However, with increasing the severity of the fault, the 
decentralized architecture has more accurate detection results than the two other 
architectures. The accuracy of the semi-decentralized architecture for those faults is 
greater than the centralized architecture but so close together.  
For faults with less than 8% loss of effectiveness, the accuracy change rate is much 
greater than the higher severity faults. For faults with loss of effectiveness more than 





Figure 3.46 shows the change of false healthy parameter for decentralized, semi-
decentralized, and centralized architectures. According to this figure, the centralized 
architecture has the least false healthy misclassification for faults with loss of 
effectiveness less than 7%. The semi-decentralized architecture is the second 
architecture with less false healthy misclassification results for that severity of faults.  
For faults with loss of effectiveness more than 7%, the centralized and semi-
decentralized architectures show similar results. They demonstrate less false healthy 
misclassification than the decentralized architecture for faults between 7% and 13% loss 
of effectiveness. For faults with more than 13% loss of effectiveness, all of the three 
architectures have almost the same amount of false healthy misclassification.  

















Loss of Effectiveness (%) 
decentralized centralized semi-decentralized
Figure 3.45 Comparison of the accuracy for the decentralized, semi-decentralized, and centralized 
architectures with angular velocity measurement. 
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greater than the higher severity faults. For faults with loss of effectiveness more than 
14%, the false healthy result is almost constant. 
Figure 3.47 shows the change of true faulty parameter for the decentralized, semi-
decentralized, and centralized architectures. According to this figure, the centralized 
architecture has the highest true faulty detection for faults with loss of effectiveness less 
than 7%. The semi-decentralized architecture is the second architecture with higher true 
faulty results for that severity of faults.  
For faults with loss of effectiveness more than 7%, the centralized and semi-
decentralized architectures show similar results. They demonstrate more true fault 
detection than the decentralized architecture for faults between 7% and 13% loss of 
effectiveness. For the faults with more than 13% loss of effectiveness, all of the three 
 
Figure 3.46 Comparison of the false healthy for the decentralized, semi-decentralized, and centralized 























architectures have almost the same amount of true fault detection.  
For faults with less than 8% loss of effectiveness, the true faulty change rate is 
much greater than higher severity faults. For faults with loss of effectiveness more than 
14%, the true faulty result is almost constant. 
 
 
Figure 3.48 shows the changes of the precision parameter for the decentralized, semi-
decentralized, and centralized architectures. As can be seen in this figure, the 
centralized architecture has higher precision than the two other architectures for the 
faults less than 7% loss of effectiveness.  
For faults more than 8% loss of effectiveness, the centralized and semi-


















Loss of Effectiveness (%) 
decentralized semi-decentralized centralized
Figure 3.47 Comparison of the true faulty for the decentralized, semi-decentralized, and centralized 
architectures with angular velocity measurement. 
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architecture is more than the two other architectures for faults larger than 11% loss of 
effectiveness. 
   For faults with less than 8% loss of effectiveness, the precision change rate is 
much greater than for higher severity faults.  
 
 
Figure 3.49 shows the fault detection time delay for decentralized, semi-
decentralized, and centralized architectures. According to this figure, the centralized 
architecture has the least time delay for all severity of faults. The performance of the 
semi-decentralized architecture is close to the centralized architecture. The 
decentralized architecture has the biggest time delays which increase faster with 



















Loss of effectiveness (%) 
decentralized Centralized Semi-decentralized
Figure 3.48 Comparison of the precision for the decentralized, semi-decentralized, and centralized 
architectures with angular velocity measurement. 
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3.6.4.2. ATTITUDE MEASUREMENT 
The confusion matrix parameters resulting from implementing the fault detection 
architectures on spacecraft formation flight with the attitude measurements are 
compared in this section. 
Figure 3.50 displays the changes of accuracy for the decentralized, semi-
decentralized, and centralized architectures with attitude measurements. As can be seen 
in this figure, the centralized architecture has the highest accuracy for all values of loss 
of effectiveness. For faults with less than 18% loss of effectiveness, the results of semi-
decentralized architecture demonstrate more accuracy than the results of decentralized 
 
Figure 3.49 Comparison of the fault detection time delay for the decentralized, semi-decentralized, 
































architecture. However for faults with more than 18% loss of effectiveness, the 
decentralized architecture shows more accuracy than the semi-decentralized 
architecture. 
 
Figure 3.51 displays the change of the false healthy parameter for the 
decentralized, semi-decentralized, and centralized architectures. According to this 
figure, the decentralized architecture has the highest amount of false healthy 
misclassification for all values of loss of effectiveness. The centralized and semi-
decentralized architectures have similar results for false healthy parameter. With 
increasing the loss of effectiveness percentage, the performance of the decentralized 






















Loss of Effectivenss (%) 
Decentralized Semi-decentralized Centralized
Figure 3.50 Comparison of the accuracy for the decentralized, semi-decentralized, and centralized 
architectures with attitude measurement. 
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Figure 3.52 displays the change of the true faulty parameter for decentralized, 
semi-decentralized, and centralized architectures. According to this figure, the 
centralized and semi-decentralized architectures have similar results for false healthy 
parameter and have the highest true faulty detection for all percentages of loss of 
effectiveness. With increasing the loss of effectiveness percentage, the performance of 
the decentralized architecture becomes closer to the performance of semi-decentralized 
and centralized architectures. 
 
Figure 3.51 Comparison of the false healthy for the decentralized, semi-decentralized, and centralized 
























Figure 3.53 shows the changes of precision for the decentralized, semi-
decentralized, and centralized architectures. Based on this figure, the centralized 
architecture has the highest precision for all values of loss of effectiveness. The semi-
decentralized architecture is the second architecture and the decentralized architecture 





















Loss of Effectiveness (%) 
Decentralized Semi-decentralized Centralized
Figure 3.52 Comparison of the true faulty for the decentralized, semi-decentralized, and centralized 




Figure 3.54 displays the changes of fault detection time delay for the decentralized, 
semi-decentralized, and centralized architectures. According to this figure, the 
centralized architecture has the least amount of fault detection delay for all values of 
loss of effectiveness. The semi-decentralized performance is close to the centralized 






















Loss of Effectiveness (%) 
Decentralized Semi-decentralized Centralized
Figure 3.53 Comparison of the precision for the decentralized, semi-decentralized, and centralized 




3.6.5. Performance Comparison of the Attitude Measurement and the Angular 
Velocity Measurement 
In this section, the fault detection results of spacecraft formation flight with 
angular velocity measurement and attitude measurement are compared. Accuracy, false 
healthy, true faulty, precision, and fault detection delay are the confusion matrix 
parameters that will be discussed for decentralized, semi-decentralized, and centralized 
architectures. 
3.6.5.1. DECENTRALIZED ARCHITECTURE 
Changes of accuracy, false healthy, true faulty and precision are respectively 

























Loss of Effectiveness (%) 
Decentralized Centralized Semi-decentralized
Figure 3.54 Comparison of the fault detection delay for the decentralized, semi-decentralized, and 
centralized architectures with attitude measurement. 
 154 
 
spacecraft formation flight with angular velocity measurement demonstrates better 
performance than attitude measurement for all values of loss of effectiveness. With 
increasing the fault, their performance becomes closer. In angular velocity 
measurement, the parameters are changing fast for the faults with less than 8% loss of 
effectiveness, and for the more severe faults, the change rate is close to zero. However, 
the change rates of parameters in attitude measurement are almost constant for all 
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Angular Velocity Measurement Attitude Measurement
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Loss of Effectiveness (%) 
Angular Velocity Measurement Attitude Measurement
Figure 3.56 Comparing the false healthy of attitude and angular velocity measurement in the 
decentralized architecture. 





Figure 3.59 shows the changes of fault detection delay. As can be seen in this 
figure, the attitude measurement has less fault detection delay for the faults with less 
than 6% loss of effectiveness. However, the angular velocity measurement shows better 
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Attitude Measurement Angular Velocity Measurement





3.6.5.2. SEMI-DECENTRALIZED ARCHITECTURE 
Changes of accuracy, false healthy, true faulty and precision are respectively 
shown in Figure 3.60, Figure 3.61, Figure 3.62, and Figure 3.63.  
In Figure 3.60, one can see that for faults with less than 16% loss of effectiveness, 
the angular velocity measurement has higher accuracy than the attitude measurement. 
However, for faults with more than 17% loss of effectiveness, the accuracy of attitude 
measurement is higher.   
According to the Figure 3.61 to Figure 3.63, the change of false healthy, true faulty 
and precision parameters in a formation flight with angular velocity measurement are 
more acceptable than the attitude measurement. With increasing the severity of the 
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parameters are changing fast for those faults with less than 7% loss of effectiveness, and 
for the more severe faults, change rate is close to zero. However, the change rates of 
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Loss of Effectiveness (%) 
Angular Velocity Measurement Attitude Measurement
Figure 3.61 Comparing the false healthy of attitude and angular velocity measurement in the semi-
decentralized architecture. 





Figure 3.64 shows the fault detection delay. According to this figure, the detection 
delay in the angular velocity measurement is less than the detection delay in the 
attitude measurement for the faults severe than 9%. However, for fault less than 9%, 
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3.6.5.3. CENTRALIZED ARCHITECTURE 
Changes of accuracy, false healthy, true faulty and precision are respectively 
shown in Figure 3.65, Figure 3.66, Figure 3.67 and Figure 3.68. In all of these figures, the 
spacecraft formation flight with the angular velocity measurement has better 
performance than the attitude measurement for all values of loss of effectiveness. With 
increasing the fault, their performance becomes closer. In angular velocity 
measurement, the parameters are changing fast for faults less than 8% loss of 
effectiveness and after that, the change rate is close to zero. However, the change rates 
of the parameters in the attitude measurement are almost constant for all values of loss 
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Loss of Effectiveness (%) 
Angular Velocity Measurement Attitude Measurement
Figure 3.65 Comparing the precision of attitude and angular velocity measurement in the centralized 
architecture. 
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Lost of Effectiveness (%) 
Attitude Measurement Angular Velocity Measurement
Figure 3.67 Comparing the true faulty of attitude and angular velocity measurement in the centralized 
architecture. 




Figure 3.69 shows the changes of fault detection delay. According to this figure, 
for the faults with loss of effectiveness more than 10%, the formation with angular 
velocity measurement has more detection delay than the formation with attitude 
measurement. However, for faults less than 10%, the two measurements demonstrate 
close performance for the fault detection delay.   
In all three architectures, the figures related to the angular velocity measurement 




Figure 3.69 Line chart for comparing the fault detection delay of attitude and angular velocity 
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3.7.  CONCLUSION 
In this chapter, to describe the formation flying model, graph theory concepts and 
notations are first explained; afterwards, the formation model for healthy and faulty 
situations are presented. Three fault detection architectures for spacecraft formation 
flying are introduced including: decentralized, semi-decentralized, and centralized 
architectures based on the extended Kalman filter. In the simulation section, first the 
simulation results obtained from controlling the formation flight of spacecraft by using 
the decentralized virtual structure approach are presented and discussed. The results 
show that the control approach provides a stable and precise formation, which can be 
utilized for testing our proposed fault detection method. The results that are obtained 
by implementing the fault detection architectures on formation flying mission are 
presented.  
In the formation with angular velocity measurement, the fault detection delay of 
the centralized architecture is less than the two other architectures. Moreover, the semi-
decentralized architecture has less fault detection delay relative to the decentralized 
architecture. The results also show the highest true faulty detections and the least false 
healthy misclassifications for centralized architecture. Moreover, the semi-decentralized 
architecture shows more satisfying results for true faulty and false healthy parameters 
relative to the decentralized architecture. The precision parameter does not display 
constant relative behaviors. For low severity faults (less than 7% loss of effectiveness), 
the centralized architecture has higher precision. Between 7% and 11% loss of 
effectiveness, the three architectures have the same precision, and after 11%, the 
decentralized architecture shows higher precision; while the precision of centralized 
and semi-decentralized architecture are equal for those faults. The accuracy of 
decentralized architecture is higher than the semi-decentralized architecture, and the 
 166 
 
accuracy of semi-decentralized architecture is higher than the centralized architecture, 
for faults more than 6% loss of effectiveness. For lower severity faults, they show close 
accuracy performance. The false faulty and true healthy parameters present more 
desired performance for the decentralized architecture relative to the semi- 
decentralized, and for the semi-decentralized architecture relative to the centralized.  
To summarize, in the formation with angular velocity measurement the 
centralized architecture has the most success in announcing the occurrence of faults, but 
it has also more false alarms relative to the two other architectures. Besides, the 
decentralized architecture has the least percentage in announcing the occurrence of 
faults, but it has also the least amount of false alarms. 
In formations with attitude measurement, the fault detection delay of centralized 
architecture is less than the two other architectures. Moreover, the semi-decentralized 
architecture has less fault detection delay relative to the decentralized architecture. The 
true faulty and false healthy parameters have close behavior for the centralized and the 
semi-decentralized architectures. Their true faulty parameter is more than the true 
faulty parameter of decentralized architecture, and their false healthy parameter is less 
than the false healthy of decentralized architecture. The precision of the centralized 
architecture is more than the semi-decentralized, and the precision of the semi-
decentralised architecture is more than the decentralized. The accuracy of centralized 
architecture is more than the semi-decentralized and decentralized architectures. The 
semi-decentralized architecture has higher accuracy than decentralized architecture for 
faults less than 18% loss of effectiveness. The false faulty and true healthy parameters 
have the best result in the centralized architecture. The decentralized architecture shows 
better results for these parameters relative to semi-decentralized architecture. 
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To summarize, in the formation with attitude measurement, the centralized architecture 
has the most success in announcing the occurrence of faults, and it has also the least 
number of false alarms relative to the two other architectures. Besides, the decentralized 
architecture has the least percentage in announcing the occurrence of faults and it has 
fewer false alarms relative to semi-decentralized architecture. 
  The final conclusion that can be made among the performance of the 
architectures is the better performance of the centralized architecture relative to the 
semi-decentralized and decentralized architectures. However, the higher cost of the 
centralized architecture should also be considered, which is the result of the larger 
amount of computations involved with this detection method. The semi-decentralized 
architecture shows more reliable performance relative to the decentralized architecture. 
However, its computation cost is also higher than the decentralized architecture.   
The other conclusion that can be drawn from the results is the higher reliability of 
angular velocity measurement versus the attitude measurement in our fault detection 
method. In all three architectures, the results that are obtained from the angular velocity 
measurements show more desired performance for the accuracy, true faulty, false 
healthy, true healthy, false faulty, precision, and fault detection delay. This implies that 
the angular velocity sensors can make the missions more secure and safer, because the 




Chapter 4: FAULT ISOLATION IN 
FORMATION FLIGHT OF SPACECRAFT 
In this chapter, fault isolation algorithms are presented for isolating faults in 
decentralized, centralized, and semi-decentralized fault detection architectures which 
are proposed in Chapter 3. The objective of these algorithms is finding the exact location 
of fault in the formation based on evaluating the residual evaluation functions 
produced in the fault detection units.  
In the first section of this chapter, the fault isolation concept and the techniques 
proposed in the literature are explained. In the next section, our isolation approach 
based on structured residual set technique is generated. The isolation method is 
developed for decentralized, centralized, and semi-decentralized architectures. At the 
end of the chapter, the simulation results that are obtained by implementing the 
methods on simulated spacecraft formation flight are provided. 
4.1. FAULT ISOLATION  
The successful detection of a fault is followed by the fault isolation procedure 
which will distinguish (isolate) a particular fault from the others. If a fault is 
distinguishable from other faults by using one residual set (or a residual vector), it can 
be said that this fault is isolable by using this residual set (or residual vector). In order 
to achieve the isolation, several principles exist; at least three different approaches can 
be distinguished as: fixed direction residuals, structured residuals, and structured 
hypothesis test [11].  
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The idea of fixed direction residuals [33] is to design a directional residual vector 
which lies in a fixed and fault-specified direction in the residual space, in response to a 
particular fault. This approach has not been used extensively in the literature because of 
the problems associated with designing a residual vector with desired properties. 
The idea of structured residuals [96] is to design a set of structured residuals, 
where each residual is sensitive to a subset of faults and remains insensitive to the rest. 
The residual set which has the required sensitivity to specific faults and insensitivity to 
other faults is known as the structured residual set. Structured residuals have been 
widely used in the literature, in both theoretical and practical studies. 
The basic idea of structured hypothesis test [97] is to construct the diagnosis 
system by combining a set of hypothesis tests. A structured hypothesis test is a 
generalization and formalization of the structured-residuals method. The procedure of 
how the isolation is formed from the residuals is formalized by using a standard 
interpretation of the functionality of each hypothesis test. 
Following sections illustrate how the faults in spacecraft formation flying are 
isolated by using the structured residuals method and based on the residuals generated 
from the extended Kalman filter architectures.   
4.2. FAULT ISOLATION BY USING THE STRUCTURED RESIDUAL SET 
Assume a local extended Kalman filter for one single spacecraft. The innovation 
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As discussed in Chapter 3, two types of output measurements can be considered 
for a spacecraft: the attitude measurement and the angular velocity measurement. The 
innovation sequence produced in extended Kalman filter is different for each of these 
measurements. 
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The result of the occurrence of a fault in the actuator of a spacecraft is an 
undesired change in the torque of that actuator. According to the equation (2.16), it can 
be realized that the angular velocity parameters and quaternion parameters are not 
isolated, and changing the torque of one actuator can affect all parameters of the 
angular velocity and quaternion. But our simulation results show that changing the 
torque of the actuator of one axis have the most effect on the angular velocity around 
that specific axis. In the case of the attitude measurement, the innovation sequence 
vector (4.3) is based on the quaternion. Our simulation results also show that changing 
the torque of actuators x  , y  , and z  have the most effect respectively on 1q ,  2q , and 3q
. By using this fact, we propose our residual structured set method. At the end of this 
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chapter, we prove the truth of our claims by using the simulation results. 
4.2.1. Fault Isolation in the Decentralized Architecture 
In decentralized architecture, each spacecraft has an independent fault isolation 
(FI) unit which does not receive the output measurement or the control input 
information from other spacecraft in the formation.  
Assume  iJ t
3R  as the residual evaluation function obtained from the i -th FI 
unit of decentralized architecture described in Section 3.4.1, and the j -th entry of this 
vector is defined by    ij ijJ t e t , where ije is the j -th innovation sequence of the i -th 
spacecraft. Using the arrays of this matrix we build our residual structured set. 
The residual evaluation function obtained for the angular velocity measurements 
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The mean value of ( )iJ t  over the time window length of M can be obtained by 
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where m  is the sample number and M  is the window length. 
In light of this illustration, it is convenient to introduce some notations. Fault 
ijf  is 
the occurrence of fault in the j -th actuator of spacecraft # i . Our isolation method is 
based on the idea that the occurrence of fault 
ijf  causes ijg  to surpass the threshold ijT . 
In this situation, the indicator
ijr  changes from zero to one and announces the occurrence 
of fault in actuator # j  of spacecraft # i , that is  
   
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ijT  is selected as the sum of the mean and standard deviation of ijg . 
By considering the worst case analysis of 
ijg  corresponding to the healthy operation of 
spacecraft that are subject to the measurement noise, the thresholds are defined by 
     varij ij ijT mean g n g n 

The simulation results that are obtained by implementing this isolation technique 
on the decentralized FI architecture of spacecraft formation flying is presented in 
Section 4.3.1. 
4.2.2. Fault Isolation in the Semi-Decentralized Architecture 
In the semi-decentralized architecture, each spacecraft has a fault isolation unit 
which receives the output measurement and control input information from the 
neighboring spacecraft. Consider the innovation sequence matrix  
iN
e t  defined in 




     
     
1, ,1 1, ,2 1, ,3
, ,1 , ,2 , ,3
i i i
i
i i i i i i
N N N
N t
N N N N N N
e t e t e t
e





   
where  
, ,il N j
e t  for the angular velocity measurements is given by 
 
, , , , , ,
ˆ
i i il N j l N j l N j
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and for the attitude measurements is given by 
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, , , , , ,
ˆ
i i il N j l N j l N j
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Orbit -th semi-decentralized architecture of the 
formation, the three dimensional matrix 
3i iN NiL
 
  is defined where each array is 
given by   
     ilkj lj kjL t e t e t 

In the above definition, the effect of i
ljf  (fault of actuator # j  of spacecraft # l  in the 
semi-decentralized architecture # i ) on the k -th spacecraft of the formation is 
calculated, where , il k N . The mean value of ( )
i
lkjL t  over the time window length of M
can be obtained by 
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where m  is the sample number and M  is the window length. 
Using the test given below, the occurrence of faults in the i -th semi-decentralized 
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architecture can be isolated. The indicator iljr changes from zero to one during the fault 
of i
ljf , that is 
  
  
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According to the above evaluation test, actuator # j  of spacecraft # l  in the semi-
decentralized architecture # i  is considered healthy if at least one i
lkjg does not surpass 
the threshold. The threshold ilkjT  is selected as the sum of the mean and standard 
deviation of ilkjg . By considering the worst case analysis of 
i
lkjg  corresponding to the 
healthy operation of spacecraft that are subject to the measurement noise, the thresholds 
are defined by 
     vari i ilkj lkj lkjT mean g n g n 
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The simulation results that are obtained by implementing this isolation technique 
on the semi-decentralized FD architecture of spacecraft formation flying is presented in 
Section 4.3.2.  
4.2.3. Fault Isolation in the Centralized Architecture 
In centralized architecture, one fault detection and isolation unit detects the faults 
that may occur in the actuators of all spacecraft in the formation.  
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where  ije t  for the angular velocity measurements is given by 
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and for the attitude measurements is given by 
  ˆij ij ije t q q  
In order to isolate the faults in the formation, the three dimensional matrix 
3N NL    is defined where each array is given by   
     ikj ij kjL t e t e t 
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In the above definition, the effect of 
ijf  (fault of actuator # j  of spacecraft # i ) on 
the k -th spacecraft of the formation is calculated, where  , 1, ,i k N . The mean value 
of ( )ikjL t  over the time window length of M can be obtained by 
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where m  is the sample number and M  is the window length. 
Using the test given below, the occurrence of fault can be declared in actuator # j  
of spacecraft # i . In the faulty situation, the indicator ijr  changes from zero to one and 
shows the occurrence of fault ijf . Based on this condition, actuator # j  of spacecraft # i   
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is considered healthy if at least one 
ikjg does not surpass the threshold, that is  
  
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The threshold 
ikjT  is selected as the sum of the mean and standard deviation of ikjg . 
By considering the worst case analysis of 
ikjg  corresponding to the healthy operation of 
spacecraft that are subject to the measurement noise, the threshold is defined by 
     varikj ikj ikjT mean g n g n 

The simulation results that are obtained by implementing this isolation technique 
on the centralized FI architecture of spacecraft formation flying is presented in Section 
4.3.3. 
4.3. SIMULATION RESULTS 
In order to present the simulation results, three sections are considered for 
numerical confusion matrix tables.  These sections are entitled as decentralized 
isolation, semi-decentralized isolation, and centralized isolation. Each of these sections 
includes two different parts. The first part shows the results that are obtained by 
employing the isolation technique on the system with angular velocity measurement, 
and the second part shows the results that are obtained by employing the isolation 
technique on the system with attitude measurement.  After these three sections, the 
results are discussed and compared in a new section. 
The formation flight is controlled with virtual structure control topology. The 
spacecraft parameters, control gain parameters, disturbances, and noise in the 
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simulations are the same as the conditions applied for implementing the simulations in 
Chapter 3.  The fault scenarios include 5%, 6%, 7%, 8%, 10%, 15%, 20% and 25% loss of 
effectiveness in torque of actuator x, y, and z of spacecraft #1.  For each fault scenario, 
100 detected faults are considered for isolation.  
The spacecraft formation flying mission is the same as the mission considered for 
the fault detection scenarios. The initial attitude condition for each spacecraft with 
respect to the reference frame is [-50, 35, 80] degree which is equal to [0.1337, 0.4676, 
0.4582, 0.7440] in the quaternion. The initial condition for the formation is [29, 67, 8] 
degree which is equal to [0.1710, 0.5474, -0.0814, 0.8152] in the quaternion. The desired 
attitude for formation is [1, 1.5, 2] degree which is equal to [0.0085, 0.0132, 0.0173, 
0.9997] in the quaternion. The desired attitude of each spacecraft with respect to the 
formation frame is [18, 38, 39] degree which is equal to [0.0321, 0.3523, 0.2636, 0.8974] in 
the quaternion.  
The fault isolation time is the same as the fault detection time, because our 
isolation techniques are based on logical evaluations and does not contain any time 
delay. 
4.3.1. Decentralized Isolation Architecture 
In this section, the results that are obtained by implementing the decentralized 
isolation technique are presented.  The results are provided by using the confusion 










11f  12f  13f  
 
Predicted 
11f  XX   XY   XZ   
12f   YX   YY   YZ   
13f   ZX   ZY   ZZ   
Axis Accuracy (%)  1Acc   2Acc   3Acc   
Total Accuracy (%) Acc   
 Confusion matrix for the decentralized isolation. Table 4.1.
 
In Table 4.1, 
ijf is the occurrence of fault in actuator # j  of spacecraft # i . 
Parameter XX is the number of 11f faults that are isolated correctly. Parameter YX  is the 
number of 11f faults that are misclassified as 12f  fault. Parameter ZX is the number of 
11f  faults that are misclassified as 13f  fault. Parameter XY  is the number of 12f  faults 
that are misclassified as fault 11f . Parameter YY is the number of 12f  faults that are 
isolated correctly. Parameter  ZY  is the number of 12f  faults that are misclassified as 
fault 13f . Parameter XZ  is the number of 13f  faults that are misclassified as fault 11f . 
Parameter YZ is the number of  13f  faults that are misclassified as fault 12f . Parameter 
ZZ  is the number of 13f  faults that are isolated correctly. 
Parameter 1Acc  is the isolation accuracy for fault of actuator #1, parameter 2Acc  is 
the isolation accuracy for faults of actuator #2, and parameter 3Acc  is the isolation 
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accuracy for faults of actuator #3. Parameter Acc  is the mean of isolation accuracies of 



























                                                 (4.26) 
The faulty scenarios are first detected by using the decentralized fault detection 
architecture. For each faulty scenario, 100 detected faulty cases are tested. 
Parameter M  of equation (4.6), which is the window length, is set to 40 samples 
for our simulations. The thresholds are selected by using equation (4.7). For each 
threshold, 30 different healthy simulation missions of spacecraft that are subject to the 
measurement noise are executed and the threshold in each mission is calculated. 
Finally, the average of the thresholds is considered as the final threshold. 
4.3.1.1. ANGULAR VELOCITY MEASUREMENT 
In this section, the isolation results obtained from applying the decentralized 
isolation technique on spacecraft formation flying with angular velocity measurements 
are presented by confusion matrix tables. The thresholds are








11f  12f  13f  
 
Predicted 
11f  99 0 0 
12f   0 98 0 
13f   1 2 100 
Axis Accuracy (%)  99% 99% 100% 
Total Accuracy (%) 99.33% 
 Confusion matrix for the decentralized isolation of 25% reduction in loss of effectiveness. Table 4.2.




11f  12f  13f  
 
Predicted 
11f  99 0 0 
12f   0 99 0 
13f   1 1 100 
Axis Accuracy (%)  99% 99% 100% 
Total Accuracy (%) 99.33% 
 Confusion matrix for the decentralized isolation of 20% reduction in loss of effectiveness. Table 4.3.
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11f  12f  13f  
 
Predicted 
11f  99 0 0 
12f   0 96 0 
13f   1 4 100 
Axis Accuracy (%)  98% 96% 97% 
Total Accuracy (%) 97% 
 Confusion matrix for the decentralized isolation of 15% reduction in loss of effectiveness. Table 4.4.




11f  12f  13f  
 
Predicted 
11f  95 2 5 
12f   0 90 0 
13f   5 8 95 
Axis Accuracy (%)  95% 90% 95% 
Total Accuracy (%) 93.33% 
 Confusion matrix for the decentralized isolation of 10% reduction in loss of effectiveness. Table 4.5.
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11f  12f  13f  
 
Predicted 
11f  95 6 7 
12f   0 84 0 
13f   5 10 93 
Axis Accuracy (%)  95% 84% 93% 
Total Accuracy (%) 90% 
 Confusion matrix for the decentralized isolation of 8% reduction in loss of effectiveness. Table 4.6.




11f  12f  13f  
 
Predicted 
11f  95 4 7 
12f   0 82 0 
13f   5 14 93 
Axis Accuracy (%)  95% 82% 93% 
Total Accuracy (%) 88% 
 Confusion matrix for the decentralized isolation of 7% reduction in loss of effectiveness. Table 4.7.
 183 
 




11f  12f  13f  
 
Predicted 
11f  95 10 7 
12f   0 65 0 
13f   5 25 93 
Axis Accuracy (%)  95% 65% 93% 
Total Accuracy (%) 84.33% 
 Confusion matrix for the decentralized isolation of 6% reduction in loss of effectiveness. Table 4.8.




11f  12f  13f  
 
Predicted 
11f  93 17 8 
12f   0 38 0 
13f   7 45 92 
Axis Accuracy (%)  93% 38% 92% 
Total Accuracy (%) 74.33% 
 Confusion matrix for the decentralized isolation of 5% reduction in loss of effectiveness. Table 4.9.
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According to Table 4.2 to Table 4.9, with decreasing the loss of effectiveness 
percentage, the accuracy of fault isolation is reduced. It also shows that for the faults 
with less than 10% loss of effectiveness, the faults of actuator y are isolated with less 
amount of accuracy in comparison with the faults of actuators x and z. Small changes in 
the torque of actuator y has less effect on 12  in comparison with the effect of the same 
changes in torque of actuator x on 11 , and effect of the same changes in torque of 
actuator z on 13 . This difference can cause an increase in the false healthy detection of 
low severity faults of actuator y in comparison with the same severity faults in actuator 
x and z. Therefore, the numbers of false faulty detections among the 100 faulty detected 
scenarios of actuator y are higher than the two other actuators. Then, lower accuracy of 
fault isolation for actuator y is the result of fault isolation for more false faulty 
detections comparing to actuators x and z. 
4.3.1.2. ATTITUDE MEASUREMENT 
In this section, the isolation results obtained from applying the decentralized 
isolation technique on spacecraft formation flying with attitude measurements are 
presented by confusion matrix tables. The thresholds are











11f  12f  13f  
 
Predicted 
11f  77 0 5 
12f   5 82 15 
13f   18 18 80 
Axis Accuracy (%)  77% 83% 80% 
Total Accuracy (%) 80.33% 
  Confusion matrix for the decentralized isolation of 25% reduction in loss of effectiveness. Table 4.10.




11f  12f  13f  
 
Predicted 
11f  89 0 0 
12f   2 87 7 
13f  9 13 93 
Axis Accuracy (%)  89% 88% 93% 
Total Accuracy (%) 90% 
  Confusion matrix for the decentralized isolation of 20% reduction in loss of effectiveness. Table 4.11.
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11f  12f  13f  
 
Predicted 
11f  88 0 0 
12f   2 85 8 
13f   10 15 92 
Axis Accuracy (%)  89% 85% 92% 
Total Accuracy (%) 88.33% 
  Confusion matrix for the decentralized isolation of 15% reduction in loss of effectiveness. Table 4.12.




11f  12f  13f  
 
Predicted 
11f  88 0 1 
12f   2 62 9 
13f   10 38 90 
Axis Accuracy (%)  88% 62% 90% 
Total Accuracy (%) 80% 
  Confusion matrix for the decentralized isolation of 10% reduction in loss of effectiveness. Table 4.13.
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11f  12f  13f  
 
Predicted 
11f  85 3 2 
12f   3 43 10 
13f   12 54 88 
Axis Accuracy (%)  85% 43% 88% 
Total Accuracy (%) 72% 
  Confusion matrix for the decentralized isolation of 8% reduction in loss of effectiveness. Table 4.14.




11f  12f  13f  
 
Predicted 
11f  79 3 2 
12f   6 40 12 
13f   15 57 86 
Axis Accuracy (%)  79% 40% 86% 
Total Accuracy (%) 68.66% 
  Confusion matrix for the decentralized isolation of 7% reduction in loss of effectiveness. Table 4.15.
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11f  12f  13f  
 
Predicted 
11f  73 5 3 
12f   7 30 15 
13f   20 65 82 
Axis Accuracy (%)  73% 30% 82% 
Total Accuracy (%) 62% 
  Confusion matrix for the decentralized isolation of 6% reduction in loss of effectiveness. Table 4.16.




11f  12f  13f  
 
Predicted 
11f  60 5 3 
12f   9 27 19 
13f   31 68 78 
Axis Accuracy (%)  60% 27% 78% 
Total Accuracy (%) 55% 
  Confusion matrix for the decentralized isolation of 5% reduction in loss of effectiveness. Table 4.17.
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According to Table 4.10 to Table 4.17, for the faults with equal to and less than 20% 
severity, the faults of actuator y are isolated with less amount of accuracy in comparison 
with the faults of actuators x and z. The reason is similar to the reason explained for the 
angular velocity results. Small changes in the torque of actuator y has less effect on 12q  
in comparison with the effect of the same changes in torque of actuator x on 11q , and 
effect of the same changes in torque of actuator z on 13q . This difference can cause an 
increase in the false healthy detection of low severity faults of actuator y in comparison 
with the same severity faults in actuators x and z. Therefore, the numbers of false faulty 
detections among the 100 faulty detected scenarios of actuator y are higher than the two 
other actuators. Then, lower accuracy of fault isolation for actuator y is the result of 
fault isolation for more false faulty detections comparing to actuators x and z. 
According to Table 4.10 to Table 4.17, with decreasing the loss of effectiveness 
percentage, the accuracy of fault isolation is reduced. But, this is true for the faults with 
equal to and less than 20% loss of effectiveness. Table 4.10, Table 4.11, and Table 4.12 
show that the fault isolation accuracy for 25% fault is less 20% and 15% fault. The 
reason of this behavior change is the couplings that exist among the quaternions.  The 
coupling effect is more significant for larger changes in the torque of the actuators. 
Therefore, with increasing the fault severity, the coupling effect will increase and can 
cause to more incorrect isolation. We name the increasing of isolation accuracy relative 
to the increasing of fault, as the normal behavior. Here, it can said that in the attitude 
measurement, the coupling effect overcome the normal behavior of isolation accuracy 
for the faults more than 15% loss of effectiveness. 
4.3.2. Semi-decentralized Isolation Architecture 
In this section, the results that are obtained by implementing the semi-
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decentralized isolation technique on spacecraft #1 of formation flight are presented.  
The results are provided by using the confusion matrix tables. Table 4.18 shows the 
confusion matrix arrangement for the semi-centralized isolation. 
In Table 4.18, 
ijf is the occurrence of fault in actuator # j  of spacecraft # i . 
Parameter 1A is the number of 11f faults that are isolated correctly. Parameter 2A  is the 
number of 11f faults that are misclassified as 12f  fault. Parameter 3A  is the number of 11f  
faults that are misclassified as 13f  fault. Parameter 4A  is the number of 11f  faults that are 
misclassified as 21f  fault. Parameter 5A   is the number of 11f  faults that are misclassified 
as 22f  fault. Parameter 6A   is the number of 11f  faults that are misclassified as 23f  fault. 
Parameter 7A  is the number of 11f  faults that are misclassified as 31f  fault. Parameter 8A  
is the number of 11f  faults that are misclassified as 32f  fault. Parameter 9A  is the 
number of 11f  faults that are misclassified as 33f  fault.  
Parameter 1B  is the number of 12f faults that are misclassified as 11f  fault. 
Parameter 2B  is the number of 12f  faults that are isolated correctly. Parameter 3B  is the 
number of 12f  faults that are misclassified as 13f  fault. Parameter 4B is the number of 12f  
faults that are misclassified as 21f  fault. Parameter 5B is the number of 12f  faults that are 
misclassified as 22f  fault. Parameter 6B is the number of 12f  faults that are misclassified 
as 23f  fault. Parameter 7B is the number of 12f  faults that are misclassified as 31f  fault. 
Parameter 8B is the number of 12f  faults that are misclassified as 32f  fault. Parameter 9B
is the number of 12f  faults that are misclassified as 33f  fault.  
Parameter 1C  is the number of 13f faults that are misclassified as 11f  fault. 
Parameter 2C  is the number of 13f  faults that are misclassified as 12f  fault. Parameter 3C  
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is the number of 13f  faults that are isolated correctly. Parameter 4C is the number of 13f  
faults that are misclassified as 21f  fault. Parameter 5C is the number of 13f  faults that are 
misclassified as 22f  fault. Parameter 6C is the number of 13f  faults that are misclassified 
as 23f  fault. Parameter 7C is the number of 13f  faults that are misclassified as 31f  fault. 
Parameter 8C is the number of 13f  faults that are misclassified as 32f  fault. Parameter 9C
is the number of 13f  faults that are misclassified as 33f  fault.  
Parameter 1Acc  is the isolation accuracy for fault of actuator #1, parameter 2Acc  is 
the isolation accuracy for faults of actuator #2, and parameter 3Acc  is the isolation 




1 2 3 4 5 6 7 8 9
A
Acc
A A A A A A A A A

       
                                    (4.27) 
2
2
1 2 3 4 5 6 7 8 9
B
Acc
B B B B B B B B B

       
                                    (4.28)  
3
3
1 2 3 4 5 6 7 8 9
C
Acc
C C C C C C C C C

       






                                                     (4.30) 
The faulty scenarios are first detected by using the semi-decentralized fault 
detection architecture. For each faulty scenario, 100 detected faulty cases are tested. 
Parameter M  of equation (4.13), which is the window length, is set to 40 samples 
for our simulations. The thresholds are selected by using the equation (4.15). For each 
threshold, 30 different healthy simulation missions of spacecraft that are subject to the 
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measurement noise are executed and the threshold in each mission is calculated. 

















11f  1A   1B   1C   
12f  2A  2B  2C  
13f  3A  3B  3C  
21f  4A  4B  4C  
22f  5A  5B  5C  
23f  6A  6B  6C   
31f  7A  7B  7C  
32f  8A  8B  8C  
33f  9A  9B  9C  
Axis Accuracy (%) 1Acc  2Acc   3Acc   
Accuracy (%) Acc  
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4.3.2.1. ANGULAR VELOCITY MEASUREMENT 
In this section, the isolation results obtained by applying the semi-decentralized 
isolation technique on spacecraft formation flying with angular velocity measurements 




























































  Confusion matrix for the semi-decentralized isolation of 25% reduction in loss of effectiveness. Table 4.19.
 
 
25% Reduction in 
Effectiveness Factor 
Actual 






11f  100 0 0 
12f  0 99 0 
13f  0 0 100 
21f  0 0 0 
22f  0 1 0 
23f  0 0 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
Axis Accuracy (%) 100% 99% 100% 







 Confusion matrix for the semi-decentralized isolation of 20% reduction in loss of effectiveness. Table 4.20.
 
 
20% Reduction in 
Effectiveness Factor 
Actual 






11f  99 0 0 
12f  0 98 0 
13f  0 0 99 
21f  1 0 0 
22f  0 2 0 
23f  0 0 1 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
Axis Accuracy (%) 99% 98% 99% 






  Confusion matrix for the semi-decentralized isolation of 15% reduction in loss of effectiveness. Table 4.21.
 
15% Reduction in 
Effectiveness Factor 
Actual 






11f  99 0 0 
12f  0 96 0 
13f   0 0 99 
21f  1 0 0 
22f  0 3 0 
23f  0 0 1 
31f  0 0 0 
32f  0 1 0 
33f  0 0 0 
Axis Accuracy (%) 99% 96% 99% 










10% Reduction in 
Effectiveness Factor 
Actual 






11f  98 0 0 
12f  0 90 0 
13f  0 0 98 
21f  2 0 0 
22f  0 7 0 
23f  0 0 2 
31f  0 0 0 
32f  0 3 0 
33f  0 0 0 
Axis Accuracy (%) 98% 90% 98% 






  Confusion matrix for the semi-decentralized isolation of 8% reduction in loss of effectiveness. Table 4.23.
 
 
8% Reduction in 
Effectiveness Factor 
Actual 






11f  97 0 0 
12f  0 84 0 
13f  0 0 95 
21f  2 0 0 
22f  0 10 0 
23f  0 1 5 
31f  1 1 0 
32f  0 4 0 
33f  0 0 0 
Axis Accuracy (%) 97% 84% 95% 










 Confusion matrix for the semi-decentralized isolation of 7% reduction in loss of effectiveness Table 4.24.
 
7% Reduction in 
Effectiveness Factor 
Actual 






11f  97 0 0 
12f  0 81 0 
13f  0 1 95 
21f  2 0 0 
22f  0 14 0 
23f  0 0 5 
31f  1 0 0 
32f  0 4 0 
33f  0 0 0 
Axis Accuracy (%) 97% 81 95% 






 Confusion matrix for the semi-decentralized isolation of 6% reduction in loss of effectiveness. Table 4.25.
 
 
6% Reduction in 
Effectiveness Factor 
Actual 






11f  96 0 0 
12f  0 72 0 
13f  0 2 93 
21f  2 0 0 
22f  1 16 0 
23f  0 3 4 
31f  1 1 0 
32f  0 3 0 
33f  0 3 3 
Axis Accuracy (%) 96% 72% 93% 







 Confusion matrix for the semi-decentralized isolation of 5% reduction in loss of effectiveness. Table 4.26.
 
 
5% Reduction in 
Effectiveness Factor 
Actual 






11f  92 0 0 
12f  0 58 0 
13f  0 2 87 
21f  3 3 0 
22f  2 17 0 
23f  0 5 11 
31f  4 5 0 
32f  0 5 0 
33f  1 5 2 
Axis Accuracy (%) 92% 585 87% 
Accuracy (%) 79% 
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According to Table 4.19 to Table 4.26, with decreasing the loss of effectiveness 
percentage, the accuracy of fault isolation is reduced. It also shows that the faults of 
actuator y are isolated with less amount of accuracy in comparison with the faults of 
actuators x and z.  
4.3.2.2. ATTITUDE MEASUREMENT 
In this section, the isolation results obtained from applying the semi-decentralized 
isolation technique on spacecraft formation flying with attitude measurements are 
































































 Confusion matrix for the semi-decentralized isolation of 25% reduction in loss of effectiveness. Table 4.27.
 
 
25% Reduction in 
Effectiveness Factor 
Actual 






11f  87 1 2 
12f  2 86 9 
13f  8 8 85 
21f  1 0 0 
22f  0 2 0 
23f  0 0 2 
31f  2 0 0 
32f  0 2 0 
33f  0 1 2 












 Confusion matrix for the semi-decentralized isolation obtained of 20% reduction in loss of Table 4.28.
effectiveness. 
 
20% Reduction in 
Effectiveness Factor 
Actual 






11f  93 1 1 
12f  0 91 3 
13f  2 3 89 
21f  2 0 0 
22f  0 2 0 
23f  0 1 3 
31f  2 0 0 
32f  0 1 1 
33f  1 1 3 
Axis Accuracy 93% 91% 89% 











  Confusion matrix for the semi-decentralized isolation of 15% reduction in loss of effectiveness. Table 4.29.
 
 
15% Reduction in 
Effectiveness Factor 
Actual 






11f  95 0 1 
12f  0 89 2 
13f  1 2 91 
21f  3 0 0 
22f  0 2 0 
23f  0 0 2 
31f  1 0 0 
32f  0 4 0 
33f  0 3 4 











  Confusion matrix for the semi-decentralized isolation of 10% reduction in loss of effectiveness. Table 4.30.
 
 
10% Reduction in 
Effectiveness Factor 
Actual 






11f  90 4 1 
12f  0 79 0 
13f  1 4 88 
21f  3 2 0 
22f  0 3 1 
23f  1 0 3 
31f  5 0 0 
32f  0 5 0 
33f  0 3 8 













8% Reduction in 
Effectiveness Factor 
Actual 






11f  80 8 6 
12f  3 68 0 
13f  1 12 77 
21f  2 0 0 
22f  0 3 0 
23f  3 0 8 
31f  8 0 0 
32f  1 7 0 
33f  2 2 9 








  Confusion matrix for the semi-decentralized isolation of 7% reduction in loss of effectiveness. Table 4.32.
 
 
7% Reduction in 
Effectiveness Factor 
Actual 






11f  87 6 17 
12f  0 68 1 
13f  0 8 50 
21f  4 0 0 
22f  0 6 3 
23f  2 0 11 
31f  7 0 0 
32f  0 8 0 
33f  0 4 18 







  Confusion matrix for the semi-decentralized isolation of 6% reduction in loss of effectiveness. Table 4.33.
 
 
6% Reduction in 
Effectiveness Factor 
Actual 






11f  71 5 25 
12f  2 49 0 
13f  2 15 68 
21f  11 5 0 
22f  1 18 2 
23f  0 0 0 
31f  10 0 0 
32f  2 4 0 
33f  1 4 5 








  Confusion matrix for the semi-decentralized isolation of 5% reduction in loss of effectiveness. Table 4.34.
 
 
5% Reduction in 
Effectiveness Factor 
Actual 






11f  68 15 20 
12f  2 40 0 
13f  2 20 64 
21f  13 0 0 
22f  1 10 5 
23f  0 0 0 
31f  12 1 0 
32f  2 8 0 
33f  0 6 11 




According to Table 4.27 to Table 4.34, for the faults less 15% loss of effectiveness, 
with decreasing the loss of effectiveness percentage, the accuracy of fault isolation is 
reduced. But for the faults more than 15%, with increasing the loss of effectiveness, the 
isolation accuracy decrease. This nonconsistent behavior is the result of coupling that 
existed among the quaternions, which shows itself more for the high severity faults.  It 
also shows that the faults of actuator y and z are isolated with less amount of accuracy 
in comparison with the faults of actuators x.  
4.3.3. Centralized Isolation Architecture 
In this section, the results that are obtained by implementing the centralized 
isolation technique are presented.  The results are stated by using the confusion matrix 
tables.  Table 4.35 shows the confusion matrix arrangement for the centralized isolation. 
In Table 4.35, 
ijf is the occurrence of fault in actuator # j  of spacecraft # i . 
Parameter 1A is the number of 11f faults that are isolated correctly. Parameter 2A  is the 
number of 11f faults that are misclassified as 12f  fault. Parameter 3A  is the number of 11f  
faults that are misclassified as 13f  fault. Parameter 4A  is the number of 11f  faults that are 
misclassified as 21f  fault. Parameter 5A  is the number of 11f  faults that are misclassified 
as 22f  fault. Parameter 6A  is the number of 11f  faults that are misclassified as 23f  fault. 
Parameter 7A  is the number of 11f  faults that are misclassified as 31f  fault. Parameter 8A  
is the number of 11f  faults that are misclassified as 32f  fault. Parameter 9A  is the 
number of 11f  faults that are misclassified as 33f  fault. Parameter 10A  is the number of 
11f  faults that are misclassified as 41f  fault. Parameter 11A  is the number of 11f  faults 
that are misclassified as 42f  fault. Parameter 12A  is the number of 11f  faults that are 
misclassified as 43f  fault. 
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Parameter 1B  is the number of 12f faults that are misclassified as 11f  fault. 
Parameter 2B  is the number of 12f  faults that are isolated correctly. Parameter 3B  is the 
number of 12f  faults that are misclassified as 13f  fault. Parameter 4B is the number of 12f  
faults that are misclassified as 21f  fault. Parameter 5B is the number of 12f  faults that are 
misclassified as 22f  fault. Parameter 6B is the number of 12f  faults that are misclassified 
as 23f  fault. Parameter 7B is the number of 12f  faults that are misclassified as 31f  fault. 
Parameter 8B is the number of 12f  faults that are misclassified as 32f  fault. Parameter 9B
is the number of 12f  faults that are misclassified as 33f  fault. Parameter 10B is the 
number of 12f  faults that are misclassified as 41f  fault. Parameter 11B is the number of 
12f  faults that are misclassified as 42f  fault. Parameter 12B is the number of 12f  faults that 
are misclassified as 43f  fault. 
Parameter 1C  is the number of 13f faults that are misclassified as 11f   fault. 
Parameter 2C   is the number of 13f  faults that are misclassified as 12f  fault. Parameter 
3C  is the number of 13f  faults that are isolated correctly. Parameter 4C is the number of 
13f  faults that are misclassified as 21f  fault. Parameter 5C is the number of 13f  faults that 
are misclassified as 22f  fault. Parameter 6C is the number of 13f  faults that are 
misclassified as 23f  fault. Parameter 7C is the number of 13f  faults that are misclassified 
as 31f  fault. Parameter 8C is the number of 13f  faults that are misclassified as 32f  fault. 
Parameter 9C is the number of 13f  faults that are misclassified as 33f  fault. Parameter 
10C is the number of 13f  faults that are misclassified as 41f  fault. Parameter 11C is the 
number of 13f  faults that are misclassified as 42f  fault. Parameter 12C is the number of 
13f  faults that are misclassified as 43f  fault. 
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Parameter 1Acc  is the isolation accuracy for fault of actuator #1, parameter 2Acc  is 
the isolation accuracy for faults of actuator #2, and parameter 3Acc  is the isolation 
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The faulty scenarios are first detected by using the centralized fault detection 
architecture. For each faulty scenario, 100 detected faulty cases are tested. 
Parameter M  of equation (4.20), which is the window length, is set to 40 samples 
for our simulations. The thresholds are selected by using the equation (4.22). For each 
threshold, 30 different healthy simulation missions of spacecraft that are subject to the 
measurement noise are executed and the threshold in each mission is calculated. 
































 Confusion matrix for the centralized isolation. Table 4.35.
Reduction in Effectiveness 
Factor (%) 
Actual 







11f  1A   1B   1C   
12f  2A  2B  2C  
13f  3A  3B  3C  
21f  4A  4B  4C  
22f  5A  5B  5C  
23f  6A  6B  6C  
31f  7A  7B  7C  
32f  8A  8B  8C  
33f  9A  9B  9C  
41f  10A  10B  10C  
42f  11A  11B  11C  
43f  12A  12B  12C  
Axis Accuracy (%) 
1Acc   2Acc   3Acc   




4.3.3.1. ANGULAR VELOCITY MEASUREMENT 
In this section, the isolation results obtained from applying the centralized 
isolation technique on spacecraft formation flying with angular velocity measurements 




































































































 Confusion matrix for the centralized isolation of 25% reduction in loss of effectiveness. Table 4.36.
25% Reduction in  
Effectiveness Factor 
Actual 








11f  100 0 0 
12f  0 99 0 
13f  0 0 100 
21f  0 0 0 
22f  0 1 0 
23f  0 0 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
41f  0 0 0 
42f  0 0 0 
43f  0 0 0 
Axis Accuracy 100% 99% 100% 

















 Confusion matrix for the centralized isolation of 20% reduction in loss of effectiveness. Table 4.37.
 
20% Reduction in 
Effectiveness Factor 
Actual 








11f  100 0 0 
12f  0 99 0 
13f  0 0 100 
21f  0 0 0 
22f  0 1 0 
23f  0 0 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
41f  0 0 0 
42f  0 0 0 
43f  0 0 0 
Axis Accuracy 100% 99% 100% 
















 Confusion matrix for the centralized isolation of 15% reduction in loss of effectiveness. Table 4.38.
 
15% Reduction in 
Effectiveness Factor 
Actual 








11f  100 0 0 
12f  0 99 0 
13f  0 0 100 
21f  0 0 0 
22f  0 1 0 
23f  0 0 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
41f  0 0 0 
42f  0 0 0 
43f  0 0 0 
Axis Accuracy 100% 99% 100% 





 Confusion matrix for the centralized isolation of 10% reduction in loss of effectiveness. Table 4.39.
10% Reduction in 
Effectiveness Factor 
Actual 








11f  100 0 0 
12f  0 97 0 
13f  0 0 97 
21f  0 0 0 
22f  0 1 0 
23f  0 0 1 
31f  0 0 0 
32f  0 1 0 
33f  0 0 0 
41f  0 0 0 
42f  0 1 1 
43f  0 0 1 
Axis Accuracy 100% 97% 97% 




 Confusion matrix for the centralized isolation of 8% reduction in loss of effectiveness. Table 4.40.
8% Reduction in 
Effectiveness Factor 
Actual 







11f  99 0 0 
12f  0 93 0 
13f  0 1 95 
21f  1 0 0 
22f  0 2 0 
23f  0 0 2 
31f  0 0 0 
32f  0 1 1 
33f  0 0 0 
41f  0 0 0 
42f  0 3 0 
43f  0 0 2 
Axis Accuracy 99% 93% 95% 







  Confusion matrix for the centralized isolation of 7% reduction in loss of effectiveness. Table 4.41.
7% Reduction in 
Effectiveness Factor 
Actual 







11f  97 0 0 
12f  0 89 0 
13f  0 0 94 
21f  2 0 0 
22f  0 7 0 
23f  0 0 2 
31f  0 0 0 
32f  0 1 0 
33f  0 0 2 
41f  1 1 0 
42f  0 2 0 
43f  0 0 2 
Axis Accuracy 97% 89% 94% 










  Confusion matrix for the centralized isolation of 6% reduction in loss of effectiveness. Table 4.42.
6% Reduction in Effectiveness 
Factor 
Actual 







11f  96 0 0 
12f  0 83 0 
13f  0 0 92 
21f  2 0 0 
22f  0          10 0 
23f  0 0 3 
31f  0 0 0 
32f  0 4 0 
33f  0 0 1 
41f  2 0 0 
42f  0 3 0 
43f  0 0 4 
Axis Accuracy 96% 83% 92% 
Total Accuracy 90.33% 
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  Confusion matrix for the centralized isolation of 5% reduction in loss of effectiveness. Table 4.43.
5% Reduction in 
Effectiveness Factor 
Actual 







11f  90 0 0 
12f  0 74 0 
13f  0 0 88 
21f  3 0 0 
22f  0 15 0 
23f  0 0 5 
31f  0 0 0 
32f  0 7 0 
33f  0 0 0 
41f  7 0 0 
42f  0 4 0 
43f  0 0 7 
Axis Accuracy 90% 74% 88% 
Total Accuracy 84% 
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According to 0 to Table 4.43, with decreasing the loss of effectiveness percentage, 
the accuracy of fault isolation is reduced. It also shows that the faults of actuator y and z 
are isolated with less amount of accuracy in comparison with the faults of actuators x.  
4.3.3.2. ATTITUDE MEASUREMENT 
In this section, the isolation results obtained from applying the centralized 
isolation technique on spacecraft formation flying with attitude measurements are 



























































































  Confusion matrix for the centralized isolation of 25% reduction in loss of effectiveness. Table 4.44.
25% Reduction in 
Effectiveness Factor 
Actual 







11f  89 0 2 
12f  1 90 6 
13f  6 8 91 
21f  0 0 0 
22f  0 0 0 
23f  0 0 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
41f  4 0 0 
42f  0 2 0 
43f  0 0 1 
Axis Accuracy 89% 90% 91% 


















  Confusion matrix for the centralized isolation of 20% reduction in loss of effectiveness. Table 4.45.
20% Reduction in 
Effectiveness Factor 
Actual 







11f  97 0 1 
12f  0 91 3 
13f  3 5 92 
21f  0 0 1 
22f  0 1 0 
23f  0 0 0 
31f  0 0 1 
32f  0 1 0 
33f  0 0 0 
41f  0 0 0 
42f  1 1 1 
43f  0 0 1 
Axis Accuracy 97% 92% 92% 




















  Confusion matrix for the centralized isolation of 15% reduction in loss of effectiveness. Table 4.46.
15% Reduction in 
Effectiveness Factor 
Actual 







11f  99 1 1 
12f  0 94 2 
13f  1 1 95 
21f  0 1 0 
22f  0 1 0 
23f  0 0 0 
31f  0 0 1 
32f  0 0 0 
33f  0 0 0 
41f  0 0 0 
42f  0 2 0 
43f  0 0 1 
Axis Accuracy 99% 94% 95% 




















  Confusion matrix for the centralized isolation of 10% reduction in loss of effectiveness. Table 4.47.
10% Reduction in 
Effectiveness Factor 
Actual 







11f  96 2 1 
12f  0 67 1 
13f  0 16 88 
21f  1 3 3 
22f  0 2 0 
23f  0 1 4 
31f  0 0 0 
32f  0 6 0 
33f  0 0 2 
41f  3 0 0 
42f  0 2 0 
43f  0 1 1 
Axis Accuracy 95% 84% 91% 




















  Confusion matrix for the centralized isolation of 8% reduction in loss of effectiveness. Table 4.48.
8% Reduction in 
Effectiveness Factor 
Actual 







11f  93 3 1 
12f  0 70 1 
13f  0 16 85 
21f  0 7 4 
22f  3 2 0 
23f  0 0 5 
31f  0 0 0 
32f  0 0 0 
33f  0 0 2 
41f  4 0 0 
42f  0 2 0 
43f  0 0 2 
Axis Accuracy 93% 70% 85% 




















  Confusion matrix for the centralized isolation of 7% reduction in loss of effectiveness. Table 4.49.
7% Reduction in 
Effectiveness Factor 
Actual 







11f  84 3 0 
12f  0 60 2 
13f  0 23 81 
21f  1 8 2 
22f  0 0 0 
23f  0 0 12 
31f  5 0 0 
32f  0 0 0 
33f  0 0 3 
41f  10 0 0 
42f  0 6 0 
43f  0 0 0 
Axis Accuracy 84% 60% 81% 




















  Confusion matrix for the centralized isolation of 6% reduction in loss of effectiveness. Table 4.50.
6% Reduction in 
Effectiveness Factor 
Actual 







11f  75 2 4 
12f  3 4 70 
13f  10 51 17 
21f  0 23 3 
22f  0 0 0 
23f  0 16 0 
31f  0 0 0 
32f  0 0 3 
33f  0 4 0 
41f  12 0 0 
42f  0 0 3 
43f  0 0 0 
Axis Accuracy 75% 51% 70% 




















  Confusion matrix for the centralized isolation of 5% reduction in loss of effectiveness. Table 4.51.
5% Reduction in 
Effectiveness Factor 
Actual 








11f  72 10 9 
12f  0 15 65 
13f  5 0 22 
21f  0 0 0 
22f  7 0 0 
23f  0 20 0 
31f  0 0 0 
32f  0 0 0 
33f  0 0 0 
41f  16 0 0 
42f  0 0 0 
43f  0 4 4 
Axis Accuracy 72% 47% 65% 
Total Accuracy 64% 
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According to Table 4.44 to Table 4.51, for the fault less than 15% loss of 
effectiveness, with decreasing the loss of effectiveness percentage, the accuracy of fault 
isolation is reduced. But, for the faults with the loss of effectiveness more than 15%, 
with increasing the fault severity the accuracy decreases. The reason of this 
nonconsistant behavior is the coupling that exists among the quaternion parameters, 
which shows itself more for the high severity faults. It also shows that the faults of 
actuator y are isolated with less amount of accuracy in comparison with the faults of 
actuators x and z.  
4.4. COMPARING AND DISCUSSING THE RESULTS 
In this section, the results that are obtained by implementing the proposed 
isolation techniques, which have been presented in Section 4.3, are discussed. In order 
to make this discussion easier, we compare the performances by using a line chart. In 
each figure, the horizontal axis shows the change of loss of effectiveness factor from 5% 
to 25%, and the vertical axis shows the changes of accuracy with respect to the loss of 
effectiveness.  
4.4.1. Comparing the Isolation Accuracy of the Decentralized, Centralized, 
and Semi-decentralized Architectures 
As can be seen in Figure 4.1, for the formations with angular velocity 
measurements, with increasing the fault percentage, the accuracies are increased. The 
figure also demonstrates that the isolation results obtained by the centralized isolating 
technique are more accurate than the decentralized and semi-decentralized techniques. 
The results of semi-decentralized technique are also more accurate than the 
decentralized technique. In centralized isolation, the information of all of the satellites 
in the formation has been used. The computations are more than the two other 
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techniques, but the result is more accurate. In semi-decentralized isolation, the 
information of the nearest neighbor satellites have been used to find the location of the 
fault. The information used in this method are less than the centralized technique, but 
more than the decentralized technique. Therefore, the semi-decentralized isolation is 
less accurate than centralized isolation, but more accurate than the decentralized 
isolation. Also, the required computations in semi-decentralized technique are more 
than centralized technique and less than decentralized technique.  
For the faults less than 8% loss of effectiveness, the change in the rate of accuracy 
is much greater than the higher severity faults. For the faults more than 15% loss of 
effectiveness, the accuracies are almost constant.  
 
Figure 4.1 Comparison of the accuracy of decentralized, semi-decentralized, and centralized 
isolation techniques for angular velocity measurement. 
With decreasing the loss of effectiveness percentage, the accuracy of fault isolation 






















centralized and semi-decentralized techniques and less than 18% for decentralized 
technique. Figure 4.2 shows that the fault isolation accuracy for the 25% fault is less 
than 20% fault. The reason of this behavior change is the couplings that exist among the 
quaternions.  The coupling effect is more significant for larger changes in the torque of 
the actuators. Therefore, with increasing the fault severity, the coupling effect will 
increase and can cause more incorrect isolation. We designate the increase of isolation 
accuracy relative to the increase of fault as the normal behavior. Here, it can be said that 
in the attitude measurement, the coupling effects overcome the normal behavior of 
isolation accuracy for the faults more than 20% loss of effectiveness in centralized and 
semi-decentralized techniques and less than 18% for decentralized technique. The 
reason that we do not see this coupling effect in Figure 4.1 is the higher decoupling that 






Figure 4.2 Comparison of the accuracy of decentralized, semi-decentralized, and centralized 
isolation techniques for attitude measurement. 
 
Figure 4.2 shows that for all percentage of loss of effectiveness, the centralized 
isolation is more accurate than semi-decentralized isolation, and semi-decentralized 
isolation is more accurate than decentralized isolation. For the faults with less than 7% 
loss of effectiveness, the performances of the methods are close together. The accuracy 
change rate for the faults with less than 10% loss of effectiveness is more than the higher 



























4.4.2. Comparing the Isolation Accuracy of the Formation with Angular 
Velocity Measurement and Attitude Measurement 
According to Figure 4.3 to Figure 4.5, the results that are obtained by 
implementing the decentralized, semi-decentralized, and centralized isolation 
techniques to the formation with angular velocity measurements are more accurate than 
implementing those techniques to the formation with attitude measurements. In 
addition, because of more independency among the angular velocity parameters 
relative to the attitude parameters, the accuracy does not decrease for high severity 
faults in the angular velocity measurement line charts. 
 
 
Figure 4.3 Comparison of the accuracy of decentralized isolation technique between angular 
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Figure 4.4 Comparison of the accuracy of semi-decentralized isolation technique between angular 
velocity measurement and attitude measurement. 
 
Figure 4.5 Comparison of the accuracy of centralized isolation technique between angular velocity 
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In this chapter, isolation techniques are developed for the decentralized, semi-
decentralized, and centralized architectures based on the idea of structured residuals 
set. The results that are obtained by implementing the isolation techniques on spacecraft 
formation flying are presented by using confusion matrix tables. At the end of the 
chapter, the results are compared and discussed. 
Based on the simulation results, in the formation with angular velocity 
measurement, the centralized isolation technique has higher accuracy than the 
decentralized technique, and the results that are obtained by the semi-decentralized 
technique are more accurate than the decentralized technique. 
In the formation with attitude measurement for the faults with less than 20% loss 
of effectiveness, with increasing of the fault severity, the isolation accuracy of the 
decentralized technique increases. For the faults with more than 20% loss of 
effectiveness, with increasing the loss of effectiveness the isolation accuracy decreases. 
For centralized and semi-decentralized techniques, this peak value is 18% loss of 
effectiveness. The reason of this non-consistent behavior is the coupling that existed 
among the quaternions, which shows itself more for the high severity faults. 
Furthermore, in the formation with attitude measurement, the accuracy of centralized 
architecture is more than the semi-decentralized architecture, and the accuracy of the 
semi-decentralized architecture is more than the decentralized architecture. 
These results demonstrate that the centralized isolation technique has the most 
desired performance compared to the two other techniques; however, it should be 
considered that the amount of computations required for this technique is also higher.   
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Furthermore, the presented results show that in all three isolation techniques, the 
formation with angular velocity measurement has higher isolation accuracy than the 
formation with attitude measurement. Therefore, it will be more reliable to use angular 








Chapter 5: CONCLUSIONS AND FUTURE 
WORK 
5.1. CONCLUSIONS 
In this thesis, three different model based architectures were proposed for 
detection and isolation of actuator faults in spacecraft formation flight; namely, 
decentralized, semi-decentralized, and centralized. Extended Kalman filter was used as 
the state estimator in these architectures. In order to analyze and evaluate the 
performance of each architecture, several faulty scenarios were examined via 
simulations. 
In the first chapter, a literature review on different aspects of our proposed 
problem was provided. First, experiences of formation flight missions and the 
importance of FDI problem during missions were discussed. Fault detection and 
isolation methods, spacecraft formation flying control strategies, formation control 
architectures, single spacecraft FDI, and formation flight FDI were reviewed from the 
literature. 
In the second chapter, the background material that were required before 
proposing our methods were presented. First, using the reference frames, kinematics 
and dynamics equations of angular motion and modeling the environmental 
disturbances and the spacecraft attitude dynamics were analysed. The decentralized 
virtual structure control topology was explained, which has been used as the formation 
control strategy for our simulations. Various types of faults were introduced and the 
fault modeling in the state space system was clarified. Finally, after discussing the 
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model-based fault detection, isolation, and residual generation, the Kalman filter and 
extended Kalman filter methods were explained. 
In the third chapter, our fault detection architectures were developed. First, graph 
based formation flight modeling is defined and then the formation flight of spacecraft 
was modelled. To achieve this, the model of a spacecraft in presence of actuator fault 
was developed and was applied to the frameworks of decentralized, semi-
decentralized, and centralized architectures. This has been followed up by developing 
fault detection architectures based on the extended Kalman filter state estimation 
method. The residual generation and threshold selection techniques were developed. 
The conditions for stochastic stability of the proposed decentralized, centralized, and 
semi-decentralized extended Kalman filters were also investigated. Finally, the 
simulation results that are obtained by implementing the proposed fault detection 
architectures on the simulated spacecraft formation flight were provided. The results 
were summarized by confusion matrix tables and the evaluating parameters were 
extracted from the tables. Based on the acquired parameters, efficiencies of fault 
detection architectures were compared. The results show that in the formation with 
angular velocity measurement the centralized architecture has the most success in 
detecting the occurrence of faults, but it has also higher false alarms relative to the two 
other architectures. Furthermore, the decentralized architecture has the least percentage 
in announcing the occurrence of faults, but it has also the least amount of false alarms. 
In the formation with attitude measurement, the centralized architecture has the most 
success in announcing the occurrence of faults, and it has also the least number of false 
alarms relative to the two other architectures. Furthermore, the decentralized 
architecture has the least percentage in announcing the occurrence of faults and it has 
fewer false alarms relative to the semi-decentralized architecture. The other conclusion 
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that can be drawn from the results is the higher reliability of angular velocity 
measurement versus the attitude measurement in our fault detection method. In all 
three architectures, the results obtained from the angular velocity measurements show 
more desired performance for the accuracy, true faulty, false healthy, true healthy, false 
faulty, precision, and fault detection delay. This implies that the angular velocity 
sensors can make the missions more secure and safer, because the faults are more 
detectable by using the information provided with them. 
In the fourth chapter, fault isolation techniques were developed for decentralized, 
semi-decentralized, and centralized architectures. First, different isolation approaches 
that have proposed in the literature were introduced. The structured residual set which 
was considered as our method was investigated. The decentralized, semi-decentralized, 
and centralized isolation strategies were developed based on generating residual 
functions, threshold testing, and decision making logic algorithms. Finally, the 
simulation results that were obtained by implementing the proposed isolation 
techniques on the spacecraft formation flight were presented. These results demonstrate 
that the centralized isolation technique has the most desired performance as compared 
to the two other techniques; however, it should be noted that the amount of 
computations required for this technique is also higher. Furthermore, the presented 
results show that in all three isolation techniques, the formation with angular velocity 
measurement has higher isolation accuracy than the formation with attitude 
measurement. Therefore, it will be more reliable to use angular velocity sensors instead 
of the attitude sensors. 
5.2. FUTURE WORK 
Based on the results obtained in this thesis, the suggested future work can be 
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focused on the following areas: 
 Fault identification: A complete fault diagnosis method consists of fault detection, 
isolation, and identification. The methods generated in this thesis have been focused 
on detection and isolation problems. In order to design a fault tolerant control 
system, the severity of faults should be known which should encourage one to study 
fault identification in future work. 
 
 Threshold and window length selection: The sensitivity of the presented fault 
detection method depends on the threshold selection and the window length 
selection. As illustrated in Chapter 3, a trade-off exists between the probability of 
false faulty alarm and false healthy detection. As a future work, stochastic based 
techniques can be used to make an optimized decision for choosing the threshold 
and the window length. 
 
 Formation based FDI: The cooperative control function among spacecraft in a 
formation flight depends on the control architecture used to control the formation. 
Different control architectures have different control functions which affect the fault 
transfer among the spacecraft. As an extension to this work, the residual evaluation 
function can be defined separately for each control architecture, based on the fault 
transfer characteristics of the formation control law. 
 
 Isolation improvement: With increasing the fault severity in the formation attitude 
measurement, the isolation accuracy increases. But after a significant fault severity, 
because of the coupling that exist among the quaternion parameters, the isolation 
accuracy decreases. In future, one can develop a completely decoupled isolation 
structure set for the formation with attitude measurement, to avoid the accuracy loss 
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