Recent theoretical models of primary visual cortex predict a relationship between receptive field properties and the location of the neuron within the orientation maps. Testing these predictions requires the development of new methods that allow the recording of single units at various locations across the orientation map. Here we present a novel technique for the precise alignment of functional maps and array recordings. Our strategy consists of first measuring the orientation maps in V1 using intrinsic optical imaging. A micro-machined electrode array is subsequently implanted in the same patch of cortex for electrophysiological recordings, including the measurement of orientation tuning curves. The location of the array within the map is then obtained by finding the position that maximizes the agreement between the preferred orientations measured electrically and optically.
INTRODUCTION
Primary visual cortex is organized into functionally distinct columns normal to the surface (Hubel and Wiesel 1962) . In-vivo two photon imaging is now revealing very precise layouts of orientation at very small scales (Ohki et al. 2005 , Ohki et al. 2006 ). Tangential to the cortex, the structure of orientation maps are very smooth except for localized, sharp transitions (orientation fractures and singularities) having widths comparable to that of a single cell body. In a direction normal to the cortex, as deep as it can be imaged using today's technology, there is a very precise alignment for preferred orientations along a column (Ohki et al. 2006) .
A question that has received increased interest is how feedback from the local neighborhood of a cell may shape its response properties (Schummers et al, 2004; Marino et al, 2006) . This is an important issue as it can shed light onto the question of how feed-forward and feedback signals shape the tuning of cortical cells (Sompolinksy & Shapley, 1997; Ferster & Miller, 2000) . Recent network models of macaque V1, for example, predict specific relationships between a neuron's location within the orientation map and response properties such as total conductance, firing rate, and orientation tuning selectivity (McLaughlin et al. 2000 , McLaughlin et al. 2003 . Given that the spatial extent of local connections is less than 500 µm (Callaway 1998 , Lund 1987 , Yoshioka et al 1996 , the local neighborhood can be summarized, as a first approximation, by the distribution of preferred orientations in the orientation map within such a window (e.g, Marino et al, 2006) To investigate how the local network influences the responses of cortical neurons previous studies have relied on single electrode penetrations aimed at either orientation singularities (pinwheel centers) or iso-orientation domains. This is normally performed by first superimposing orientation maps with images of the surface vasculature. Salient points of the vasculature are then used for visually guiding the electrode penetration to target locations on the map. In principle, this method can incur significant errors, derived from the parallax due to a discrepancy in viewing angle between the imaging camera and the surgical microscope, and also from non-normal penetration angle of the electrodes. This problem is compounded by the curvature of the cortex and the fact that the vasculature may not lie directly on the surface. To our knowledge, no previous study has offered a rigorous analysis of the errors involved in visual targeting of electrodes.
The goal of this study is to offer a novel method that allows the precise alignment of electrophysiological recordings form micro-machined arrays with functional maps obtained by intrinsic imaging. The basic idea is simple. After an orientation map is obtained, a micro-machined array is implanted in the same patch of cortical tissue. Orientation tuning curves are obtained from all electrodes that yield visually driven responses. Using 10 by 10 electrode arrays we normally obtain about 50 electrodes with reliable orientation tuning. The location of the array is parameterized by three numbers, its translation and rotation (we will also consider more complex models that include tilt and slant). The location of the array is estimated by finding the optimal translation and rotation that maximize the agreement between the preferred orientations measured at the tip of a subset of electrodes and those measured optically. As the number of data points (~50) is much higher than the number of unknowns (the three parameters for the array location) the problem is vastly overdetermined. As a consequence, the algorithm is found to be very robust to noise in the estimates of preferred orientations. We further show that the optimization has a well-defined solution and is accurate to about 20 µm (the diameter of a single cell body). This new methodology should provide a better experimental handle to investigate how local feed-back signals originating from the local neighborhood of a neuron influence its function.
METHODS

Animal Preparation
All experiments were approved by UCLA Animal Research Committee and were carried out following NIH's Guidelines for the Care and Use of Mammals in Neuroscience. Acute experiments were performed on anesthetized and paralyzed adult Old-World monkeys (M. fascicularis). Initially, the animal is sedated with acepromazine (30-60 µg/kg), anesthetized with i.m. ketamine (5-20 mg/kg) in the cage, and transported to the surgical suite. Initial surgery and preparation are performed under isofluorane (1.5-2.5%). Two intravenous lines are put in place for the infusion of fluids and drugs. A urethral catheter is inserted to collect and monitor urine output, and an endotracheal tube is inserted to allow for artificial respiration. All surgical cut-down sites are infused with local anesthetic (xylocane, 2%, sc). Pupils are dilated with ophthalmic atropine and custom made gas permeable contact lenses are fitted to protect the corneas. After this initial surgery the animal is transferred to a stereotaxic frame. At this point anesthesia is switched to a combination of sufentanil (.05-.2 µg/kg/hr) and propofol (2-6 mg/kg/hr). We then proceed to perform a craniotomy over primary visual cortex. The animal is paralyzed (pavulon, 0.1 mg/kg/hr) only after all surgical procedures are complete. To ensure a proper level of anesthesia throughout the duration of the experiment, rectal temperature, heart rate, non-invasive blood pressure, end-tidal CO2, and EEG are continually monitored via an HP Virida 24C neonatal monitor. Urine output and specific gravity are measured every 4-5 hours to ensure adequate hydration. Drugs are administered in balanced physiological solution at a rate to maintain a fluid volume of 5-10 ml/kg/hr. Rectal temperature is maintained by a self-regulating heating pad at 37.5°C. Expired CO2 is maintained between 4.5-5.5% by adjusting the stroke volume and ventilation rate. The maximal pressure developed during the respiration cycle is monitored to ensure that there is no incremental blocking of the airway. A broad-spectrum antibiotic (bicillin, 50,000 i.u./kg) and antiinflammatory steroid (dexamethasone, 0.5 mg/kg) are given at the beginning of the experiment and every other day.
Optics and visual stimulation
Stimuli were generated on a Silicon Graphics O2 and displayed on monitor at a refresh rate of 100 Hz and a typical screen distance of 80 cm. The mean luminance was 60 cd/m2. A Photo Research Model 703-PC spectro-radiometer was used for calibration. The eyes were initially refracted by direct ophthalmoscopy to bring the retinal image into focus for a stimulus roughly 80 cm from the eyes.
Optical imaging of intrinsic signals was then performed using this refraction. After the array once implanted, and neural responses were isolated, we measured spatial frequency tuning curves and maximized the response at high spatial frequencies by changing external lenses in steps of 0.25 D.
This procedure was performed independently for both eyes. The optimal refraction used for all subsequent electrophysiological measurements was always within 0.5 D of the initial estimate obtained via direct ophthalmology.
Optical Imaging
Our imaging setup consists of a Dalsa 1M60 camera (Dalsa, Ontario, Canada) fitted with a 55 mm telecentric lens (Edmund Optics, New Jersey, USA). The use of a telecentric lens which minimizes perspective distortion is important, as any distortion of the map would adversely affect any alignment procedure. Spatial distortion in our setup was less than 1%. Depth of field in our setup is approximately 0.5 mm, and the camera was positioned via a computer-controlled motorized linear stage (Edmund Optics, New Jersey, USA) to optimally focus on the small blood vessels at the surface of the cortex. For image acquisition we used a Matrox Helios Camera-Link frame grabber (Matrox, Quebec, Canada) and the Matrox Imaging Library to create a custom interface within Matlab (Mathworks, Massachusetts, USA) to run our experiments. For illumination we used Illumination Technologies (East Syracuse, New York) 3900 Smart-Lite illuminator with appropriate focusing filters to achieve an even illumination across the cortical surface. Vasculature images were obtained using a green filter, while intrinsic images were obtained using red illumination and a 700 nm filter with 20 nm bandwidth (Spectra Physics #58460, Mountain View, CA, USA).
Orientation maps are obtained using the classical presentation scheme first described in (Bonhoeffer & Grinvald, 1991) . Drifting gratings are presented at 8 equally spaced orientations, in both directions (16 conditions). Each condition is presented ~30 times for 3 seconds, and followed by a 5 sec 'blank' to bring the hemodynamic signal back to baseline. We observe the trial-averaged response of individual pixels on-line. The 5 sec rest period is generally sufficient, but is adjusted during the experiment accordingly. The average response to each condition is computed within a time window after the stimulus onset of around 2 through 4 sec. The average responses to each condition are then added together as a vector sum. For each pixel, this summation is shown as c r(c)e i2 (c) , where r(c) is the average response to a condition, and (c) is the angle of orientation for a given condition. The angle of the resultant is the preferred orientation. The vector image is processed with a spatial bandpass filter constructed as the difference of a 2-D Gaussan ( = 75 µm) and a uniform disc (diameter = 1500 µm). This processing is conservative given that the periodicity of the maps is typically on the order of ~800 µm. Fig. 1a shows a typical response to gratings at 0 o , minus the mean response to The optical chamber must be removed after the imaging in order to make room for the cables of the electrode array. This eliminates the possibility of using permanent adhesives, such as dental cement.
We have found a simple solution where a ring of sterile bone-wax is molded into a chamber around the craniotomy. Then, a circular cover slip is pressured against the top to seal the chamber. The chamber is filled with 1% agarose by impaling the wax with a syringe having made another small opening to allow air to exit.
Array Recordings
Once the optical imaging experiment is complete, the chamber is removed to prepare for the Cyberkinetics 10x10 electrode array (400 µm separation and 1.5 mm electrode length). The array connectors are first mechanically stabilized so the array tips are just touching the top of the cortical surface. The surface tension that develops between saline and the array is normally sufficient to hold the array in place. Of course, it is not possible to aim the array at a particular location within the orientation map. One simply has to ensure that the array is inserted within the boundaries of the imaged portion of the cortex. To avoid excessive cortical damage, the arrays are inserted at high speeds (around 8m/sec) using a specially designed pneumatic insertion device (Rousche and Normann 1992). The settings on the insertion device were such that the array was only partially inserted. Visual estimates of the insertion depth were about 1mm. A typical insertion sequence is shown in Fig 1b, including (1) the durotomy, (2) the positioning of the array, (3) the pneumatic insertion, and (3) the inserted array.
The array and surrounding tissue was then covered in 1.5% agar to improve stability. After the array is inserted the camera used during optical imaging is brought back to the same approximate place that the images were taken from and used to obtain a picture of the array inserted in the cortex. This serves the purpose of providing a rough guide as to the location of the array that will aid to limit and constrain the search for the optimal location. Single-unit recordings with these arrays can last up to 8 hours or more. For all experimental data shown the center of the array was aimed at 6 mm posterior to the lunate sulcus and 8 mm lateral to the midline. Electrical signals were amplified and spikes discriminated using a Cerebus 128-channel system (Cyberkinetics Inc, MA). Signals that crossed a specified threshold in each electrode were saved to disk for spike-sorting at a later stage. These threshold crossing events are defined as multi-unit activity (MUA). Spike sorting was performed via clustering of the first three principal component coefficients. Single-unit activity (SUA) refers to spikes sorted in this way. Orientation tuned responses from MUA were normally present in 50-70 of the electrodes, with single-unit spikes present in about 1/3th to 1/4th of these electrodes. See also the recent report by Kelly et al. (2007) on the use of these arrays in cortical recordings.
The accuracy of the alignment procedure described below is largely dependent on the number of electrode sites with measurable orientation preference. MUA was used because it invariably allows for a greater number of significantly tuned sites than SUA. By comparing the preferred orientation using MUA with preferred orientation using SUA in those cases where it can be isolated, we have established that there is a very high correlation between the two (Fig 1c) , justifying the use of MUA for alignment purposes. In our recordings, we typically find more than 50 electrodes with MUA tuned for orientation.
Visual Stimulus and Tuning Curves
We use a visual stimulus which has proven to be very effective at obtaining orientation tuning curves quickly and accurately. The stimulus consists of rapidly flashed sinusoidal gratings of random orientation, spatial frequency, and spatial phase (Ringach et al. 1997; Ringach et al; 2002) , presented over all receptive fields simultaneously. This provides the probability distribution of a cell's response to each stimulus in the ensemble, at given time delays (i.e. K( , , |t), where , , ,t are orientation, spatial frequency, spatial phase, and time, respectively). The preferred orientations were obtained at a time-lag whereby the kernel, as a function of spatial frequency and orientation, has the maximum variance. This optimal time is expressed as: t opt = max t var [ K( , , |t) ]. In addition, all computations incorporate a convolution of the kernel with a conservative 3x3 smoothing function in the spatial frequency and orientation domain (i.e. after summing over spatial phase). All orientation tuning curves are generated at t opt by summing over the spatial frequency and phase: R( ,t opt ) = K( , , |t opt ). The preferred orientation was then obtained from this curve.
Alignment Algorithm
Despite the arbitrary placement of the array on the optically imaged cortical surface, there is sufficient information to precisely identify the electrode locations within the orientation map. Given an insertion normal to the cortical surface, the array has three degrees of freedom (x-translation, y-translation, and k-rotation). In the Experimental Results section, we further discuss the ability to account for "slant/tilt" (slant = angle of deviation from a normal insertion; tilt = axis of the slant) by using two additional degrees of freedom. Briefly, the results show that there is minimal slant for the insertion, and that x,y,k are an excellent first approximation. Each x,y,k combination provides a unique set of electrode locations and orientation map values. The optimal location, (x o ,y o ,k o ), can be defined as having the "best match" between the optically recorded preferred orientations and the electrically recorded preferred orientations from multi-unit spikes. The algorithm seeks to minimize the mean-squared error of the orientation differences by varying the array location parameters. As we have data from many electrodes (normally more than 50) and only 3 unknown parameters (x,y,k), the system is vastly overdetermined. This error minimization problem is put into equation form as
The variables x, y, and k are the translation and rotation of the array, ij is the orientation selectivity at Simulations show that because the problem is over-determined, it can tolerate large amounts of noise in the measurements, and still come up with an accurate estimate of the array's location. The result of applying the method in two different animals is shown in Fig 3a and 3b (Fig 3a   corresponds to the same example shown in Fig 2) . The scatter-plots show the preferred orientation estimated from the optical recordings (x-axis) versus the preferred orientation estimated from the multi-unit responses (y-axis) at the optimal array location. From these data one can compute the empirical distribution of the orientation errors (Fig. 3c) . This very subtle change in the location of (some) electrodes was not enough to improve the correlation shown in Fig. 3a by a significant amount. It should be noted that error in electrode localization due to tilt is also possible in the single-electrode penetration studies using the cortical vasculature. This method allows one to correct for such error when necessary.
EXPERIMENTAL RESULTS
Results
EXPECTED ACCURACY OF THE TECHNIQUE
How well is the method expected to perform? To answer this question we did bootstrap simulations to generate statistics on the expected deviation of the measured from actual electrode locations. As the alignment method relies on correspondence between the electrode recordings and optical imaging, the simulations model the corruption of this correspondence (by measurement error) as the inhibiting factor in the localization. It is not possible to determine the exact source, or statistics, of the noise, so we have implemented two different simulations to help validate the accuracy of the technique, one where the noise is independent across the electrodes and a second one where the noise may depend on the location within the map.
The first simulation simply assumes independent noise in the preferred orientation at each electrode by sampling from the experimentally determined distribution in Fig 3c. One can think of this simulation as assuming that the orientation map is noise-free and all the discrepancy between the measured and actual orientations originates from the electrophysiological recordings. It is possible, however, that the noise is dependent on the location within the map: recordings from iso-orientation domains may provide more reliable estimates than recordings near pinwheels or fractures (Hetherington PA, Swindale NV, 1999). Similarly, mismatches dependent on the orientation map are likely to result from the finite spatial resolution of the optical imaging (Polimeni et al, 2005) . This brings us to the second simulation, which takes into account these two factors. To anticipate, the main finding from these simulations is simple: the fact that we have many more data than free parameters (the system is vastly over-determined), the alignment algorithm is extremely robust to noise.
Simulation #1: Additive White Gaussian Noise
The first simulation incorporates an estimate of the distribution of noise from the experimental results. That is, once the optimal location of the array from an actual insertion has been determined, the noise is represented as the difference in orientation preference between the imaging and electrophysiology. A Gaussian was fitted to this distribution of orientation error across the electrodes of two experiments (Fig. 3c) , and the noise is assumed to be additive and independent of the local map structure.
To and artificial dataset, we first arbitrarily decide on the (x,y,k) positioning of the array within an experimentally measured orientation map. The assumption is that this orientation map is noise-free.
Next, the corresponding 100 electrode locations are computed using the electrode sampling rate (400 µm) and the magnification of the camera (~40 pixels/mm for the images collected in the experiment).
These locations are the (i,j) variables at the optimal (x,y,k) which we will now refer to as (i o , j o ) and We first provide an example of the error function from a single trial, by displaying slices of the 3-dimensional function, e(x,y,k), in the same fashion as was done in Fig. 2 (Figs. 5a,5b,5c ). There is a pronounced dip in the error at the optimal position. As in the experimental data, the location of this dip is not absolutely sharp, which implies that the global minimum may be shifted away from the optimal position. We ran this simulation 1000x with independent noise to acquire statistics on the influence of such a deviation from the ground truth. Figs. 5e and 5f are distributions of the x and y-translation error. In 1000 trials, the estimated location of the array never shifted by more than two pixels (~50 µm). Fig. 5d shows the error distribution for rotation. The standard deviation is less than 1 o .
The relationship we are ultimately interested in, however, is how the estimated locations of the individual electrodes deviate from their actual locations. Using the same 1000 trial simulation above, we were able to determine the corresponding distribution of displacement error for each of the electrodes. On each trial, the displacement vector for the array (i.e. (x,y,k) actual -(x,y,k) estimate ) can be used to compute the translational shift of all 100 electrodes. That is, a given deviation of x,y,k can be mapped to a 2-D deviation for each electrode in the array. This provides 100,000 electrode localization error samples for the 1000 trials. As the distribution of determined locations does not have a bias in any particular direction with respect to the actual location, the resultant of these 2-D vectors across all trials has a magnitude of almost zero. The average magnitude of the error vectors, on the other hand, is ~33.16 µm. The distribution of the displacement magnitude is shown in Fig. 6 .
The error was under 58 µm for 90% of the samples, and under 28 µm for 50% of the samples. It should also be noted that this distribution changes systematically for different locations in the array.
That is, the average displacement magnitude is greater for electrodes that are further from the center of the array. The distribution in Fig. 6 pools all electrodes in the array.
Simulation #2: Spatial distribution of cells from electrode tip & point spread function (PSF) from imaging
In this simulation we assume that some errors are during the imaging procedure (for example, by the point spread function of the optics) and the fact that MUA may sample from a number of cells in the local neighborhood. Thus, larger discrepancies in orientation preference between the electrophysiology and imaging are more likely to occur near pinwheel centers. To simulate this effect we used results from experimental and theoretical estimates of voltage decay in the cortex (Gray et al. 1995 , Rall 1962 . They demonstrate that the drop in voltage with distance from the soma follows an exponential function with a decay constant of ~28 µm. To create the multi-unit orientation preference, we computed a vector sum of the pixels in the orientation map around the actual electrode location.
The sum was over an area of radius 65 µm. This is the distance at which a cell voltage decays by 90%, given the theoretical decay constant. To create the second source of noise, imaging blur, we convolve a PSF with the vector image used to display the actual orientation preference map. This is mathematically equivalent to a spatial convolution with each of the images taken during the experiment, prior to computing the resulting vector image. The full-width half-maximum (FWHM) of the PSF has been estimated to be from 50 µm to 240 µm. (Grinvald et al. 1999 , Orbach and Cohen 1983 , Polimeni et al. 2005 We provide results using a distribution of PSF bandwidths that encompass this range (Fig. 7) .
The results for the distribution of the translational and rotation errors were similar to that shown in Fig.   5 of the previous simulation. That is, the displacement errors for the array's three degrees of freedom were rarely larger than 20um, or 1 o of rotation. Here, we show the theoretical distributions of electrode displacement for 4 different amounts of spatial blur (bandwidth of a Gaussian PSF). Naturally, the distribution gets pushed to higher values as the FWHM goes up, as shown in Fig. 7 . Table 1 summarizes the results. The second column is the mean of each distribution in microns, and the third and fourth columns are the values under which 90% and 50% of the displacements will occur. Even in the worst-case scenario (a FWHM of 240 µm), the simulation suggest that the electrodes will deviate by less than 56.8 µm, 90% of the time. In addition, these results show that the spatial distribution of MUA has little effect on the error, given the virtual absence of displacement under perfect imaging resolution (i.e. FWHM = 0 mm, shown by dark blue bars).
DISCUSSION
We presented a novel method that allows the electrophysiological recording of neuronal responses from identified locations within V1 functional maps. The method circumvents the problems involved in the visual targeting of electrodes and is shown to be extremely robust to noise. Alternative methods have been described which localize multiple electrodes at desired locations in the maps, by way of electrode guide tubes (Schmidt et al. 2001 , Niessing et al. 2003 . The method described here is more accurate, economical, and time-efficient than these prior techniques. The error analysis in Niessing et al. estimates that the electrodes deviate from the determined location by ~100 µm. Our first and second simulations estimate the deviation to be ~33 µm and ~22.3 µm, respectively. Niessing et al.
also state that the preparation requires up to 16 hours. Our electrode alignment does not require any experimental preparation in addition to the independent requirements of the electrophysiology and imaging. The algorithm is performed off-line and takes a matter of minutes. Although this technique does not allow for targeting of predetermined locations within the map, the electrodes invariably penetrate a variety of orientation map motifs for a given array insertion.
While we have used the orientation maps to perform the alignment, it is clear that other feature maps could be used as well, including ocular dominance, retinotopy, and spatial frequency along with matching electrophysiological recordings with the arrays. Cleary, the more data one has the better the alignment procedure is expected to perform. The method's utility is not restricted to visual cortex, and could find applicability in other cortical areas where topographic maps can be imaged. Finally, the method could be extended to situations where the array size is large enough so that the local shape of the cortex deviates significantly from planar. To do this, one could image the surface vasculature from a number of different viewpoints and use some salient key points, easily identifiable in all the images, to reconstruct the three-dimensional structure of the cortical surface (see, for example, Hartley and
Zisserman (2004), Tomasi and Kanade (1992) ). To show the feasibility of this approach, we selected 25 identifiable key points in 6 different frames obtained form different viewpoints (Fig 8a) . A natural selection of key points consists of the branching of blood vessels. Once the key points are identified in all the frames we used the factorization method of Tomasi and Kanade (1992) to reconstruct the 3-D location of points in space (Fig 8b) . The points, in this particular experiment, could be approximated as lying on top of a sphere of diameter 25 mm (Fig 8b) . Fig 8c shows the points and fitted sphere, projected over the azimuth dimension in spherical coordinate. For reference, the array used is shown to scale, at a typical insertion depth. This demonstrates that a geometric reconstruction of the cortical surface is possible via the identification of a number of key points from slightly different camera views.
Once a geometric model of the cortical surface is at hand, a search for the location of the array could be performed taking the surface geometry into consideration.
We believe that the simplicity of the method and its straightforward implementation will provide a better experimental handle to study the relationship between a cell's receptive field properties and surrounding functional map organization. Studying such relationships may provide insight into how local cortical networks influence the tuning properties of cortical neurons.
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