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Abstract
In this work, we present an adaptive finite element method for the numeri-
cal simulation of stationary fluid-structure interaction problems. The coupled
system is given in a variational and monolithic Arbitrary Lagrangian Eulerian
framework. We derive methods for goal-oriented error estimation and mesh
adaptation with the dual weighted residual method. Key to applying this error
estimator is the underlying canonic variational formulation of the fluid-structure
interaction problem by mapping the flow problem to ALE coordinates. The de-
veloped method is applied to two and three dimensional stationary benchmark
problems coupling the incompressible Navier-Stokes equations with a nonlinear
hyper-elastic material law.
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1. Introduction
Topic of this work is an adaptive finite element formulation for coupled fluid-
structure interaction (FSI) problems. Fluid structure interactions are part of
various technical problems, traditional applications are found in aerodynamics
(the elastic behavior of the wing), or in hemodynamics (flow in elastic blood
vessels, flow in the moving heart valves). These problems have in common,
that complicated three dimensional flow- and structure-domains are coupled,
that these domains are moving (the bending of the wing or the contraction
of the heart) and in particular, that the coupling between fluid and solid is
two-way: the aerodynamic forces bend the wing, the deformation of the aircraft
causes new aerodynamic properties. The proper modeling of this coupling is the
characteristic difficulty of fluid-structure interaction simulations. In this work
we focus on two and three-dimensional stationary problems, where the incom-
Email address: thomas.richter@iwr.uni-heidelberg.de (Th. Richter)
Preprint submitted to Elsevier February 20, 2012
Ωf
Γwall
Γbase
Γi
Ωs
Γin Γout Γin Γwall
Γbase
Γout
Γˆi
Ωˆf
Ωˆs
Figure 1: Typical configuration for a fsi-problem: flow around an elastic obstacle
that is attached to the wall at Γbase. Left: reference domain, right: configuration
under load.
pressible Navier-Stokes equations are coupled with a hyper-elastic material. A
typical, two dimensional configuration is depicted in Figure 1.
For modeling FSI-problems, two coordinate frameworks must be combined:
the fixed and particle-centered Lagrangian viewpoint of structure mechanics
with the Eulerian spatially centered viewpoint of fluid-mechanics. In FSI ap-
plications, the interaction of flow and structure leads to a deformation of the
domains, under load, the reference configuration Ω = Ωf ∪Ωs will transform in
to a new configuration Ω = Ωˆf ∪ Ωˆs, see Figure 1. This new configuration is
an unknown part of the solution. Traditionally, so called partitioned approaches
were considered to separately model and approximate both subproblems while
the coupling is realized by an outer iteration. Lately, mainly by progress in
computer power, monolithic models have been taken into account, to describe
the complete coupled system. One well-established monolithic model for FSI-
problems are the Arbitrary Lagrangian Eulerian (ALE) coordinates, where the
flow-problem is mapped onto a fixed reference domain, which is aligned to the
also fixed solid domain, see [23, 51, 55, 38, 4, 37]. This approach will be used
within this work. Having a common coordinate framework with fixed domains
Ωs and Ωf at hand will prove to be essential for deriving the adaptive finite
element formulation.
In ALE formulation, the FSI problem is given as a complex nonlinear system
of partial differential equations. A numerical simulation, in particular consider-
ing three dimensional problems is very costly. By using locally refined meshes
based on a posteriori error estimation, this effort can be significantly reduced.
For optimal efficiency, we will consider a posteriori error estimates which aim at
estimating the error in certain functional outputs, which are of interest in tech-
nical applications. Examples for such functionals are drag- and lift-coefficients
in aerodynamics or bending moments in structure dynamics. Functional- or
goal-oriented error estimates rely on sensitivity information which are given as
solutions to adjoint problems. The use of sensitivity techniques in error estima-
tion starts with ideas of Babusˇka and Miller [1, 2] for enhancing the functional-
accuracy by post-processing. First work on a posteriori error estimation with
help of a duality technique has been done by Eriksson, Johnson and co-workers,
see [27, 28, 29, 30, 31] or the survey [26] for details. Becker & Rannacher [8, 9]
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further developed this approach into a computation-based method, the Dual
Weighted Residual -method (DWR), where the sensitivities are approximated
as discretized adjoints. Applications to flow and structure problems, are de-
scribed in the survey [10]. Further works on goal-oriented adaptivity and dual-
ity techniques for partial differential equations are found by Giles & Su¨li [39],
Paraschivoiu & Patera [59] or Oden & Prudhomme [58].
While adaptive finite element methods relying on sensitivity information
have a long tradition and are well established for flow [10, 17, 41] and struc-
tural [60] problems, the consideration of multi-physics problems is a recent devel-
opment. While the extension to reactive-flows [15, 18] or coupled flow-transport
processes [54, 11] is straightforward, an extension to fluid-structure interactions
is challenging due to the different coordinate frameworks involved for modeling
the two subsystems. It shows, that obtaining adjoint sensitivity information
with a proper transport of information through the fluid-structure interface is
the major problem. Assuming, that the solution U ∈ V of the coupled system
is described by a variational formulation
U ∈ V : A(U)(Φ) = F (Φ) ∀Φ ∈ V, (1)
the adjoint solution Z ∈ V is then given as the linearized adjoint with respect
to the goal-functional J : V → R:
Z ∈ V : A′(U)(Φ, Z) = J ′(U)(Φ) ∀Φ ∈ V. (2)
By A′(U)(·, ·) and J ′(U)(·) we denote the Gateaux derivative of A(·)(·) and J(·),
respectively. Following the concepts of Becker & Rannacher [10], the error in
the goal functional J(U)−J(Uh) is then given in terms of residual information:
J(U)− J(Uh) = 1
2
min
Φh∈Vh
{
F (Z − Φh)−A(Uh)(Z − Φh)
}
+
1
2
min
Φh∈Vh
{
J ′(Uh)(U − Φh)−A′(Uh)(U − Φh, Zh)
}
+R,
(3)
with a higher order remainder R.
The problem with applying sensitivity based error estimation to fluid-structure
interactions is the lack of a standard variational formulation like (1) which de-
scribes the coupled problem. This is mainly due to the fact, that in fluid-
structure interaction problems the domain itself is deforming and thus an un-
known part in the equation. The fluid domain is depending on the unknown
solution itself and has a free-surface character. As the domain is unknown and
depending on the solution, so does the functional space V = V (U). And with
solution-dependent functional spaces, a linearized adjoint like (2) is not at hand.
Duality techniques for one way coupled problems, where there is no feed-back
from the structural- to the flow-problem, are analyzed by Larson and cowork-
ers [54, 11] or Estep an coworkers [32]. Here, sensitivities describe the error
propagation between the two subproblems in the coupled setting. The analysis
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is however simplified since the coupling is one-way and in particular no free-
surface character of the fluid-problem is given. Gra¨tsch & Bathe [40] employ
sensitivity based error estimation for fluid-structure interactions by approxi-
mating the linearized adjoints (2) with help of finite difference approximations.
Dunne and coworkers [24, 25] derived an adaptive finite element scheme for
a novel Fully Eulerian monolithic formulation. Here, however the underlying
variational formulation is not fully consistent, since the coupling conditions are
not exactly represented.
It turns out, that the main difficulty with deriving exact linearizations of
fluid-structure interactions are the shape-derivatives calculus [63] which allude
to the movement of the fluid-domain. Ferna´ndez & Moubachir [34] use shape-
derivatives to evaluate the Jacobian used in a Newton’s method for solving the
nonlinear problems. In the context of ALE-coordinates, these shape-derivative
appear as derivatives with respect to the domain mapping. A very comprehen-
sive analysis of adjoint formulations for free-surface and coupled fluid-structure
interaction problems is given by Brummelen, van der Zee and coworkers. First,
they derive sensitivity information for free boundary problems using different
adjoint formulations one employing the shape-differential calculus [72] and by
differentiating the ALE domain map [73]. These formulations are applied to
fluid-structure interactions with string-type structures and linear flow mod-
els [71, 35, 70].
After a short collection of notations used in this paper (Section 2) we de-
velop a canonic variational formulation for the coupled fluid-structure interac-
tion problem (Section 3) that fits into the frame of (1). Section 4 is devoted
to the stabilized finite element discretization used to approximate the fluid-
structure interaction problem and to solution methods for the discretized equa-
tions. In Section 5 the DWR-method is presented on the basis of the described
variational formulation. In Section 6 numerical examples will elaborate on the
performance of the derived error estimator. Finally, in the appendix, we give
details on the linearization of the variational formulation.
2. Basic notations
By Ω ⊂ Rd with d = 2, 3 we denote a domain. This domain is split into a
fluid-part Ωf and into a solid part Ωs, each domains in R
d. It holds Ωf ∩Ωs = ∅
and Ωˆ = Ω¯f ∪ Ω¯s. By Γi := Ω¯f ∩ Ω¯s we denote the interface. In Ωf the
incompressible Navier-Stokes equations are given for the fluid’s velocity vf :
Ωf → Rd and pressure pf : Ωf → R. In Ωs an elastic material law is given
to describe the solid’s deformation us : Ωs → Rd. Figure 1 shows a typical
configuration of a fsi-problem, where the flow encloses an elastic obstacle. The
big challenge of fluid-structure interaction is the deformation of the domains Ωf
and Ωs under load: the fluid’s forces on the obstacle will cause a deformation
us of the solid via Ts := id +us : Ωs → Ωˆs. Consequently, the flow domain will
move along Ωf → Ωˆf . When considering stationary problems, a new balance
will be given by the loaded configuration Ωˆ = Ωˆf ∪ Ωˆs. The layout of this new
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configuration is not known, instead it must be considered as unknown part of
the solution.
On Ω we define by L2(Ω) the Lebesgue space of square integrable functions
on Ω with the L2-inner product and norm:
v, w ∈ L2(Ω) : (v, w)Ω :=
∫
Ω
vw dx, ‖v‖Ω := (v, v)
1
2
Ω.
Usually, we skip the index Ω when referring to the whole domain and simply
use (·, ·)x := (·, ·)Ωx with x = s, f when referring to one of the subdomains.
Further, by
〈v, w〉Γ :=
∫
Γ
vw ds,
we denote the L2-inner product along (parts of) the boundary. On the interface
Γi we use for abbreviation the notation 〈·, ·〉i := 〈·, ·〉Γi . By H1(Ω) we denote the
space of L2(Ω)-functions with weak derivatives in L2(Ω). Finally, by H10 (Ω; Γ)
we denote the space of H1(Ω)-functions which have trace zero on (parts of) the
boundary Γ ⊂ ∂Ω.
Throughout this work we have to distinguish two different coordinate sys-
tems, the undeformed Lagrangian reference system with domain Ωf and Ωs and
the deformed Eulerian loaded configuration Ωˆf , Ωˆs. All entities, like coordinates
xˆ, derivatives ∇ˆ or functions vˆ appearing in the Eulerian framework are marked
by a hat “ˆ”.
3. Problem setting and variational formulations
In this section, a variational formulation for the coupled fluid-structure in-
teraction problem is derived. We start by describing the governing equations
used to model the two subfields, fluid and structure.
3.1. The subfield-problems
In the (unknown) fluid domain Ωˆf we consider the incompressible Navier-
Stokes equations in the standard variational formulation:
Problem 1 (Navier-Stokes, classical formulation). Given an extension of the
Dirichlet profile v˜in ∈ H1(Ωˆf )d on Γin and a volume force ff ∈ L2(Ωf )d, find
pressure pˆf and velocity vˆf
vˆf ∈ v˜in + Vˆf , Vˆf := H10 (Ωˆf ; Γin ∪ Γwall ∪ Γˆi)d, pˆf ∈ Lˆf := L2(Ωˆf ),
such that:
Aˆf (vˆf , pˆf )(φˆf , ξˆf ) = (ρf fˆf , φˆf )fˆ ∀{φˆf , ξˆf} ∈ Vˆf × Lˆf . (4)
The semilinear-form Aˆ(·)(·) is given as
Aˆ(vˆf , pˆf )(φˆf , ξˆf ) := (σˆf , ∇ˆφˆf )fˆ + ρf (vˆf · ∇ˆvˆf , φˆf )fˆ + (∇ˆ · vˆf , ξˆf )fˆ
− ρfνf 〈∇ˆvˆTf nˆ, φˆf 〉Γout .
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By ρf we denote the fluid’s density, by νf its kinematic viscosity and by σˆf the
Cauchy-stress tensor
σˆf := ρfνf (∇ˆvˆf + ∇ˆvˆTf )− pˆfI.
Considering viscous fluids we enforce no-slip conditions on the outer wall
Γwall and on the interface boundary Γˆi. Since we deal with the stationary limit
only, vˆΓˆi = 0 is used throughout this work.
Remark 1 (Outflow boundary condition). The additional boundary term on
Γout is added to comply with the do-nothing condition [44] used in computational
fluid dynamics:
ρfνf ∇ˆvˆf − pˆf nˆ = 0
This condition brings along the hidden boundary condition
∫
Γout
pˆf dxˆ = 0.
Hence, whenever a free outflow boundary is given in the domain, there is no
need to filter the constants from the pressure space Lˆf . Again, see [44]. The
author is aware, that by adding additional boundary integrals to Af (·)(·) in (4),
loss of coercivity leads to an ill-posed problem. However by removing ρfνf∇vTn
on the outflow boundary, we allow parallel flow profiles to pass the boundary
without unphysical deflection that would occur when using the full symmetric
tensor.
The solid problem is governed by a nonlinear elastic material of St. Venant
Kirchhoff type [45] in Lagrangian formulation on the reference domain Ωs:
Problem 2 (St. Venant Kirchhoff material). Given a volume force fs ∈
L2(Ωs)
d and interface-stresses gΓ ∈ H−1/2(Γi)d, find the deformation us
us ∈ Vs := H10 (Ωs; Γbase)d,
such that
As(us)(φs) = (ρsfs, φs)s + 〈gΓ, φs〉Γi ∀φs ∈ Vs,
where by As(·)(·) we denote the semilinear-form
As(us)(φs) := (FsΣs,∇φs)s.
By ρs we denote the solid’s density, by Fs := I+∇us the deformation gradient,
by Js := det(Fs) its determinant, and finally by Σs the second Piola Kirchhoff
stress tensor. For a St. Venant Kirchhoff material it holds:
Σs := λs tr(Es)I + 2µsEs,
with the Green-Lagrange strain tensor Es :=
1
2 (F
T
s F
−1
s −I) and λs and µs being
the Lame´ coefficient and the shear modulus.
On the outer boundary Γbase we prescribe (for simplicity) a homogenous
Dirichlet condition for the displacement of the solid. On the interface Γi to the
fluid domain, the problem is driven by a Neumann condition.
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Coupling of these two problems is by means of prescribing boundary condi-
tions on the common interface Γi: first we require continuity of the velocities,
which in the stationary limit is already included in the boundary condition
vˆf = 0 on Γˆi. Second, we require continuity of the normal-stresses on the
interface:
Fs(x)Σs(x)n(x) = σˆf (xˆ)nˆ(xˆ), for xˆ = x+ us(x) ∈ Γˆi.
Here, by x ∈ Γi and xˆ ∈ Γˆi we denote one point on the interface, once in
reference coordinates, once in the deformed coordinate system.
In the following, we combine the interface conditions and the two variational
formulations for fluid and structure to one coupled variational problem. We
closely follow Ghattas & Li [38] (see [4, 67] for more references). The continuity
of fluid’s and structure’s velocity is naturally given by restricting the velocities
trial-spaces trace to zero on Γˆi as already done so in Problem 1 by using vΓˆi = 0.
The dynamic condition couples the stresses of the fluid and the solid. We
employ continuity of these fluxes by relaxing the interface boundary condition
for φˆf ∈ Vˆf in Problem 1. Instead of zero trace, we enforce continuity of
the test-functions φˆf and φs at Γi and Γˆi, respectively. By this variationally
consistent load evaluation [38, 33, 21, 55] the proper coupling condition appears
with integration by parts at the interface. We combine the test-spaces to satisfy:
φˆf (xˆ) = φs(x) for Γˆi 3 xˆ id +us←−−−− x ∈ Γi,
by summing up the semi-linear forms Af and As integration by parts results
in the classic formulation of the two sub-problems as well as the boundary
contribution on Γi and Γˆi, respectively:∫
Γˆi
σˆf nˆf · φˆf (xˆ) dxˆ+
∫
Γi
FsΣsns · φs(x) dx = 0.
Note that for the Cauchy stress tensor σs transformed to Eulerian coordi-
nates [45] (then denoted by σˆs) it holds
FsΣs = JsσsF
−T
s ⇒ (FsΣs)(x)ns(x) = (JsσsF−Ts )(x)n(x) = σˆs(xˆ)nˆ(xˆ). (5)
Problem 3 (Coupled problem, variational formulation). Find
vˆf ∈ v˜in + Vˆf , pˆf ∈ Lˆf , us ∈ Vs,
such that
Aˆf (vˆf , pˆf )(φˆf , ξˆf ) +As(us)(φs) = (ρfff , φˆf )fˆ + (ρsfs, φs)s
for all {φˆf , φs} ∈ Vˆfs, ξˆf ∈ Lˆf , where the combined test-space Vˆfs is defined as
Vˆfs :=
{{φˆf , φs} ∈ [H10 (Ωˆf ; Γin ∪ Γwall)]d × Vs, φˆf (x+ us(x)) = φs(x)}.
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Remark 2. The function space Vˆfs used to define the variational formulation
in Problem 3 depends on the solution us itself. This somewhat awkward setting
is not a strict Galerkin formulation. The dual weighted residual method cannot
be immediately applied in its canonic setting as presented in the introduction.
It is far from trivial to derive exact linearized adjoints based on this vari-
ational formulation since derivatives with respect to the interface coupling in
the test-space Vˆfs must be incorporated. In the context of shape- or topology-
optimization the shape-derivatives [63] play an important role. Ferna´ndez &
Moubachir [34] use shape calculus to obtain exact Jacobians for fluid-structure
interactions. Van der Zee and coworkers [72, 73] accurately analyze adjoints
for linear problems including this typical free surface character using different
techniques.
In the following section we will further modify the variational formulation
by mapping the flow problem onto ALE coordinates. This mapping is applied
on the continuous level leading to a canonic variational formulation. Deriving
linearized adjoints is then accomplished by standard techniques. This procedure
is similar to the domain-map linearization approach discussed by van der Zee
and coworkers [72].
3.2. A canonical variational formulation of the coupled problem
The difficulty of the variational Problem 3 lies in the dependency of the
functional spaces on the solution itself. We “hide” this dependency by mapping
the flow problem onto a fixed reference domain Ωf via a transformation,
Af : Ωf → Ωˆf , (6)
and by defining the fluid’s velocity and pressure onto this reference domain
vf (x) := vˆf (xˆ) = vˆf (Af (x)), pf (x) := pˆf (xˆ) = pˆf (Af (x)).
These Arbitrary Eulerian Lagrangian coordinates have been widely used to
model free-surface problems [51, 48] as well as fluid-structure interactions, see
for instance [55, 4, 42, 37, 19, 20] among many other contributions.
Given sufficient regularity of the mapping Af the variational formulation
of the Navier-Stokes equations can be expressed on the reference coordinate
system. By standard transformation of integrals and derivatives, Problem 1
turns to (see e.g. [36, 55] for details on this transformation)
Problem 4 (Navier-Stokes in ALE coordinates, variational setting). Find
vf ∈ v˜in + Vf , Vf := H10 (Ωf ; Γin ∪ Γwall ∪ Γi), pf ∈ Lf := L2(Ωf ),
such that
Af (vf , pf )(φf , ξf ) = (Jρfff , φf )f , ∀{φf , ξf} ∈ Vf × Lf ,
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where the transformed semi-linear form Af (·)(·) is defined by
Af (vf , pf )(φf , ξf ) := (JfσfF
−T
f ,∇φf )f + ρf (JfF−1f vf · ∇vf , φf )f
+ (∇ · (JfF−1f vf ), ξf )f − ρfνf 〈JfF−Tf ∇vTf F−Tf nf , φf 〉Γout
with the fluid’ stress tensor transformed to the artificial ALE coordinate system
σf = ρfνf (∇vfF−1f + F−Tf ∇vTf )− pfI,
and with the gradient of the ALE mapping and its determinant
Ff := ∇Af , Jf := det(Ff ).
Remark 3. If the mapping Af : Ωf → Ωˆf would be given a priori, Problem 4
is in a standard setting, function spaces and domains do not depend on the
unknown solution any more. Further, the semi-linear-forms of Problems 4 and 2
are defined on matching domain and share a common interface Γi = Ω¯f ∩ Ω¯s.
The dynamic coupling condition in Problem 3 simply turns to (see (5)):
〈JfσfF−Tf nf , φf 〉Γi + 〈JsσsF−Ts ns, φs〉Γi = 0
Removing the domain’s dependency on the solution comes at the price of a
highly nonlinear system of equations for the fluid problem and the introduction
of an additional unknown, the ALE-mapping Af . We construct this mapping by
introducing an artificial deformation uf of the fluid-domain Af (x) = x+uf (x).
Finding this deformation uf is usually referred to as the “mesh motion problem”.
At the boundaries of the fluid domain Ωf , Dirichlet conditions must be satisfied
to guarantee that Af is a one-to-one correspondence between the domains Ωf
and Ωˆf :
uf = us on ∂Γi, uf = 0 on ∂Ωf \ Γi.
The condition on the interface Γi assures, that Af (Γi) = Γˆi. On the outer
boundaries Ωf \ Γi the condition could be relaxed to a slip-condition uf · n =
0 [68]. In the interior of the fluid-domain a differential operator (satisfying a
maximum principle) is used to define uf .
Problem 5 (Mesh motion problem). Given an extension of the interface de-
formation uΓi = us
∣∣
Γi
into the fluid domain u˜s ∈ H1(Ωf )d, find
uf ∈ u˜s +Wf , Wf := H10 (Ωf ; ∂Ωf )d,
such that
Am(uf )(ψf ) = 0 ∀ψf ∈Wf , Am(uf )(ψf ) := (σm,∇ψf )f ,
with the Cauchy stress tensor of a pseudo-elastic material:
σm = λm div(uf )I + µm(∇uf +∇uTf ).
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Remark 4 (ALE mapping). Sufficient regularity of the ALE mapping is nec-
essary to guarantee invariance of the Sobolew-spaces under coordinate transfor-
mation
H1(Ωf ) h H1(Ωˆf ).
Classical analysis [69] ask for Af being a C1-diffeomorphism. Nobile [36] relaxes
this assumption to requiring Af ,A−1f ∈ W 1,∞ in the context of fluid-structure
interaction.
The linear elasticity equation used in Problem 5 is known not to satisfy this
regularity, if the domain Ωf has obtuse interior angles, which is usually the
case in the context of fluid-structure interaction where some solid is embedded
in the fluid-domain. To always guarantee sufficient regularity of the mapping
Af , one can use a biharmonic extension to construct uf . Since in this work
we only consider small deformation we successfully work with the pseudo-elastic
extension using material parameters µm and λm in the auxetic regime or even a
simple harmonic extension only. In addition to extensive literature [52, 53, 64]
on the analysis of these mesh motion techniques, see [43, 68] for a numerical
comparison of various methods.
The flow field deformation uf and the solid deformation us are continuous
at Γi. For deriving a monolithic variational formulation of the coupled problem
this continuity is embedded into one common trial space u ∈ V and by denoting
the restrictions to the subdomains as uf := u|Ωf and us := u|Ωs , respectively.
Likewise, since the test-functions φf and φs are continuous on the whole domain
Ω and choosing in the globally defined space φ ∈ V ′:
Problem 6 (Coupled problem, canonic variational formulation). Given the
extension of the inflow profile U˜in := {0, v˜in, 0} find U := {u, v, p}
U ∈ U˜in +X, X := V × Vf × Lf
with
V := H10 (Ω; ∂Ω)
d, Vf := H
1
0 (Ωf ; ∂Ωf \ Γout)d, Lf := L2(Ωf ),
such that
A(U)(Φ) = (Jfρfff , φf )f + (ρsfs, φs)s ∀Φ ∈ X ′ := {φ, ψ, ξ} ∈ V ′ × V ′f × Lf ,
with
V ′ := H10 (Ω; ∂Ω \ Γout)d, V ′f := H10 (Ωf ; ∂Ωf )d, Lf := L2(Ωf ),
and with the combined semi-linear form
A(u, v, p)(φ, ψ, ξ) := Af (vf , p)(φf , ξ) +As(us)(φs) +Am(uf )(ψ),
defined as in Problem 2, 4 and 5.
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Remark 5 (Test & trial spaces). Test- X ′ and trial-space X differ, hence
Problem 6 is a Petrov-Galerkin formulation. The small difference in the spaces
however only appears due to the free outflow condition and vanishes in the case
Γout = ∅. Regarding the interface Γi, test- and trial-spaces have the same setup.
In context of the important interface coupling the formulation can be considered
as a standard Galerkin-approach.
4. Finite Element Discretization for FSI Problems
For discretization of Problem 6, a stabilized finite element discretization
with equal-order finite element for all variables is used. First, let Ωh be a finite
element triangulation of the domain Ω into open quadrilaterals or hexahedrals
which fulfills the usual structure- and shape-regularity assumptions relaxed by
introducing hanging nodes to allow for local mesh refinement, see [22, 18]. Fur-
ther, Ωh must be conforming with the domain partitioning, such that every
element K ∈ Ωh is either entirely in the fluid domain Ωf or in the solid domain
Ωs and it exists a partitioning Ωh = Ωf,h∪Ωs,h. Finally, every mesh is supposed
to have a patch structure: every element K ∈ Ωh is part of 2d elements arising
from the same element by uniform refinement. This patch-structure is used
for both the stabilization technique and the error estimator. Again see [18].
On Ωh we denote by V
(r)
h (Ωh; Γ) the usual space of isoparametric finite ele-
ment functions of degree r with trace zero on Γ. Then, the discrete solution
Uh := {uh, vh, ph} is found in the discrete space Xh ⊂ X:
Xh := [V
(r)
h (Ωh; ∂Ω)]
d × [V (r)h (Ωf,h; ∂Ωf \ Γout)]d × V (r)h (Ωf,h). (7)
The test-space X ′h ⊂ X ′ is defined likewise with the already mentioned modifi-
cations to comply with the outflow condition:
X ′h := [V
(r)
h (Ωh; ∂Ω \ Γout)]d × [V (r)h (Ωf,h; ∂Ωf )]d × V (r)h (Ωf,h). (8)
Using these spaces, the discrete Petrov-Galerkin formulation is given by restric-
tion to the subspaces Xh ⊂ X and X ′h ⊂ X ′.
4.1. Local projection stabilization
The incompressible Navier-Stokes system as basis of the fluid-structure in-
teraction problem asks for approximation spaces fulfilling the inf-sup condition.
The equal-order space Xh is not inf-sup stable, hence a modification of the
semi-linear form A(·)(·) is necessary. Further, the transport term asks for addi-
tional stabilization if the flow gets convection dominated. While the well estab-
lished PSPG/SUPG method by Hughes, Franca and Balestra [50] and Hughes
and Brooks [49] is applicable also for fluid-structure interaction problems, see
Wall [67], we refrain from using it due to the high numerical effort and the artifi-
cial coupling terms introduced by ensuring a consistent formulation. Instead, we
employ the Local Projection Stabilization method (LPS) as introduced by Becker
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and Braack [5, 6] both for stabilizing the inf-sup condition and dominant con-
vective terms. However, since the stationary problems regarded in this work do
not exhibit strong convective regimes we focus on the pressure stabilization.
Here, fluctuations of the pressure κH(ph) := ph − piHph with regard to a
coarser space XH with inf-sup stable velocity-pressure pairing [V
(r)
h ]
d−QH are
added. For higher order finite elements r ≥ 2 we choose a Taylor-Hood element
with QH := V
(r−1)
h (Ωf,h) as inf-sup stable as stable basis. In the case r = 1 a
variant of the Taylor-Hood element is chosen, where the stable pressure space is
of the same order, but defined on a mesh with double mesh-sizeQH := V
(r)
2h . Due
to the patch-structured mesh, these two projection operators piH : V
(r)
h → QH
are easily evaluated by a local replacement of the basis functions, since the
nodal bases of V
(r)
h and QH share the same supporting points. See [5, 18, 16]
for details.
Problem 7 (Stabilized fluid-structure interaction problem). Given a discrete
extension of the Dirichlet data U˜h,in, find Uh ∈ U˜h,in +Xh such that
Ah(Uh)(Φh) := A(Uh)(Φh) + Sh(Uh)(Φh) = F (Φh) ∀Φh ∈ X ′h,
with the stabilization form
Sh(Uh)(Φh) :=
∑
K∈Ωf,h
(αK J˜ F˜
−1∇κH(ph), F˜−1∇κH(ξh))K
where Xh and X
′
h are defined by (7) and (8), respectively, and with the fluctu-
ation operator κH := id−piH . The stabilization parameter is chosen as αK =
α0h
2
K(ρfνf + ρfhK‖v˜h‖∞,K)−1
4.2. Solution scheme
Problem 7 is a highly nonlinear complex system of partial differential equa-
tions. We iteratively solve these equations by a simplified Newton method.
Given an initial value U
(0)
h ∈ UDh +Xh we solve for the update W (t)h ∈ Xh with
U
(t+1)
h = U
(t)
h +W
(t)
h as solution of the linear system:
A′h(U
(t)
h )(W
(t)
h ,Φh) = F (Φh)−Ah(U (t)h )(Φh) ∀Φh ∈ X ′h.
The Gateaux-derivative of Ah(·)(·) is formally defined as
A′h(U
(t)
h )(Wh,Φh) :=
d
ds
Ah(U
(t)
h + sWh)(Φh)
∣∣∣
s=0
. (9)
This derivative is calculated analytically from the definition given in Prob-
lems 2, 4, 5 and 7. Details on the calculation of the derivatives are given in
the literature [34, 4] and the appendix. In many approaches [56, 57, 65] the
Jacobian is approximated by finite differences. But since we anyway need exact
linearizations for duality based error estimation, we use exact derivatives for the
Jacobian. By Ah, we denote the system matrix defined as (9). It will turn out,
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that the adjoint system matrix is – up to a small modification concerning the
outflow boundary – given by the transpose of this Jacobian, compare (2). In
the appendix we give details on all derivatives appearing in the Jacobian (and
the adjoint problem).
Remark 6 (Linearization of the Local Projection Stabilization). We consider
the stabilization form Sh(·)(·) to be bilinear by freezing the velocity dependence
of the parameters αK using an approximation v˜f and by also freezing the do-
main transformation at some known approximation J˜ and F˜ . Hence, it holds
S′h(·)(·) = Sh(·)(·). Further, Sh(·)(·) is symmetric.
Every step of the Newton method asks for solving a linear system of equa-
tions A
(t)
h W
(t)
h = B
(t)
h . The matrix A
(t)
h is very large, ill-conditioned and un-
symmetric. For solving, we employ a multigrid-preconditioned GMRES itera-
tion. As smoothing operator, a partitioned iteration with ILU-preconditioning
is applied.
5. A posteriori error estimation and mesh refinement
Problem 7 is written in a standard monolithic variational formulation, how-
ever using a Petrov-Galerkin approach with slight differences between X and
X ′ at the outflow boundary. Dual weighted error estimation is immediately
applicable in terms of (1), (2) and (3). In this section we will first expand the
original results of Becker & Rannacher [10] to consider stabilization terms, then,
we focus on the realization of goal oriented error estimator for fluid-structure
interactions with a detailed discussion of the adjoint problems as well as a dis-
cussion of the remainder terms appearing in the process of error estimation.
5.1. The dual weighted residual method
We start by citing the main result, Theorem 2, from [10] with a slight mod-
ification to include stabilization terms like the Local Projection Stabilization in
Problem 7. Let J(·) be some functional of interest on the space X. We define
two Euler-Lagrange functionals on X ×X ′:
L(U,Z) := J(U) + F (Z)−A(U)(Z),
Lh(U,Z) := J(U) + F (Z)−Ah(U)(Z) = L(U)(Z)− Sh(U)(Z).
(10)
The primal solutions U ∈ X and Uh ∈ Xh, and the adjoint solutions Z ∈ X ′
and Zh ∈ X ′h are given as stationary points of L and Lh in (10):
L′(U,Z)(Ψ,Φ) :=
{
J ′(U)(Ψ)−A′(U)(Ψ, Z)
}
+
{
F (Φ)−A(U)(Φ)
}
= 0 ∀{Ψ,Φ} ∈ X ×X ′
L′h(Uh, Zh)(Ψh,Φh) :=
{
J ′(Uh)(Ψh)−A′h(Uh)(Ψh, Zh)
}
+
{
F (Φh)−Ah(Uh)(Φh)
}
= 0 ∀{Ψh,Φh} ∈ Xh ×X ′h.
(11)
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Let EUh := U − Uh ∈ X and EZh := Z − Zh ∈ X ′.
Theorem 1 (Error representation for the fluid-structure interaction problem).
Let {U,Z} ∈ X ×X ′ and {Uh, Zh} ∈ Xh ×X ′h be defined by (11). If L(·, ·) is
three times differentiable, it holds:
J(U)− J(Uh) = 1
2
{J ′(Uh)(U − ihU)−A′h(Uh)(U − ihU,Zh)}
+
1
2
{F (Z − ihZ)−Ah(Uh)(Z − ihZ)}+1
2
Sh(U,Zh)+
1
2
Sh(Uh, Z)+R(3)(EUh , EZh ),
(12)
where R(3) is a remainder of third order in the errors:
R(3) := 1
2
1∫
0
{
J ′′′(Uh + sEUh )(E
U
h , E
U
h , E
U
h )− 3A′′(Uh + sEUh )(EUh , EUh , EZh )
−A′′′(Uh + sEUh )(EUh , EUh , EUh , EZh )
}
s(s− 1) ds. (13)
Proof: For the two Euler-Lagrange functionals L and Lh it holds by (10):
J(U)− J(Uh) = L(U,Z)− Lh(Uh, Zh) = L(U,Z)− L(Uh, Zh) + Sh(Uh, Zh)
=
1∫
0
d
ds
L
(
Uh + sE
U
h , Zh + sE
Z
h
)
ds+ Sh(Uh, Zh)
We approximate this integral with the trapezoidal rule, where due to conformity
Xh×X ′h ⊂ X×X ′, the term belonging to s = 1 vanishes L′(U,Z)(EUh , EZh ) = 0:
J(U)− J(Uh) = 1
2
L′(Uh, Zh)(EUh , E
Z
h ) + Sh(Uh, Zh) +R(3)(EUh , EZh ).
Using (11), and Remark 6, the error representation turns to:
J(U)− J(Uh) = 1
2
{
L′h(Uh, Zh)(E
U
h , E
Z
h ) + Sh(U)(Zh) + Sh(Uh)(Z)
}
+R(3).
(14)
By using Galerkin-Orthogonality L′h(Uh, Zh)(Φh,Ψh) = 0 for all {Φh,Ψh} ∈
Xh ×X ′h we can insert local interpolations operators:
J(U)−J(Uh) = 1
2
{
L′h(Uh, Zh)(U−ihU,Z−ihZ)+Sh(U)(Zh)+Sh(Uh)(Z)
}
+R(3).

Note, that it is not possible to evaluate this error representation as the un-
known quantities U ∈ X, Z ∈ X ′ and the corresponding interpolations appear.
In the following paragraphs we will present approximative techniques for access-
ing the error estimate. This approximation will be of lesser accuracy than the
cubic remainder R(3).
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5.2. Application to fluid-structure interactions
Problem 7 is in a canonic form. The discretized adjoint solution Zh ∈ X ′h is
given as solution of the system (compare (11))
Zh ∈ X ′h : A′h(Uh)(Ψh, Zh) = J ′(Uh)(Ψh) ∀Ψh ∈ Xh.
These derivatives can easily be evaluated analytically by tedious application of
product rule and chain rule using the definition of Af (·)(·) and As(·)(·) from
Problems 2 and 4 in the continuous function spaces X and X ′. In the appendix,
we will give details on the linearization of the coupled fluid-structure interaction
system. Further, since the function spaces Xh and X
′
h differ only with regard to
the outflow boundary condition, the adjoint system matrix A∗h is up to a small
modification at these boundaries, the transpose of the Newton-Jacobian Ah.
The quality of the error estimator is considerably controlled by the remain-
der R(3) which consists of third derivatives of the Euler-Lagrange functional
L(U,Z). In terms of fluid-structure interaction the derivatives with regard to
the mesh-motion can be problematic. It holds (see the appendix for details):
∂3F−1(u)
∂3u
(Eh, Eh, Eh) = −[F−1∇Eh]3F−1.
This term is formally of third order in the error. However, it may get large, if
F gets irregular, i.e. in the case J = det(F )→ 0 which is possible for problems
where very large deformations are involved. Here, a more sophisticated mesh
motion technique, in particular using Jacobian-based stiffening, can help to
reduce the influence of the remainder, see [64].
5.3. Error estimation
The error identity still contains the unknown solutions U and Z. First, we
need to neglect the remainder terms. This is justifiable, if the regularity of the
problem is sufficient. Further, U and Z appear in the interpolation errors as
weights for the error identity. In [10] various techniques for approximating the
continuous solutions are discussed. Most rely on solving for U∗h , Z
∗
h ∈ X∗h using
a discrete space with higher resolution. In terms of very complex fluid-structure
interaction problems, and in particular in three dimensions, an approximation
using a finer space is usually out of bounds. Instead, we will rely on error
expansion results which yield a higher order convergence for the errors gradi-
ent and which can by used for higher order reconstruction. These results are
known e.g. for the Poisson equation or Stokes equations [12, 13], where fourth
order node-wise reconstruction is possible on uniform meshes, given sufficient
regularity of the solution. We note however, that theoretical results concerning
super-approximation for fsi-problems are not available.
In classical application of the dual weighted residual method [8, 7], the error
identity is transformed with local integration by parts on every mesh element to
recover the strong formulation of the problem and additional jump-terms over
the edges. In terms of fluid-structure interactions we will avoid this transfor-
mation since the evaluation of the classical formulation is very costly due to the
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i2h
uh ∈ Vh
i
(2)
2h
Figure 2: Interpolation of a discrete function uh ∈ Vh into higher order space
i
(2)
2h : Vh → V (2)2h (right) and interpolation into a coarse space i2h : Vh → V2h
(left).
second derivatives and strong nonlinearities evoked by the ALE mapping Af .
Instead we directly approximate the error identity (12) by replacing
U − ihU ≈ i∗hUh − Uh, Z − ihZ ≈ i∗hZh − Zh,
where i∗h : Xh → X∗h is the interpolation into a space with higher resolution.
See Figure 2. Here, we use the space of double polynomial degree on the mesh
with double mesh-size X∗h = X
(2)
2h . This space shares its degrees of freedom
with the space Xh and since every mesh is patch-structured (see Section 4), the
interpolation can be constructed locally, by simply replacing the basis functions:
Uh =
N∑
i=1
UiΦi ⇒ i(2)2h Uh =
N∑
i=1
UiΦ
(∗)
i , (15)
where by {Φ(∗)i } we denote the Lagrange nodal basis functions of X(2)2h . Note,
that Φi(xj) = Φ
(∗)
i (xj) = δij for all mesh-nodes xj ∈ Ωh. The continuous
solution further appears as ihU and ihZ in the stabilization parts of the error
identity. Since the Local Projection Stabilization consists of local fluctuations
only, we can approximate by
Sh(U,Zh) ≈ Sh(Uh, Zh) ≈ Sh(Uh, Z).
Finally, we estimate the error by
ηh(Uh, Zh) :=
1
2
{
J ′(Uh)(i
(2)
2h Uh − Uh)−A′(Uh)(i(2)2h Uh − Uh, Zh)
}
+
1
2
{
F (i
(2)
2h Zh − Zh)−A(Uh)(i(2)2h Zh − Zh)
}
+ Sh(Uh, Zh).
(16)
In Section 6, numerical examples will demonstrate the accuracy of this ap-
proximation ηh(Uh, Zh) ≈ J(U)− J(Uh).
5.4. Localization and error estimation
For practical mesh adaptation purposes, we need to localize the error esti-
mator ηh(Uh, Zh). It is well known [10], that simply restricting the element-wise
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contributions of (16) to the elements K ∈ Ωh and taking the absolute values
does not yield the proper local order of convergence. Hence, one usually trans-
forms with integration by parts and includes fluxes over the element-edges. As
argued before, this is not practical in context of fluid-structure interactions.
Here, we follow the concepts introduced in [61, 14] to obtain the correct local
order by applying a local filtering operation using once more the patch structure
of the meshes.
For localization and error estimation we omit the additional stabilization
term Sh(Uh, Zh). Using the notation x := {U,Z} and xh := {Uh, Zh} we write
the residual part of the estimator (16) in compact notation as
η(xh) := Rh(xh)(x− ihx),
where by Rh we denote the residual terms of (16). This residual is orthogonal
on Xh. Hence a further interpolation i2hxh ∈ X2h into the space X2h ⊂ Xh on
a coarse patched mesh may by inserted:
η(xh) = Rh(xh)((x− ihx)− i2h(x− ihx)).
See Figure 2 for a sketch of this interpolation operator. Due to the patch-
structured mesh, this space is easily accessible, by another exchange of the basis
functions similar to (15). Note, that i2h(x− ihx) = 0, but since i2hih = ihi2h it
holds
η(xh) = Rh(xh)((x− i2hx)− ih(x− i2hx)).
Here, we approximate as discussed in Section 5.3 (by
η(xh) ≈ Rh(xh)((i(2)2h xh − i2hxh)− ih(i(2)2h xh − i2hxh)).
With the notation χh := (χi)i and χi := Rh(xh)(Φ(∗)i − Φi) it holds:
ηh(xh) :=
N∑
i=1
ηi, ηi := (χh − i2hχh)i.
The error indicators ηi are defined as nodal values. For every xi ∈ Ωh on the
corner of a patch it holds ηi = 0. Evaluating the error estimator and the error
indicators asks for two residual integrations, once with test-functions of higher
order. Localization is performed by transformations on the algebraic level only.
Mesh adaptation is driven by an easy balancing condition. We refine those
mesh nodes that have an indicator value above the average:
refine node xi, if |ηi| ≥ α
N
N∑
j=1
|ηj |, (17)
with α ≈ 1. Refining a node xi means refining the adjacent elements. If a
hanging node is to be refined, we only refine the coarser element. For problems
with strong gradients (e.g. at reentrant edges) we choose α > 1 for a sharper
refinement.
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Figure 3: Flow around cylinder with elastic beam with circle-center M =
(0.2, 0.2) and radius r = 0.05.
6. Numerical Results
In this section, we study two problems and show the efficiency of the dual
weighted residual method. First we consider the stationary FSI-1 benchmark
as proposed by Hron, Turek et. al. in [47]. In this two-dimensional problem,
a laminar flow around a circular obstacle with an attached elastic beam is con-
sidered, see Figure 8. Quantity of interest is the drag coefficient of the obstacle
as well as the deformation of the tip of the beam.
Secondly, as a three-dimensional benchmark problem, the laminar flow over
an elastic obstacle mounted on the wall is considered. As quantities of interest
we again evaluate the deformation in a point within the elastic structure and
the drag coefficient of the obstacle.
6.1. The FSI-1 benchmark problem
First, we consider the stationary benchmark problem FSI-1 [19, 20]. Here,
the laminar flow around a cylinder, with an attached elastic beam is simulated.
Figure 3 shows a sketch of the configuration.
Problem configuration. Three benchmark problems have been proposed by Hron
& Turek [47]. We limit the considerations to the stationary FSI-1 test-case. The
flow is laminar with Reynolds-number Re = 20 and driven by a parabolic inflow
profile with average velocity v¯f = 0.2. For the structural problem, the St.
Venant-Kirchhoff material law is used in a slightly compressible setting with
Poisson ratio νs = 0.4:
ρf = ρs = 1000, νf = 10
−3, µs = 5 · 105, λs = 2 · 106, v¯f = 0.2
As quantities of interest, we measure the horizontal and vertical deflection of
the structure in the point A = (0.6, 0.2) on the tip of the beam, as well as the
drag- and lift- coefficient of the complete obstacle (including rigid circle and the
elastic beam):
Jdrag(U) :=
∫
S
(JσfF
−T )nf · e1 ds Jlift(U) :=
∫
S
(JσfF
−T )nf · e2 ds
Jx(U) := u1(A) Jy(U) := u2(A),
where ei := (δi1, δi2) are the Cartesian unit vectors and S := Γflag ∪ (Γcircle \
Γbase).
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Evaluation of the surface integral. For easier evaluation, we modify the func-
tional expression. Let Γcircle be the boundary, Γbase ⊂ Γcircle that part of the
circle, where the solid domain Ωs is attached. Then, by using the dynamic
coupling condition on Γi it holds:
Jdrag(U) =
∫
Γcircle\Γbase
(JσfF
−T )nf · e1 ds−
∫
Γi
(JσsF
−T )ns · e1 ds
Further, using div(JσsF
−T ) = 0 since no right hand side is given in this bench-
mark configuration, the surface integral can be transformed into an integral over
the complete circle Γcircle:
Jdrag(U) =
∫
Γcircle\Γbase
(JσfF
−T )nf · e1 ds+
∫
Γbase
(JσsF
−T )ns · e1 ds
An evaluation of this surface integral with higher accuracy is possible by express-
ing it in terms of residuals (the Babusˇka-Miller-Trick) [1, 2, 3, 21, 17] tested
with a non-conforming test-function Zˆdrag 6∈ X
Jdrag(U) = A(U)(Zˆ
drag), Zˆdrag := {0, 0, χˆu}, (18)
where
χˆuy := 0, χˆ
u
x :=
{
1 : x ∈ Γcircle
extended to 0 : x 6∈ Γcircle ∪ Γbase .
Given sufficient regularity, the evaluation of the drag- and lift-coefficients using
this technique yields a higher order of convergence [17], namely second order
for linear finite elements. In the case of the lift-coefficients, the components χˆuy
and χˆux must be switched.
Obtaining Reference values of the FSI-1 benchmark problem. This benchmark
problem is well analyzed in the collections [19, 20]. In Table 1 we collect reference
values for all four functionals used in this work. These results are obtained by
reviewing the cited references and extrapolating results using higher order finite
elements on uniform meshes. The values are in very good agreement with those
identified by Turek and coworkers [66].
functional reference value accuracy
drag 14.294 ±5 · 10−4
lift 0.7648 ±5 · 10−5
x-deformation 2.268 · 10−5 ±5 · 10−9
y-deformation 8.190 · 10−4 ±5 · 10−7
Table 1: Reference values for the FSI-1 benchmark.
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Figure 4: Error and estimator for the different functionals on uniform meshes
and locally refined meshes. Top left to bottom right: error in horizontal and
vertical deflection, drag- and lift-coefficient. For comparison: slopes with linear
and quadratic convergence.
Error estimation and results on locally refined meshes. For error estimation
with the dual weighted residual method we need to approximate the adjoint
problems:
Zh ∈ Xh : A′h(Uh)(Φh, Zh) = J ′(Uh)(Φh) ∀Φh ∈ Xh.
Detail on the adjoint bilinear-form are given in Section 5 and the appendix. For
the two deflection functionals Jx, Jy, the right hand side of the adjoint problems
is a Dirac and lacks the necessary regularity J ′x, J
′
y 6∈ H−1(Ω). Hence, these
functionals should be regularized with a small parameter  > 0:
Jx/y(U) =
1
|B(A)|
∫
B(A)
ux/y dx, B(A) := {x ∈ Ω : |x−A| < }.
In the case of the drag- and lift-coefficients, the right hand side of the adjoint
problems is defined by using Zˆdrag from (18)
J ′drag(U)(Φ) = A
′(U)(Φ, Zˆdrag).
Since Zˆdrag is a extension of (non-conforming) Dirichlet-values into the domain,
this problem is related to solving a problem with homogenous right hand side
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Figure 5: Effectivity of the dual weighted residual method on uniform meshes.
Left: effectivities for all four functional values on uniform meshes. Right: com-
position of the estimator into primal residual, adjoint residual and stabilization
part for the drag coefficient w.r.t the exact error.
and non-homogenous Dirichlet values on Γcircle:
Zˆh ∈ Zˆdrag +Xh : A′h(Uh)(Φh, Zˆh) = 0 ∀Φh ∈ Xh.
In Figure 4, we compare the convergence history of all four error-functionals.
In each sketch we compare the relative errors using uniform mesh refinement
with those obtained on locally refined meshes using the dual weighted residual
method. Further, on both sequences of meshes we plot the values of the error
estimator. Finally, for comparison we give sketches of the error slopes corre-
sponds to linear convergence h ≈ N− 12 and quadratic convergence h2 ≈ N−1.
Note, that apparent loss of convergency on fine meshes (in particular for the
lift-coefficient and the two displacement functionals) is due to limited accuracy
of the reference values, see Table 1.
Next, in the left plot in Figure 5 we show the effectivities of the error esti-
mator, namely
eff :=
ηh(Uh, Zh)
J(U)− J(Uh) ,
on a sequence of uniform meshes for all four error functionals. A value of
one indicates error estimation with optimal accuracy. In the right half of this
Figure 5 we show the composition of the error estimator split into the primal
residual F (Z− ihZ)−Ah(Uh)(Z− ihZ), the adjoint residual J ′(Uh)(U − ihU)−
A′h(Uh)(U−ihU,Zh) and the stabilization part Sh(Uh)(Zh) considering the drag-
coefficient.
In Figure 6 we show the adjoint solutions with regard to the drag-evaluation.
In the top-row the two components of the adjoint variable wf ∈ Vf which is only
defined in Ωf and in the bottom-row the two components of the variable u ∈ V
are shown. In the lower left plot one sees the Dirichlet-values Zˆdrag on the
obstacle used to evaluate the drag coefficient.
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Figure 6: Adjoint solution with regard to the drag-coefficient. Top row: adjoint
horizontal velocity wf , bottom row, adjoint deformation z.
Discussion of the results. We start by discussing the results obtained on uni-
form meshes. Using piecewise linear finite elements, all four functionals should
converge with second order (in the mesh size), given sufficient regularity of the
solution. Figure 4 however depicts linear convergence only. This order reduction
is due to limited regularity induced by the reentrant edges at the interface Γi as
seen from the fluid domain. Similar results are observed for pure fluid dynamics
benchmark problems [62, 17]. When comparing the estimator value with the
real error in Figures 4 and 5, one observes very good effectivities eff −−−→
h→0
1
for the drag- and lift-coefficient (even if the regularity of the problem is not
sufficient to guarantee higher order convergence of the remainders R(3)). In the
case of the two deflection functionals - and in particular for the vertical deflec-
tion functional Jy - the quality of the estimator is less. This is explained by
additional regularity limitations due to the Dirac structure of the functionals
Jx and Jy.
The right sketch in Figure 5 shows that all three parts of the error estimator
are essential. It is well known [10] that for linear problems primal and adjoint
parts in the error estimator coincide (in the limit h→ 0). For nonlinear problems
all parts must be taken into account. Further, we see that the stabilization
part cannot be neglected. In Figure 7 we show some meshes with local mesh
refinement obtained during the simulation.
6.2. 3D fluid-structure interaction
Problem configuration. Finally, we present numerical simulations of a three di-
mensional test-case. In the domain Ω := (0, 1.5) × (0, 0.4) × (−0.4, 0.4) an
elastic structure Ωs := (0.4, 0.5) × (0, 0.2) × (−0.2, 0.2) is inscribed, see Fig-
ure 8. The problem is considered to be symmetric in the x/y-plane. Hence,
we run the simulation only in one half of the domain. On the inflow bound-
ary Γin = (0, 0.4)× (−0.4, 0.4), a parabolic velocity profile is given as Dirichlet
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Figure 7: Cut-out of locally refined meshes used to approximate the drag-
coefficient (top) and the horizontal displacement functional (bottom).
condition with peak velocity vmax = 0.3. On the inner symmetry plane, we
prescribe vf · n = 0 as Dirichlet condition, on the outflow boundary Γout the
do-nothing condition for velocity and pressure. The no-slip condition is used
on the remaining boundaries Γwall. The solid is fixed by a homogenous Dirich-
let condition us = 0 on the bottom Γbase. Deformation in normal-direction is
prohibited us · n = 0 on the symmetry-plane Γsym. On the remaining bound-
aries Γwall,Γout and Γin the fluid’s deformation is extended with homogenous
Dirichlet values uf = 0.
The fluid is incompressible with ρf = 10
3 and νf = 10
−3. The solid’s density
is ρs = 10
3, its Poisson ratio νs = 0.4 with a shear modulus of µs = 5 · 105.
With an average inflow velocity of v¯in ≈ 0.15, and an obstacle of size 0.2, the
Reynolds number is Re ≈ 25 and the flow is in the laminar regime. For the LPS
stabilization, we set the parameter δ0 in Problem 7 to the value δ0 = 0.2.
As quantities of interest, we measure the x-deflection of the obstacle at the
coordinate A = (0.45, 0.15, 0.15) close to the outer corner of the structure, as
well as the force of the fluid on the structure in the dominant flow direction:
Jx(U) := e1 · u(A), Jdrag(U) :=
∫
Γi
(JσfF
−T )nf · e1 ds.
Like in the two-dimensional case, the surface integral is first transformed us-
ing the structure equation and then expressed as a residual term Jdrag(U) =
a(U)(Zˆdrag) using a function Zˆdrag 6∈ X with non-conforming boundary values
at Γbase, compare (18).
Obtaining Reference values of the 3d benchmark problem. For obtaining refer-
ence values we estimate the two error quantities on a sequence of meshes using
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Figure 8: Configuration of the three-dimensional test-case. Domain and solution
are symmetric in z-direction.
dof’s Jdrag(Uh) error (abs) Jx(Uh) error (abs)
2 975 1.5249 1.98 · 10−1 4.9337 · 10−5 9.90 · 10−6
18 711 1.4763 1.49 · 10−1 5.5686 · 10−5 3.55 · 10−6
131 495 1.4038 7.68 · 10−2 5.8529 · 10−5 7.11 · 10−7
983 367 1.3563 2.93 · 10−2 5.9075 · 10−5 1.65 · 10−7
7 600 775 1.3380 1.10 · 10−2 5.9202 · 10−5 3.80 · 10−8
Table 2: Convergence history of the three dimensional fsi test-case using piece-
wise linear finite elements. The bold lines indicate, that an error below 1% has
been reached.
uniform refinement. Table 2 we collect the results. By extrapolating, using the
values on the finest three meshes, we define reference values in Table 3.
functional reference value accuracy
drag 1.33 1%
x-deflection 5.95 · 10−5 1%
Table 3: Reference values for the three dimensional benchmark problem.
We believe these values to be exact to a relative error of about 1%. Fur-
ther refinements using parallel computers and higher order finite elements on
adapted meshes are necessary to generate reference values with a higher accu-
racy. Here however we refrain from using higher order finite elements, since the
reconstruction method for evaluating the error estimator in Section 5.4 would
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Figure 9: Error history for the drag-coefficient (left) and horizontal displacement
(right) on uniform and adaptively refined meshes. Linear and quadratic error
slopes for comparison.
require an even larger patch structures of the mesh which is not feasible without
parallel computers.
Error estimation and results on locally refined meshes. In Figure 9 we plot the
convergence history on uniform and locally refined meshes, both for the drag-
coefficient and the horizontal displacement functional.
This three dimensional test-case has the same regularity limitations as the
FSI-1 benchmark problem. The elastic obstacle induces corner singularities in
the solution and the horizontal deflection functional Jx lacks regularity. In both
cases, the computational effort necessary to reach a certain error tolerance is
reduced significantly by using adaptive finite elements. Considering the com-
plexity of three dimensional simulations these savings are substantial. In order
to resolve the singularities caused by the reentrant corners of the embedded
structure, it was essential to run the adaptation process very slowly by choosing
α = 8 in (17).
Finally, Figure 10 shows a visualization of a numerical solution. Here, adap-
tation is driven in order to optimize the functional value Jx(Uh). Deformation
of the structure is scaled by 100 for better visualization.
7. Conclusion
Focus of this work is the accurate analysis of a weak formulation used to
derive methods for goal oriented error estimation of fluid-structure interaction
problems. By completely mapping the problem onto the ALE reference system,
the proper interface coupling condition is included in the variational formulation.
This formulation is canonic in the sense, that the dual weighted residual error
estimator is applicable in a straightforward way. At least for regular error
functionals like the drag or lift coefficient, the proposed error estimator gives
highly accurate estimates for the error. This result demonstrates the exactness
of the linearized adjoints. These estimates can be used to generate efficient
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Figure 10: Sketch of the numerical solution on locally refined meshes. The
domain is cut at the symmetry plane Γsym in the front.
meshes for obtaining functional values. In particular when dealing with complex
three dimensional problems the possible saving due to accurate adaptive meshes
are immense.
The variational formulation derived for goal-oriented error estimation has
further impact on all numerical schemes where adjoint problems are involved. In
particular, the correct representation of the adjoint interface coupling conditions
is of importance when considering optimization of fluid-structure interaction
problems. In further steps, in particular in the direction of hemodynamics
applications, the variational formulation of the coupled problem as well as the
adjoint formulation can be extended to more complex structure models [45] and
also to non-Newtonian flow models [46]. Both issues add further nonlinearities
to the formulation and will pose difficulties in the context of accurate error
estimation.
A. Linearization of the fluid-structure interaction problem
The coupled fluid-structure interaction Problem 7 is given as:
U ∈ U˜ +X : A(U)(Φ) = (Jρfff , φf )f + (ρsfs, φs)s ∀Φ ∈ X ′,
where the semi-linear-form is defined by Problems 2 to 7:
A(U)(Φ) := Af (U)(Φ) +As(U)(Φ) +Am(U)(Φ) + Sh(U)(Φ).
We need linearizations of this semi-linear-form for calculating the Jacobian in
the Newton iteration
J(U)(W,Φ) := A′h(U)(W,Φ) =
d
ds
A(U + sW )(Φ)
∣∣∣
s=0
, (19)
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and to define the adjoint bilinear-form
A∗(Z,Φ) := A′h(U)(Φ, Z) =
d
ds
A(U + sΦ)(Z)
∣∣∣
s=0
. (20)
As discussed, the Jacobian is the transpose of the adjoint system matrix. The
derivatives are evaluated by successive execution of chain rule and product rule.
Details on linearizations for a coupled fluid-structure interaction problem using
similar structural models are found for instance in [34, 4]. A detailed analysis
of the coupling of linear flow models with string-type solids is given in [72, 73].
A.1. Jacobian of the fluid-structure interaction problem
We start by giving a description of the Jacobian (19). Here, we use the
notation:
U := {u, vf , pf} ∈ X, Φ := {φ, ψf , ξf} ∈ X ′, W := {z, wf , qf} ∈ X ′.
First, we gather some basic definitions. For 2nd order tensors A,B,C it
holds with A : B =
∑
ij AijBij :
AB : C = A : CBT = B : ATC, tr(A)I : B = A : tr(B)I, tr(ATB) = A : B
(21)
For a direction z ∈ [H1]d it holds:
∂F
∂u
(z) = ∇z, ∂F
T
∂u
(z) = ∇zT . (22)
Following [45] we obtain the important results for the derivative of the inverse
of the deformation gradient F−1 and its determinant J :
∂F−1
∂u
(z) = −F−1∇zF−T , ∂J
∂u
(z) = JF−T : ∇z = J tr(F−1∇z) (23)
In the following we discuss the derivatives of the three parts Af , As and Am
separately.
The St. Venant Kirchhoff material. The semi-linear-form As(·)(·) depends on
the deformation u only. Therefore we only need to calculate the derivatives
with respect this one variable. By relation (22) it holds for the Green-Lagrange
strain tensor:
∂Es
∂u
(z) =
1
2
(∇zTF + FT∇z)
Thus:
∂Σs
∂u
(z) =
λ
2
tr
(∇zTF + FT∇z) I + µs(∇zTF + FT∇z),
and finally
A′s(U)(W,Φ) =
(∇zΣs + F (µs(∇zTF + FT∇z) + λs tr(FT∇z)I),∇φ)s. (24)
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Mesh motion problem. The variational formulation Am(·)(·) in Problem 5 is
linear and depends on the fluid’s deformation uf only. The linearized form of
the pseudo-elastic extension directly follows as:
A′m(U)(W,Φ) =
(
µm(∇z +∇zT ) + λm div(z),∇ψf
)
f
(25)
In the case of a harmonic extension this simplifies to:
A′m(U)(W,Φ) := (µm∇z,∇ψf )f . (26)
Navier-Stokes in ALE coordinates. The semi-linear-form Af (U)(Φ) in Prob-
lem 4 depends on velocity, pressure and artificial deformation. We discuss the
corresponding derivatives separately. The derivatives of the stress tensor with
respect to pressure and velocity are given as:
∂(JσfF
−T )
∂vf
(wf ) = Jρfνf (∇wfF−1 + F−T∇wTf )F−T
∂(JσfF
−T )
∂pf
(qf ) = −JqfF−T .
Together with the convective part we get:
A′f,vp(U)(W,Φ) =
(
J(ρfνf (∇wfF−1 + F−T∇wTf )− qfI)F−T ,∇φ
)
f
+ (ρfJF
−1vf · ∇wf , φ)f + (ρfJF−1wf · ∇vf , φ)f
+ (div(JF−1wf ), ξf )f
(27)
It remains to gather all derivatives with respect to the artificial deformation of
the fluid domain. By using relation (23) and with
div(JF−1vf ) = J tr(F−1∇v)
it holds that
∂(J tr(F−1∇vf ))
∂u
(z) = J tr(F−1∇z) tr(F−1∇vf )− J tr(F−1∇zF−1∇vf )
= JF−1∇z : F−1∇vf − JF−1∇zF−1∇vf : I
= JF−1∇z : (F−1∇vf −∇vTf F−T )
(28)
The derivatives of the convective term are
∂(JF−1vf · ∇vf )
∂u
(z) = J
(
tr(F−1∇z)F−1 − F−1∇zF−1)vf · ∇vf . (29)
Finally, the derivatives of the stress tensor with respect to u are given by:
∂(JσfF
−T )
∂u
(z) = J
(
tr(F−1∇z)σf − σfF−T∇zT + ∂σf
∂u
(z)
)
F−T , (30)
28
with
∂σf
∂u
(z) = −ρfνf (∇vfF−1∇zF−1 + F−T∇zTF−T∇vTf ). (31)
Combining (28)-(31)
A′f,u(U)(W,Φ) = (JF
−1∇z : (F−1∇vf −∇vTf F−T ), ξf )f
+
(
J
(
tr(F−1∇z)F−1 − F−1∇zF−1)vf · ∇vf , φ)f
+
(
J
(
tr(F−1∇z)σf − σfF−T∇zT
)
F−T ,∇φ)
f
+−ρfνf
(
J∇vfF−1∇zF−1 + F−T∇zTF−T∇vTf ,∇φ
)
f
(32)
The Jacobian of the fluid-structure interaction problem is composed as:
A′(U)(W,Φ) = A′s(U)(z, φ) +A
′
f,u(U)(z, {φ, ξf})
+A′m(U)(z, ψf ) +A
′
f,vp(U)({wf , qf}, {φ, ξf}),
(33)
using the parts defined by (24), (25) or (26), (27) and (32).
A.2. Adjoint formulation of the fluid-structure interaction problem
The adjoint bilinear form formally follows by transposing the Jacobian:
A∗(Z,Φ) := A′(U)(Φ, Z),
where the adjoint solution Z ∈ X is denoted by:
Z := {z, wf , qf} ∈ X.
The role of test- and trial space is switched:
{z, wf , qf} ↔ {φ, ψf , ξf}.
Reviewing (33), the adjoint bilinear-form is given as:
A∗(Z,Φ) := A′(U)(Φ, Z) = A′s(U)(φ, z) +A
′
f,u(U)(φ, {z, qf})
+A′m(U)(φ,wf ) +A
′
f,vp(U)({ψf , ξf}, {z, qf})
(34)
The derivation of a strong formulation of this adjoint system can be done by
tedious tensor analysis. However, for implementation and evaluation of the
error estimator there is no need for this transformation, since the adjoint system
matrix is assembled by transposing the Jacobian.
We want to stress the important role of switching test- and trial spaces. The
search direction z in the Jacobian takes the role of the test-function φ in the
adjoint problem. This test-function is defined globally on Ω and thus interface
coupling terms appear on Γi due to integration by parts. Comparing (34),
φ appears in the linearization of the structure problem As, the mesh motion
problem Am and the Navier-Stokes system Af . All these terms give rise to a
Neumann-type coupling condition on the interface between the adjoint variable
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z on the solid domain and z, wf and qf on the fluid-domain. Further, wf has
trace zero on Γi. It holds:
wf = 0
Ss(z)ns + Sf (Z,wf , qf )nf = 0
}
on Γi.
By Ss(·) and Sf (·) we denote Neumann-type operators on the interface Γi.
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