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CHAPTER I
PURPOSE OF THE STUDY
Predicting the Future
The purpose of this study is to determine if growth potential can be pre-
dicted in a small town at a given time by examining variables of growth indication
that exist in that town at that given time.
Predicting the future is of utmost concern to city and regional planners for
several reasons. The basic one is the premise that in a dynamic situation, one
cannot adequately plan for the future if an abstract of the future is not foreseen.
The planner attempts to be aware of looming "dangers" such as overpopulation,
pollution, depletion of natural resources and uncontrolled sprawl. It is, there-
fore, necessary to have a clear picture of the future, or more exactly, of possi-
ble futures.!
There are various useful methods available to planners with which one might
predict growth in a given area. The term "growth", however, is an ambigious term.
The dictionary defines the word as "the process of gradual increase". In terms
of an area inhabited by nutans, however, growth could take the form of population
increase, economic base increase, social and cultural enli^itenment, increase in
land area, or a combination of these and other functions. It is common practice
by the layman, however, to equate "growth" with population increase. Population
is, in fact, a basic indicator of growth in that an increase in population usually
accompanies other types of urban and regional growth. Moreover, a decline in
population is usually due to a decrease in those urban functions.
For the purposes of this study, therefore, "growth" is defined as "an increase
in population". This is not to say that population increase is desirable in all
areas or that it is the ultimate goal of planning endeavors. Planners attempt to
predict population increase or decrease as a basic indicator of the future of an
area due to the fact that the hunan being is the element for which we plan.
There are two basic techniques for determining future population in an area:
the estimate and the projection. 2 Estimating techniques basically use facts about
the population of the area at earlier dates to reach an estimation of population
in that area for future points in time. The simplest of these methods would be
the "extrapolation" or "straight-line" technique. This method employs a single
group of parameters, past population, to determine future population. It is per-
formed by plotting the past population on graph paper, year by year, and fitting
a straightline to the median of the plotted points. This line, extended to
future years on the graph, designates population estimates for those years. This
method may be satisfactory for very general, long-range estimates but should not
be used to forecast population to a specific year. Assuming that a steady rate
of growth or decline will occur is an invalid assumption to make.
The extrapolation method may be mathematically performed by utilizing a
linear regression analysis. This technique attempts to explain how past popula-
tion would explain the variance of future population in a given area. The result
of the analysis is a formula which defines a line of least squares for population,
over time. It is basically a more precise "straight-line" projection. A popula-
tion estimate should never be used to determine population for a precise point in
time, but should be used to ascertain possible future trends in population increase
or decrease.
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A second technique to determine future population is the projection. This
technique is used to reach conclusions referring to a particular point in time
which lies in the future. In general, projections assume that "if A, B, and C,
are true in the future, then the population will be D for a particular year".
Perhaps the most widely used and the most sophisticated method of population
projection is the cohort survival model of population dynamics. This method
utilizes age groups by race and sex, survival rates, birth rates, and migration
rates to project population. The "cohort" is used to project changes in those
factors that affect the size and composition of an area's population over time;
namely births, deaths, and migration. The results are projections by age groups,
race, and sex. The cohort survival model requires a substantial amount of compu-
tation. Due to the time, effort, and human error involved, computer programs have
been developed to run the model. Due to the fact that the majority of planning
firms have no computer hardware, this approach to population projection is neglec-
ted by many planners.
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There are various other methods for both estimating and projecting future
population and future growth in an area. The preceeding discussion of technique
presented two widely used methods and does not represent a oomprehensive view of
population estimation or projectioru It was meant to qualify type in each cate-
gory.
Definitions:
The following definitions are meant to clarify the terminology used
in this report.
Growth is increase in population. It is represented in this study
in terms of absolute increase, positive or negative over time.
Growth potential is the propensity for a town to increase in population.
This growth, or increase in human habitation, will not be defined further as
controlled or contained growth versus uncontrolled or sprawling growth. The
methodology does not take into account the possible ramifications of the future
predicted growth potential.
Small town is defined in this research as a town containing a population
of 2,500 to 10,400. This size range was selected due to the availability of
data and will be discussed in a later chapter.
Variables of growth indication are selected variables that were tested
to determine the extent to which they might predict growth potential. These
variables were examined collectively for each town at a given year. Then a
comparison was made between the extent of growth prediction by these variables
and the actual growth that took place after the base year.
Hypothesis:
It is the hypothesis of this study that existing variables of growth
indication may be used as a partial predictor of growth potential in a small
town. The study was conducted in the state of Kansas.
A selected sample (n=36) of towns in Kansas was used, restricting those
towns to a population size of 2,500 to 10,400.
CHAPTER II
MODELING THEORY
Purpose of Modeling
In his article " A Short Course in Model Design,"5 Lowry discusses modeling
urban systems and the ramifications of those models toward planning decisions.
He states that the computer is not wiser than the human mind but rather, it is
capable of performing repetitive tasks at high speed with absolute accuracy.
This implies that models may be built to emulate the urban environment but they
are, in fact, a product of the human mind and not of the computer's binomial
brain.
Britten Harris defines a model as "a simplified abstraction from the real
world." 6 In another vein, a model may be called a mathematical description of
the real world. At any rate, regardless of the method of modeling, it is an
attempt to recreate the real world or a part of the real world, systematically,
by means of mathematical or statistical methods.
Types of Models
Models may be classified into three categories: descriptive models, predic-
tive models, and planning models. 7
Descriptive models attempt to replicate the features of an already observed
process. This type of model attempts to reduce the complexity of the observed
world to a relationship of mathematical language. It may offer a means to
determine values for hard to measure variables from input data of easy to measure
variables. This type of model emulates the existing world but does not satisfy
the planner's need for information about the future.
Predictive models, as the name implies, attempt to predict the future. This
type endeavors to determine the cause-effect relationship between two or more
variables. "Effect" might be predicted if the present and future value of
"cause" is known (e.g., a one unit change in the value of X will cause the value
of Y to change by 5 units)
.
The third model category is the planning model. The planning model incor-
porates prediction with evaluation of that prediction in terms of planning goals.
The planning model might approach a problem by suggesting alternate means of solu-
tion. Then the consequence of each course of action is forecast into the future
in an attempt to predict the results. The model might assign a "score" to each
result and the highest score would designate the optimum solution to the problem.
Planning models are still in their infancy, although much academic research has
been devoted to their development.
Of these three types of models, the predictive type would be the one this
study is concerned with. In an attempt to prove the hypothesis of this study, a
predictive model will be calibrated, and tested.
Construction of a Predictive Model
Steger categorizes predictive models two ways: controlled variation of
independent variables and simulation forecasting models. 8
The first category of predictive models projects relationships between
relevant independent and dependent variables. Then the independent variables
are changed and an alternative result is determined.
Simulation forecasting models attempt to simulate urban or regional develop-
ment by means of mathematical procedure. The types of procedure range from regres-
sion equations to equations based on probability of occurance.
Steger includes mathematical optimizing models in his categories of predictive
models, although this type assumes development has already been predicted.
This type of predictive model that seems to best fit the needs of the
hypothesis in this study is the simulation forecasting model which will utilize
multi-variate component factor analysis as the mathematical testing procedure.
The model will utimately explain to what degree the selected variables predict
growth potential in the selected small towns.
CHAPTER III
SCOPE OF THE STUDY
Approach
As was stated in Chapter I, it is the hypothesis of this study that existing
variables of growth indication may be used as a partial predictor of growth
potential in a small town.
The study was approached by asking the question, "Is it possible to examine
a number of variables that exist during a given year in a small town and by
collectively analyzing those variables, to determine if that town has the poten-
tial to grow or more specifically, to increase in population?"
At this point, it was necessary to select the variables which might be
indicators of growth potential. In an attempt to build a workable model for
prediction of growth potential, variables were selected which could be readily
obtained by the user of the proposed model. Therefore, the test variables were
limited to those included in the U.S. Census and similar publications such as
city-county data books.
The next step in approaching the problem was to select a number of "small
towns". As was previously stated, observed towns were limited to those with a
population of 2,500 to 10,400 persons. The lower limit is due to the non-
availability of detailed census information for towns smaller than 2,500. The
upper limit was chosen in that towns much larger than 10,000 begin to have
characteristics and services that tend to suggest "largeness" rather than "small-
ness". (This observation was strictly biased on the part of the author and can
be debated, as everyone's concept of "small" or "large" is a personal bias.)
Towns which fluctuated between 2,500 and 10,400 from 1950 to 1970 in the
State of Kansas were observed to test the hypothesis. A total of 36 towns
qualified for the testing procedure. These towns were listed in alphabetical
order and were assigned a code number of Ti to T36.
A total of 11 independent variables were tested as growth indicators.
These variables were assigned codes of V^ to Vi2»
The year 1950 was selected as the first base year for the test. Each set
of variables (Vh) were tested by multivariate analysis for the observed towns to
determine the extent to which they predicted the growth (or decline) which took
place after 1950. The same test was performed for 1960 to determine the predic-
tion of the growth after 1960.
The following chapter will further discuss the methodology used in the study.
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CHAPTER IV
METHODOLOGY
Definition of the Variables
The following variables were built into the growth potential model:
population increase; median value of one-dwelling unit structures; assessed
valuation per capita; percent of rental units to total dwelling units; percent
of employment to labor force; percent of employment in construction industries
to labor force; percent of employment in wholesale and retail trade to labor
force; median family income; median school years completed; distance to the
nearest small city; distance to the nearest large city; distance to the nearest
interstate highway. These tweleve variables were chosen for inclusion in the
model because of their relative availability and because they are possibly
characteristic of the viability of the sample town. These variables are listed
in Appendix II.
The dependent component of the model is Variable 1, population increase.
The analysis will indicate whether the variance of population increase can be
explained by the independent variables.
Variable 1: Population Increase
Source: U.S. Census*
Population increase is defined as the difference in a city's popula-
tion in a base year and the population of that city in a future year.
The model was tested using to*o 10 year growth periods and one 20 year
growth period. Measurements of population increase for the ten year
periods were from base year 1950 to 1960 and from base year 1960 to
1970. Measurements of population increase for the ten year periods
were from base year 1950 to 1960 and from base year 1960 to 1970.
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Measurements of population increase for the 20 year period were
from 1950 to 1970. If a tested city showed a decrease in popu-
lation over a growth period it is termed negative growth and is
represented as a negative number.
There are eleven independent components of the model. The independent
variables of the base year (1950 for instance) were tested to see if they could
explain any of the variance of the dependent variable (or 1950 to 1960 population
increase in this case)
.
Variable 2: Median Value of One-Dwelling Unit Structures
Source: U.S. Census10
Median value of one-dwelling unit structures was selected as a
possible indicator of standard of living, quality of life, or
affluence of a sample town.
Variable 3: Assessed Valuation Per Capita
Source: Kansas Government Journal11
Assessed valuation is a possible indication of the monetary worth
of personal goods and an indicator of quality of life or affluence.
Variable 4: Percent of Rental Units to Total Dwelling Units
Source: U.S. Census12
This percentage was tested as a possible indicator of available
housing in a town and was calculated by dividing total rental
units by total dwelling units.
Variable 5: Percent of Employment to Labor Force
Source: U.S. Census13
This variable was tested as an indicator of employment-
unemployment in a town. It is a measure of possible job
availability and economic conditions and was calculated
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by dividing total employment by total labor force of a town.
Variable 6 : Percent of Employment in Construction Industries
To Labor Force
Source: U.S. Census14
Activity in construction industries was tested as an indicator
of "progressiveness ,, or physical growth. This phenomenon
might account for housing starts, industrial construction or
private obstruction, which might indicate available loans
and a healthy economy. It was calculated by dividing total
employment in construction industries by labor force.
Variable 7: Percent of Employment in Wholesale and Itetail
Trades To Labor Force
Source: U.S. Census15
This percentage was tested as a possible measure of economic
activity of a town and was calculated by dividing employment
in wholesale and retail trades by labor force.
Variable 8: Median Family Income
Source: U.S. Census16
Median family income is a measure of wage earnings and a
possible indicator of affluence and standard of living
in a town.
Variable 9: Median School Years Completed
Source: U.S. Census17
This is a measure of educational level of a town's citi-
zens and was tested as a possible affluence or quality
of life factor.
Variable 10: Distance to the Nearest Small City
Source: Kansas Highway Department18
13
This characteristic is a highway measurement from the sample
town to the nearest city of over 15,000 people (1970 population)
.
It was tested as a positive or negative attractor of the sample
small towns.
Variable 11: Distance to the Nearest Large City
Source: Kansas Highway Department^
This characteristic is a highway measurement from the sample
town to the nearest city of over 30,000 (1970 population)
.
Variable 12 : Distance to Nearest Interstate Highway
Source: Kansas Highway Department^
This characteristic was selected as a possible "friction
factor" or propensity to live in a town due to its proximity
to an interstate highway or a planned interstate highway.
It is represented in miles; 1 representing the closest dis-
tance. It was assumed here, that in 1950, if the highway
was not yet built, plans for that Interstate might have
been an indicator of growth potential.
Construction of the Model
The growth potential model was constructed as follows:
Y= a + t^ Xj^ + b2 X2 + b3 X3 + b4 X4 + b5 Xg + b6 Xg + by Xy +
bg Xg + bg Xg + bj^Q X1Q * bj^! X^
X= independent variables 2 through 12
Y= dependent variable 1
a= intercept constant
^1*"^11 = re9ressi°n coefficients
This multivariate formula was used to analyze the differences in ten
year and 20 year growth for a sample of 36 Kansas towns, ranging in popula-
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tian fran 2,500 to 10,400. These are the smallest size towns in which census
data is available in detailed listings. No towns were tested that exist close
to a metropolitan area. It was felt that, in most cases, those towns are not
primarily self-sufficient in terms of economic activities and services. They
are largely dependent on the close metropolitan areas.
Testing the Model
The above model was tested using the multiple regression and correlation
analysis. This statistical routine investigates the association between the
dependent variable (Y) and the independent variable (X) . An equation is derived
in which the known value of one variable is used to estimate the unknown value
of the other. Correlation analysis expresses the degree in which tow variables
are related and estimates the efficiency achieved by using one variable to predict
the value of another. The formulated equation is stated as a regression of Y on X.
Using a computer program this model was tested with relative ease and mathe-
matical accuracy. The program tested each Y on X using stepwise deletion of X
variables that were determined (by t-test) not to be significant in contributing
to the regression. In other words, if an X did contribute to the estimation of
Y *»t not significantly
, it was deleted. In each "run", independent variables
were deleted until only those which were significant remained.
The growth potential model was tested and calibrated in three separate
procedures as follows:
Model 1. 1950 Growth Potential
In the first test, the pretense was made that the current year is
1950 and the objective is to determine if the 36 towns have a potential
to grow during the next ten years, or to 1960. Independent variables
(X), or growth indicators 2 through 12, represent 1950 or "current"
conditions. Therefore 1950 median value of one-dwelling unit structures,
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1950 assessed valuation per capita, et cetera, are utilized as X
variables. In actuality, the Y variable, or population increase
from 1950 to 1960 (whether positive or negative) , is known and
may be tested against the independent variables. Therefore, the
equation is calibrated. It will express the degree by which the
1950 independent variables (X) predict actual growth from 1950
to 1960 in the 36 sample towns.
Model 2. 1960 Growth Potential
This procedure is exactly the same as the previous one ex-
cept that here, the model attempts to predict 1960 to 1970 growth
with known 1960 variables. The dependent variable is 1960 to 1970
ten year population increase and the independent variables are
variables 2 through 12 for 1960.
Model 3. 1950 Twenty Year Growth Potential
This procedure was used to test the predicting power of the
model for a twenty year period instead of ten years, as in steps
one and to*o. Here, the model attempts to examine 1950 data or X
variables and to determine how this relates to the dependent
variable, 1950 to 1970 population increase for each sample town.
Stratification
The sample of 36 towns in Kansas (N 36) were used in testing the regression
of Y on X. In each of the three previous models, the towns were divided or
stratified in the following manner:
Step A. Aggregated (N = 36)
In this step, each growth potential model was tested using
all 36 towns, ranging in population from 2,500 to 10,400 in a
single regression formula.
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Step B. Upper Stratification (N = 15)
Here, the 15 towns with the largest populations were tested
in one formula. The upper 15 towns were not necessarily the same
in each model — 1950, 1960, or 1950 20 year model.
Step C. Lower Stratification OH = 21)
This step alludes to the testing of the 21 towns with the
lower populations.
( NOTE: The computer program would accept a minimun sample size of 12.)
As a result of the preceding breakdown, nine computer "runs" were
made to test the nine components of the model. They will be referred to
in the following way:
Model 1A. 1950 Growth Potential, Aggregated
Model IB. 1950 Growth Potential, Upper Stratification
Model 1C. 1950 Growth Potential, Lower Stratification
Model 2A. 1960 Growth Potential, Aggregated
Model 2B. 1960 Growth Potential, Upper Stratification
Model 2C. 1960 Growth Potential, Lower Stratification
Model 3A. 1950 Twenty Year Growth Potential, Aggregated
Model 3B. 1950 Twenty Year Growth Potential, Upper Stratification
Model 3C. 1950 Twenty Year Growth Potential, Lower Stratification
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CHAPTER V
FINDINGS
Overview of Methodology
Each of the nine growth potential models were tested using multiple regres-
sion with stepwise deletion. The computer program was designed such that it
calculated each equation in two major steps. After the preliminary calculations,
analysis of regression for Variable 1, the dependent variable, was performed as
step 1. This step yielded an analysis of variance table, F-test, and coeffecient
of determination (R2 ) , or the percentage of the variance of Y that can be attrib-
uted to X; and F ratio, the effect of the respective independent variables on each
other. Step to*o analyzed the relative importance of each X in estimating Y
(partial standard B's) and t-test values indicated the significance of each X in
the regression equation. If an independent variable proved little importance in
predicting Y, it was deleted. The deletion process was designed to maximize the
F ratio so that the significance of F would be as low as possible. As variables
were deleted, the significance of F (the probability that the F-ratio occured by
chance) was minimized due to the deletion of variables. It was assumed in this
research, however, that 0.01 is a valid significance level of F for the regression
equations used. This is stating that the probability of F oocuring by chance is
1% or less. Therefore, the deletion process was stopped when and if the signifi-
cance of F reached 0.01.
Analysis
Each of the nine equations were subjected to the above process and each
resulted in a nutiber of independent variables being deleted. An analysis of each
model follows. The complete results of each analysis are shown in Appendices 1
through 9.
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Model 1A. 1950 Growth Potential Aggregated
Table 1 illustrates the multiple regression of Model 1A.
Table 1
Multiple Regression of Model 1A
1950 Growth Potential, Aggregated
Y = a + b
x
X
x
R2 = 0.15
F = 6.0844
Significance of F = 0.0188
Dependent Variable: 1 - Population Increase
Independent Variable: 2 - Median Value of One-Dwelling
Unit Structures
This model deleted all independent variables except Variable 2, Median Value
of One Dwelling Unit Structures. The coefficient of determination, R2 = .15
reveals that only 15% of the variance of Y can be accounted for by X. This sug-
gests that no combination of the eleven independent variables can accurately be
used to predict 1950 to 1960 population increase using all 36 sample towns. An
R2 value of .15 is generally considered to be too low for prediction purposes.
Even so, the F ratio of 6.08 indicates that this relationship (R2 = .15) is
significant at the .019 level.
As a result of the multiple regression equation, it is assumed that Model 1A
would not be an accurate predictor of growth potential. The stepwise deletion
procedure reduced the model to a simple regression formula with a low coefficient
of determination. This model resulted in the least significant analysis and shall
be discounted as a possible predicting model.
Model 2A. 1960 Growth Potential Aggregated
Table 2 illustrates the multiple regression analysis of Model 2A.
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Table 2
Multiple Regression of Model 2A
1960 Growth Potential, Aggregated
Y = a + bA + b2X2 + b3X3 + b4X4 + b5X5 + b^ +
b
7
X7 + b8X8 + b9X9 + ^(^lO + k^ll
R2 - 0.69
F = 4.9692
Significance of F = 0.0005
Dependent Variable: 1 - Population Increase
Independent Variables: 2 - Median Value of One-Dwelling
Unit Structures
3 - Assessed Valuation Per Capita
4 - Percent of Rental Units to Total Dwelling Units
5 - Percent of Employment to Labor Force
6 - Percent of Employment in Wholesale and Retail Trade
to Labor Force
7 - Percent of Employment in Construction to Labor Force
8 - Median Family Income
9 - Median School Years Completed
10 - Distance to Nearest Small City
11 - Distance to Nearest Large City
12 - Distance to Nearest Interstate Highway
This model emerged as the only one in which no variables were deleted to
reach a 1% significance of F. All independent variables are included in the model
yielding a coefficient of determination of R2 = .69. This indicates that 69% of
the variance of 1960 to 1970 population increase for all 36 sample towns is associ-
ated with the variance of Variables 2,3,4,5,6,7,8,9,10,11, and 12. The F ratio of
4.9692 indicates that this relationship is significant at the 0.0005 level, a high
20
level for prediction purposes.
As a predictive model, 2A is possibly significant. In contributing to the
regression, variables 4,7,11, and 12 rank high in predicting power. This may
indicate that housing, employment and spatial variables are significant in pre-
dicting growth potential.
Model 3A. 1950 Twenty Year Growth Potential, Aggregated
Table 3 illustrates the multiple regression of Model 3A.
Table 3
Multiple Regression of Model 3A
1950 Twenty Year Growth Potential
Aggregated
Y = a + blXl + bgXg + b10X10 + hufa
R2 * 0.36
F = 4.3791
Significance of F = 0.0064
Dependent Variable: 1 - Population Increase
Independent Variablest 2 - Median Value of Cue-Dwelling
Unit Structures
6 - Percent of Employment in Wholesale and Retail Trade
to Labor Force
11 - Distance to the Nearest Large City
12 - Distance to the Nearest Interstate Highway
This model deleted all independent variables except Variables 2, Median Value
of One-Dwelling Unit Structures; 6, Percent of Retail and Wholesale Trade to Labor
Force; 11, Distance to the Nearest Large Town; and 12, Distance to the Nearest
Interstate Highway. The coefficient of detemination is R2 . .36, indicating that
36% of the variance of 20 year growth in 36 sample towns, can be explained by the
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variance of Variables 2,7,11, and 12. The F-test ratio of 4.3791 indicates
that this relationship is significant at the 0.0064 level or there is greater
than 99% probability that this did not occur by chance.
The independent variables in Model 3A can explain less than one half of
the variance of Y. In that 50% is arbitrarily being used as a conficence level
in this procedure, 36% falls below that criteria and 64% of the variance is
unexplained. By partial standard regression coefficients, the variables rank
6,12,11, and 2 in importance of singular predictors. The same rank applies to
the t-test value or the predicting power in combination. None of the three can
be singled out as substantially higher in importance.
Of the three aggregated models, only 2A seems to be useful in predicting
growth potential with R2 = .69. It seems that testing all 36 sample towns in
one regression equation may hot be the best way to analyze the data. It does
relate that 1960 to 1970 may be the most accurate testing model. Variable r,
6, 11, and 12 seem to be the most significant in causing Y to vary. Variable
4 showed up very strongly in Model 2A and 11 and 12 were predictive in two
models, 2A and 3A.
The aggregations suggest that in testing a large population range, spatial
or distance variables are the most important. These variables relate to
travel which will prove to be a very important variable in this study.
Model IB. 1950 Growth Potential, Upper Stratification
Table 4 illustrates the multiple regression analysis of Model IB.
,
Table 4
Multiple Regression of Model IB
1950 Growth Potential, Upper Stratification
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Y = a + bft + b^ + b3X3 + b1Q+ X1Q
R2 = 0.70
F = 5.7257
Significance of F = 0.0116
Dependent Variable: 1 - Population Increase
Independent Variables: 2 - Median Value of One-Dwelling
Unit Structures
3 - Assessed Valuation Per Capita
4 - Percent of Rental Units to Total Dwelling Units
11 - Distance to the Nearest Large City
This model deleted all independent variables but Variables 2,Median Value
of One Dwelling Unit Structures; 3,Assessed Valuation Per Capita; 4,Percent Rental
Units to Total Units; and 11,Distance to the Nearest Large City. The coefficient
of determination, R2 .70 suggests that these variables explain 70% of the
variation of Y, 1950 to 1960 growth of the upper 15 cities in the sample. The
F-test ratio of 5.73 indicates that this is significant at the 0.012 level,
meaning that there is a .91% probability that it did not occur by chance.
The coefficient of determination in this case is substantial enough to
warrant further examination. The relative importance of each independent variable,
both alone and combined, rank them 2,3,4, and 11. Variables 2 and 3 both allude
to housing and property valuation. This may indicate that housing prices or tax
base might influence growth. Variables 4 and 11 again (as in Model 2A) appear
as significant, possibly again influencing each other.
Model 2B. 1960 Growth Potential, Upper Stratification
Table 5 illustrates the multiple regression analysis of Model 2B.
Table 5
Multiple Regression of Model 2B
1960 Growth Potential, Upper Stratification
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Y = a + b3X3 + b4X4 + b6X6 + b^ + bgXg + b^
R2 - 0.85
F = 7.7984
Significance of F = 0.0053
Dependent Variable: 1 - Population Increase
Independent Variables: 4 - Percent of Rental Units
to Total Dwelling Units
5— Percent of Deployment to Labor Force
6 - Percent of Employment in Construction to Labor Force
8 - Median Family Income
10 - Distance to the Nearest Small City
12 - Distance to the Nearest Interstate Highway
This model deleted all independent variables except 4,Percent of Rental
Units to Total Dwelling Units; 5,Percent of Deployment to Labor Force; 6,Percent
of Deployment in Construction to Labor Force; 8,Median Family Income; 10,Distance
to the Nearest Interstate Highway. With a coefficient of determination of R*
0.85, this model was very significant in that it indicates that the above six
variables explain 85% of the variance of Y.
The relative importance of the independent variables in estimating Y is
12,8,10, 6, 4,and 5. Distance variables 12 and 10 again contribute heavily to the
variation of Y.
Model 3B. 1950 Twenty Year Growth Potential, Upper Stratification
Table 6 illustrates the multiple regression analysis of Model 3B.
Table 6
Multiple Regression of Model 3B
1950 Twenty Year Growth Potential, Upper Stratification
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Y = a + b4X4 + b5X5 + b6X6 + bgX3+ bfy+ b1QX10 +b^
R2 = 0.90
F = 9.3420
Significance of F = 0.0043
Dependent Variable : 1 - Population Increase
Independent Variables: 5 - Percent of Employment to Labor Force
6 - Percent of Btployment in Wholesale and Retail Trade
to Labor Force
7 - Percent of Btployment in Construction to Labor Force
9 - Median School Years Completed
10 - Distance to the Nearest Small City
11 - Distance to the Nearest Large City
12 - Distance to the Nearest Interstate Highway
Of all the regression models, 3B emerged as the one with the greatest
predicting power. The model deleted all independent variables except 5, Percent
of Btployment to Labor Force; 7', Percent of Employment in Wholesale and Retail
Trade to Labor Force; 6, Percent of Btployment in Construction to labor Force; 9,
Median School Years Completed; 10, Distance to the Nearest Small City; 11, Distance
to the Nearest Large City; and 12, Distance to the Nearest Interstate Highway.
The coefficient of determination, R2 = 0.90, indicates that these seven variables
account for 90% of the variation of 20 year growth in the upper 15 towns. This
is a very high R2 for prediction purposes.
The variables rank 11,10,12,7,9,5,6, in importance in predicting Y. This
would indicate that the spatial variables were the most important followed by the
economic variables.
Model 1C. 1950 Growth Potential, Lower Stratification
Table 7 illustrates the multiple regression analysis of Model 1C.
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Table 7
Multiple Regression of Model 1C
1950 rGrowth Potential, Lower Stratification
Y = a + h^ b^ b
3
X
3
+ b^ + b^ b^ b^ +
b
io
x
io
+
^Al
R2 - 0.79
F = 4.6362
Significance of F = 0.0100
Dependent Variable: 1 - Population Increase
Independent Variables: 2 - Median Value of Che-Dwelling
Unit Structures
3 - Assessed Valuation Per Capita
4 - Percent of Rental Units to Total Dwelling Units
5 - Percent of Employment to labor Force
6 - Percent of Deployment in Construction to Labor Force
7 - Percent of Employment in Wholesale and Retail Trade
to Labor Force
10 - Distance to the Nearest Small City
11 - Distance to the Nearest Large City
12 - Distance to the Nearest Interstate Highway
This model only deleted variables 8,Median Family Income and 9,Median
School Years Completed. The coefficient of determination R2 = 0.79, indicates
that variables 2,3,4,5,6,7,10,11, and 12 explain 79% of the variation of Y. In
relative importance these rank 4,10,11,5,2,3,12,6, and 7. Of these, variable 4,
Percent of Rental Units to Total Dwelling Units, seems to be the roost heavily
important in terms of partial standard regression coefficients. Spatial
variables 10 and 11 also rank high.
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Model 2C. 1960 Growth Potential, Lower Stratification
Table 8 illustrates the multiple regression analysis of Model 2C.
Table 8
Multiple Regression of Model 2C
1960 Growth Potential , Lower Stratification
Y = a + b^ + b
2
X
2
+ b
3
X
3
b^ + b
8
X
8
b,X
9
+1^
R2 = 0.73
F = 5.0256
Significance of F = 0.0060
Dependent Variable: 1 - Population Increase
Independent Variables: 2 - Median Value of Che-Dwelling
Unit Structures
3 - Assessed Valuation Per Capita
4 - Percent of Rental Units to Total Dwelling Units
8 - Median Family Income
9 - Median School Tears Completed
10 - Distance to the Nearest Small City
12 - Distance to the Nearest Interstate Highway
This model deleted all independent variables except variables 2, Median
Value of One-Dwelling Unit Structures; 3, Assessed Valuation Per Capita; 4, Percent
of Rental Units to Total Dwelling Units; 8,Median Family Income; 9, Median School
Years Completed; 10, Distance to the Nearest Small City; and 12, Distance to the
Nearest Interstate Highway. The coefficient of determination, R2 = .73, indicates
that these variables are related to 73% of the variance of Y.
These variables rank in importance as 4,2,10,8,9,12,and 3. Here again,
variable 4 is revealed as an important variable related to housing along with
variable 2.
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Model 3C. 1950 Twenty Year Growth Potential , Lower Stratification
Table 9 illustrates the multiple regression analysis of Model 3C.
Table 9
Multiple Regression of Model 3C
1950 Twenty Year Growth Potential , lower Stratification
Y = a + b
9
Xg
p2 = 0.29
F = 7.6319
Significance of F = 0.0124
Dependent Variable: 1 - Population Increase
Independent Variable: 10 - Distance to the Nearest Small City
This analysis deleted all independent variables but Variable 10, Distance
to the Nearest Small City. The R value of .29 suggests that this is a poor
estimating model. Less than 50% of the variance of Y can be explained by X.
Furthermore, this model is reduced to a simple regression formula, which decreases
the value further as a predictive equation. The remaining variable, however, is a
spatial variable which supports the trend to this point.
It can be seen that this battery of equations might possibly lend support
to the hypothesis of this study. The following chapter will summarize the findings
and offer a conclusion to this research.
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CHAPTER VI
SUMMARY AND OONCLUSICNS
Summary of the Findings
The hypothesis of this study, as stated previously, is that existing vari-
ables of growth indication may be used as a partial predictor of growth potential
in a small town. The variables of growth indication are represented by variables
2 through 12 and growth potential is represented in the testing procedure by
actual growth.
Model 3B, 1950 Twenty Year Grwoth Potential, Upper Stratification, emerged
as the most reliable predictive model and the most supportive of the hypothesis.
In this model, 90% of the variance of 1950 to 1970 growth can be related to the
regression of variables 5,6,7,9,10,11, and 12. The population range for the
upper stratification of the sample towns (N = 15) was 4,355 to 8,967, 1960 popu-
lation.
As the previous chapter on findings indicates, the coefficient of determina-
tion of the nine growth models range from the high of R2 = .90 to a low of
R = .15. However, six of the nine models resulted in a reliable predictive
equation. The main concern, however, is that the X values or the variables of
growth indication (2 through 12) which remained after the stepwise deletion
procedure, differed in many models.
Table 10 illustrates the frequency that Variables 2 through 12 were signifi-
cant in the growth potential models. Each marked box indicates that the variable
on the left was found to be a significant independent variable in the model along
the upper margin. The right margin depicts the total number of times each
variable remained "non-deleted" and the lower margin contains the coefficients of
determination for each growth potential model. As can be noted, Variables 2, 10,
(X,) 2
(X
2 )
3
(X3 ) 4
(X4 ) 5
(Xr) 6
(Xfi) 7
(X7 ) 8
tXp) 9
(Xg) 10
(X
10> 11
Table 10
Frequency of Occurance of Variables
MODELS
29
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in
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to
en
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o
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O
cn
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O
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o
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0)
1A IB 1C 2A 2B 2C 3A 3B 3C
(X
xl )
12 ill
.15 .70 .79 .69 .85 .73 .36 .90 .29
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and 12 each appeared in six different models. This is not to say, however,
that they appeared in the same six models. Variable 2, Median Value of Che-
Dwelling Unit Structures is a measure of housing quality. Variables 10, and 12
are spatial variables that represent distance from a small town, and an inter-
state highway respectively. Variables 4 and 11 each appeared in five differ-
ent models. Variable 4, Percent of Rental Units to Total Dwelling Units is a
measure of rental house availability and variable 11, Distance to the Nearest
Large City is a spatial variable.
Variables 2 through 12 in varying widely in significance among the models,
might be better analyzed in a collectice vein. If the eleven independent
variables are clustered into six major groups they might be arranged as in
Table 11.
VARIABLE GROUP
Property Valuation
Housing Characteristics
Dollar Characteristics
Employment
Income Level
Spatial Characteristics
Table 11
VARIABLE
2 - Median Value of One-Dwelling
Unit Structures
3 - Assessed Valuation Per Capita
2 - Median Value of One-Dwelling
Unit Structures
4 - Percent Rental to Total Units
l - Median Value or Qie-Dweiling
Unit Structures
3 - Assessed Valuation Per Capita
8 - Median Family Income
5 - Percent Employment to Labor Force
6 - Percent Employment in Construction
to Labor Force
7 - Percent Employment in Wholesale &
Retail Trade to Labor Force
8 - Median Family Income
9 - Median School Years Completed
10 - Distance to Nearest Small City
11 - Distance to Nearest Large City
12 - Distance to Nearest Interstate
Highway
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This table lists the variable groups and the variables that would fall
under each group. For instance, the Property Valuation group would contain
variables 2 and 3 — Median Value of Che-Dwelling Unit Structures and Assessed
Valuation Per Capita. Table 12 illustrates the number of models (out of nine)
in which at least one variable of a variable group appeared.
Table 12
Frequency of Occruance of Variable Groups
Property
Valuation
o
in
LA
o
in
Housing
Characteristics
IB
MODELS
o
in
1C
o
en
o
2A
o
CN
o
in
2B 2C 3A
O
in
3B 3C
Dollar
Characteristics
Employment
Income
Level
Spatial
Characteristics
R2
.15 .70 .79 .69 .85 .73 .36 .90 .29
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This table suggests that the variable group of Spatial Charact-
eristics may be the most significant in determining growth potential
due to the fact that a spatial variable was significant in defining
the variance of Y in eight of the nine models. Only two of these
eight had a coefficient of determination of less than R^ = .69. In
six of nine models, a spatial variable helped to account for at least
69% of the variance of Y. This may be explained by the substantial
coverage of interstate highways in the sample area of Kansas. This
would influence the propensity to travel.
The two variable groups, housing characteristics and dollar
characteristics were most significant groups. A housing variable was
significant in defining the variance of Y in seven of the nine models.
2
Only two of these seven models had R = .69. Therefore in five models,
a housing variable and a dollar variable helped account for at least
69% of the variance of Y. This was expected by the researcher as
housing is a basic function of an urban system and the price, condition and
provision of housing is commonly felt to be a determination of growth. In
addition,^ dollar characteristics are significant in any economy.
The remaining groups had four or less models of the nine in which a
group variable helped to explain at least 69% of the variation of Y.
Application of the Model
At this point in the research, it is necessary to approach the question,
"Has a predictive model been developed?" This question shall be addressed at
this time.
The nine regression models resulted in various significance levels and
different predicting variables for each size town and time period tested.
Therefore, it seems necessary to examine the "best" modesl and to evaluate
their predicting power. This evaluation will be done in terms of town size
and "best" will be defined by coefficient of determination (R^)
.
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The model that emerged as the most accurate predictor of growth potential
in towns within the upper stratification is Model 3B, 1950 Twenty Year Growth
Potential, Upper Stratification. This model displayed a coefficient of deter-
mination of R2 = .90, the highest of any model. Model 3B was applied to the
city of Fort Scott, Kansas to determine the extent to which it might explain the
growth that occured in that city after 1950. The model is constructed as follows:
Y = a + b^ + b5X5 + bgXg.+ TDgXg + bgXg + b^Q*b^
Y = -1092
Y: 1950 to 1960 = -925
Y: 1950 to 1960 = -1368
The prediction power of this model is most accurate at the ten year level.
The model came within 82% of predicting the actual growth of Fort Scott from
1950 to 1960. It came within 80% of predicting the growth frcm 1950 to 1970.
The model that appears to be the best predictor of growth potential in the
lower stratification of towns is Model 1C, 1950 Growth Potential, Lower Stratifi-
cation. This model resulted in a coefficient of determination of R2 = .79. It
was applied to Kingman, Kansas to determine how close the model might explain the
growth that actually occured in that town after 1950. The model is constructed
as follows:
Y = a + b^ + b
2
X
2
+ b
3
X
3
+ b
4
X
4
b^ b^ b
9
X
9
bioXlo + buXu
Y = 344
Y: 1950 to 1960 = 382
Y: 1950 to 1970 = 422
The predictive power of this model is the most accurate at the ten year
level. It came within 90% of predicting the actual growth of Kingmanrfrcm 1950
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to 1960 as opposed to 82% for 1950 to 1970.
"This research has been directed toward predicting growth potential , or
the propensity for a town to grow or decline. Due to this, models 3B and 1C
appear to be the best predictive models.
Model 3B seems to be the most accurate in predicting growth potential in
towns of the upper stratification. This model utilizes variables 5,6,7, (employ-
ment variables); 9 (income variable); and 10,11, and 12 (spatial variables).
For towns of the lower stratification, Model 1C appears to be the most
accurate. This model applies variables 2,3,4,5,6,7,10,11, and 12. Variables
2,3, and 4 are property and housing characteristics; 5,6, and 7 are employment
variables; 10,11, and 12 are spatial variables.
It is interesting to note that in the smaller towns, housing is a more
Important consideration for predicting growth potential. This is due, perhaps,
to the fact that small towns lack quality housing but larger towns, overall,
have this characteristic.
For a futher comparison, a simple linear regression technique was utilized
to project the population of the above cities from 1950 using only past popula-
tion figures. This formula is constructed as Y a + b X, where Y is projected
population and X is past population. This is commonly known as a "past trends"
technique. In other words, the population for 1920, 1930, 1940, and 1950 was
used to project population to 1960 and 1970 for Fort Scott and Kingman. This
will be compared to the actual population increase and to the results of the
growth potential model.
The simple regression projection of Fort Scott resulted as follows:
Y = a + b X
A
Y = 9,787 for 1960, a decrease of 68 from 1950
Y = 9,467 for 1970, a decrease of 196 from 1950
Y for 1960 = 9,410, a decrease of 925 from 1950
Y for 1970 - 8,967, a decrease of 1368 from 1950
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This procedure came within only 7% of predicting actual growth (or
decline) of Fort Scott from 1950 to 1960 and 14% of predicting 1950 to 1970
growth. As compared to the growth potential model's high of 82%, the simple
regression formula is far less accurate.
Applying the same simple regression formula to Kingman resulted as
follows:
Y = a + b X
A
Y = 3,603 for I960, an increase of 403 fron 1950
A
Y 3,887 for 1970, an increase of 687 from 1950
Y for 1960 = 3,582 an increase of 382 from 1950
Y for 1970 - 3,622 an increase of 422 from 1950
This procedure came within 95% of predicting 1950 to 1960 growth in
King^n but within only 37% of predicting 1950 to 1970 growth. Tne growth poten-
tial model came within 90% and 82% respectively.
This comparison indicates that the overall predicting power of the
growth potential model is more accurate than the single linear regression ucdel.
Tnis indicates that the present year tables are superior to past population
as predicting parameters.
Concluding Itemarks
As a result of the analysis, credibility is lent to the hypothesis that
existing varieties of growth indicate^ he used as a partial predictor of
9-th Potential in a snail to*, ^nis is due to the discovery that Spatial
Variables, h^ Variables, a^ Dollar Christies are significant in explain-
ing the vari^ce of the depend* variable, growth. Ml variables in these^ axe eoononic variables as opposed to measures of social values, tehaps
socxal characteristics^ be significant in this research if they «. „* „
difficult to obtain far small towns.-.
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It should be noted that this research leaves way for further study of
growth potential prediction. This exercise resulted in a predictive model, with
an indication that one model possibly can be developed that would predict growth
potential in small towns by utilizing existing data rather than "past trend"
data. Following are suggestions for future research:
1. Select and test additional spatial, housing, and monetary
variables as well as more "quality of life" indicators.
Explore predictive data other than that easily obtained
through federal publications, such as social variables.
2. Select a larger sample size with different levels of
stratification. If a larger sample were tested, cities
might be stratified by 2,500' s or 1,000's of people
which might uncover new correlations.
3. Select sample from different areas of the United States.
Perhaps the Federal Regional Commission delineation could
be utilized in attempting to select sample small towns with
varying characteristics.
In conclusion, a model such as the one under study, would assist a reg-
ional planner in predicting growth potential in small towns and in defining "hot
spots" of development in the area of concern. This type of model would ignore
past trends which are most often used today as predicting parameters. It would
employ only current base year data to make the analysis. If growth potential
was discovered, it would then become necessary to perform more indepth analyses
of the town. However, this model would be a time saving device to locate growth
potential areas and to define them as such, before actual plan preparation.
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APPENDIX 10 ,
SAMPLE AND TOWN SIZE
N
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
Town 1950 1960
Name Population
5,775
Population
Abiline 6,746
Anthony 2,792 2,744
Augusta 4,483 6,434
Baxter Spgs. 4,647 4,498
Belleville 2,858 2,940
Beloit 4,085 3,837
Cherryvale 2,952 2,783
Clay Center 4,528 4,613
Colby ,859 4,210
Columbus 3,490 3,395
Concordia 7,175 7,022
Eureka 3,958 4,055
Fort Scott 10,335 9,410
Fredonia 3,257 3,233
Galena 4,029 3,827
Garnett 2,693 3,034
Goodland 4,690 4,459
Herington 3,775 3,702
Hiawatha 3,294 3,391
Hoisington 4,012 4,248
Hoi ton 2,705 3,028
Hugoton 2,781 2,912
Iola 7,094 6,885
Kingman 3,200 3,582
Larned 4,447 5,001
Lyons 4,545 4,592
Marysville 3,866 4,143
Neodesha 3,723 3,594
Norton 3,060 3,345
Osawatomie 4,347 4,622
Paola 3,972 4,784
Phillipsburg 2,589 3,233
Pratt 7,523 8,156
Russell 6,483 6,113
Scott City 3,204 3,555
Wellington 7,747 8,809
1970
Population
6,661
2,653
5,977
4,489
3,063
4,121
2,609
4,963
4,658
3,356
7,221
3,576
8,967
3,080
3,712
3,169
5,510
3,165
3,365
3,710
3,063
2,739
6,493
3,622
4,567
4,355
3,588
3,295
3,627
4,294
4,622
3,241
6,736
5,371
4,001
8,072
APPENDIX 11
SELECTED VARIABLES,
Variable
$ Variable Name
1 Population Increase (Dependent)
2 Median Value of One-Dwelling Unit Structures
3 Assessed Valuation Per Capita
4 Per Cent of Rental Units to Total Dwelling
Units
5 Per Cent of Employment to Labor Force
6 Per Cent of Employment in Wholesale and
Retail Trades to Labor Force
7 Per Cent of Employment in Construction
Industries to Labor Force
8 Median Family Income
9 Median School Years Completed
10 Distance to the Nearest Small City
11 Distance to the Nearest Large City
12 Distance to the Nearest Interstate Highway
APPENDIX 12
STRATIFICATION
Model
Years
Tested
1950-1960
Strat.
Population
Range
1A Aggregated 2,589-10,335
2A 1960-1970 Aggregated 2,744- 9,410
3A 1950-1970 Aggregated 2,609- 8,967
IB 1950-1960 Upper 4,085-10,335
2B 1960-1970 Upper 4,459- 9,410
3B 1950-1970 Upper 4,355- 8,976
1C 1950-1960 Lower 2,589- 4,029
2C 1960-1970 Lower 2,744- 4,248
3C 1950-1970 Lower 2,609- 4,194
