SOME EXTENSIONS OF A THEOREM OF MARCINKIEWICZ EUGENE LUKACS
1. Introduction. Let F(x) be a distribution function that is a nondecreasing, right continuous function such that F( -c») = 0 and co) = 1. The Fourier transform of F (x) , that is, the function (
1.1) f(t) = \°° e u *dF(x)
J is called the characteristic function of F(x). It is often of interest to decide whether a given function f(t) can be a characteristic function, i.e., whether it admits the representation (1.1). Necessary and sufficient conditions are known which a complex-valued function of a real variable t must satisfy in order to be a characteristic function (see e. g. [7] ). However, these general conditions are not easily applicable. Therefore various conditions were derived which are restricted to certain classes of functions but are applied more readily.
J. Marcinkiewicz [10] derived necessary conditions for an entire function to be a characteristic function. In the course of this study he obtained the following result: THEOREM A. An entire function of finite order p > 2 whose exponent of convergence p λ is less than p can not be a characteristic function.
As a consequence he obtained also THEOREM 
B. Let P m (t) be a polynomial of degree m > 2 and denote by f(t) = exp [P m (t)]. Then f(t) can not be a characteristic function.
Theorem B is frequently called Marcinkiewicz' theorem. This theorem is quite often useful and was applied by many authors in studies concerning the statistical characterization of the normal distribution. A short while before the publication of Marcinkiewicz' paper G. Kunetz proved [5] , [6] certain particular cases of the theorem. He did not however succeed in proving the theorem for arbitrary polynomials. Marcinkiewicz based his proof on the classical theory of entire functions. More recently D. Dugue [3] gave a new proof of Theorem B and showed that the result was due to certain convexity properties of characteristic 488 EUGENE LUKACS functions. He used a theorem similar to Hadamard's three circle theorem.
In the present note, Marcinkiewicz' theorem is extended to iterated exponentials and to certain functions of the form f{t) =f 1 
The approach is different from the one used by either Marcinkiewicz or Dugue in so far as it is more elementary. The principal results do not require tools from the theory of entire functions but are established by means of a few results from the theory of analytic characteristic functions. In this connection it might be of interest to note that Theorem B is a particular case of Theorem 1. In this manner a rather elementary proof of Marcinkiewicz' theorem (Theorem B) is obtained which uses only the property of analytic characteristic functions which is stated as Theorem D in the next section. The technique can also be used to prove Theorem A this however can not be done without using some results from the theory of entire functions.
Some results from the theory of analytic characteristic functions.
A characterististic function is said to be an analytic characteristic function if it coincides with a regular analytic function in some neighborhood of the origin. The following theorem, due to R. P. Boas [1] We say that a characteristic function is an entire characteristic function if its strip of regularity is the whole 2-plane.
The proof of Theorem D may be found in [8] 1 or in [9] the second of these papers contains also a bibliography concerning analytic characteristic functions.
In the next section we state our results. In § 4 we prove a fundamental lemma. The proofs of Theorems 1 and 2 are given in § § 5 and 6 respectively. The final § 7, contains a proof of Marcinkiewicz' Theorem A which is different from his original proof since it is based on the lemma of §4.
3. Statement of the results. We introduce first the following convenient notation for iterated exponentials. This theorem contains again as a special case Marcinkiewicz' theorem it is obtained if we put λ λ = λ 2 = 0. The proof will be based primarily on the maximum property stated in Theorem D.
4. Proof of a lemma. Before stating the lemma, we introduce the following notation which will be used consistently throughout the paper. Let φ (z) = Σ?-A^ denote a polynomial of degree m without constant term and with c m Φ 0. The coefficients c l9 c 2 , c m are arbitrary complex numbers. Define the real functions a x {t f y) and β τ (t, y) as the real and imaginary parts, respectively, of φι(z). Moreover, define
The chief instrument in the proof of Theorem 1 is the following lemma. The full statement of the lemma is used only in the proof of Theorem 1. The proof of Theorem 2 as well as that of Theorems A and B require only the part of the lemma which refers to the function ^(ί*, 2/*).
Write c υ = a υ + iβ υ (v = 1, 2, , m, a υ9 β υ real) and obtain for the polynomial φ^z) the expression
] denotes here, as usual, the greatest integer contained in x. One may show by straight forward computation that 
S=l
Since A^t, y) = a^t, y) -tfi(0, y) we obtain from (4.6.1)
?/" 2 (f ^ 0) and write
The functions A^yx/Ύ, V) and β 1 {yχ/~ξ', y) are polynomials in ι/ whose coefficients depend on ξ. We study next the coefficients of the highest power of y and prove the following two statements. 
We note that (1 + f) (s/2) = (cos φ)' s and obtain from (4.9.1) and (4.9.2)
For the sake of brevity we introduce the notation
and express the functions AJβ) and Z? m (6) in terms of the variable φ. If we write
we get from (4.7), (4.10) and (4.11) (4.13.1) (V) If Γ < 0 select a value φ 0 which satisfies the following three ditions :
To show that it is possible to select φ 0 in case (V) so that condition (c) is satisfied, we observe that h(φ) -Γ(cos m φ -cos mφ) + Δ sin mφ is a continuous function and that h(2πlm) > 0. Hence the function h(φ) will be positive in some neighborhood of φ = 2πjm so that a solution in accordance with V is possible. The assumption c m Φ 0 implies that Γ and Δ can not vanish simultaneously so that the selection covers all possibilities. Using this fact as well as the assumption m ^ 4 it is easily seen that the value φ 0 whose selection we just described satisfies the conditions C(φ 0 ) > 0 and D(φ Q ) Φ 0. But then it is seen from (4.12) that ξ m = tan 2 0o satisfies the conditions of Lemma 2. We prove next Lemma 3. We see from (4.7) that
If β 3 φ 0 and a 3 β 3 < 0, choose ξ 3 > 3 and if β 3 Φ 0, aφ z ^ 0 choose 0 < f 3 < 3. If ft = 0 select ξ 3 > 3 if α 3 > 0 but 0 < 6 3 < 3 if α 3 < 0.
In the following we assume that m ^ 3 and choose ξ m in accordance with Lemmas 2 and 3 respectively. We write We consider next the case m = 3 and write e = sign y = 2//I2/I. We choose ε so that εβ 3 < 0. Then
We know from Lemma 3 that εA 3 > 0 so that AfyVί,, y) becomes positive if the sign of y is opposite to the sign of β z and if \y\ is sufficiently large. We summarize these findings in the following statement: 
We introduce now the functions
and write a v (t, y) for the real part and β Ό (t, y) for the imaginary part of φ υ (z) so that
Let JO B , ; υ be real numbers satisfying
Since ic^l x = e β -i(co) we see that κ~ι = exp (/c^ii) or exp (^ + iA B ) = e z{p υ -ι + iK-i) Therefore 
Separating real an imaginary parts in the last formula we obtain formulae for a υ (t, y) and β Ώ (t, y) We apply now Lemma 1 and select θ --λ x . Then it is possible to find a pair of real numbers t*, y* such that But this contradicts (5.1) which must be satisfied if /"(£) is a characteristic function. This contradiction completes the proof of Theorem 1 since it shows that f n (t) can not be a characteristic function if m > 2. In case m ^ 2 the iterated exponential polynomials f n (t) = e n [P(t)] can be characteristic functions. The function f(t) = exp (-α/ 2 + ia x t) where a i and a 2 are both real, α 2 ^ 0, is a characteristic function it follows then from the recursion formula (5.3) and a Theorem of B. de Finetti [4] that f υ (z) as defined by (5.2) is a characteristic function for all values of v. For the sake of completeness we quote de Finetti's result.
Theorem of de Finetti. If f(t) is an arbitrary characteristic function and if p is a positive real number then g(t) -exp {p[f(t) -1]} is also a characteristic function.
6. Proof of Theorem 2. In this section we investigate the function If f{t) is a characteristic function then it must be, according to Theorem C, an entire characteristic function and we write
where z -t + iy. We can apply Theorem D and see that necessarily
for all real t and y. The familiar normalization of characteristic function [/(0) = 1] indicates that it is no restriction to assume that c 0 -0. We write
We see easily that 
Λ(t + iy) = exp
From (6.1), (6.2), (6.3.1) and (6.3.2) we obtain
We show first by means of an indirect proof that m < 3. Suppose therefore that m ^ 3, we can then apply Lemma la and see that there We select now an integer k which satisfies one of the following two conditions : We prove next that λ λ and λ 2 are non-negative. If either negative we choose t -π, then or is
It is then possible to make the exponent on the right side of (6.5) positive SOME EXTENSIONS OF A THEOREM OF MARCINKIEWICZ 499 by selecting y sufficiently large and giving it an appropriate sign. Therefore there exists a value y* such that R(π, y*) > 1 in contradiction with (6.2) . Morever it follows from the hermitian property [/(-t) = of characteristic funcions that c λ is purely imaginary while c 2 is real. We conclude finally from the boundedness of characteristic functions that c 2 is negative. Writing c τ = ia lf c. λ --a % we obtain the complete statement of Theorem 2.
Theorem B is also a special case of Theorem 2 it is obtained by putting λ x -l 2 = 0.
7. Proof of Theorem A. In this section 3 we consider an entire characteristic function f(z) of finite order p. By Hadamard's factorization theorem we can write f(z) in the form
where G(z) is the canonical product of the zeros of f(z) and H(z) is a polynomial of degree m ^ p. We denote by p λ the exponent of convergence of the zeros of f(z).
It is easily seen that p = max (p lt m). If ft < P then necessarily p = m. It is known that the order of a canonical product equals its exponent of convergence. Let G(z) be a canonical product of order p lf then for any ε > 0 the modulus | G(z) \ ê xp(|z| p i +s ) provided that \z\ is sufficiently large. We will also use the following result which is due to E. Borel:
If G(z) is a canonical product of order p x and if ε is an arbitrary positive number then there exists an infinite number of circles of arbitrarily large radius on which the inequality holds.
Let z = t + iy and denote by r = \z\ = Vϊ ι + y 2 . We see then that there exist arbitrarily large values of r such that
On the other hand, we know that for arbitrary ε > 0 and sufficiently large y
We combine the last two inequalities and see that there exists an increasing sequence {r k } of positive real number such that lim r k -oo and that for arbitrary ε > 0 and sufficiently large k
+ y" -r k . We consider next ffa) = e H<:z) and write (7.3) so that
y) .
We give an indirect proof for the statement of Theorem A and assume therefore that f(z) is an entire characteristic function of order p > 2 and suppose that the exponent of convergence p λ of the zeros of f(z) is less than p Pi < p. Then necessarily (Theorem D) (7.5) R (t, y) for all real t and y. Since p λ < p we have necessarily p -m, the degree of the polynomial H(z). As a characteristic function f{z) must satisfy the condition /(0) = 1 so that H(0) -0. We can then use the notation of Lemma 1 and write so that (7.6) φ L (z) = H(z) = Σ fa, +
We see then from (7.2), (7.4) and (7.6 ) that there exists an infinite sequence {r k } of indefinitely increasing real numbers such that for an arbitrary ε > 0
, y) > exp [-
provided that k is sufficiently large and that t 2 + y 1 = r%. We define now an infinite sequence of points (t k , y k ) in the ^ -plane. In order to be able to apply Lemma la we subject these points to the following restrictions : From (i) and (ii) we see that all these points are located in the same quadrant and that \y k \ = r k \V\ + ξ m . We deduce from Lemma la that
We denote by
and obtain from (7.7) and (7.8)
Since by assumption p == m > p 19 we can choose the arbitrary positive quantity ε so that p λ + ε < m we conclude then from the last inequality that R(t k , y k ) > exp {O?[l + o(l)]} as k-+™ .
Since C > 0 we can determine k so large that R(t k , y k ) > 1. This, however, contradicts (7.5) and we see therefore that f(z) can not be a characteristic functions and have therefore completed the proof of Theorem A. Printed at Kokusai Bunken Insatsusha (International Academic Printing Co., Ltd.), No. 6, 2-chome, Fujimi-cho, Chiyoda-ku, Tokyo, Japan.
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