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Abstract
In recent years, there have been increasing concerns about the impacts of geomagnetic
disturbances (GMDs) on electrical power systems. Geomagnetically-induced currents (GICs)
can saturate transformers, induce hot-spot heating and increase reactive power losses. Un-
predictable GMDs caused by solar storms can significantly increase the risk of transformer
failure. In this paper, we develop a two-stage, distributionally robust (DR) optimization
formulation that models uncertain GMDs and mitigates the effects of GICs on power sys-
tems through existing system controls (e.g., line switching, generator re-dispatch, and load
shedding). This model assumes an ambiguity set of probability distributions for induced
geo-electric fields which capture uncertain magnitudes and orientations of a GMD event. We
employ state-of-the-art linear relaxation methods and reformulate the problem as a two-stage
DR model. We use this formulation to develop a decomposition framework for solving the
problem. We demonstrate the approach on the modified Epri21 system and show that the
DR optimization method effectively handles prediction errors of GMD events.
Key words: distributionally robust optimization, uncertain GMDs, transmission line
switching, linearizations, AC Power Flow
1 Introduction
Solar flares and coronal mass ejections form solar storms where charged particles escape
from the sun, arrive at Earth, and cause geomagnetic disturbances (GMDs). GMDs lead to
changes in the Earth’s magnetic field, which then create geo-electric fields. These low-frequency,
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geo-electric fields induce quasi-DC currents, also known as Geomagnetically-Induced Currents
(GICs), in grounded sections of electric power systems [1–3]. GICs are superimposed on the
existing alternating currents (AC) and bias the AC in transformers. This bias leads to half-cycle
saturation and magnetic flux loss in regions outside of the transformer core. The energy stored
in the stray flux increases the reactive power consumption of transformers, which can lead to
load shedding since, in general, generators are not designed to handle such unexpected losses. In
addition, the stray flux also drives eddy currents that can cause excessive transformer heating.
Excess heating leads to reduced transformer life and, potentially, immediate damage [4]. As a
result, when GMD events occur on large-scale electric power systems, the resulting power outages
can be catastrophic. For example, the GMD event in Quebec in 1989 led to the shutdown of the
Hydro-Quebec power system. As a consequence, six million people lost access to power for nine
hours. By some estimates the net cost of this event was $13.2 million, with damaged equipment
accounting for $6.5 million of the cost [5].
The potential GMD impacts to transformers in the bulk electric power system have mo-
tivated the United States government to sponsor research to improve understanding of GMD
events and identify strategies for mitigating the impacts of GMDs on power systems [6, 7]. To
model the potential risks introduced by GICs, research institutes and electric power industries
have actively improved GIC modeling and GIC monitoring [8–12]. For example, the North
American Electric Reliability Corporation (NERC) developed a procedure to quantify GICs in
a system based on the exposure to geo-electric field [13]. These models are used to conduct
risk analyses which estimate the sensitivity of reactive power losses from GICs. These studies
indicate that risk mitigation warrants further study.
The recent literature mainly focuses on mitigating two risks introduced by GICs. The first
is voltage sag caused by increased reactive power consumption in transformers [4]. The second
is transformer damage caused by excessive hot-spot thermal heating [14]. One mitigation is
DC-current blocking devices that prevent the GIC from accessing transformer neutrals [15].
Unfortunately, these devices are expensive; a single unit can cost $500K [16–18]. The high
cost is a barrier to wide-scale adoption of this technology. To address this issue, Lu et al. [19]
developed a GIC-aware optimal AC power flow (ACOPF) model that uses existing topology
control (line switching) and generator dispatch to mitigate the risks of GIC. This work showed
that topology reconfiguration can effectively protect power systems from GIC impacts, which
was also later observed in [20]. However, these papers assumed a deterministic GMD event (i.e.,
the induced geo-electric field is known). In reality, solar storms, such as solar flares and coronal
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mass ejections (CMEs), are difficult to predict. Although ground- and space-based sensors
and imaging systems have been utilized by the National Aeronautics and Space Administration
(NASA) to observe these activities at various depths in the solar atmosphere, the intensity
of a storm cannot be measured until the released particles reach Earth and interact with its
geomagnetic field [21]. As a result, there is often uncertainty in predictions of solar storms and
the induced geo-electric field, which introduce operational challenges for mitigating the potential
risks by GIC to power systems.
This paper extends the study of GIC mitigation of [19] in two ways. The model (1) uses
line switching and generator ramping to mitigate GIC impacts and (2) assumes uncertain mag-
nitude and orientation of a GMD. We formulate this problem as a two-stage distributionally
robust (DR) optimization model that we refer to as DR-OTSGMD. The first-stage problem
selects a set of transmission lines and generators to serve power in a power system ahead of
an imminent GMD event. The second-stage problem evaluates the performance of the network
given the status of transmission lines, the reserved electricity for daily power service, and a
realized GMD. In this model, the uncertain magnitude and direction of a GMD are modeled
with an ambiguity set of probability distributions of the induced geo-electric field. The objective
is to minimize the expected total cost of the worst-case distribution defined in the ambiguity
set. Instead of assuming a specific candidate distribution, the ambiguity set is described by
statistical properties of uncertainty, such as the support and moment information. As a result,
the DR optimization approach yields less conservative solutions than prevalent robust optimiza-
tion approaches [22, 23]. In comparison to stochastic programming, the DR method does not
require complete information of the exact probability distribution, i.e., the decisions do not rely
on assumptions about unknown distributions [24]. Additionally, the reliability of the solutions
found with DR methods does not require a large number of random samples, which can lead
to computational tractability and scalability issues for large-scale problems [25]. In the litera-
ture, DR optimization approaches have been used to model a variety of problems [26–31], such
as contingency-constrained unit commitment [22, 32, 33], optimal power flow with uncertain re-
newable energy generation [25, 34–36], planning and scheduling of power systems [37, 38], and
energy management [39, 40]. These observations and the lack of studies about probability dis-
tributions for GMD events makes a DR model an attractive choice for modeling uncertainty
in this problem. Given the computational complexity (nonlinear physics and trilevel modeling)
of this problem, we focus on developing methods for computing DR operating points based on
lower bounding techniques. Techniques for computing upper bound solutions and the globally
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optimal solution are left for future work. The main contributions of this paper include:
• A two-stage DR-OTSGMD model that captures the uncertainty of the GMD-induced geo-
electric field. This formulation considers the AC physics of power flow and reactive power
consumption at transformers due to uncertain GICs.
• A relaxation and reformulation of the two-stage DR-OTSGMD problem which facilitates the
problem decomposition and application of efficient decomposition algorithms. We show that
solutions of the resulting problem are a valid lower bound to the original problem.
• Extensive numerical analysis using the Epri21 test system to validate the model and demon-
strates its effectiveness in generating robust solutions.
The remainder of this paper is organized as follows. In section 2.2.2, we discuss the two-stage
DR-OTSGMD formulation and the ambiguity set of probability distributions for the induced
geo-electric field. We describe linear relaxations of nonlinear and non-convex functions in the
problem, then derive a decomposition framework for solving the relaxation. In Section 3, we
present a column-and-constraint generation algorithm and demonstrate the effectiveness of the
approach using the Epri21 test system in Section 4. Finally, we conclude and provide directions
for future research in Section 5.
2 Problem Formulation
Here, we describe the DR-OTSGMD. We first introduce the AC power flow model. We
then introduce the modeling of the GIC. We note that the AC and GIC flows exist on the
same physical power system, however, they require different representations of that system.
The two representations are tied through defined interactions of the AC and GIC currents.
Third, we discuss the coupling between the AC power flow model and the GIC. Next, we discuss
the uncertainty model. We then discuss our convex (linear) relaxation of the problem and
reformulate this relaxation as a distributionally robust optimization problem.
2.1 Electric Power Model–AC
The objective function for operating the AC electric power systems minimizes total gen-
eration dispatch cost as formulated by a quadratic function (1a). In this cost function, fpi
denotes the real power generation from generator i. The fixed generation cost is incurred when
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a generator is switched on (i.e., zgi “ 1).
min
ÿ
iPG
zgi c
0
i ` c1i fpi ` c2i pfpi q2 (1a)
The AC physics of electric power systems are governed by Kirchoff’s and Ohm’s laws.
Here, Kirchoff’s law is modeled as constraints (2a)-(2b) and Ohms law is modeled as constraints
(2c)-(2f).
ÿ
eijPEi
pij “
ÿ
kPGi
fpk ´ dpi ´ v2i gi @i P Na (2a)
ÿ
eijPEi
qij “
ÿ
kPGi
f qk ´ dqi ` v2i bi @i P Na (2b)
pij “ 1
α2ij
gev
2
i ´ 1αij vivj
`
ge cospθi ´ θjq ` be sinpθi ´ θjq
˘ @eij P Ea (2c)
qij “ ´ 1
α2ij
pbe ` b
c
e
2
qv2i ` 1αij vivj
`
be cospθi ´ θjq ´ ge sinpθi ´ θjq
˘ @eij P Ea (2d)
pji “ gev2j ´ 1αij vivj
`
ge cospθj ´ θiq ` be sinpθj ´ θiq
˘ @eij P Ea (2e)
qji “ ´pbe ` b
c
e
2
qv2j ` 1αij vivj
`
be cospθj ´ θiq ´ ge sinpθj ´ θiq
˘ @eij P Ea (2f)
Here, pij and qij are the real and reactive flow between buses i and j, as measured at node i,
respectively. Similarly, fpj and f
q
j are the real and reactive generation at generator j and d
p
i and
dqi are the real and reactive load at i. Finally, vi and θi are the voltage magnitude and phase
angle at bus i, respectively.
The flow on lines is restricted by the physical limits of the grid and are modeled with
constraints (3a)-(3c). Constraints (3a) limit the voltage magnitude at buses, while constraints
(3b) apply bounds on the phase angle difference between two buses. Constraints (3c) model
operational thermal limits of lines at both sides.
vi ď vi ď vi @i P Na (3a)
|θi ´ θj | ď θ @eij P Ea (3b)
p2ij ` q2ij ď s2e, p2ji ` q2ji ď s2e @eij P Ea (3c)
Generator outputs are limited by the commitment of that generator and capacity upper
and lower bounds which are modeled as constraints (4a)-(4c). Discrete variables zgi indicate the
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generator’s on-off status and are incorporated into generator power limits.
zgi gpi ď fpi ď zgi gpi @i P G (4a)
zgi gqi ď f qi ď zgi gqi @i P G (4b)
zgi P t0, 1u @i P G (4c)
For mitigating GIC effects, transmission lines are allowed to be switched on or off. We
model switching by modifying constraints (2e)-(2f) and (3b)-(3c) with:
pij “ zae
´ 1
α2ij
gev
2
i ´ 1αij vivj
`
ge cospθi ´ θjq ` be sinpθi ´ θjq
˘¯ @eij P Ea (5a)
qij “ zae
´
´ 1
α2ij
pbe ` b
c
e
2
qv2i ` 1αij vivj
`
be cospθi ´ θjq ´ ge sinpθi ´ θjq
˘¯ @eij P Ea (5b)
pji “ zae
´
gev
2
j ´ 1αij vivj
`
ge cospθj ´ θiq ` be sinpθj ´ θiq
˘¯ @eij P Ea (5c)
qji “ zae
´
´ pbe ` b
c
e
2
qv2j ` 1αij vivj
`
be cospθj ´ θiq ´ ge sinpθj ´ θiq
˘¯ @eij P Ea (5d)
zae |θi ´ θj | ď θ @eij P Ea (5e)
p2ij ` q2ij ď zae s2e, p2ji ` q2ji ď zae s2e @eij P Ea (5f)
zae P t0, 1u @e P Ea (5g)
where zae denotes the on-off status of transmission line e in the AC model. Constraints (5a)-(5d)
model AC power flow on each line when the line is closed and force the flow to zero when the
line is open. Similarly, constraints (5e) and (5f) place phase angle difference limits and thermal
limits on active lines, respectively.
Given that generators can respond in a limited way to GIC, we model this response with
ramping constraints (6a)-(6b). Here, ρi is the setpoint of generator i P G. Constraints (6b) limit
the deviation of real power generation from ρi when generator i is online.
zgi gpi ď ρi ď zgi gpi i P G (6a)
|fpi ´ ρi| ď zgi uRi gpi @i P G (6b)
The objective function is then reformulated with the generator set points, i.e.,
min
ÿ
iPG
zgi c
0
i ` c1i ρi ` c2i pρiq2 (7)
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In addition, to ensure feasibility at all times, we introduce slack variables for over (i.e., lp`i , l
q`
i )
and under (i.e., lp´i , l
q´
i ) load consumption. This changes equations (2a)-(2b) to (8a)-(8b).
ÿ
eijPEi
pij “
ÿ
kPGi
fpk ´ dpi ` lp`i ´ lp´i ´ v2i gi @i P Na (8a)
ÿ
eijPEi
qij “
ÿ
kPGi
f qk ´ dqi ` lq`i ´ lq´i ` v2i bi @i P Na (8b)
Similarly, the objective function is also modified to penalize the slackness with high cost (κi),
i.e., ÿ
iPG
zgi c
0
i ` c1i ρi ` c2i pρiq2 `
ÿ
iPNa
κiplp`i ` lq`i ` lp´i ` lq´i q (9)
The slack is interpreted as an indication for the need to shed loads or to over generate.
2.2 Electric Power Model–GIC
2.2.1 rνde calculation
The GIC calculation depends on induced voltage sources prνde q on each power line, e P Ed,
in the network which are determined by the geo-electric field integrated along the transmission
line. This relationship is modeled in Eq. (10)
rνde “ ¿ ~Ee ¨ d~le, (10)
where ~Ee is the geo-electric field in the area of transmission line e P Ed, and d~le is the incremental
line segment length including direction [13]. In practice, the actual geo-electric field varies with
geographical locations. In this paper, we use a common assumption that the geo-electric field
in the geographical area of a transmission line is uniformly distributed [12, 13, 17], i.e., ~E “ ~Ee
for any e P Ed. Hence, only the coordinates of the line end points are relevant and ~E is resolved
into its eastward (x axis) and northward (y axis) components [13]. Given ~Le, the length of line
e with direction, equation (10) is reformulated as:
rνde “ ~E ¨ ~Le “ rνNLNe ` rνELEe , @e P Ed (11)
where rνN and rνE represent the geo-electric fields (V/km) in the northward and eastward di-
rections, respectively. LNe and L
E
e denote distances (km) along the northward and eastward
directions, respectively, which depend on the geographical location (i.e., latitude and longi-
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tude) [13].
2.2.2 Transformer modeling
The two most common transformers in electrical transmission systems are generator step-up
(GSU) transformers and network transformers. GSUs connect the output terminals of generators
to the transmission network. In contrast, network transformers are generally located relatively
far from generators and transform voltage between different sections of the transmission system.
In this section, we discuss how to model these two classes of transformers in the DC circuit
induced by a GMD. For notation brevity, we use subscripts h and l to represents the high-
voltage (HV) and low-voltage (LV) buses of all transformers. Additionally, we define Nx and I
d
x
as the number of turns and GICs in the transformer winding x, respectively, and let Θp¨q denote
a linear function of Idx .
In this paper, we model two types of GSU transformers: (1) GWye-Delta and (2) Delta-
GWye. Consistent with common engineering practice, we assume that each GSU is grounded
on the HV side that connects the generator to the transmission network. Figure 1(a) shows the
DC representation of the GSU transformer. It shows that the effective GICs (denoted as rId)
depend on GICs in the HV primary winding, i.e.,
rId “ ˇˇˇΘpIdhqˇˇˇ “ ˇˇˇIdh ˇˇˇ (12)
For network transformers, we model (1) two-winding transformers: GWye-GWye Anto- and
Gwye-Gwye transformers and (2) three-winding transformers including Delta-Delta, Delta-Wye,
Wye-Delta, and Wye-Wye configurations. The DC-equivalent circuits of GWye-GWye Anto-
and Gwye-Gwye transformers are shown in Figures 1(b) and 1(c), respectively, where subscripts
s and c denote the series and common sides of the auto-transformer. For an auto-transformer, as
shown in Figure 1(b), the effective GICs are determined by GIC flows in the series and common
windings, i.e., rId “ ˇˇˇΘpIds q `ΘpIdc qˇˇˇ “ ˇˇˇpα´ 1qIds ` Idcα ˇˇˇ (13)
where turns ratio α “ Ns`NcNc . Similarly, the effective GICs for a Gwye-Gwye transformer (Figure
1(c)) models GICs on the HV and LV sides, i.e.,
rId “ ˇˇˇΘpIdhq `ΘpIdl qˇˇˇ “ ˇˇˇαIdh ` Idlα ˇˇˇ (14)
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where transformer turns ratio α “ NhNl .
For all three-winding transformers we assume that their windings are ungrounded. Hence,
their associated effective GICs are zero because ungrounded transformers do not provide a path
for GIC flow [13].
vdh
vdlv
d
n
ahn anl = 0
high-side
winding
low-side
winding
Idh
h ln
am
(a) GWye-Delta/Delta-GWye GSUs
vdh
as ac
am
vdnv
d
l
Ids I
d
c
series
winding
common
winding
h
l
n
(b) GWye-GWye Auto
vdh
vdlv
d
n
ahn anl
high-side
winding
low-side
winding
Idh
Idl
h n l
am
(c) Gwye-Gwye
Figure 1: DC equivalent circuits for different types of transformers. h, l, and n (blue font) represent
high-side bus, low-side bus, and neutral bus, respectively.
2.2.3 GIC Modeling
The GMD-induced equivalent DC circuit is modeled through constraints (15a)-(15b). These
constraints calculate the GIC flow on each line in the DC represenation of the physical system.
Equations (15a) model Kirchoff’s law and equations (15b) model Ohm law, where rνde denotes
the DC-voltage source of line e induced by the geo-electric field (see Section 2.2.1).
ÿ
ePEm
Ide “ amvdm @m P Nd (15a)
Ide “ aepvdm ´ vdn ` rνde q @emn P Ed (15b)
Constraints (16a)-(16b) model the effective GIC value of each transformer, rIde , which de-
pends on the type of transformer e P Eτ . Instead of introducing additional discrete variables,
constraints (16a) model and relax the absolute value of
ÿ
peijPEwe
ΘpIdpe q defined in (12)–(14). This
relaxation is often tight as larger DC current typically causes problems and drives the objective
value up. Constraint set (16b) denotes the maximum allowed value of GIC flowing through
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transformers. We assume this limit is twice the upper bound of the AC in the network.
rIde ěÿpeijPEweΘpIdpe q, rIde ě ´
ÿ
peijPEwe
ΘpIdpe q @e P Eτ (16a)
0 ď rIde ď max@pePEa 2Iaeˆ @e P Eτ (16b)
Constraint set (17a) computes the reactive power load due to transformer saturation [1,
11, 17, 41] by using the effective GICs for each transformer type. Here, dqlossi denotes the total
reactive power loads at bus i which is the high-voltage side of transformer e P Eτi .
dqlossi “
ÿ
ePEτi
kevirIde @i P Na (17a)
Similar to the AC model, lines are switched on and off by modifying constraints (15b) with
on-off variables zde as follows.
Ide “ zdeaepvdm ´ vdn ` rνde q @emn P Ed (18a)
zde P t0, 1u @e P Ed (18b)
2.3 Electric Power Model–Coupled GIC and AC
The GIC and AC are tied in two ways. First, switching lines on and off impact both the
AC and GIC formulation. We use the AC switching variables (i.e., zae and z
g
i ) and tie these
variables to GIC switching by linking an edge e P Nd in the DC circuit to an edge in the AC
circuit and dropping the zde variables. Specifically, for e P Ed, we use ÝÑe to denote the associated
AC line of e. This is a one-to-one mapping for transmission lines and a many-to-one mapping
for transformers [19]. This is a one-to-one mapping for transmission lines and a many-to-one
mapping for transformers (i.e., both high and low-side windings of a transformer are linked to
one and only one line in the AC circuit). Using this notation, constraints (18a) are modified to
constraints (19).
Ide “ zaÝÑe aepvdm ´ vdn ` rνde q @emn P Ed (19)
Second, the reactive losses induced by the GIC are added to the AC Kirchoff equations by
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modifying constraints (8b) to (20).
ÿ
eijPEi
qij “
ÿ
kPGi
f qk ´ dqi ´ dqlossi ` lq`i ´ lq´i ´ v2i bi @i P Na (20)
2.4 A Two-stage OTSGMD Model
Assuming that the induced geo-electric field is constant (i.e., rνde are known parameters),
the OTSGMD problem is deterministic and it is natural to formulate the problem with two
stages. In the first stage, generator setpoints and the on/off status of generators and edges
are determined prior to an imminent GMD event. The second stage determines operational
decisions of the power system in response to the given event. The formulation of this two-stage
OTSGMD model is presented with:
min
ÿ
iPNg
zgi c
0
i ` c1i ρi ` c2i pρiq2 `Hpza, zg,ρ, rνdq (21a)
s.t. (4c), (5g), (6a) (21b)
Where Hpza, zg,ρ, rνdq “ min ÿ
iPNg
cR2i p∆pi q2 ` cR1i ∆pi `
ÿ
iPNa
κiplp`i ` lq`i ` lp´i ` lq´i q (22a)
s.t. ∆pi ě 0, ∆pi ě fpi ´ ρi @i P G (22b)
(3a), (4a)´ (4b), (5a)´ (5f), (6b), (8a), (11),
(15a), (16a)´ (17a), (19)´ (20) (22c)
The first-stage problem (21) specifies a system topology and real-power generation set points
for daily electricity consumption. The objective function (21a) minimizes the total cost including
the fixed cost for keeping generators on, the fuel cost for the settled generator outputs, and the
operating cost Hpza, zg,ρ, rνdq of the second stage. The second-stage problem is formulated as
(22) which minimizes Hpza, zg,ρ, rνdq as function of the fuel cost for the ramp-up generation
and a penalty for over and under load. Constraints (22b) model the ramp-up generation (i.e.,
positive deviation) of real power at each generator. If generator i P G ramps up, the minimum
∆pi is equal to f
p
i ´ ρi; 0 otherwise. Note that the cost function (22a) takes into account only
the ramp-up power generation, thus there is no cost if generator i P G ramps down.
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2.5 A Two-stage DR-OTSGMD Model with Uncertainty
In practice, solar storms are unpredictable, which in turn leads to uncertain geo-electric
fields ~E. Specifically, the northward and eastward geo-electric fields (V/km), rνN and rνE , are
random variables and affect the induced voltage sources on transmission lines νde as equation
(11). Hence, we replace the objective function (21a) with its expectation equivalent as follows:
Qo :“ min
ÿ
iPNg
zgi c
0
i ` c1i ρi ` c2i pρiq2 ` sup
PPQ
EPrHpza, zg,ρ, rνdqs (23)
Where supPPQ EPrHpza, zg,ρ, rνdqs is the worst-case expected operating cost incurred in the
second stage over an ambiguity set Q of an unknown probability measure P of random variablesrνN and rνE , which we discuss in detail in Section 2.7.
2.6 Convex Relaxations
The two-stage DR-OTSGMD model is a very hard mixed-integer non-convex problem be-
cause of constraints (5a)-(5d), (8a), (8b), (17a), and (19)-(20). One of the focuses of this paper
is the derivation of lower bounds to DR-OTSGMD, so we relax each of these constraints. For
notation brevity, in the following sections, Lx denotes a set of uniformly located points within
the bounds of the variable x.
Quadratic Fuel Cost Function. In this paper, the fuel cost is formulated as a quadratic
function of the real power generation from generator i P G (i.e., c1i ρi` c2i pρiq2). By applying the
perspective reformulation described in [42–44], the quadratic term c2i pρiq2 is reformulated as:
zgi qρi ě ρ2i @i P G (24)
Constraints (24) guarantees that the minimum (optimal) value of qρi is zero if generator i is
switched off (i.e., zgi “ 0). Otherwise qρi is equal to ρ2i when zgi “ 1 because this is a minimization
problem. Next, we replace constraints (24) with a set of piecewise linear constraints which outer
approximate (relax) qρi as follows:
qρi ě 2ρi`´ zgi p`q2 @i P Ng, ` P Lρi (25)
Constraints (25) describe a set of linear inequalities that are tangent to the quadratic curve ρ2i
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at points l P Lρi . As a result, the objective function is modified as follows.
min
ÿ
iPNg
zgi c
0
i ` c1i ρi ` c2i qρi ` sup
PPQ
EPrHpza, zg,ρ, rνdqs (26)
Similarly, we use the same method to relax the quadratic term ∆2i and replace equations (22)
with equations (27).
Hpza, zg,ρ, rνdq “ minÿ
iPG
cR2i
q∆i ` cR1i ∆i ` ÿ
iPNa
κiplp`i ` lq`i ` lp´i ` lq´i q (27a)
q∆i ě 2`p∆iq ´ zgi p`q2 @i P Ng, ` P L∆i (27b)
AC Power Flow Physics. In constraints (5a)-(5d), (8a) and (20), the nonlinearities are
expressed with the following terms [45]:
p1q wi :“ v2i , p2q wzie :“ zev2i pwzje :“ zev2j q, p3q wce :“ zevivj cospθi ´ θjq, p4q wse :“ zevivj sinpθi ´ θjq
The auxiliary variables wi, w
z
ie, w
z
je, w
c
e and w
s
e are introduced to relax each of these quantities.
First, the quadratic term wi :“ v2i , is convexified by applying the second-order conic (SOC)
relaxation defined in equation (29).
wi ě v2i @i P Na (29a)
wi ď pvi ` viqvi ´ vivi @i P Na (29b)
Further, we outer approximate (relax) the convex envelope of v2i using a set of piecewise linear
constraints which replace constraints (29a) with constraints (30):
wi ě 2`vi ´ p`q2 @i P Na, ` P Lvi (30)
Next, to relax non-convex constraints wzie :“ zev2i and wzje :“ zev2j , we introduce the follow-
ing notation: Given any two variables xi, xj P R, the McCormick (MC) relaxation [46] is used
to relax a bilinear product xi ¨ xj by introducing an auxiliary variable xij P xxi, xjyMC . The
feasible region of xij is given by:
xij ě xixj ` xjxi ´ xi xj (31a)
xij ě xixj ` xjxi ´ xi xj (31b)
xij ď xixj ` xjxi ´ xi xj (31c)
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xij ď xixj ` xjxi ´ xi xj (31d)
xi ď xi ď xi, xj ď xj ď xj (31e)
Applying the relaxations in (29) to v2i and v
2
j , results in auxiliary variables, wi and wj , respec-
tively. Thus, the constraints wzie :“ zev2i and wzje :“ zev2j can be expressed as wzie :“ xze, wiyMC
and wzje :“ xze, wjyMC , respectively. It is also important to notice that the MC relaxation is
exact when one variable in the product is binary [47].
Finally, to deal with nonlinear terms wce :“ zevivj cospθi ´ θjq and wse :“ zevivj sinpθi ´ θjq,
though there are numerous tight convex relaxations in the literature [48–52], we apply state-
of-the-art SOC relaxations of [53] considering it’s computational effectiveness, as formulated in
constraints (32).
zew
c
e ď wce ď zewce, zewse ď wse ď zewse @eij P Ea (32a)
tanpθqwce ď wse ď tanpθqwce @eij P Ea (32b)
pwceq2 ` pwseq2 ď wziewzje @eij P Ea (32c)
Note that constraint set (32b) is equivalent to the phase angle limit constraints (3b). Constraint
set (32c) is the SOC relaxations of equation zae
`pwceq2 ` pwseq2 ´wiwj˘ “ 0 which is obtained by
linking wce and w
s
e through the trigonometric identity cos
2pθi´θjq`sin2pθi´θjq “ 1. Further, we
use a set of piecewise linear constraints to outer approximate (relax) the rotated SOC constraints
(32c) such that:
2
´
wce`
c ` wse`s
¯
´ wzie`t ´ wzje`f ď ze
`p`cq2 ` p`sq2 ´ `f `t˘ @eij P Ea
`c P Lwce , `s P Lwse , `f P Lwi , `t P Lwj (33)
Based on these relaxations, we replace the non-convex constraints in (5a)-(5d), (8a) and
(20) with constraints (34). Constraints (34c)–(34f) force line flows to be zero when the line is
switched-off and take the associated values otherwise.
ÿ
eijPE`i
pij `
ÿ
ejiPE´i
pij “
ÿ
kPGi
fpk ` lp`i ´ lp´i ´ dpi ´ wigi @i P Na (34a)
ÿ
eijPE`i
qij `
ÿ
ejiPE´i
qij “
ÿ
kPGi
f qk ` lq`i ´ lq´i ´ dqi ´ dqlossi ` wibi @i P Na (34b)
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pij “ gewzie ´ gewce ´ bewse @eij P Ea (34c)
qij “ ´pbe ` b
c
e
2
qwzie ` bewce ´ gewse @eij P Ea (34d)
pji “ gewzje ´ gewce ` bewse @eij P Ea (34e)
qji “ ´pbe ` b
c
e
2
qwzje ` bewce ` gewse @eij P Ea (34f)
wzie :“ xze, wiyMC , wzje :“ xze, wjyMC @eij P Ea (34g)
(29b), (30), (32a)´ (32b), (33) (34h)
Line Thermal Limits. Similar to constraints (30), we replace constraints (5f) with (35) which
outer approximate (relax) quadratic terms p2ij ` q2ij and p2ji ` q2ji.
2pij`
p ` 2qij`q ď zae
`
s2e ` p`pq2 ` p`qq2
˘ @eij P Ea, `p P Lpe , `q P Lqe (35a)
2pji`
p ` 2qji`q ď zae
`
s2e ` p`pq2 ` p`qq2
˘ @eij P Ea, `p P Lpe , `q P Lqe (35b)
GIC-Associated Effects. In the second stage, given geo-electric fields induced by a realized
GMD, all nonlinearities and non-convexities are in the bilinear form as: (1) zaÝÑe pvdm´vdnq , and (2)
viI
d
e . Using MC relaxations as described in (31), we replace constraints (17a) with (36a)-(36b)
and replace constraints (19) with (36c)-(36d).
dqlossi “
ÿ
ePEτi
keu
d
ie @i P Na (36a)
udie P xvi, pIde yMC @i P Na, e P Eτi (36b)
Ide “ aevzdmn ` zaÝÑe aerνde @emn P Ed (36c)
vzdmn P xzgÝÑi , v
d
m ´ vdnyMC @emn P Ed (36d)
where vzdmn and u
d
ie are introduced as v
zd
mn :“ zaÝÑe pvdm ´ vdnq and udie :“ viIde .
2.7 Model of Uncertainty
This section focuses on constructing an ambiguity set (denoted by Q) of probability distri-
butions for the random geo-electric field induced by a GMD event. The notation rω is used to
denote the vector of all random variables (i.e., rω “ rrνE , rνN sT ) and the notation µ “ rµE , µN sT is
used to denote the mean vector of the eastward and northward geo-electric fields. The ambiguity
set Q is then formulated with:
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Q “
$’’’’’&’’’’’%
rω P R2
P P P0pRq : EPprωq “ µ
P
´rω P Ω¯ “ 1
(37)
where P0pRq denotes the set of all probability distributions on R and P denotes a probability
measure in P0. It is important to note that random variables rω are not associated with any
specific probability distribution. The second line of equation (37) forces the expectation of rω
to be µ. The third line defines the support of the random variables, Ω, and contains all the
possible outcomes of rω. We formulate this support set based on valid bounds of geo-electric
fields in eastward and northward directions, such that:
Ω :“
!
prνN , rνEq P R : 0 ď rνN ď νM , ´νM ď rνE ď νM , prνN q2 ` prνEq2 ď pνM q2) (38)
As introduced in Section 2.2.1, the geo-electric field
ÝÑ
E is formulated as a vector and represented
by its two components rνE and rνN . Here, we assume the direction of ÝÑE is orientated from 0°
to 180°. The first two constraints in Ω define individual bounds of rνN and rνE , respectively.
Given a prespecified upper bound on the geo-electric field amplitude (denoted by νM ), the third
inequality further limits the feasible values of rνN and rνE which is formulated as a quadratic
constraint and inferred by the geometric representation of
ÝÑ
E . To better demonstrate set Ω,
figure 2 gives two examples that illustrate feasible domains of rνE and rνN , where vector ~E
represents the geo-electric field in the area of a transmission system. In the figure, the half circle
represents the quadratic boundary of ~E (i.e., prνEq2 ` prνN q2 ď pνM q2)
EW
ν˜N
~E
ν˜E
N
(a) rνE ă 0, | ~E| “ νM E
N
W
ν˜N
ν˜E
~E
(b) rνE ą 0, | ~E| ă νM
Figure 2: Examples of feasible regions of rνE and rνN . The geo-electric field ~E is formed by rνE and rνN .
In Fig. 2(a), the magnitude of ~E equals νM and angle relative to east is larger than pi2 . In Fig. 2(b), the
magnitude of ~E is less than νM and the angle is smaller than pi2 .
16
2.8 Reformulation of the Two-Stage DR-OTSGMD
Using the relaxation methods described in Section 2.6, the subproblem is linear and is a
lower bound of the original objective. Adopting the notation of [32], we present the linearized
program in a succinct form as follows:
min
y
aTy ` sup
PPQ
EPrHpy, rωqs (39a)
Ay ě b (39b)
where
Hpy, rωq “ min
x
cTx (39c)
s.t. Gy `Ex ě h (39d)
T prωqy “Wx (39e)
where y denotes the first-stage variables and x denotes the second-stage recourse variables that
depend on random variables rω “ rrνE , rνN sT . Constraint set (39b) represents constraints (6a)
and (25) in standard form. Constraint set (39d) represents constraints (3a), (4a)-(4b), (6b),
(15a), (16), (22b), (34)-(36). Constraint set (39e) represents constraints (11) and (36c) that are
the equations that include random variables in the problem. Here, T prωq is an affine function
of rω such that T prωq “ ř|rω|i“1 T irωi. In the rest of this section, we derive a reformulation of the
two-stage DR-OTSGMD problem which can be solved by applying a decomposition framework.
2.8.1 Handling the worst-case expected cost
According to Zhao and Jiang [32], an equivalent problem to (39) rewrites the worst-case
expected cost supPPQ EPrHpy, rωqs in the objective function (39a) as problem (40).
sup
PPQ
EPrHpy, rωqs “ max
P
ż
Ω
Hpy, rωqPpdrωq (40a)
s.t.
ż
Ω
rω Ppdrωq “ µ (40b)ż
Ω
Ppdrωq “ 1 (40c)
Here, constraints (40b)–(40c) precisely describe the ambiguity set defined in (37). Constraint
(40b) defines the mean value of random variables rω. Equation (40c) formulates the support set
Ω which contains all the possible outcomes of rω. Then, based on duality theory [54], the problem
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is equivalently reformulated as (41) by incorporating the dual problem of (40) in formulation
(39).
Qd :“ min
y,λ,η
aTy ` µTλ` η (41a)
s.t. (39b)
η ě Hpy, rωq ´ λT rω @rω P Ω (41b)
where
Hpy, rωq “ min
x
 
cTx : Gy `Ex ě h, T prωqy “Wx( (41c)
where λ and η are dual variables associated with constraints (40b) and (40c), respectively. In
addition, since constraints (41b) must be satisfied for all realizations of rω over support Ω, the
equivalent formulation of constraints (41b) is expressed as:
η ě max
@rωPΩ
 
Hpy, rωq ´ λT rω( (42)
Further, by applying standard duality theory, the right-hand side of constraint (42) is rewritten
as the inner maximization problem:
max
@rωPΩ
!
Hpy, rωq ´ λT rω) “ max
@pγ,piqPΓ,rωPΩ
!
ph´GyqTγ ` yT ` |rω|ÿ
i“1
pT iqTpirωi˘´ λT rω) (43a)
Γ “
$&% ETγ `W Tpi ď cγ ě 0 (43b)
where γ and pi are dual variables associated with constraints (39d) and (39e), respectively. Γ
denotes the feasible domain of the dual variables.
2.8.2 Relaxing bilinear terms in the reformulation
For fixed y and λ, the objective function (43a) contains bilinear terms pirωi. The liter-
ature presents several methods to solve robust optimization (RO) models with bilinear terms
in the inner (sub-) problem, including heuristics [55] and mixed-integer programming (MIP)
reformulations [56–58]. The former finds local optima for two-stage robust problems for which
the uncertainty set is a general polyhedron (e.g., non-convex regular polyhedra [59]). The latter
finds exact solutions for RO problems by exploiting the special structure of the uncertainty set.
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A recent work by Zhao and Zeng [23] develops an exact algorithm for two-stage RO problems
for which the uncertainty set is a general polyhedron. The authors derive an equivalent MIP
formulation for the inner problem by using strong Karush–Kuhn–Tucker (KKT) conditions.
However, this MIP formulation is challenging to solve when binary variables are introduced to
linearize complementary slackness constraints. Hence, it is difficult to derive exact solutions for
RO models for which the uncertainty set is a general polyhedron. Thus, we leave the exploration
of exact solution methods as future work. In this research, we focus on generating a lower bound
for the reformulation of Qd described in (41).
From formulation (43), we observe that rω only appears in the objective function (43a),
thus different realizations of rω do not affect the feasible region of the dual variables, Γ (43b).
We note that Γ is nonempty, since formulation (41c) is feasible for any given first-stage solution
due to load shedding and over-generation options. Let pppi, pγq P Γ be any feasible dual solution
to formulation (43). It follows that py and pλ are solutions of first-stage variables y and λ,
respectively. Given a solution py, pλ, ppi and pγ, the maximum value of (43a) is the optimal
objective value of (44) where rω are the only decision variables:
max
@rωPΩ
!
ph´GpyqT pγ ` pyT ` |rω|ÿ
i“1
pT iqT ppirωi˘´ pλT rω) (44)
Based on LP geometry [54, 60], if Ω is a bounded and nonempty polyhedron, then there exists
an optimal (worst-case) solution of rω which is an extreme point of Ω. However, as described in
Eq. (38), Ω is convex set bounded by a quadratic curve that has an infinite number of extreme
points. Thus, we discretize the curve and create a polyhedral support set Ω1 that is bounded by
a piecewise linear relaxation of the curve. Hence, we modify formulation (44) to be (45). Under
this formulation there must be a vertex of Ω1 which is an optimal rω for (45).
max
@rωPΩ1
!
ph´GpyqT pγ ` pyT ` |rω|ÿ
i“1
pT iqT ppirωi˘´ pλT rω) (45)
We formalize the properties of Ω1 with Lemma 2.1.
Lemma 2.1. Given that Ω1 is a linear relaxation of Ω and Ω1 P Ω. Then, for any given first-
stage decisions y and λ, there exists an extreme point of Ω1 which is an optimal (worst-case)
solution of rω P Ω1.
Proof. Given that Ω is bounded and nonempty as defined in (38) and Ω is part of a max function
19
in a minimization problem, Ω1 is a linear relaxation of Ω. As illustrated in Figure 3, Ω1 is a
nonempty polyhedron that is bounded by linear cuts going through a series of points on the
curve (i.e., the boundary of Ω). Then, for fixed decisions py and pλ, the problem (45) is a linear
programming problem of finding the worst-case pω over a nonempty and bounded polyhedron Ω1.
Thus, based on LP geometry [54,60], there exists an extreme point of Ω1 which is optimal.
.
E
N
W
ω∗1
ω∗2
ω∗3
ω∗4
ω∗5
Figure 3: A linear relaxation of support set Ω. The blue shadow represents Ω1 and ωi˚ for
i P t1, 2, .., 5u denote the vertices of Ω1.
2.8.3 A MIP reformulation of the two-stage DRO-OTSGMD problem
Based on proposition 2.1, we derive a MIP formulation (denoted as Qv) by introducing
binary variables associated with each extreme point of Ω1. The formulation is described as
follows.
Qv :“ min
y,λ,η
aTy ` µTλ` η (46a)
s.t. (39b)
where
η ě max
γ,pi,rωph´GyqTγ ` yT
` |rω|ÿ
i“1
|K|ÿ
j“1
pT iqT ζjrωi˚j˘´ λT rω (46b)
s.t. ETγ `W Tpi ď c (46c)
γ ě 0 (46d)
ζjl P xβj , pilyMC @j P K, @l P t1, ..., |p39eq|u (46e)
rω “ |K|ÿ
j“1
βj rωj˚ (46f)
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|K|ÿ
j“1
βj “ 1 (46g)
βj P t0, 1u, @j P K (46h)
where K is the set of vertices (denoted as rω˚) of set Ω1 βj are binary variables used to control the
selection of an extreme point rωj˚ . ζj are continuous variables introduced for linearizing bilinear
products βjpi via McCormick Relaxations as described in (31). Note that this linearization is
exact due to βj P t0, 1u [61,62]. The underlying idea of this MIP model is that we only consider
the extreme points of Ω as candidate solutions for rω. Hence, for any given first-stage decision
py,λq, the resulting worst-case rω is a vertex of Ω1.
Since K collects the vertices of Ω1 and K ‰ H, lemma 2.1 proves that there exists a vertexpωj˚ P K which is the worst-case scenario of pω P Ω1, such that:
max
@rωPK
 
Hpy, rωq ´ λT rω( “ max
@rωPΩ1
 
Hpy, rωq ´ λT rω( (47)
In other words, we reduce the feasible set of pω to a series of extreme points in K and solve the
reformulation Qv in (46) to identify the minimum worst-case expected total cost. Recall that
formulation (41) (denoted as Qd) minimizes the worst-case expected total cost over ambiguity
set Ω. Thus, the optimal solution of problem Qv (46) is less than the minimum cost obtained
by solving Qd, as Ω
1 is a subset of Ω. In addition, since the initial DR-OTSGMD model Qo
is nonlinear and model Qd is a linear relaxation of Qo as described in Section 2.6, the optimal
solution of Qd is a lower bound of Qo. Overall, Qv returns a lower bound of Qd, while Qd generates
a lower bound of Qo. We prove this conclusion in proposition 1 and 2 as follows.
Proposition 1. The worst-case expected total cost obtained from formulation Qv is a lower
bound to the reformulated two-stage DR-OTSGMD problem Qd.
Proof. Let Qd˚ and Qv˚ be the optimal objective values to formulations Qd and Qv, respectively. ηd˚
and ηv˚ represent the optimal values of η to models Qd and Qv, respectively. Since K represents
the vertexes of Ω1, then K Ď Ω1 Ď Ω and the following holds:
max
@rωPΩ
 
Hpy, rωq ´ λT rω( ě max
@rωPK
 
Hpy, rωq ´ λT rω( (48)
As a result, for any given first-stage decisions y and λ, the following is true: aTy`µTλ` ηd˚ ě
aTy ` µTλ` ηv˚ (see constraints (41b) and (46b)), i.e., Qv˚ ď Qd˚ .
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Proposition 2. Solving formulation Qv yields a lower bound of the worst-case expected total
cost to the two-stage DR-OTSGMD problem Qo.
Proof. Let Qo˚ , Qd˚ , and Qv˚ be the optimal objective function values of formulations Qo, Qd,
and Qv, respectively. As described in Section 2.6, Qd is a linear relaxation of Qo. Hence, Qd
yields a lower bound for Qo, i.e., Qd˚ ď Qo˚ . Further, Qv˚ ď Qd˚ based on proposition 1. Thus,
Qv˚ ď Qd˚ ď Qo˚ .
3 Solution Methodology: A column-and-constraint generation
algorithm
To solve the two-stage DR-OTSGMD problem, we use the column-and-constraint generation
(C&CG) algorithm described in [57]. Similar to Benders’ decomposition, the C&CG algorithm
is a cutting plane method. It iteratively refines the feasible domain of a problem by sequentially
generating a set of recourse variables and their associated constraints. The algorithmic descrip-
tion of the C&CG procedure is presented in Algorithm 1. In this algorithm, the notation O is
used to denote a subset of K. LB and UB represent incumbent lower and an upper bounds of
formulation (46), respectively. Here,  is a sufficiently small positive constant used to determine
convergence. Lines 3-10 are the main body of the C&CG and they describe a cutting plane
procedure for the first K iterations. In lines 4-5, the LB is evaluated during iteration K using
the incumbent solution pyK`1, pλK`1 and pηK`1. Note that in the initial iteration (K “ 0), set O
is empty and master problem Pp¨q lacks constraints (49a)-(49c). In lines 6-7, the subproblem
Qp¨q is solved, the UB is estimated, and the worst-case scenario prωK`1 is generated using the
incumbent decision (pyK`1, pλK`1). Line 8 generates a new set of recourse variables xK`1 and
associated constraints (51) for Pp¨q. Note that constraint (51a) is valid only if subproblem Qp¨q
is bounded (i.e., complete recourse). Line 9 expands set O and adds these newly-generated vari-
ables and constraints to the master problem Pp¨q to tighten the feasible domain of the first-stage
variables (line 4). The process is repeated until the objective values of the upper and lower
bound converge (line 3).
Note that the optimal solution of the relaxed reformulation (46) is obtained by enumerating
all the possible uncertain scenarios (vertexes) in K. However, even though the number extreme
points is linear in the problem size, full enumeration is computationally intractable when subset
K is large. One advantage of the C&CG is that the computational efforts is often significantly
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Algorithm 1 Column-and-Constraint Generation (CCG)
1: function CCG
2: Set KÐ 0, LB Ð ´8, UB Ð `8, O “ H
3: while |UB´LB|LB ď  do
4: Solve the following master problem
Ppprω P Oq “ min
y,λ,η,x
aTy ` µTλ` η
s.t. p39bq
η ě cTxl ´ λT prωl @l ď K (49a)
Gy `Exl ě h @l ď K (49b)
T pprωlqy “Wxl @l ď K (49c)
5: Use the optimal solution pyK`1, pλK`1 and pηK`1 to calculate LB Ð Ppprω P Oq
6: Solve
QppyK`1, pλK`1q “ max
γ,pi,rωph´GpyK`1qTγ ` ppyK`1qT `
|rω|ÿ
i“1
|K|ÿ
j“1
pT iqT ζjrωi˚j˘´ ppλK`1qT rω (50a)
s.t. p46cq ´ p46hq
7: Use the optimal solution prωK`1 to calculate UB Ð LB ´ pηK`1 ` QppyK`1, pλK`1q
8: Generate a new set of recourse variables xK`1 and the following constraints for Pp¨q
η ě cTxK`1 ´ λT prωK`1 (51a)
Gy `ExK`1 ě h (51b)
T pprωK`1qy “WxK`1 (51c)
9: Update OÐ OŤ prωK`1 and KÐ K` 1
10: end while
11: return pyK`1
12: end function
reduced by using a partial enumeration of non-trivial scenarios of the random variables rω.
Additionally, the C&CG algorithm is known to converge in a finite number of iterations since
the number of extreme points in K is finite [23].
4 Case Study
This section analyzes the performance of our approach on a power system that is exposed
to uncertain geo-electric fields induced by GMDs. We use a modified version of the Epri21 sys-
tem [63]. The size of this network is comparable to previous work [17] that considered minimiza-
tion of quasi-static GICs and did not consider ACOPF with topology control. Computational
experiments were performed using the HPC Palmetto cluster at Clemson University with Intel
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Xeon E5-2665, 24 cores and 120GB of memory. All algorithms and models are implemented in
Julia using using JuMP [64]. All problems are solved using CPLEX 12.7.0 (default options).
4.1 Data Collection and Analysis
The main source of historical data for GMDs is recent work by Woodroffe et al. [65]. The
authors analyzed 100 years of data related to storms and their paper indicates that the magnitude
of the corresponding induced geo-electric fields varies with the magnetic latitudes. The authors
also categorized geomagnetic storms into three classes, strong, severe and extreme, according
to the range of geoelectromagnetic disturbances (Dst). Table 1 summarizes parameters used
for describing the uncertain electric fields induced by GMDs. In this table, νM denotes the
maximum amplitude of geo-electric fields induced by GMDs (see Section 2.7). Its value is based
on a 95% confidence interval (CI) of 100-year peak GMD magnitudes [65] (Table 1-3 in [65]).
The values of µN and µE are estimated via extreme value analysis of electric fields from 15
geomagnetic storms using a Generalized Extreme Value Distribution model for both northward
and eastward components (i.e., rνN and rνE). We also generate the vertexes of Ω by partitioning
field directions between 0°and 180°spaced by 2°, resulting in 90 GMD extreme points.
Table 1: Peak GMD amplitudes for geomagnetic storms with different magnetic latitudes based on 100
years of historical data. µE and µN are the mean values of geo-electric fields in the eastward and northward
directions. MLAT denotes the geomagnetic latitude. Dst denotes geoelectromagnetic disturbances.
νM (µN , µE) (V/km)
Strong Severe Extreme
MLAT p´100nT ě Dst ą ´200nT q p´200nT ě Dst ą ´300nT q p´300nT ě Dstq
40°–45° 1.6 p0.9, 0.8q 2.0 p0.9, 0.8q 3.5 p1.1, 0.9q
45°–50° 1.2 p0.7, 0.7q 1.6 p0.8, 0.7q 3.5 p1.5, 1.3q
50°–55° 3.5 p2.1, 1.8q 5.0 p2.5, 2.1q 6.0 p3.1, 2.7q
55°–60° 11.5 p6.6, 5.6q 6.6 p3.7, 3.1q 9.1 p4.2, 3.6q
60°–65° 6.6 p5.0, 4.3q 6.6 p4.3, 3.6q 12.7 p5.9, 5.1q
65°–70° 8.8 p6.1, 5.2q 8.8 p5.3, 4.5q 10.6 p5.8, 4.9q
70°–75° 7.7 p5.1, 4.3q 6.3 p3.9, 3.3q 16.1 p6.8, 5.8q
While most of the parameters for modeling GIC are present in the Epri21 test case, there was
some missing data. We next discuss the data we added or modified in the Epri21 system (Tables
2–4). First, we geolocated the system in Quebec, Canada. To convert Quebec’s geographic
latitudes into magnetic latitudes we used the method described in Appendix A, which yields
a magnetic latitude of 55° ´ 60°. In this model, the cost of load shedding and over-consuming
load is ten times the most expensive generation cost; and the fuel cost coefficients of additional
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real-power generation (i.e., ∆i) is 20% more than the reserved generation prior to a storm.
Table 2: (a) Transformer winding resistance and k are estimated based on the test cases provided in
[12,13]. (b) The nominal line length for the Epri21 system [63] is used to derive an approximate geospatial
layout of the power system nodes.
(a) Transformer data
Resistance Resistance
Name Type W1(Ohm) Bus No. W2(Ohm) Bus No. Line No. k (p.u.)
T 1 Wye-Delta 0.1 1 0.001 2 16 1.2
T 2 Gwye-Gwye 0.2 4 0.1 3 17 1.6
T 3 Gwye-Gwye 0.2 4 0.1 3 18 1.6
T 4 Auto 0.04 3 0.06 4 19 1.6
T 5 Auto 0.04 3 0.06 4 20 1.6
T 6 Gwye-Gwye 0.04 5 0.06 20 21 1.6
T 7 Gwye-Gwye 0.04 5 0.06 20 22 1.6
T 8 GSU 0.15 6 0.001 7 23 0.8
T 9 GSU 0.15 6 0.001 8 24 0.8
T 10 GSU 0.1 12 0.001 13 25 0.8
T 11 GSU 0.1 12 0.001 14 26 0.8
T 12 Auto 0.04 16 0.06 15 27 1.1
T 13 Auto 0.04 16 0.06 15 28 1.1
T 14 GSU 0.1 17 0.001 18 29 1.2
T 15 GSU 0.1 17 0.001 19 30 1.2
(b) Transmission line data
From To Length
Line Bus Bus (km)
1 2 3 122.8
2 4 5 162.1
3 4 5 162.1
4 4 6 327.5
5 5 6 210.7
6 6 11 97.4
7 11 12 159.8
8 15 4 130.0
9 15 6 213.5
10 15 6 213.5
11 16 20 139.2
12 16 17 163.2
13 17 20 245.8
14 17 2 114.5
15 21 11 256.4
Table 3: (a) The substation grounding resistance pGRq is estimated from typical values of grounding
resistance of substations provided in [66]. (b) The original line parameters roe and x
o
e are scaled by βe, a
ratio from new to original line lengths.
(a) Substation data
Name Latitude Longitude GR(Ohm)
SUB 1 46.61 -77.87 0.20
SUB 2 47.31 -76.77 0.20
SUB 3 46.96 -74.68 0.20
SUB 4 46.55 -76.27 1.00
SUB 5 45.71 -74.56 0.10
SUB 6 46.38 -72.02 0.10
SUB 7 47.25 -72.09 0.22
SUB 8 47.20 -69.98 0.10
(b) Other parameters
κ`i $ 1000 /MW (or MVar)
κ´i $ 1000 /MW (or MVar)
vi 0.9 p.u.
vi 1.1 p.u.
cR1i 120%c
1
i
cR2i 120%c
2
i
I
a
e se{mintvi, vju
θ 30°
4.2 Experimental Results
To evaluate the performance of the Epri21 system under the influence of uncertain geo-
magnetic storms, we use the three different storm levels described in Table 1: extreme, severe
and strong. We also consider results where generator ramping limits range from 0% to 20% of
its maximum real power generation (gp) in 5% steps. We use ramping limits to loosely model
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Table 4: Generator Data
Name Bus No. gp (MW) gp (MW) gq (MVar) gq (MVar) c2, c1, c0 ($)
G 1 1 472.3 782.3 51.57 61.57 0.11, 5, 60
G 2 7 595.0 905.0 -56.56 46.56 0.11, 5, 60
G 3 8 595.0 905.0 -56.56 46.56 0.11, 5, 60
G 4 13 195.0 505.0 -10.61 -0.61 0.11, 5, 60
G 5 14 195.0 505.0 -10.61 -0.61 0.11, 5, 60
G 6 18 295.0 605.0 18.78 28.78 0.11, 5, 60
G 7 19 295.0 605.0 18.78 28.78 0.11, 5, 60
warning time, i.e., how much time is available for generators to respond once the full character-
istics of the storm are known. To analyze the benefits of capturing uncertain events via the DR
optimization, we study the following four cases:
1. C0: The ACOTS with GIC effects induced by the mean geo-electric fields (i.e., µE and µN ):
Mmean :“ Min
!
aTy ` cTx: (39b), (39d)-(39e); rω “ rµE , µN sT)ô zm˚ean,ρm˚ean,Cm˚ean
2. C1: The two-stage DR-OTSGMD:
Mdr :“ Min
!
(46a): (39b), (46b)-(46h)
)
ô z˚dr,ρ˚dr,C˚dr
3. C2: The two-stage DR-OTSGMD with fixed topology configuration and generator setpoints:
Mfm :“ Min
!
(46a): (39b), (46b)-(46h)
)
; z “ zm˚ean, ρ “ ρm˚ean
)
ô zm˚ean,ρm˚ean,C˚fm
4. C3: The two-stage DR-OTSGMD with fixed topology configuration:
Mft :“ Min
!
(46a): (39b), (46b)-(46h)
)
; z “ 1u
)
ô 1,ρ˚ft,C˚ft
where Mα is the optimization model for case α; zα˚ and ρα˚ represent the optimal first-stage
decisions, respectively, and Cα˚ is the objective function value. The values of zα˚, ρα˚ and Cα˚ are
obtained by solving Mα. Case C0 identifies the optimal first-stage decisions (i.e., generation and
topology) and evaluates the objective according to the mean geo-electric fields (V/km) in the
northward and eastward directions. Case C2 identifies a solution for the two-stage DR-OTSGMD
model assuming uncertain GMDs. Case C3 finds a solution to the worst-case expected cost Cf˚m
of the DR optimization model using the generation and topology decisions of Case C0. Finally,
Case C3 is similar to Case C2, but topology reconfiguration is not allowed.
4.2.1 Case C0: GIC mitigation for the mean geo-electric fields
Case C0 assumes that power system operators use the mean value of a storm level (i.e.,
strong, severe and extreme) to optimize power generation and system topology. In Table 5,
we summarize the computational results for Case C0 under different storm levels and ramping
limits. The results suggest that the cost of mitigating the impacts of a storm decreases as
ramping limits (warning times) increase. The highest cost occurs when generator ramping in
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not allowed (i.e., uRi “ 0). This is the reason why increasing ramping limits from 0 to 20% leads
to a 42.1% cost decrease for strong GMD events. Additionally, the total cost varies with storm
levels; increasing the intensity of geoelectric field induces a higher cost. Costs increase with
storm level; however, this increase is not significant, mainly because the cost changes due to
generator dispatch are small. For example, the cost difference between strong and severe storms
is only 0.02% when the ramping limit is 10%.
Table 5: Computational results for Case C0 with respect to different storm levels (SL) and ramping limits
(uRi ). TC denotes the minimum total cost for generator dispatch and load shedding. µ
E and µN are the
mean values of geo-electric fields for northward and eastward components, respectively. z˚ represents
the optimal line switching decisions.
SL(55°–60°) uRi (%) TC ($) µE , µN (V/km) z˚ Wall Time (sec)
Strong
0 386,143 5.6, 6.6 2, 17, 19-22, 28 28
5 351,124 5.6, 6.6 2, 18-22, 28 21
10 320,425 5.6, 6.6 2, 17, 19-22 24
15 294,077 5.6, 6.6 2, 17, 19-22, 27 29
20 271,751 5.6, 6.6 2, 17, 19-22, 28 27
Severe
0 386,091 3.1, 3.7 2, 13, 15, 18, 21, 22 16
5 351,066 3.1, 3.7 15, 18, 20-22 6
10 320,363 3.1, 3.7 2, 15, 18, 21, 22 19
15 294,022 3.1, 3.7 2, 15, 19-22 19
20 271,696 3.1, 3.7 15, 19-22, 28 22
Extreme
0 386,099 3.6, 4.2 2, 15, 19-22, 27 17
5 351,079 3.6, 4.2 15, 17, 19-22, 27 23
10 320,379 3.6, 4.2 2, 15, 17, 19-22 19
15 294,039 3.6, 4.2 15, 17-19, 21, 22, 27 6
20 271,709 3.6, 4.2 2, 15, 19-22, 28 17
4.2.2 Case C1: DR optimization for GIC mitigation under uncertainty
In Case C1, uncertain GMD events are modeled via an ambiguity set and we relax the curve
of maximum storm strength to 90 extreme points. Similar to Case C0, we conduct sensitivity
analysis with respect to storm levels and ramping limits. Table (6) summarizes these compu-
tational results. The results show that, similar to Case C0, the worst-case expected total cost
(WETC) decreases as the ramping limits (warning times) increase. This decrease is as large as
31.4% for a strong storm (i.e., uRi “ 20% versus uRi “ 0%).
Moreover, we observed that, for a given storm level, the worst-case geo-electric field remains
the same at different ramping limits. For example, in extreme storms, rν˚E and rν˚N is always
8.4 and 3.4 V/km, respectively. This indicates that, for a given storm level, the worst scenario
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Table 6: Computational results for Case C1 with respect to different strom levels (SL) and ramping limits
(uRi ). WETC denotes the worst-case expected total cost. rν˚E , rν˚N represent the worst-case geo-electric
fields for eastward and northward components, respectively. z˚ represents the optimal line switching
decisions.
SL(55°–60°) uRi (%) WETC ($) rν˚E , rν˚N (V/km) z˚ Wall Time (sec)
Strong
0 533,625 4.3, 10.7 8, 9, 17-22, 27 3,995
5 486,038 4.3, 10.7 8, 9, 17-22, 28 8,738
10 455,694 4.3, 10.7 8, 9, 17-22, 28 7,596
15 428,500 4.3, 10.7 8, 10, 17-22, 28 9,693
20 406,176 4.3, 10.7 8, 9, 17-22, 28 8,049
Severe
0 386,342 4.7, 4.6 2, 8, 18-20, 22, 27, 28 1,242
5 351,323 4.7, 4.6 2, 8, 18-21, 27, 28 1,061
10 320,622 4.7, 4.6 2, 8, 17, 19, 20, 22, 27, 28 1,364
15 294,249 4.7, 4.6 2, 8, 17, 19, 20, 22, 27, 28 1,347
20 271,923 4.7, 4.6 2, 8, 18-21, 27, 28 1,101
Extreme
0 467,117 8.4, 3.4 2, 3, 17-20, 22, 27, 28 4,896
5 429,554 8.4, 3.4 2, 3, 17-21, 27, 28 3,146
10 399,898 8.4, 3.4 2, 3, 17-21, 27, 28 3,138
15 373,116 8.4, 3.4 2, 3, 17-20, 22, 27, 28 4,838
20 351,579 8.4, 3.4 2, 3, 17-21, 27, 28 4,185
(empirically) for this system is the same extreme point of Ω. In addition, the difference in the
WETC between strong and extreme (and severe) events is considerable. For example, the cost
difference between strong and severe events is 27.6% when uRi “ 0. Table 7 reports the amount
and percentage of the WETC due to load shedding. The results suggest that, for Case C1,
the increase in WETC under a strong event is primarily due to changes in load shedding. An
average 13.11% of the WETC is due to load shedding.
4.2.3 Case Comparisons: Cost Benefits of the DR optimization
Figure 4 summarizes the total cost C˚ for all cases defined in Section (4.2). The DR
optimization model results in higher costs for all problems solved. These costs are highest when
the storm level is strong. Tables 5 and 6 indicate that the computation time required for solving
Case C1 is higher than Case C0. Hence, modeling uncertainty in geo-electric fields results in
a significant increases in computational efforts, but it also provides significant robustness when
compared to deterministic models which ignore uncertainty.
We next compare the cost of making first stage decisions based on the mean GIC distri-
butionally robust (C2) with first stage decision based on the full distributionally robust model
(C1). Similar to Case C1, the worst-case expected cost of Case C2 decreases as ramping limits
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Figure 4: Cost comparisons among all cases.
increase. For all storm levels, the cost benefits of the DR-OTSGMD vary with ramping limits
and are statistically significant. For example, during a strong storm the cost savings are as much
as 68.6% (i.e., pCf˚m´Cd˚rq{Cf˚m). This is because the generation and topology decisions in Case
C1 are determined by the DR model; however, these decisions for Case C2 are fixed to Case C0.
We also compare Case C1 with C3 to evaluate the benefits of network reconfiguration. The
results displayed in Figure 4 suggest that line switching decisions significantly lower the cost of
GIC mitigation under uncertainty, in particular for strong and extreme storms. For example,
Figure 4(a) shows that the WETC is higher than Case C2 and has significantly increased when
line switching is not allowed in the two-stage DR-OTSGMD model. Notice that when uRi “ 10%,
the cost increase in Case C3, as compared to C1, is 88.4% and the increase in cost in Case C2,
as compared to C1, is 42.8%.
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Table 7 demonstrates the impacts of load shedding on cost. The results indicate that the
cost differences between any two cases are primarily because of load shedding. For example, in
the case of extreme storms, the total cost of Case C2 is much higher than Case C1. This is due
to the observation that the topology control in Case C1 leads to a load shedding cost of 6.99%
on average. In contrast, the fixed topology in Case C2 and C3 results in a load shedding cost
of 23.51% and 61.78% (on average), respectively. Similarly, for severe storms, load shedding
is observed only in Case C2 and C3. As a consequence, Case C2 yields the highest cost in
comparison to the other three cases.
Table 7: Load shedding costs for all cases. The average (Avg.), minimum (Min.), maximum (Max.) and
the standard deviation (Std.) of load shedding cost (LSC) are computed over ramping limits from 0%
– 20%. For Case C1, C2 and C3, LSC is associated with the worst-case geo-electric fields. Solutions
displayed in parentheses denote the percentage of the total cost ( C˚) due to load shedding. “-” indicates
that no load shedding is observed.
LSC(% of the C˚)
SL(55°–60°) Case Avg. Min. Max. Std.
Strong
C0 - - - -
C1 72,566 (13.11) 52,190 (12.23) 105,943 (19.85) 20,600 (2.87)
C2 160,174 (23.51) 148,672 (20.95) 166,419 (26.40) 6,135 (2.07)
C3 735,028 (61.78) 734,609 (58.70) 735,337 (64.57) 263 (2.07)
Severe
C0 - - - -
C1 - - - -
C2 701 (0.15) 520 (0.11) 983 (0.20) 179 (0.03)
C3 67 (0.01) - 333 (0.07) 133 (0.03)
Extreme
C0 - - - -
C1 30,058 (6.99) - 75,932 (17.68) 36,814 (8.57)
C2 140,909 (18.45) 122,134 (17.20) 155,781 (20.53) 11,367 (1.17)
C3 431,128 (45.07) 374,709 (40.90) 485,665 (49.46) 45,865 (3.65)
4.2.4 Performance of the CCG Algorithm
One advantage of the CCG algorithm is the reduced computational cost associated with
partial enumeration of significant extreme points. Table 8 summarizes the computational per-
formance of enumerating all vertexes of Ω to evaluate the worst-case expected total cost. In
other words, all second-stage variables and constraints are added to the master problem simul-
taneously, PK.
PK “ min
y,λ,η,x
aTy ` µTλ` η
s.t. p39bq
η ě cTxl ´ λT rωl @l P K (52a)
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Gy `Exl ě h @l P K (52b)
T prωlqy “Wxl @l P K (52c)
In Table 8, we focus on severe storms and solve this problem with different size of extreme
points: 3, 9 and 90 (which are generated by partitioning field directions between 0° and 180°
spaced by 60°, 20° and 2°, respectively). We also set the “time-out” parameter to 3000 seconds
which is about two times the maximum computational time for severe storms in Table 6. The
results show that when |K| is 90, no solution is found for all values of µRi when the time limit
is reached. In contrast, optimal solutions can be found by the CCG within 1400 seconds. In
addition, the problem can not even be solved to optimality when there are only 9 extreme points.
Even worse, when uRi equals 10%, no solution can be found within the time limit. Note that the
objective shown in Table 8 is the best known lower bound for PK, thus a larger value indicate
a better performance. We also observe that all optimal solutions can be found when the size
of extreme points is reduced to 3. However, the solution quality is significantly worse (i.e., the
objective value is lower than the results in Table 6) since the relaxation of the uncertainty set
is too loose.
Table 8: Computational results obtained by enumerating all extreme points of Ω. T represents the
computation time in seconds and ”TO” indicates time-out. The best objective value (bound) found
within the time limit is shown under column C˚ and its relative MIP gap (%) is in parentheses.
3 extreme points 9 extreme points 90 extreme points
SL(55°–60°) uRi (%) C˚ (gap%) T C˚ (gap%) T C˚ (gap%) T
Severe
0 386,255 (0.0) 1365 386,067 (11.1) TO NaN (–) TO
5 351,236 (0.0) 1003 351,048 (12.6) TO NaN (–) TO
10 320,536 (0.0) 592 NaN (-) TO NaN (–) TO
15 294,174 (0.0) 634 294,010 (8.9) TO NaN (–) TO
20 271,849 (0.0) 617 271,685 (39.3) TO NaN (–) TO
5 Conclusions and Future Research
In this paper, we developed a two-stage DR-OTSGMD formulation for solving OTS prob-
lems that include reactive power consumption induced by uncertain geo-electric fields. Given a
lack of probability distributions to model geo-magnetic storms, we construct an ambiguity set
to characterize a set of probability distributions of the geo-electric fields, and to minimize the
worst-case expected total cost over all geo-electric field distributions defined in the ambiguity
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set. Since the DR formulation is hard to solve, we derive a relaxed reformulation that yields
a decomposition framework for solving our problem based on the CCG algorithm. We prove
that solving this reformulation yields a lower bound of the original DR model. The case studies
based on the modified Epri21 system show that modeling the uncertainty in the GMD-induced
geo-electric field is crucial and the DR optimization method is an effective approach for handling
this uncertainty.
There remain a number of interesting future directions. For example, considering additional
moment information, such as the variations of random variables, could enhance the modeling
of the ambiguity set. Additionally, new approaches are needed to scale the algorithm to larger
scale instances. Another potential extension extends the formulation to integrate N-1 security
(contingency) constraints in order to increase the resiliency of transmission systems [67] during
GMD extreme events.
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Appendix A Conversion from Magnetic to Geographic Coordi-
nates
Table 9: The dipole coefficients (g01, g
1
1, h
1
1) from the International Geophysical Reference Field
(IGRF).
Epoch g01 g
1
1 h
1
1
1965 -30334 -2119 5776
1970 -30220 -2068 5737
1975 -30100 -2013 5675
1980 -29992 -1956 5604
1985 -29873 -1905 5500
1990 -29775 -1848 5406
1995 -29692 -1784 5306
2000 -29619 -1728 5186
2005 -29554 -1669 5077
2010 -29496 -1586 4944
2015 -29442 -1501 4797
We denote geomagnetic (MAG) and geographic (GEO) coordinates as Qm “ rxm, ym, zmsT
and Qg “ rxg, yg, zgsT , respectively. In some coordinate systems the position rx, y, zsT is often
defined by latitudes ϕ, longitude Θ and radial distance R, such that:
x “ R cospϕq cospΘq, y “ R cospϕq sinpΘq, z “ R sinpϕq (53a)
And
R “apx2 ` y2 ` z2q, ϕ “ arctan˜ za
x2 ` y2
¸
, Θ “
$’’&’’%
arccos
ˆ
x?
x2`y2
˙
, if y ě 0
´ arccos
ˆ
x?
x2`y2
˙
, otherwise
(54a)
Using this notation, as described in [68], the MAG coordinates are converted to the GEO
coordinates using the following equation:
Qm “ T ¨Qg (55a)
where
T “ xϕ´ 90°, Y y ¨ xΘ, Zy (56a)
xϕ´ 90°, Y y “
»———–
cospϕ´ 90°q 0 sinpϕ´ 90°q
0 1 0
´ sinpϕ´ 90°q 0 cospϕ´ 90°q
fiffiffiffifl , xΘ, Zy “
»———–
cospΘq sinpΘq 0
´ sinpΘq cospΘq 0
0 0 1
fiffiffiffifl (56b)
Θ “ arctan
ˆ
h11
g11
˙
, ϕ “ 90°´ arcsin
ˆ
g11 cospΘq ` h11 sinpΘq
g01
˙
(56c)
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