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Deep unfolding of the weighted MMSE
beamforming algorithm
Lissy Pellaco, Mats Bengtsson, and Joakim Jalde´n
Abstract—Downlink beamforming is a key technology for cellu-
lar networks. However, computing the transmit beamformer that
maximizes the weighted sum rate subject to a power constraint
is an NP-hard problem. As a result, iterative algorithms that
converge to a local optimum are used in practice. Among them,
the weighted minimum mean square error (WMMSE) algorithm
has gained popularity, but its computational complexity and
consequent latency has motivated the need for lower-complexity
approximations at the expense of performance.
Motivated by the recent success of deep unfolding in the trade-
off between complexity and performance, we propose the novel
application of deep unfolding to the WMMSE algorithm for a
MISO downlink channel. The main idea consists of mapping
a fixed number of iterations of the WMMSE algorithm into
trainable neural network layers, whose architecture reflects the
structure of the original algorithm. With respect to traditional
end-to-end learning, deep unfolding naturally incorporates expert
knowledge, with the benefits of immediate and well-grounded
architecture selection, fewer trainable parameters, and better ex-
plainability. However, the formulation of the WMMSE algorithm,
as described in Shi et al., is not amenable to be unfolded due to a
matrix inversion, an eigendecomposition, and a bisection search
performed at each iteration. Therefore, we present an alternative
formulation that circumvents these operations by resorting to
projected gradient descent. By means of simulations, we show
that, in most of the settings, the unfolded WMMSE outperforms
or performs equally to the WMMSE for a fixed number of
iterations, with the advantage of a lower computational load.
Index Terms—Deep unfolding, neural network, downlink
beamforming, weighted MMSE algorithm, iterative optimization
algorithm
I. INTRODUCTION
Downlink beamforming is a pivotal technology in fourth
and fifth generation cellular communication systems [1], [2]. It
leverages the use of multiple antennas to achieve an improved
spectral efficiency to meet the demanding performance re-
quirements expected from the system [3]. A common approach
to downlink beamforming design is to find a transmit beam-
former that maximizes the weighted sum rate (WSR) under
a total transmit power constraint. However, the WSR maxi-
mization problem subject to a power constraint is known to
be NP-hard [4], [5]. Algorithms that find the optimal solution
exist [6]–[8], but the high computational complexity and the
consequent latency and power consumption that they exhibit,
especially as the number of users and antennas grows, negate
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the advantages of beamforming. Therefore, it is common to
resort to suboptimal solutions that mitigate the computational
complexity at the expense of performance. On one hand,
simple heuristics with closed form solutions have been pro-
posed, such as zero forcing beamforming and its regularized
form [9], maximum ratio transmission [10], matched filtering
and Wiener filtering precoders [11]. These heuristics reduce
the computational load, the execution time, and the power
consumption, but limit the achieved performance gain. On the
other hand, there exist iterative algorithms, based on convex
approximations [12]–[14] or on tractable alternative formula-
tions [15]–[17] of the original problem, that converge to a local
optimum. They are more onerous in terms of computational
load and power requirements and exhibit a longer delay, but
achieve a higher WSR. A popular approach that belongs to
this class of algorithms is the iterative weighted minimum
mean square error (WMMSE) algorithm. It converges to a
local optimum of the WSR function and, as a consequence of
the resulting performance, it has gained popularity. However,
it exhibits relatively high computational complexity. This has
fostered the development of lower-complexity approximations
at the cost of a degraded performance [18], [19]. In fact, the
computational complexity versus performance trade-off is of
considerable importance for cellular networks. Base stations
must comply with stringent cost and power specifications and
must, at the same time, respond quickly to the fast changing
channel conditions. Moreover, with the fifth generation cellular
networks, they must accommodate latency requirements of
newly supported real-time applications, from industrial au-
tomation to remote medical care [20].
In this paper, we address this computational complexity
versus performance trade-off by applying a machine-learning-
based technique, called deep unfolding, to the WMMSE al-
gorithm described in [15] for a multiple-input single-output
(MISO) downlink channel.
A. Relevant Prior Work
Inspired by the recent advances in machine learning and by
its promising results in physical layer applications [21]–[27],
machine-learning-based solutions that address the complexity
versus performance trade-off have been proposed for downlink
beamforming [28]–[30] and, in particular, for the WMMSE
algorithm [31]–[33]. The common underlying idea consists of
replacing the well-performing, yet expensive and high-latency,
iterative algorithms with neural networks. These approaches
are based on end-to-end learning, i.e., neural networks take
as input the wireless channel and directly predict the beam-
former weights. In this case, the complexity and latency
2constraints translate into architectural constraints. In fact, the
computational load and the latency of the inference process
are predetermined by the network architecture. Therefore, the
network can be designed to be compliant with the power
consumption and real-time application requirements at the
expense of bounding its performance.
With regards to the WMMSE algorithm, neural networks
have been employed both as i) fixed-complexity function
approximators and as ii) comparably performing alternatives
within the complexity constraints. In [31], the authors train
a fully connected deep neural network to approximate the
output of the WMMSE algorithm and provide theoretical
conditions under which iterative optimization algorithms can
be approximated by fully connected deep neural networks.
In [32], the authors use the WMMSE algorithm to pre-train
the weights of a neural network that predicts the transmit
beamformer of a MISO channel. In the pre-training phase,
the performance of the network is clearly bounded by the
solution obtained by the WMMSE algorithm. Therefore, the
pre-training is followed by direct maximization of the WSR
function with the purpose of approaching the global optimum.
In [33], the authors design a deep neural network to find the
beamformer weights and evaluate its performance in case of i)
supervised learning, i.e., the network is trained to approximate
the WMMSE solution, and ii) unsupervised learning, i.e., the
network is directly trained by maximizing the WSR function.
It must be noted that in case of supervised learning the
performance of the neural network is bounded by construc-
tion by the WMMSE performance. Conversely, in case of
unsupervised learning the performance is not restricted and
the network could in principle achieve an improved WSR.
However, neither [32] nor [33] manages to surpass the WSR
attained with the WMMSE algorithm. Furthermore, these
approaches share the problem of selecting the proper neural
network architecture. Although the computational constraints
translate into architectural constraints, the search space re-
mains extremely large. It is well known that the architecture
has a large impact on the generalization capability and thus
the performance of a neural network. Selecting the proper
architecture is still an open issue and considerable research
efforts are devoted to this [31], [34]–[37]. Meanwhile, it is
normal practice to rely on intuition, experience, and the trial
and error approach. Another drawback that is common to [31]–
[33] is related to the explainability of the neural network
behavior as the proposed approaches are based on end-to-end
learning. Albeit the rationale behind the training process is
clear – whether the training is supervised, unsupervised, or
a combination of both – the resulting behavior is not yet
explainable, and thus the network is regarded as a black-
box [38]. In the context of wireless communications, this
lack of explainability hinders the deployment of deep-learning-
based solutions. Communication engineers usually rely on
expert knowledge developed from a solid theoretical back-
ground, measurements, past experience, and a deep under-
standing of the system. Therefore, the introduction of end-to-
end learning solutions, especially for critical applications, such
as autonomous driving, encounters skepticism in the wireless
networks community [39]. It must be mentioned that in [32]
the authors, instead of directly predicting the beamformer
vector, make use of expert knowledge to predict only a set of
features from which the beamformer vector can be constructed.
However, the lack of explainability of the network behavior –
whether the network predicts the entire beamformer vector or
a subset of features thereof – remains.
B. Deep Unfolding
Recently, an alternative learning approach has enabled sig-
nificant advancements in the trade-off between complexity
and performance for iterative algorithms. The fundamental
idea consists of i) mapping the iterations of an optimiza-
tion algorithm into trainable neural network layers whose
architecture follows the structure of the original algorithm,
ii) fixing the number of iterations, i.e., the number of lay-
ers, according to the computational complexity and latency
requirements, and iii) optimizing the trainable parameters of
the network in order to achieve the best possible performance
within the fixed number of iterations. This approach takes the
name of deep unfolding and was pioneered by Gregor and
LeCun in 2010 [40]. Since then, this same idea has been
successfully applied in various fields, e.g., sparse coding [40]–
[42], sparse signal recovery [43]–[46], image restoration [47],
MIMO detection [48]–[52], decoding [53]–[56], compressed
sensing [57], [58], and 1-bit precoding [59].
Deep unfolding allows for naturally incorporating expert
knowledge in the learning approach [60]. This has multiple
benefits. First, by fixing the neural network structure, deep
unfolding allows researchers to drastically reduce the time
dedicated to test different architectures and provides them
with a strong motivation behind the choice of the adopted
architecture. Clearly, the challenge of selecting the trainable
parameters within the fixed network structure remains, but the
choice, in most of the cases, is naturally guided by knowledge
of the underlying algorithm. Second, the number of trainable
parameters is significantly reduced with respect to end-to-end
learning approaches, as the structure of the algorithm remains
intact and a usually small subset of parameters is selected
to be trainable. Third, in areas rich of expert knowledge,
such as wireless communications, the introduction of deep-
unfolding-based solutions is widely favored with respect to
end-to-end learning solutions. In fact, in this case, the structure
of algorithms well-established in the field is maintained and is
reflected in the structure of the network, resulting in a higher
degree of explainabilty [61]. Finally, the performance of the
unfolded neural network might benefit from the same perfor-
mance guarantees that hold for the original algorithm [62].
C. Contributions
Our main contribution is the novel application of deep
unfolding to the WMMSE algorithm in the case of a MISO
downlink channel, in order to address the complexity versus
performance trade-off. As noted in [31], deep unfolding can-
not be directly applied because the WMMSE algorithm as
described in [15] includes complex operations, such as matrix
inversions, eigendecompositions, and bisection searches. As
a result, the authors of [31] choose to adopt the end-to-end
3learning approach over deep unfolding and use a fully con-
nected neural network to approximate the WMMSE algorithm.
Conversely, we propose a formulation of the WMMSE algo-
rithm that involves only vector multiplications, summations,
and easy-to-implement projections, and thus allows for deep
unfolding. We circumvent matrix inversions, eigendecomposi-
tions, and bisection searches by replacing the method of La-
grange multipliers, applied in the original WMMSE algorithm,
with the projected gradient descent (PGD) approach [63]. As
a result, our formulation of the WMMSE algorithm i) can be
easily unfolded and optimized within the computational and la-
tency constraints, ii) replaces the heavy operations in the orig-
inal WMMSE algorithm with simple vector operations, and
iii) can be efficiently implemented on standardized hardware
platforms specialized for deep learning processing, which are
expected to replace expensive and dedicated integrated circuits
in base stations. In order to meet the power consumption and
latency requirements at the base station, we fix the number of
PGD steps per WMMSE iteration and the total number of it-
erations accordingly. Clearly, this comes with a degradation of
performance. In order to compensate for it and achieve the best
possible performance within the computational constrains, we
select the PGD step sizes as trainable parameters. By means of
extensive simulation results, we show that the step sizes can be
effectively learnt and that, in most of the settings, the unfolded
WMMSE algorithm outperforms or performs equally to the
original WMMSE algorithm for a given number of iterations,
with the additional benefits of lower computational complexity
and feasible implementation on standardized hardware.
To encourage reproducibility, the code to generate the
results in the paper is available at [64].
D. Notation
We adopt the following notation in this paper. We indicate
matrices by bold uppercase letters and column vectors by bold
lowercase letters. 0 is a column vector of zeros and IM is
the M ×M identity matrix. We use I when the size of the
matrix can be understood by context. We use ‖·‖ to indicate the
Frobenius norm of a matrix. We use the superscripts (·)T , (·)H ,
and (·)−1 to indicate the transpose, the Hermitian transpose,
and the inverse of a matrix, respectively. Tr(·) indicates the
trace of a matrix and diag(·) indicates the diagonal elements
of a matrix. RM indicates the M -dimensional real space and
CM indicates the M -dimensional complex space. ℜ(·) and
ℑ(·) denote the real part and the imaginary part, respectively.
Ey(x) indicates the expected value of x computed with respect
to the probability distribution of y. ∇f is the gradient of f .
The complex Gaussian distribution with mean µ and variance
σ2 is denoted by CN (µ, σ2) and analogous notation follows
for the multivariate complex Gaussian distribution.
II. PROBLEM FORMULATION AND SYSTEM MODEL
We consider a multiple-input single-output (MISO) inter-
ference downlink channel. The base station, equipped with
M transmit antennas, sends independent data symbols to N
single-antenna users. We indicate vectors and matrices relative
to the ith user with index i. Let xi ∼ CN (0, 1) be the
transmitted data symbol and let hi ∼ CN (0, IM ) be the
channel. With linear beamforming, the signal at the receiver
is
yi = h
H
i vixi +
N∑
j=1,j 6=i
hHi vjxj + ni, (1)
where vi ∈ CM is the transmit beamformer for user i
and where ni ∼ CN (0, σ2) is independent additive white
Gaussian noise with power σ2. The signal-to-interference-
plus-noise-ratio (SINR) is
SINRi =
|hHi vi|2∑N
j=1,j 6=i |hHi vj |2 + σ2
· (2)
We define H , [h1,h2, . . . ,hN ]
T , V , [v1,v2, . . . ,vN ]
T ,
and u , [u1, u2, . . . , uN ]
T .
We seek to maximize the weighted sum rate (WSR) in the
downlink channel subject to a total transmit power constraint,
i.e.,
max
V
N∑
i=1
αi log2 (1 + SINRi)
s.t. Tr(V V H) ≤ P,
(3)
where αi indicates the user priority (assumed to be known) and
where P is the maximum transmit power at the base station.
We assume the base station has perfect channel knowledge.
Problem (3) is nonconvex and has been shown to be NP-
hard [4], [5].
III. WMMSE ALGORITHM
The WMMSE algorithm addresses problem (3) by solving
a problem equivalent to it, i.e., with the same optimal V , and
amenable for block coordinate descent [63]. The equivalent
problem is given by a weighted sum mean square error mini-
mization problem subject to a total transmit power constraint,
i.e.,
min
u,w,V
N∑
i=1
αi (wiei − log2 wi) (4a)
s.t. Tr(V V H) ≤ P, (4b)
where ei = Ex,ni{|xˆi − xi|2} assuming that x and ni are
independent, where x , [x1, x2, . . . , xN ]
T , where the esti-
mated data symbol at the receiver is xˆi = uiyi, where ui ∈ C
is the receiver gain, where wi is the user weight, and where
w , [w1, w2, . . . , wN ]
T .
Problem (4) is convex in each individual optimization
variable, hence the partial optimization problem can be easily
solved and a local optimum can be obtained by iteratively
minimizing the cost function with respect to one variable while
keeping the others fixed.
It results in the following sequential updates:
wi =
∑N
j=1 |hHi vj |2 + σ2∑N
j=1,j 6=i |hHi vj |2 + σ2
for i = 1, . . . , N, (5a)
ui =
hHi vi∑N
j=1 |hHi vj |2 + σ2
for i = 1, . . . , N, (5b)
vi = αiuiwihi (A+ µI)
−1
for i = 1, . . . , N, (5c)
4where
A ,
N∑
i=1
αiwi|ui|2hihHi , (6)
and where µ ≥ 0 is a Langrange multiplier chosen such that
the power constraint is satisfied. If µ = 0 does not satisfy the
power constraint, then the optimal V must satisfy the power
constraint with equality. Hence, µ can be found by solving
Tr(V V H) = P. (7)
As shown in [15], this leads to equation
M∑
j=1
diag(Φ)j
(diag(Λ)j + µ)
2 = P, (8)
where diag(X)j indicates the j
th diagonal element of a
matrix X , where UΛUH is the eigendecomposition of A,
and whereΦ = UH(
∑N
i=1 α
2
iw
2
i |ui|2hihHi )U . The left hand-
side of (8) is monotonically decreasing in µ, therefore µ can
be found by bisection search [65] with the starting points
µlow =
√√√√ 1
P
M∑
j=1
diag(Φ)j and µhigh = 0 ,
where µlow and µhigh are such that the left-hand side of (8)
is smaller and greater than P , respectively.
To summarize, V is first initialized such that
Tr(V V H) ≤ P , then w,u, and V are iteratively
updated according to (5) until a convergence criterion is met.
For further details on the WMMSE algorithm, we refer the
reader to [15].
IV. UNFOLDED WMMSE ALGORITHM
We propose to unfold a fixed number of iterations of
the WMMSE algorithm. The update equations of w and u,
i.e., (5a) and (5b), involve only simple vector and matrix
operations, and can therefore be readily inserted in the un-
folded computational graph. Conversely, the update equation
of V , i.e., (5c), involves a matrix inversion, an eigendecom-
position, and a bisection search. It is complicated to unfold
these operations [31]. Therefore, we propose to circumvent
them by resorting to the projected gradient descent (PGD)
approach [63].
In the WMMSE algorithm, the step in (5c) is obtained as
the solution to
min
V
N∑
i=1
αi (wiei − log2 wi) (9a)
s.t. Tr(V V H) ≤ P, (9b)
with the method of Lagrange multipliers [66], where αi is the
user priority, where wi is the user weight, and where
ei =
N∑
j=1
|uihHi vj |2 − 2uihHi vi + σ2|ui|2 + 1. (10)
It leads to the Lagrangian function minimization, i.e.,
min
µ,V
N∑
i=1
αi (wiei − log2 wi) + µTr(V V H)− µP,
(11)
where µ is the Langrange multiplier. We observe in prob-
lem (9) that i) the cost function is convex and differen-
tiable and that ii) the constraint is a convex set. Therefore
problem (9) can be alternatively solved with the projected
gradient descent approach. It is a first-order method, thus it
requires only gradient information and function values. At
each iteration, the optimization variable is updated by i) taking
a step in the descent direction defined by the negative gradient
of the cost function and ii) projecting the update onto the
feasible set determined by the constraint.
We define f(V ) ,
∑N
i=1 αi (wiei − log2 wi) as our cost
function and C = {V |Tr(V V H) ≤ P} as the set defined by
the power constraint. The kth PGD update is given by
V˜
(k)
= V (k−1) − γ∇f(V (k−1)), (12a)
V (k) = ΠC{V˜
(k)}, (12b)
where ∇f(V (k)) = [∇f(v(k)1 ),∇f(v(k)2 ), . . . ,∇f(v(k)N )]T ,
where ∇f(v(k)i ) = −2αiwiuihi + 2Av(k)i , where A
is defined in (6), where γ is the step size, and where
ΠC{V } = minZ∈C ‖V −Z‖. In particular,
ΠC{V } =
{
V , if Tr(V V H) ≤ P
V
‖V ‖
√
P, otherwise.
(13)
As a result, we replace the matrix inversion, the eigendecom-
position, and the bisection search required by (5c) with simple
vector operations, differentiable almost everywhere, that can
be easily inserted in the unfolded computational graph.
To summarize, in this variant of the WMMSE, which we
will refer to as unfolded WMMSE, we first initialize V such
that Tr(V V H) ≤ P , then we sequentially compute (5a), (5b),
andK PGD steps (12) for a total of L iterations. Consequently,
a fixed number of operations is performed, namely a fixed
number of iterations and of PGD steps per iteration. This
yields to deterministic data flow, predetermined execution
time, and fixed and known computational complexity.
V. TRAINABLE UNFOLDED WMMSE
It is clear that the performance of the unfolded WMMSE
is penalized by the computational constraint that we impose
when setting the number of iterations and the number of PGD
steps per iteration. Therefore, the original WMMSE algorithm
constitutes an upper bound on the performance of the unfolded
WMMSE. However, how far from the upper bound the actual
performance is depends on the choice of the step sizes used
in the projected gradient descent method. Considering that
we truncate the sequence of PGD steps to K , the role of
the step sizes is even more relevant, as they regulate the
behavior and the convergence speed of the sequence of PGD
steps. We propose to optimize the performance of the unfolded
WMMSE by means of deep learning, i.e., by making the step
sizes trainable parameters of a deep learning architecture. We
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Fig. 1. The neural network architecture obtained by unfolding L iterations of the WMMSE and K projected gradient descent (PGD) steps per iteration. The
subscript (·)l corresponds to the l
th layer/iteration and the superscript (·)(k) corresponds to the kth PGD step. The trainable parameters are the step sizes of
the PGD approach. Each layer of the neural network is given by the update equation of w (5a), indicated by Ψ, by the update equation of u (5b), indicated
by Ω, and by unfolding K PGD steps, as depicted in the gray box. In particular, ∇ and ΠC indicate the gradient and the projection operations in (12),
respectively.
Algorithm 1 Unfolded / Unfoldable WMMSE
Input: H
Initialize V such that Tr(V V H) ≤ P
for l = 1, 2, . . . , L do
for i = 1, 2, . . . , N do
wi =
∑N
j=1
|hHi vj |
2+σ2
∑
N
j=1,j 6=i |h
H
i vj |
2+σ2
end for
for i = 1, 2, . . . , N do
ui =
h
H
i vi∑
N
j=1 |h
H
i
vj |2+σ2
end for
for k = 1, 2, . . . ,K do
for i = 1, 2, . . . , N do
if k == 1 then
vi
(0) = vi
end if
v˜i
(k) = v
(k−1)
i − γ(k)l ∇f(v(k−1)i )
end for
V (k) = ΠC{V˜ (k)}
end for
V = V (K)
end for
collectively denote them as Γ = [γ1,γ2, . . . ,γL], where
γl = [γ
(1)
l , γ
(2)
l , . . . , γ
(K)
l ] and where γ
(k)
l is the step size
used by the kth PGD step in the lth iteration. Algorithm
1 reports the pseudocode of the unfoldable WMMSE and
the corresponding computational graph defines a deep neural
network. Each iteration of the unfolded WMMSE corresponds
to a layer of the neural network. Thus, each layer consists of
the update equation of w (5a), the update equation of u (5b),
and K unfolded PGD steps. Fig. 1 depicts the overall neural
network architecture.
Although the projected gradient descent is used as an
alternative approach to solve problem (9), which is optimally
solved by (5c), we do no train Γ such that the truncated
PGD sequence can give as close an approximation of (5c)
as possible. We train Γ such that the unfolded WMMSE can
achieve the highest possible WSR within the fixed network
architecture and computational complexity. The training is
necessarily unsupervised, as the optimal transmit beamformer
is unknown. Therefore, in order to learn Γ, the natural choice
of loss function is the following, i.e.,
L(Γ) = − 1
Ns
Ns∑
n=1
L∑
l=1
fWSR(Hn,V l;Γ), (14)
where Ns is the size of the training set and where
fWSR(Hn,V l;Γ) indicates the WSR (3) achieved with the
nth channel realization, drawn i.i.d. from the distribution of
H , and with the transmit beamformer given as output by the
lth layer of the neural network, hence the parameterization
with Γ. As can be noted, we use a loss function that takes into
account the transmit beamformer given at each layer. In this
way, as in [48], we mitigate possible complications that occur
when training, such as vanishing gradients and saturation of
hidden units [67]. It must also be noted that we do not impose
any constraint on the step sizes across the layers. Each of them
is allowed to assume any value in R while minimizing L(Γ).
The loss function L(Γ) is continuous and differentiable almost
everywhere with respect to Γ, hence we can use gradient-
based optimization methods [40] for training. In particular, we
minimize L(Γ) by applying a variant of the stochastic gradient
descent method, i.e., the Adam optimizer [68].
VI. NUMERICAL RESULTS
A. Setup
The proposed unfolded WMMSE algorithm, illustrated by
the network structure in Fig. 1, was implemented in Python
3.6.8 with Tensorflow 1.13.1 [69] and the original WMMSE
algorithm was implemented in Python 3.6.8 as well. The full
code is available at [64]. In the simulation settings, we consider
four transmit antennas at the base station and four single-
antenna users, i.e., M = 4 and N = 4, respectively, and we
6set the user priorities to one, i.e., αi = 1 for i = 1, . . . , N .
As in [16], [33], [70], we initialize the WMMSE and the
unfolded WMMSE algorithms with matched filtering, i.e.,
V = aH , where a ∈ R is chosen such that the power
constraint is satisfied with equality. In the WMMSE algorithm,
we end the bisection search used to solve (8) when the equality
constraint is satisfied up to an error of 10−4 and, unless
otherwise stated, we stop the iterations when the increment
in WSR at the next iteration is less than or equal to 10−4.
It must be noted that the unfolded WMMSE algorithm can
be readily implemented by resorting to basic neural network
operations. The update equations of w (5a) and u (5b) involve
only vector multiplications and summations and the update
equations of V involve multiplications and summations (12a)
and a projection (12b), which can be equivalently implemented
with elemental neural network operations, without employing
conditional statements, i.e.,
ΠC{V } = V
√
P
φ(‖V ‖ − √P ) +√P
,
where φ(x) = max(0, x) denotes the rectified linear unit
(ReLU). As available deep learning tools do not support
complex numbers, an alternative representation to map the
complex variables and operations of the unfolded WMMSE
algorithm to the real domain must be adopted. To this end,
we apply the decomposition given by u = [ℜ(u), ℑ(u)],
w = [ℜ(w), ℑ(w)], v = [ℜ(v)T , ℑ(v)T ]T , and
h =
[ℜ(h) −ℑ(h)
ℑ(h) ℜ(h)
]
.
Unless otherwise stated, we initialize the trainable step sizes to
one, i.e., γ
(k)
l = 1 for k = 1, . . . ,K and l = 1, . . . , L. We set
the learning rate of the Adam optimizer to 10−3. The training
set and the test set consist of channel realizations drawn i.i.d.
from a complex standard Gaussian distribution. We consider
up to six iterations, i.e., L = 1, . . . , 6, four to eight PGD
steps, i.e., K = 4, . . . , 8, and seven different signal-to-noise
ratio (SNR) values equally spaced from 5 dB to 20 dB. We
train a different unfolded neural network for each considered
combination. The size of the training set varies from 2 ·106 to
8·106 channel realizations depending on the considered values
of L, K , and SNR. As the values of L, K , and SNR increase,
we use a larger training set. One training batch consists of 100
channel realizations. The presented results are averaged on a
test set of 105 channel realizations.
B. Results and Discussion
We assess the performance of the proposed unfolded
WMMSE algorithm as the number of unfolded iterations, i.e.,
of layers, varies and we compare its performance with i) the
original WMMSE algorithm truncated at the same number
of iterations and with ii) the unfolded WMMSE algorithm
with the trainable step sizes constrained to be equal across all
PGD steps of the same layer, i.e., γ
(1)
l = . . . = γ
(K)
l for l =
1, . . . , L.
Fig. 2 shows the performance of the different approaches as
the number of iterations varies, with SNR of 10 dB and with
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Fig. 2. Weighted sum rate obtained with N = 4, M = 4, SNR of 10 dB,
and K = 4. The label ‘same γ’ indicates that the same step size is used
across all the PGD steps of the same layer, but the step sizes are different
across the layers.
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Fig. 3. Training loss function of the proposed unfolded WMMSE algorithm,
with N = 4, M = 4, SNR of 10 dB, L = 3, and K = 4.
K = 4, i.e., with 4 PGD steps in each layer of the unfolded
WMMSE algorithm. The WSR attained by the WMMSE
at convergence, which constitutes an upper bound for the
proposed unfolded WMMSE, is reported for reference. As can
be seen, the unfolded WMMSE surpasses the performance of
the WMMSE up to L = 4 and performs equally to it for L = 5
and for L = 6. It can also be noted that for L = 6 both the
WMMSE and the unfolded WMMSE attain the 98 percent of
the WSR achieved at convergence. Furthermore, the benefit
of imposing no constraints on the trained step sizes can be
observed as the unfolded WMMSE with constrained step sizes
fails to surpass the WMMSE or to perform comparably to it.
It naturally follows that, if the constraint is extended to the
layers, i.e., the step sizes are restricted to be equal across the
PGD steps and across the layers, the attained WSR would be
even lower. Fig. 3 shows the loss function L(Γ) when training
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Fig. 4. Weighted sum rate obtained with N = 4, M = 4, SNR of 20 dB,
and K = 4. The label ‘same γ’ indicates that the same step size is used
across all the PGD steps of the same layer, but the step sizes are different
across the layers.
the proposed unfolded WMMSE algorithm, with L = 3.
Fig. 4 shows the same comparison as Fig. 2, but with
a higher SNR, i.e., of 20 dB. As before, the unfolded
WMMSE with constrained step sizes is outperformed by the
WMMSE for any value of L. For L = 1 and L = 2
the proposed unfolded WMMSE obtains an improved WSR
over the WMMSE, but as the number of iterations grows,
the WMMSE surpasses the proposed unfolded WMMSE. It
indicates that, at higher SNR, solving the inner optimization
problem (9) to a higher precision by resorting to the method of
Lagrange multipliers, as in the original WMMSE algorithm,
has benefits. However, at a fixed computational complexity, a
larger number of iterations of the unfolded WMMSE can be
executed with respect to the original WMMSE. In fact, the
projected gradient descent in the unfolded WMMSE involves
only simple vector operations (see (12)), while the method
of Lagrange multipliers requires the complex matrix inversion
and eigendecomposition (see (5c)).
Looking at complexity in terms of big O notation, the
unfolded WMMSE algorithm has complexity of O(LKM2),
while the original WMMSE algorithm has complexity of
O(LM3). However, big O notation hides the fact that the
operations in the unfolded WMMSE algorithm are internally
non-iterative in nature and thus suitable for implementation on
standardized hardware optimized for deep learning processing.
Conversely, the operations used in the original WMMSE
algorithm, such as the eigendecomposition, have complexity
of O(M3) but are typically implemented using iterative pro-
cedures.
We can improve the solution to (9) in the unfoldedWMMSE
algorithm by extending the sequence of PGD steps. However,
as the number of PGD steps included in the optimization
grows, we empirically observe that the neural network con-
verges with difficulty to a good optimum [67]. A feasible
approach to address this complication consists of progressively
adding a single step size and jointly training the newly added
step size with the pretrained step sizes, initialized to their
optimized values. Fig. 5 shows the substantial improvement
in WSR attained by progressively extending the initial PGD
sequence up to eight steps and by training the added step sizes
as described. The unfolded WMMSE surpasses the original
WMMSE up to L = 3 and for higher values of L reaches an
almost comparable WSR.
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Finally, Fig. 6 shows the WSR attained under different SNR
conditions, with L = 1 and K = 4. As expected, the WSR
increases as the SNR increases. Also, the trend previously
observed is confirmed as, for all SNR values, i) the unfolded
WMMSE with constrained step sizes is outperformed by the
original WMMSE and ii) the proposed unfolded WMMSE
surpasses the original WMMSE with a performance gap that
increases with the SNR.
8VII. CONCLUSION
We provided a formulation of the WMMSE beamforming
algorithm that allows for the novel application of deep unfold-
ing, with the aim to address the complexity versus performance
trade-off at the base station. Simulation results confirmed
that deep unfolding can successfully address this trade-off,
by leveraging expert knowledge and incorporating it in the
learning process and in the structure of the unfolded neural
network. This interplay between deep learning and domain
knowledge has multiple benefits with respect to end-to-end
learning solutions already proposed in the literature as lower-
complexity approximators of the WMMSE algorithm or as
comparably performing alternatives. Moreover, the unfolded
network is suitable for implementation on standardized hard-
ware optimized for deep learning processing, envisioned to
appear in the base stations in the near future.
We focused on a single-base-station scenario, but our work
can be easily extended to the multi-base-station case by
changing the power constraint accordingly. Interesting research
directions include i) the extension of our approach to the
multiple-input multiple-output (MIMO) case and ii) the in-
vestigation of first order methods alternative to the projected
gradient descent to solve the inner convex optimization in the
original WMMSE algorithm.
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