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A novel method for the solution of inverse problems posed NS first-kind Fredholm integral equutions 
of Fourier convolution type is developed. Such problems arise in muny ureus qf physical mode&g, 
and two examples are discussed herein. Conventionul Fourier trunsform numerical techniques cannot 
be directly applied to the type ofproblem given in this puper, since the dutu function and the kernel 
function do not possess clussicul Fourier transforms. The key element in this new approach is to recast 
the integral equution to yield a dutu,firnction that does possess N classicul trunsform. Several ulternative 
methods of achieving this ure discussed. The new method has the udvantuge of drumuticully exhibiting 
the efj>ct.s of noise on u successfL1 recovery of the object fLnction. The exponentiul error growth in 
the frequency domuin can be utilized to uccurutely limit the duta to the lowfrequency regime in which 
signal dominates noise. The recovery problem is then reduced to u high:frequency extrupolution 
problem in Fourier space. This pmper il1ustrutr.s the yfficiency of the Bit-curd extrupolution technique 
in problems qf this type. 
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Introduction 
Inverse problems posed as Fredholm integral equa- 
tions of the first kind are common, but their solution 
is among the more difficult tasks of numerical math- 
ematics.‘,2 A subset of these problems are the Fourier 
convolution type 
P 
g(x) = I k(x - t)f(t) dt 
-cc 
(I) 
where g(x) is given as data and k(x) is a given analytic 
function. From a computational point of view the most 
serious problem with (I) is that it is ill-posed,’ that is, 
small variations in 6 can produce large variations in f. 
When s is given as experimental (noisy) data, the so- 
lution f(t) can be obscured by the perturbations in- 
duced by the noise. 
Often, in physical problems the solution f(t) has the 
physical significance of a probability density 
f(t) 2 0 -w<t<co (2) 
Address reprint requests to Prof. White at the Department of Math- 
ematics, University of Melbourne, Parkville 3052. Victoria, Australia. 
f+, = &J,lk(w, (5) 
and C?(w) and k(w) are the Fourier transforms of g(x) 
and k(x), respectively. No nontrivial solution of the 
homogeneous integral equation (g(x) = 0) can exist 
with the properties (2) and (3); thus no other (non- 
Fourier transformable) homogeneous solution can be 
added to (4) without violating condition (2). Further- 
more, the positivity of f(t) can be used to minimize 
the effects of experimental noise, as will be discussed 
below. 
Received I5 May 1990; accepted November 1990 It is an inevitable consequence of working in the 
and 
I f(t) dt = I -r (3) 
These properties of the solution can be used to mini- 
mize several of the major numerical difficulties. For 
instance, the solution is now unique if g(x) and k(x) 
are Fourier transformable. The unique solution is, 
formally, 
f(t) = & 1 e’“‘i‘(w)dw 
-2 
(4) 
where 
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real world that the data function g(x) and kernel func- 
tion k(x) refuse to behave straightforwardly. We have 
examined two examples of Fourier convolution inverse 
problems in which f(t) is a probability density but g(x) 
and k(x) are monotonic increasing functions with the 
properties 
--00<~<so (6) 
g(x) 
k(x) ,*O I 
.a) 
k(x) I ,,P 1 
Fourier transform is straightforward (at least in prin- 
ciple). However, the presentation of g(x) as discrete 
data points will require the use of numerical differ- 
entiation algorithms, which will amplify the experi- 
mental noise. We have examined such a procedure and 
found it to be of value only for data that are essentially 
noiseless.4 For real data this differentiation procedure 
is of dubious value. The use of regularizing filters in 
the differentiation procedure is a method that may have 
application in this-problem.5 
In the first example,’ g(x) is the amount of gas ad- 
sorbed on a heterogeneous substrate as a function of 
a logarithmic pressure variable X, and f(t) dt is the 
fraction of adsorbed sites whose interaction energy 
with the gas molecules lie within t to t + dr. Here k(x) 
is an assumed adsorption isotherm for adsorption onto 
sites of fixed energy. The functional form for k(x) may 
be chosen from a host of theoretical expressions of 
varying complexity derived from statistical mechanical 
considerations. The most common is the Langmuir 
isotherm’ 
The solution of this problem has important conse- 
quences in surface chemistry and has been the subject 
of many numerical publications3 which we do not pro- 
pose to cover here. 
The second example arises from light scattering 
studies on colloidal systems.’ Here g(x) is the auto- 
correlation function for particle diffusion in which x is 
a logarithmic time variable and j’(t) dt is the fraction 
of particles in the size range t to d + dt (here t is log 
(particle diameter)). In this problem, 
k(x) = exp (-he-“) (10) 
Differencing 
If we define a new data function y(x) by 
Y(X) = & + A) - g(x) 
where A is an arbitrary constant, then 
(12) 
Y(X) = I K(X - t)f(t) dt (13) -z 
where 
K(X) = k(x + A) - k(x) (14) 
Since y(x) and K(X) are Fourier transformable, a so- 
lution of (13) analogous to (4) can be obtained. If the 
data are presented equally spaced in X, then by choos- 
ing A as any multiple of the spacing, y(x) can be easily 
constructed from the original g(x) data. There is a dou- 
bling of experimental noise but no additional errors 
introduced as there would be in the numerical differ- 
entiation scheme. This method also holds out the pos- 
sibility of using the parameter A constructively, for 
example, by some statistical averaging of the solution 
f(r) over A. We have not explored this possibility fur- 
ther here. 
Identity Subtraction 
The identity 
For k(x) (and consequently g(x)) of this form the formal 
solution (4) is not possible, since neither the data func- 
tion nor the kernel possess a Fourier transform in the 
classical sense. This need not be a problem for the 
analytic kernel function k(x), but the data function will 
be given only as a discrete set of data points. We are 
therefore restricted to taking discrete Fourier trans- 
forms of functions whose transforms must exist clas- 
sically. Several procedures can be used to circumvent 
k(x) = k(x - [)6(t) dt 
P_ 
can be subtracted from (1) to yield 
P 
T(X) = k(x - Nf(t) - a(t)1 & (16) 
p_ 
where 
(13 
this difficulty. 
T(X) = A+) - k(x) (17) 
Differentiation is a new data function with the same experimental noise 
Differentiating (1), we obtain as g(x) but possessing a classical Fourier transform. 
Cc Taking the Fourier transform of (16), we obtain 
g’(x) = I k’(x - t)f(t) dt pm (11) 
f(‘(w, = R(w,(&o, - 1) (18) 
where f((w) is the Fourier transform of r(x). Here R(w) 
Since both g’(x) and k’(x) will possess classical Fourier 
transforms, a solution of (1 I) analogous to (4) can be 
obtained. Since k(x) is analytic, obtaining k’(x) and its 
is the Fourier transform in the generalized sense6 of a 
k(x) with the properties (6)-(g). We can always write 
a(x) = k(x) - H(x) (19) 
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where H(x) is the step function 
0 XC0 
H(x) = f x=0 
1 x>o 
so that 
(20) 
g(x)G O (21) 
Thus (T(X) possesses a classical Fourier transform. 
Hence we may always write6 
n 
K(w) = S(w) + %-6(w) (22) 
where g(w) = e - i/w. Equation (18) can be written 
as 
?(CfJ, = &J,(&, - 1) + %-(&, - 1)6(w) (23) 
From (3) we see that 
R(O) = 1 (24) 
so the third term in (23) may be omitted. Thus f(t) is 
given by (4) with 
(25) 
In order not to introduce further errors into the prob- 
lem the data g(x) must be given 
1. 
2. 
suitably closely spaced that g(x) is adequately de- 
fined and 
over a sufficient range that T(X) at both ends of the 
range is negligibly small or lies in the asymptotic 
regime where a suitable extrapolating tail may be 
fitted to the end data. The choice of tail extrapo- 
lation function is dictated by the integral equation 
(1) or more particularly by the functionality of the 
kernel k(x). 
When g(x) is thus defined, the use of a discrete Fourier 
transform algorithm (with aliasing of the data if nec- 
essary) will enable the calculation of T(w), and hence 
F(w), with negligible extra error. These questions of 
data requirements have been addressed extensively 
elsewhere.’ We shall assume in what follows that such 
requirements have been met and that $(=(o) is available 
at a discrete set of points in w-space, the spacing of 
these points being controllable. As will be seen below, 
the problems involved with data presentation for the 
transform method to operate effectively are relatively 
simple in comparison with the problems of experi- 
mental or numerical round-off noise. 
The Transform Method in Application 
To illustrate the effectiveness of the transform method 
outlined above, we examine the inversion of some model 
gas adsorption data generated by direct numerical eval- 
uation of the integral (1) with the kernel chosen as the 
Langmuir form (9) and f(t) chosen as a pure Gaussian 
(26) 
The integral (I) was evaluated to high accuracy with 
a Simpson’s rule algorithm. For the selected kernel 
function we have that 
%d = i sin; ~w 
Since 
(27) 
&,,) = e - w2i4A 
(28) 
for our choice of f(t), we can check that the numerical 
integration procedure and the discrete Fourier trans- 
form procedure are accurate by comparing the trans- 
form T(w) obtained from the model data to the exact 
result 
T(ciJ, = [,-w-A - llisin;:57w (29) 
In practice we use aAfast Fourier transform (FFT) al- 
gorithm to compute T(w) from the data. In general, we 
find that T(w) so obtained agrees with the exact result 
(that is, equation (29) for the example chosen) out to 
w values such that 
?(i-(w) - N,,(data error) (30) 
Here N,, is the number of data points in the FFT sum 
(typically -lo’), and the data error is either the error 
in the Simpson’s rule evaluation of the “exact” data 
(- 10 Ph) or the machine round-off error if analytic data 
are being used. 
The only difference between real data and the model 
data constructed in the manner outlined above is the 
magnitude of the error associated with the data. We 
write 
T(X) = 7,,,(x) + E(X) (31) 
where T,,(X) is the exact data and E(X) is the error (due 
to computer round-off or numerical integration in model 
data and to experimental noise in real data). Thus using 
(25), we get 
(32) 
where Z?(w) is the Fourier transform of the error E(X). 
The effect on P(U) of the noise is clearly seen in (32). 
The noise transform does not decay rapidly with w and 
is magnified by division by S(w). This term in (32) will 
ultimately completely dominate F5,r(w) as S(w) de- 
creases. In Figure I we plot F(w) obtained, using (25), 
from the model data constructed, as was discussed 
above, from Gaussian site energy densities (26) for the 
gas adsorption problem. Note that g(=<o) so obtained 
agrees very well with the exact Fourier transforms of 
the Gaussian f(t) until the data error begins to domi- 
nate. For the example chosen above, the error in F(U) 
grows like sinh (nw) without bound. Obviously, such 
corrupted data cannot be used in the back-transfor- 
mation to obtain f(l). 
The conventional method of treatment of such data 
is to construct a filter using for example the regulari- 
zation technique7-9 such that 
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Figure 1. Real and imaginary parts of F(W) deconvoluted by 
using (25) from model data constructed from Gaussian site en- 
ergy densities f(t) with A = 1.0 (dotted curve) and A = 10.0 
(dashed curve). The exact Fourier transforms of these Gaussians 
are also shown (solid curves). Note agreement out to w-values 
where data error amplification begins to dominate 
n fb) 
F(o) = Z(w) 1 + G 
[ 1 (33) 
For the kernel functions of interest here, the applica- 
tion of regularization techniques yielded filters Z(w), 
which, although in principle smoothly varying, in prac- 
tice were essentially numerically equivalent to a step 
function filter3,4 
Z(w) - H(U<. - /@I) (34) 
where w,. is a cutoff value around the start of the error 
domination regime. For such methods to work effec- 
tively, Z(o) must be relatively slowly varying as it 
decays to zero. 
The effect of sharply truncating p(w) to zero past a 
critical value w< on the object function f(t) obtained 
by back-transformation can be easily understood by 
considering an example. The inverse Fourier transform 
of 
p&) = @P+J (35) 
is 
f,(t) = -& 
while for 
n 
F2(w) = e-VlwlH(w,. - [w() 
f2(0 = f,(t) - ti(t) 
where 
(36) 
(37) 
(38) 
I+!&) = f,(t)e-rWc 
[ 
cos (~,t) - asin (~,.f) 1 (39) 
Truncation in w-space produces ringing of frequency 
2n/w,. in t-space with magnitude corresponding to the 
value of F(w) atAthe cutoff point. The f(t) obtained 
from truncated F(w) data will suffer from decreased 
peak resolution and spurious oscillatory tails, which 
may be confused with or mask real peaks in f(t). This 
point is amply demonstrated in Lum Wan’s thesis.3 
Real data noise (say 1%) will usually be much larger 
than in the case of model data, in which integration 
error and round-off can be more stringently controlled. 
In real data systems, w,. will accordingly be signifi- 
canily smaller than for model data, and the magnitude 
of F(o,.) at truncation will be much larger. This effect 
is particularly severe for more sharply peaked object 
functions f(t), since their Fourier transforms F(o) are 
more slowly decaying. 
Extrapolation of g(w) 
The amplification of data error, as discussed above, 
occurs in every method of solution of first-kind Fred- 
holm equation inverse problems. The Fourier trans- 
form method has the advantage of clearly illustrating 
the problem and prompting the solution. Clearly, the 
noise-corrupted data for (01 > w,. must be discarded. 
To achieve a satisfactory object function f(t), we must 
therefore 
I. determine w,. and apply a step function filter to the 
F(w) data and 
2. reconstruct the Iw( > w,. data from the (WI < We data 
by some suitable extrapolation procedure using the 
available information as to what F(w) represents. 
The determination of w,. is relatively straightforward. 
Clearly, we can determine an upper bound to yc simply 
by noting o*, the smallest o-value at which [F(w)\ con- 
structed ky (25) exceeds unity. This follows from the 
fact that F(w) is the Fourier transform of a probability 
density so that 
li;<w)l = J f(t)epi”‘dt 5 1 
-?X 
(40) 
from (2) and (3). Noise at the point w* is obviously 
already important. One may refine the choice of Ok by 
a number of techniques, including cross-validation7-9 
and interactive graphical methods (i.e., by eye). Effi- 
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cient algorithms for determining w,. have been dis- 
cussed in some detail by Lum Wan.’ 
In what follows, we will now assume that P(U) is 
known at a discrete set of points that are equally spaced 
in w, ({F’}, j = 0, 1, . . . , N), where 
WN = w,. (41) 
We have, as additional information, that I?‘(w) is the 
Fourier transform of a probability density. Since f(t) 
is real, r;‘(w) isAHermitian. We need to use these data 
to extrapolate F(w) from (WI < w,. into /WI > w,.. Metcalfe4 
investigated a number of analytic forms with which to 
extrapolate the (WI < u,. data and hence reduce trun- 
cation error specifically for the gas adsorption prob- 
lem. He concluded that such naive extrapolations were 
inappropriate. None of the additional information about 
I?(w) is utilized, and no u priori best analytic form is 
determinable. 
The technique of Biraud extrapolation’” is ideally 
suited to this particular problem and has been dis- 
cussed extensively by Davies et al.7.X.“.” The rationale 
for the technique is simply that, as a positive function, 
f(r) may be written as 
f(t) = C.Z(f) 
and hence 
(42) 
where C(w) is the Fourier transform of c(t). Accord- 
ingly, we introduce a set of parameters {Cj} such that 
Ci = C’i* (44) 
and 
~j= 0, j>M (45) 
where 
N/2<M< N (46) 
The discrete autoconvolution 
(47) 
j= -M 
is fitted to the data {fik;;, (kJ I N} to determine the set 
{Cx, Ik[ 5 M}. Th e autoconvolution cpx is defined out 
to k = 2M and is zero for jkl > 2M. The Biraud ex- 
trapolation technique consists of the replacement 
^ 
Fx = cph, k= N+ l,N+2,. . . ,2M (48) 
The maximum possible value of M is N, and the method 
produces an “extrapolation” of F(w) out to mZN as a 
maximum. Note that @(=(o) in this method is still zero 
outside of the range of the autoconvolution. The effect 
of truncation at this w-value must be significantly re- 
duced if the method is to be effective. Potentially, the 
extrapolation procedure may be repeated indefinitely 
on some subset (>N) of the “new data” (k 5 2M) to 
increase the range still further. This possibility has not 
been thoroughly investigated. As is discussed by Red- 
shaw,” the method uses the fact that C(w) should be 
of shorter range than p((w), since c(t) is of longer range 
than f(t). Hence the effect of a cutoff on C(w), as 
represented by (45) is not as severe as in F(w) itself. 
For practical purposes ‘I there is little advantage in 
using the autoconvolution cpx to represent &‘k over the 
entire range (i.e., on k 5 N as well). This does have 
the advantage of producing a positive function every- 
where in t-space as required; however, the autocon- 
volution fit to the pL is not perfect, and its use in the 
region k 5 N introduces additional error in f(t), which 
outweighs the strict positivity advantage. The violation 
of (2) when cpx is used to represent FL only in the region 
N < k 5 2M is also useful in assessing the level of 
error in the final object function f(t) and allowing one 
to neglect certain peaks in f(t) as residual ringing 
artifacts.3 
We have used a nonlinear least squares method to 
achieve the autoconvolution fit of cpk to the F/, data 
using a Fletcher-Reeves (conjugate gradient) method13,14 
to minimize the least squares sum 
S(@,l) = 2 I& - (PAI (49) 
X=-N 
with respect to the parameters {Ci, j 5 N}. The details 
of the autoconvolution fitting procedure are given by 
Lum Wan.” An initial estimate of {Cj} is required. Fol- 
lowing Redshaw,” we back-transform the truncated 
F(w) data to obtain a first estimate of f(t), which we 
denote as f’“‘(t). Negative points in f”“(t) are set to 
zero, and the square root is taken to obtain c”“(t). The 
fast Fourier transform of this function truncated at 
k = N provides the initial estimate Of {Cj,j 5 N}. This 
is not always a very efficient starting point for the least 
squares fit, especially when the truncation error is high.’ 
Since the autoconvolution fit is the time-intensive step 
in this extrapolation technique, its widespread adop- 
tion in these sort of problems (and in higher-dimen- 
sional imaging problems in medicine and geology) de- 
pends heavily on developing an accurate and rapid 
fitting procedure. More work needs to be done in this 
aspect of the technique. 
The following example illustrates the power of the 
technique. Consider the function 
p(-(w) = exp (- w*/40 + 1.2io) (50) 
which represents the Fourier transform of a Gaussian 
probability density f(t) peaked around t = - 1.2 and 
with A = 10 (equation (26)). This function is truncated 
at 0,. = 4.7123 and is given as data at 30 points in 
1~1 f w,-. Figure 2 shows the Biraud extrapolation of 
F(w) in w > w,. constructed from the discrete [w[ < w,. 
data above (dashed curve) and the exact (PO) (solid 
curve). 
Other extrapolation techniques’5,‘6 exist and may 
be effectively applied to this problem. The comparison 
of these various methods for both speed and accuracy 
remains to be done and will be the subject of a further 
investigation. 
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0 2 4 6 8 
w- 
0 2 4 6 8 
w- 
Figure?. Real and imaginary parts of i(w) given by (50). The 
exact F(w) is shown as the solid curves, and the Biraud extra- 
polation of F(o) constructed from 30 points of F(o) data in w < 
oC = 4.7123 is shown dashed 
Sensitivity to data error 
In this section we examine the effectiveness of the 
Fourier transform method with Biraud extrapolation 
for the deconvolution of f(t) from model data in the 
presence of noise. The data was constructed by nu- 
merical integration of (1) for the gas adsorption prob- 
lem as described above for various Gaussian f(t) func- 
tions (26). The data g(x) consisted of 1000 points evenly 
distributed on -20 < x < 20. Noise was simulated by 
generating Gaussian distributed noise using IMSL sub- 
routine GGNML.” 
In Tubles I and 2 we list the peak height percent 
error and the mean square deviation, respectively, for 
the deconvoluted f(r) compared with the exact Gaus- 
sian for various values of the A parameter (equation 
(26)) and several noise levels. The case for A = 0.1 
broad Gaussian does not need to be extrapolated, since 
the truncation magnitude is negligibly small at w, . It is 
clear from these tables that increasing noise levels and 
Table 1. Percent peak height error in the deconvoluted f(t) 
using the Fourier transform method with Biraud extrapolation 
for various values of the Gaussian parameter A (equation (26)) 
and several noise levels, The corresponding results when 
Biraud extrapolation is not added are displayed in 
parentheses 
Noise 
Gaussian A 0% 0.01% 1 .O% 5.0% 
0.1 
Lo, 
1.0 0.0 
(0.0) 
5.0 0.1 
(-0.1) 
10.0 -0.3 
(- 5.9) 
20.0 -3.1 
(- 17.5) 
40.0 -13.6 
( -32.9) 
- 0.5 
(-0.2) 
0.2 
(-0.6) 
-3.5 
(-17.2) 
-14.5 
(- 33.3) 
- 28.9 
( - 44.8) 
- 38.5 
( - 52.4) 
- 0.4 -0.7 
( - 0.4) (-1.0) 
-2.0 - 1.0 
(-3.0) (- 10.3) 
-17.3 -31.9 
- 35.8) (-47.1) 
- 25.8 -46.5 
-41.8) ( - 58.6) 
- 43.0 - 59.0 
- 55.8) ( ~ 68.2) 
-63.6 - 59.2 
-71.8) (-68.2) 
Table 2. The mean square deviation of the deconvoluted f(t) compared 
with the exact Gaussian using the Fourier transform method with Biraud 
extrapolation for various values of the Gaussian parameter A (equation (26)) 
and several noise levels. The corresponding results when Biraud 
extrapolation is not added are displayed in parentheses 
Noise 
Gaussian A 
0.1 
1.0 
5.0 
10.0 
20.0 
40.0 
0% 0.01% 1 .O% 5.0% 
(0.40&-23) 
0.862E-7 0.567E-6 0.362E-5 
(0.451E-7) (0.307E-6) (0.231 E-5) 
0.428E-11 O.l49E-6 0.387E-4 0.362E-5 
(0.501E-14) (O.l22E-5) (0.334E-2) (0.231 E-5) 
0.718E-7 0.273E-4 0.705E-3 0.251 E-2 
(0.265E-6) (O.l18E-2) (0.431 E-2) (0.687E-2) 
0.513E-6 0.692E-3 0.219E-2 0.761 E-2 
(0.248E-3) (0.542E-2) (0.771 E-2) (O.l39E-1) 
0508E-4 0.412E-2 0.924E-2 O.l72E-1 
(0.247E-2) (O.l26E-1) (O.l82E-1) (0.250E-1) 
O.l22E-2 O.l02E-1 0.281 E-l 0.243E-1 
(O.l06E-1) (0.230E-I) (0.385E-1) (0.353E-1) 
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sharpness in f(t) (large A values) lead to decreasing 
accuracy in recovery of the object function. In all cases 
the addition of Biraud extrapolation improves the re- 
covery. As a graphical example of the effectiveness of 
the deconvolution, we display in Figure 3, for A = 5.0 
and a noise level of O.Ol%, the exact f(f) together with 
the deconvoluted f(r) both with and without Biraud 
extrapolation. The use of the extrapolation technique 
has greatly improved the quality of the recovered f(t). 
In Figure 4 we apply the transform method with 
Biraud extrapolation to data constructed from the bi- 
modal distribution 
I 0.8. 
z 0.6. 
re 
0.4' 
t- 
Figure 3. The deconvoluted f(t) using the Fourier transform 
method on data constructed from a single Gaussian with A = 
5.0 (equation (26)) with a noise level of 0.01% added. The exact 
f(t) is shown as the solid curve. The deconvoluted f(t) with 
Biraud extrapolation is shown as the dotted curve, and the result 
when Biraud extrapolation is not added is shown as the dashed 
curve 
n 
I 
1-1 , I 
I 
Figure 4. The deconvoluted f(t) using the Fourier transform Figure 5. The data function g(x) constructed from the multi- 
method with Biraud extrapolation on model data constructed peaked object function (52) by integration of (1). For comparison 
from a bimodal object function (equation (51)). The exact object we also plot the kernel function k(x) given by (9). This would 
function is the solid curve. The dashed curve is the deconvoluted correspond to the data function of a delta function f(t) at the 
f(t) with 1% noise added. When no noise is added, the recovery origin. The smoothing nature of the integration operation with 
is indistinguishable on this plot from the exact curve kernels of the type (9) is striking 
ep6(rv 1.4)‘+ 0.59 ? 
0 
112 
r - 3cr + 1.6P 
7T 
(51) 
This object function is almost exactly recovered in the 
case of no added noise and reasonably well resolved 
for 1% added noise as shown. As a final example of 
the method we examine the recovery of a multipeaked 
object function constructed by linear superposition of 
Gaussians 
112 
e-A,(~-f,)t (52) 
The values of the sharpness parameter A;, the offset 
t;, and the relative weighting pi for each peak are listed 
in Table 3. We display in Figure 5 the data function 
g(x) (with zero added noise) constructed from (52) by 
Table 3. Values of the Gaussian sharpness parameter A,, the 
offset t,, and the relative weighting of each Gaussian peak p, 
in a multipeaked object function f(t) (equation (52)). Also 
listed are the peak height errors of the deconvoluted f(t) 
recovered from model data constructed from this object 
function in the presence of no added noise 
A, 
20.0 
0.1 
50.0 
100.0 
3.0 
1.0 
40.0 
6.0 
5.0 
10.0 
Offset Proportion Deconvoluted 
t, Pi peak error % 
- 1.5 0.08 -7.6 
-1.0 0.10 - 13.3 
-0.3 0.01 -6.1 
-0.2 0.02 - 14.0 
-0.1 0.03 7.1 
0.0 0.40 21.3 
0.2 0.04 - 14.0 
0.5 0.07 9.0 
1.0 0.05 0.4 
2.0 0.20 1.2 
1.0 
0.8 
t 0.6 
s 
cn 
0.4 
0.2 o,o/ J , , 
-10 -5 0 5 10 
X----+ 
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0.4 - 
t 
0.3 - 
t 
- 0.2 - 
0.1 - 
There is clearly scope for more work to develop the 
algorithm further. Other extrapolation techniques’5*‘h 
could prove more efficient. The autoconvolution tit 
algorithm for Biraud extrapolation may also be sub- 
stantially improved. Nevertheless, the method does 
appear promising and, given data of sufficient preci- 
sion, will allow for substantial new developments in 
colloid and surface science in the two problem areas 
addressed above. 
o.o- 
-4 -2 0 2 4 
t--, 
Figure 6. The deconvoluted f(t) using the Fourier transform 
method with Biraud extrapolation on model data constructed 
from the multipeaked object function (52). The exact object func- 
tion is the solid curve. The dashed curve is the deconvoluted 
f(t). No noise is added 
integration of equation (l), using (9) as the kernel (also 
displayed), as described above. The smoothing oper- 
ation performed by the integration step is very obvious 
in this example, in which the multipeaked nature of 
f(t) is nowhere (at least by eye) displayed in g(x). 
In Figure 6 we plot the recovered f(t) using the 
Fourier transform method with Biraud extrapolation 
on this data. The peak height errors associated with 
this deconvolution are separately listed in Table 3. The 
resolution of the closely spaced sharp peaks near the 
origin is not good, but we have already seen that the 
truncation error for such sharply peaked functions is 
more difficult to correct. 
Conclusion 
The Fourier transform method with a suitable extrap- 
olation procedure to replace the high-frequency noise- 
corrupted data has been demonstrated to be an effec- 
tive, robust, and rapid method of solution of inverse 
problems of the type (1). Other methods (e.g., maxi- 
mum determinant and Lent and Tuy algorithm) are 
available for these problems* but are limited, owing to 
their intensive computational demands and sensitivity 
to noise. 
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