Abstract: Groundwater and soil pollution from pyrite oxidation, acid mine drainage generation, and release and transport of toxic metals are common environmental problems associated with the mining industry. Nickel is one toxic metal considered to be a key pollutant in some mining setting; to date, its formation mechanism has not yet been fully evaluated. The goals of this study are 1) to describe the process of nickel mobilization in waste dumps by introducing a novel conceptual model, and 2) to predict nickel concentration using two algorithms, namely the support vector machine (SVM) and the general regression neural network (GRNN). The results obtained from this study have shown that considerable amount of nickel concentration can be arrived into the water flow system during the oxidation of pyrite and subsequent Acid Drainage (AMD) generation. It was concluded that pyrite, water, and oxygen are the most important factors for nickel pollution generation while pH condition, SO 4 , HCO 3 , TDS, EC, Mg, Fe, Zn, and Cu are measured quantities playing significant role in nickel mobilization. SVM and GRNN have predicted nickel concentration with a high degree of accuracy. Hence, SVM and GRNN can be considered as appropriate tools for environmental risk assessment.
Introduction
Mining areas are characterised by the presence of dumps containing waste rock that still contains significant metal concentrations [1] . Sulphide-bearing minerals, when exposed to weathering, can become a source of acid mine drainage (AMD), increasing toxic metal mobility and creating a potentially serious hazard for the surrounding en-vironment [2, 3] . The waste dumps associated with these suspended mining activities produce acidic solutions containing toxic ions in concentrations that can exceed discharge quality limits [4, 5] . Remediation of the environmental impact posed by these dumps of rock containing base metals has been successful in a number of countries [6, 7] . The formulation of models describing the processes that take place in dumps is particularly complicated because of the quantitatively unpredictable interaction of physical, chemical and biological factors [8] . Nickel is one of the toxic metals considered to be a major cause of minerelated environmental problems due to its ability to enter into both aquatic and soil environments [9] . Artificial neural networks (ANNs) have gained increasing popularity in different fields of engineering in the past few decades because of their ability to extract complex and non-linear relationships. Hence, ANN has been widely used as reliable method for estimation and classification of the associated problems of heavy and toxic metals. In this way, estimation of the heavy metal concentration in soils has been applied using back propagation network and multiple linear regression [10] . The backpropagation neural network and multiple linear regression were used for prediction of water quality in the Gomti River (India) [11, 12] . However, in this paper, we will employ a reliable machine learning theory named support vector machine (SVM). Support vector machines, based on the structural risk minimization (SRM) principle [13] , are a promising method for data mining and knowledge discovery. SVMs were introduced in the early 1990's as a non-linear solution for classification and regression tasks [14] . The theory was based mainly on the consistency of a learning process, on how to control the generalization performance of a learning process [15] . There are at least three reasons for the continued success of SVM: its ability to learn well with only a very small number of parameters, its robustness against data error, and its computational efficiency compared with several other intelligent computational methods such as neural network, fuzzy network, etc. [16] . By minimizing the structural risk, SVMs work well not only in classification [17, 18] but also in regression [19, 20] . SVMs were soon introduced into many other research fields, e.g image analysis [21] , signal processing [22] time series analysis [23] and they usually outperformed the traditional statistical learning methods [24] . Thus, SVMs have been receiving more attention and are quickly becoming a very active research field.
This study has been done with the aims of: 1) describing the process of nickel mobilization in mining waste dumps by introducing a novel conceptual model, and 2) predicting the nickel concentration using two algorithms, the support vector machine (SVM) and the general regression neural network (GRNN). Data collected from two sampling programs conducted on Shur River nearby the Sarcheshmeh copper mine, SE Iran will be used for both illustrating the pollution potential of this River and showing the strength of machine learning techniques in prediction of nickel mobilization.
Material and Method

Study area
Sarcheshmeh copper mine is located 160 km southwest of Kerman and 50 km southwest of Rafsanjan in Kerman province, Iran. The main access road to the study area is the Kerman-Rafsanjan-Shahr Babak road. This mine is located in the Band Mamazar-Pariz Mountains. The average elevation of the mine is 1600 m. The mean annual precipitation of the site varies from 300 to 550 mm. The temperature varies from +35
• C in summer to −20
• C in winter. The area is covered with snow for about 3 to 4 months per year. The wind speed can sometimes exceeds to 100 km/h. Rough terrain is predominates around the mining area. Figure 1 shows the geographical position of the Sarcheshmeh copper mine. The orebody in Sarcheshmeh is roughly oval in shape, with a length of about 2300 m and a width of about 1200 m. This deposit is associated with the late Tertiary Sarcheshmeh granodiorite porphyry stock [25] . The porphyry is a member of a complex series of magmatically related intrusives emplaced in the Tertiary volcanics at a short distance from the edge of an older near-batholithsized granodiorite mass. An open pit mining method is used to extract copper at Sarcheshmeh. A total of 40,000 tons of ore (average grades 0.9% Cu and 0.03% Mo) is approximately extracted per day in Sarcheshmeh mine [26] . Because of the ineffective management of waste dump material, this mine site has a high potential for pollution generation and resulting hazardous problems.
Sampling and field methods
Water sampling in the Shur River downstream from the Sarcheshmeh mine was conducted in February 2006. The samples consist of water from the Shur River ( Figure 1 ) originating from Sarcheshmeh mine, acid leachates from the waste pile structure, run-off of leaching solution flowing into the River waters in direct contact with tailing. The water samples were immediately acidified by adding HNO 3 (10 cc acid/1000 cc sample) and stored under cool conditions. The equipment used in this study was a sample container, GPS, oven, autoclave, pH meter, atomic adsorption and ICP analysers. The pH of the water was measured using a portable pH meter in the field. Other physical parameters measured include total dissolved solids (TDS), electrical conductivity (EC) and temperature. Analyses for dissolved metals were performed using atomic adsorption spectrometry (AA220) in the water Lab of the National Iranian Copper Industries Company (NICIC).
Model Development
Support Vector Machine
In pattern recognition, the SVM algorithm constructs nonlinear decision functions by training a classifier to perform a linear separation in some high dimensional space which is nonlinearly related to input space. To generalize the SVM algorithm for regression analysis, an analogue of the margin is constructed in the space of the target values (y) by using Vapnik's ε-insensitive loss function 2 [28, 29] . Figure 2 . Concept of ε-insensitivity. Only the samples out of the ±ε margin will have a non-zero slack variable, so they will be the only ones that will be part of the solution [30] .
To estimate a linear regression
Where is the weighting matrix, is the input vector and b is the bias term. With increasing precision, one minimizes 1 2
Where C is a trade-off parameter to ensure the margin ε is maximized and error of the classification ξ is minimized. Considering a set of constraints, one may write the following relations as a constrained optimization problem:
Subject to :
According to relations 5 and 6, any error smaller than ε does not require a nonzero ξ orξ , and does not enter the objective function 4 [31] . By introducing Lagrange multipliers (α and α ) and allowing for C > 0, ε > 0 chosen a priori, the equation of an optimum hyper plane is achieved by maximizing the following relations: 
Kernel Function Type of Classifier
Normalized polynomial kernel of degree ρ
Gaussian (RBF) kernel with parameter σ which controls the half-width of the Curie fitting peak
Where, only appears inside an inner product. To get a better potential representation of the data in the nonlinearized case, the data points can be mapped into an alternative space, generally called feature space (a preHilbert or inner product space) through a replacement:
The functional form of the mapping ( ) does not need to be known since it is implicitly defined by the choice of kernel: k( , ) = ( )· ( ) or inner product in Hilbert space. With a suitable choice of kernel the data can become separable in feature space while the original input space is still non-linear. Thus, whereas data for n-parity or the two spirals problem is non-separable by a hyper plane in input space, it can be separated in the feature space by the appropriate kernels [32, 33] . Table 1 gives some of the common kernels. Then, the nonlinear regression estimate takes the following form:
Where b is computed using the fact that equation 5 becomes an equality with = 0 if 0 < α < C, and relation 6 becomes an equality with = 0 if 0 < α < C [35, 36] .
Data Set
One of the main objectives of this study is to predict nickel concentration from AMD by incorporating the samples collected from the Shur River near the Sarcheshmeh copper mine. As a matter of fact, physical and chemical constitutions are considered as inputs, whereas nickel concentration is taken as the output of the networks. In view of the requirements of the computation algorithms, the data of both the input and output variables were normalised to an interval by transformation process. In addition, the leave-one-out (LOO) cross-validation of the whole training set was used for adjusting the associated parameters of the network [37] .
Building an optimal SVM
Similar to other multivariate statistical models, the performance of the SVM for regression depends on the combination of several parameters. They are the capacity parameter C, ε of the ε-insensitive loss function, and the kernel type K and its corresponding parameters. C is a regularization parameter that controls the trade-off between maximizing the margin and minimizing the training error. If C is too small then insufficient stress will be placed on fitting the training data. If C is too large then the algorithm will overfit the training data. But, Wang et al., (2003) indicated that the prediction error was scarcely influenced by C. In order to make the learning process stable, a large value should be set up for C (e.g., C = 100).
The optimal value for ε depends on the type of noise present in the data, which is usually unknown. Even if enough knowledge of the noise is available to select an optimal value for ε, there is the practical consideration of the number of resulting support vectors. ε-insensitivity prevents the entire training set meeting boundary conditions, and so allows for the possibility of sparsity in the dual formulations solution. So, choosing the appropriate value of ε is critical.
Since in this study the nonlinear SVM is applied, it is necessary to select a suitable kernel function. The obtained results of published research work [38, 39] indicate that the Gaussian radial basis function has a superior efficiency than other Kernel functions. As seen in Table 1 , Gaussian kernel is as follows:
Where σ is a constant parameter of the kernel controlling the amplitude of the Gaussian function and the generalization ability of the SVM. We have to optimize σ . In order to find the optimum values of the two parameters (σ and ε) and prohibit the overfitting of the model, the data set was separated into a training set of 40 compounds and a test set of 26 compounds randomly (i.e. MATLAB multi-purpose commercial software was used for implementing the automated Bayesian regularization process of random selection) and a leave-one-out cross-validation of the whole training set was performed. The leave-one-out (LOO) procedure consists of removing one example from the training set, constructing the decision function on the basis only of the remaining training data and then testing on the removed example [37] . In this way one can test all examples of the training data and measure the fraction of errors over the total number of training examples. The root mean square error (RMSE) was used as an error function to evaluate the quality of the model. The detailed process of selecting the parameters and the effects of every parameter on the generalization performance of the corresponding model are shown in Figure 3 .
To obtain the optimal value of σ , the SVM with different σ was trained, the σ varying by 0.01 over an interval of 0.01 to 0.3. We calculated the RMS on different σ , according to the generalization ability of the model based on the LOO cross-validation for the training set in order to determine the optimal value. The curve of RMSE versus sigma is shown in Figure 3 . The optimal σ was 0.16. In order to find an optimal ε, the RMSEs for different ε were calculated. The curve of the RMSE versus epsilon is also shown in Figure 3 . From Figure 3 , the optimal ε was found as 0.08. From the above discussion, the σ , ε and C were fixed to 0.16, 0.08 and 100, respectively, when the support vector number of the SVM model was 41. Figure 4 is a schematic diagram showing the construction of the SVM. When finding the most relevant input variables for predicting the nickel concentration in water among many combinations of attributes (different physical and chemical parameters), the best input was selected by a trial and error method ( Table 2) . Two criteria were used in order to evaluate the effectiveness of the network and its ability to make accurate predictions. The Root mean square error (RMSE) can be calculated as follows:
Where, is the measured value,ˆ denotes the predicted value, and n stands for the number of samples. RMSE indicates the discrepancy between the measured and predicted values. The lower the RMSE, the more accurate 
Where R, the efficiency criterion, represents the percentage of the initial uncertainty explained by the model. The best fit between measured and predicted values, which is unlikely to occur, would be RMSE=0 and R=1. It was found that a combination of nine parameters (pH, SO 4 , HCO 3 , TDS, EC, Mg, Fe, Zn, and Cu) is the most suitable input variable set. In fact, these nine parameters are thought to play an important role in nickel mobilization in water. Table 2 gives the correlation coefficient (R) and RMSE of the prediction based on different input variables. The optimum SVM was then used to predict concentrations of nickel in the collected water samples from the Shur River near the Sarcheshmeh copper mine. The results of these analyses are discussed below.
Results
Conceptual model of nickel mobilization
Conceptual modeling is the process of formally documenting a problem domain for the purpose of understanding and communicating the relationships between major parameters [40] . Generally, conceptual models can be used to support the development, acquisition, adaptation, standardization and integration of information systems [41] . As a rule, an effective conceptual model must (1) be expressive enough to distinguish among different data types, relationships, and constraints; (2) be simple to understand; (3) have minimal, distinct and orthogonal basic concepts, which should be formally defined; and (4) have a single systematic interpretation [42] . Therefore, designing an appropriate conceptual model for nickel mobilization due to sulphide-bearing mineral oxidation in natural systems provides an opportunity to evaluate the equations of the system and perhaps give useful information for designing a suitable remediation strategy. Figure 5 gives a conceptual model design based on the results obtained from the sampling program. This model addresses the most crucial mechanisms of the nickel mobilization process, which are oxygen diffusion, chemical reactions, and the transport of oxidation products through water. The model assumes that the backfilled materials consist of spherical, uniformly sized particles surrounded by a water film. Particles are assumed to have a homogeneous distribution of pyrite grains within them. Oxidation reactions and products diffuse through the particle between the pyrite grains and the spoil solution surrounding the particles. Pyrite oxidation occurs at the surface of the pyrite grains contained within the particles. Oxygen diffuses from zones of higher oxygen concentration to zones of lower oxygen concentration through the air-filled pore space in the backfilled materials, with the oxygen in equilibrium with the spoil solution. It was assumed that diffusion is the dominant process supplying oxygen for oxidation reactions. Complexation of ferric iron is also assumed to take place within the solution. A reaction between H + in solution and the spoil matrix can occur, consuming H + from the spoil solution and increasing the pH. Equilibrium-controlled ion exchange is assumed to take place between the solution and solid phases within the spoil solution. It is assumed that ions of Fe 2+ partici- and releases H + into the solution. The oxidation products (i.e. Nickel, etc) are transported through water flow system under low pH conditions. Any increase in pH decreases the solubility of the nickel in aqueous phase and transfers it to solid phase.
In this model, chemical oxidation of Fe 2+ , pyrite oxidation by oxygen and ferric iron, and oxygen diffusion, are relatively slow but ion exchange and complexation reactions as well as precipitation reactions are fast and assumed to be equilibrium controlled reactions.
The above discussion about the condition of nickel mobilization can be completely verified using the obtained results of sampling program described in material and method section. Table 3 gives the associated results of this sampling program.
As it is seen in Table 3 , concentrations of nickel and other heavy metals (i.e. Fe, Cu, and Zn) are considerably high. Moreover, the pH is low and a considerable amount of SO −2 4 were produced confirming that contamination from sulfide-mineral oxidation has impacted these samples. These data were considered a good test case for our model for nickel mobilization in mining site areas.
Prediction of nickel concentration using SVM and GRNN
As described in Section 3, we built an efficient SVM for prediction the concentration of nickel. In this section, we are going to present the obtained results of SVM by comparing the predicted values of nickel with measured ones. Figure 6 shows the performed work of SVM in the test dataset.
As shown in Figure 6 , there is acceptable agreement (correlation coefficient of 0.94) between the predicted and measured values of nickel. However, for showing the strength of the SVM in providing an accurate prediction, performance of this machine learning methodology is compared with that of a general regression neural network (GRNN) (Figure 7 ). GRNN is a one-pass learning algorithm with a highly parallel structure. This method is a modification to the probabilistic neural network that has been successfully used in many engineering applications. Huang and Williamson (1994) described GRNN as an easy-to-implement tool that has efficient training capabilities and the ability to handle incomplete patterns. GRNN is known to be particularly useful in approximating continuous functions [43] . To assess the capabilities of this machine learning methodology, there was an attempt to construct a proper GRNN for prediction of nickel concentration. The GRNN constructed for this study was a multi-layer neural network with one hidden layer of radial basis function consisting 18 neurons and an output layer containing only one neuron. Multiple layers of neurons with nonlinear transfer functions allow the network to learn nonlinear and linear relationships between the input and output vectors. Figure 7 shows the prediction performance for this network. As depicted in Figure 7 , GRNN-predicted versus measured nickel concentrations are only marginally less accurate than those of the SVM. Therefore, this network can be considered as another suitable method for toxic metal concentration prediction. An additional verification step outlined in the next section can provide a better insight into this statement.
Verification
Verification and comparisons of the strengths of the SVM and GRNN in predicting nickel concentration was con- As shown in Figure 8 , SVM prediction is only marginally better than that of the GRNN. Table 4 shows the RMSE for each network prediction. Table 4 shows that both of these methods are robust tools for predicting toxic metal concentrations in water. However, in terms of running time, the SVM performed the prediction considerably faster than the GRNN.
Conclusions
In this paper we have investigated the nickel mobilization process in mine waste dumps. We have designed a novel conceptual model describing the mechanism of nickel generation and mobilization in water flow system. In addition, support vector machine (SVM) is a novel machine learning methodology based on statistical learning theory (SLT), which results in a uniquely global optimum, high generalization performance, and prevention from converging to a local optimal solution. In this study, in addition to discussing the most important parameters related to the nickel mobilization, we have shown the application of machine learning methodologies for predicting nickel concentration in the Shur River near the Sarcheshmeh copper mine. The results show that SVM can predict the nickel concentration marginally better than the general regression neural network (GRNN) and both of them can be considered as valuable tools for toxic metal concentration prediction. The results of this study are important for environmental scientists as they can help to deal with the condition of nickel mobilization and its related parameters appropriately.
