We study perfect state transfer in a discrete quantum walk. In particular, we show that there are infinitely many 4-regular circulant graphs that admit perfect state transfer between antipodal vertices. To the best of our knowledge, previously there was no infinite family of k-regular graphs with perfect state transfer, for any k ≥ 3.
Introduction
Quantum walks were introduced by Aharonov et al [1] as a quantum analogue of classical random walks. In [6] , Bose posed a scheme for using spin chains to transmit quantum states in quantum computers. Later, Christandl et al [10, 9] studied the problem of perfect state transfer in spin networks with respect to the XY-coupling model. Both continuous and discrete quantum walks were shown to be universal for quantum computation [8, 19, 23] , for which quantum state transfer plays a role in implementing the universal quantum gate set.
While there have been numerous results on perfect state transfer in continuous quantum walks [15, 2, 3, 16, 7, 17, 4, 12, 11, 13] , less is known on the discrete side, as the extra degree of freedom makes it harder to analyze the transition operator. Examples of perfect state transfer in discrete quantum walks have been found on small graphs. Kurzynski and Wojcik [18] showed that perfect state transfer on cycles can be achieved in discrete quantum walks. In their paper, they also discussed how to convert the position dependence of couplings into the position dependence of coins. Barr et al [5] investigated discrete quantum walks on variants of cycles, and found some families that admit perfect state transfer with appropriately chosen coins and initial states. In [24] , Yalcnkaya and Gedik proposed a scheme to achieve perfect state transfer on paths and cycles using a recovery operator. With various setting of coin flippings, Zhan et al [25] also showed that an arbitrary unknown two-qubit state can be perfectly transfered in one-dimensional or two-dimensional lattices. Recently, Stefanak and Skoupy analyzed perfect state transfer on stars [20] and complete bipartite graphs [21] between marked vertices: in K n,n , perfect state transfer occurs between any two marked vertices, while in K m,n with m = n, perfect state transfer only occurs between two marked vertices on the same side. Most of the examples were sporadic, and there was no infinite family of k-regular graphs with perfect state transfer, for any k ≥ 3.
In this paper, we provide the first infinite family of 4-regular graphs that admit antipodal perfect state transfer. These are circulant graphs whose connection set satisfy a simple condition. Our proof relies heavily on the spectral relation between the transition operator and the underlying graph, and we believe more examples will be found using the same technique.
Model
Suppose X is a d-regular graph on n vertices. To construct a discrete quantum walk, we view X as a directed graph, where each edge is replaced by a pair of opposite arcs. The state space, C nd , is then spanned by complexvalued functions on the nd arcs, and is equipped with the standard complex inner product. A quantum walk on X is determined by a unitary operator U on C nd . Usually it is a product of two sparse unitary operators. In the model we are concerned with, since the state space is isomorphic to C n ⊗ C d , it can be further expressed as
where R is a permutation that reverses each arc, and G is a d × d unitary matrix of the form
We will refer to R as the arc-reversal matrix, and G as the Grover coin.
Spectral Decomposition
We can compute the spectral decomposition of U when it is a product of two reflections. This was first studied in Szegedy's paper [22] , where he considered direct quantization of Markov chains. The following content is taken from Godsil's unpublished notes [14] . Suppose P and Q are two projections and
Then U lives in the matrix algebra generated by P and Q, denoted P, Q . Let T := 2Q − I denote the second reflection. Then the subspaces col(P ) + T col(P ) and ker(P ) ∩ T ker(P ) are complementary and P, Q -invariant. We consider the action of U restricted to these two subspaces. The first subspace will be decomposed into three U-invariant subspaces: col(P ) ∩ col(Q) with eigenvalue 1, col(P ) ∩ ker(Q) with eigenvalue −1, and the space orthogonal to both. The second subspace will be decomposed into two U-invariant subspaces: ker(P )∩ker(Q) with eigenvalue 1, and ker(P ) ∩ col(Q) with eigenvalue −1. Now we decompose the first subspace col(P ) + T col(P ). Since P is positive-semidefinite, we can write P = MM * for some matrix M with full column rank. Define
3.1 Lemma. Let z be an eigenvector for ψ with eigenvalue λ, and let y = Mz.
(i) If λ = 1, then y is an eigenvector for U with eigenvalue 1.
(ii) If λ = −1, then y is an eigenvector for U with eigenvalue −1.
(iii) If −1 < λ < 1, and cos(ζ) = λ, then (T − e iζ I)y is an eigenvector for U with eigenvalue e iζ , and (T − e −iζ I)y is an eigenvector for U with eigenvalue e −iζ .
Proof. Note that the subspace spanned by y and T y is U-invariant:
To find linear combinations of T y and y that are eigenvectors of U, we diagonalize the matrix
Suppose λ = cos(ζ) for some ζ. Then B has two eigenvalues: θ ± := e ±iζ , with associated eigenvectors
If |λ| < 1, we have T y − θ ± y = (T − θ ± I)y = 0, so (T − θ ± I)y is an eigenvector for U with eigenvalue θ ± . If λ = ±1, then T y = ±y = Uy, so y is an eigenvector for U with eigenvalue ±1.
The above lemma diagonalizes U restricted to col(P ) + T col(P ). For the complement, ker(P ) ∩ T ker(P ), we have a simpler decomposition.
3.2 Lemma. Let x be a vector orthogonal to both P and P T .
x is an eigenvector for U with eigenvalue 1.
(ii) If x / ∈ ker(Q), then Qx is an eigenvector for U with eigenvalue −1.
Proof. Note that x ∈ ker(P ) ∩ T ker(P ), and the space spanned by {x, T x} is U-invariant:
Thus, (I − Q)x is either 0 or an eigenvector for U with eigenvalue 1, and Qx is either 0 or an eigenvector for U with eigenvalue −1.
For each eigenvalue θ of U, let F θ denote the orthogonal projection onto the θ-eigenspace. As we have seen, some of these eigenvalues can be obtained from eigenvalues of ψ. More specifically, for each eigenvalue λ of ψ, let
Then the spectral decomposition of each power of U is
We give a more concrete form for F θ where θ is complex, after normalizing the eigenvectors.
3.3 Lemma. Suppose 0 < λ < 1 is an eigenvalue of ψ with eigenprojection E λ . If λ = cos(ζ) and θ ± = e ±iζ , then
In practice, we may want to group the conjugate terms in the spectral decomposition of U k .
3.4 Corollary. Let z is an eigenvector for ψ with eigenvalue −1 < λ < 1, and let y = Mz. If λ = cos(ζ) and θ ± = e ±iζ , then the sum
can be written as
Incidence Matrices
Our quantum walk U = R(I ⊗ G) on a graph X satisfies
To apply the results in the previous section, we introduce four incidence matrices. The tail-arc incidence matrix D t , and the head-arc incidence matrix D h , are two matrices with rows indexed by the vertices, and columns by the arcs. If u is a vertex and e is an edge, then (D t ) u,e = 1 if u is the initial vertex of e, and (D h ) u,e = 1 if e ends on u.
The arc-edge incidence matrix M is a matrix with rows indexed by the arcs and columns by the edges. If a is an arc and e is an edge, then M a,e = 1 if a is one direction of e.
The vertex-edge incidence matrix B is a matrix with rows indexed by the vertices and columns by the edges. If u is a vertex and e is an edge, then B u,e = 1 if u is one endpoints of e.
As an example, the following are the four incidence matrices associated with K 3 with vertices {0, 1, 2}. 
Let A be the adjacency matrix of X. In computing the spectral decomposition of U, the following relations between matrices turn out to be useful.
Lemma. We have
The last identity implies that the eigenspaces of U associated with the complex eigenvalues are determined by the line graph of X, which can be obtained from the spectral decomposition of X. Loosely speaking, each eigenvalue of X provide the real part of a complex eigenvalue θ of U, and the imaginary part of θ is thus determined up to a sign. For the projection F θ , we give an explicit formula.
Lemma.
Suppose λd is an eigenvalue of X for some −1 < λ < 1. Let E λ denote the orthogonal projection onto the λd-eigenspace of X. Define
If λ = cos(ζ) and θ ± = e ±iζ , then the orthogonal projection onto the θ + -eigenspace of U is
and the orthogonal projection onto the θ − -eigenspace of U is
Proof. From Lemma 4.1 we see that, if x is an eigenvector of X with eigenvalue λd, then B T x is an eigenvector of ψ with eigenvalue λ. Thus,
is an eigenvector for U with eigenvalue θ ± , where
The expressions of F θ + and F θ − now follow from Lemma 3.3 after normalization.
We give an interpretation of the vectors y defined in the above proof. An eigenvector x is a function on the vertices of X that sends u to e u , x . If
then y is a function on the arcs of X which sends both (u, v) and (v, u) to e u + e v , x . In other words, the image of an arc under y is the sum of the images of its endpoints under x. This observation will be useful when we compute ∆ λ for a specific graph.
Perfect State Transfer
Consider a uniform superposition over the outgoing arcs of u. This state is represented by 1
It is a tensor product of two states in smaller spaces: the position state e u ∈ C n , and the coin state
Usually, when the quantum walk evolves, the coin state changes and the probability no longer concentrates on one vertex. However, there are times when this uniform coin state is completely transfered to some other vertex. Formally, we say X admits perfect state transfer from u to v at time k if
This is a rare phenomenon. In slightly different models, perfect state transfer has been studied on paths and cycles [24, 25] , variants of cycles [5] and complete bipartite graphs [21] . We show that there are infinitely many 4-regular graphs that admit perfect state transfer, as defined above. A circulant graph X(Z n , S) is a Cayley graph over Z n with connection set S = {c 1 , c 2 , . . . , c d }.
Its eigenvectors are characters ψ of Z n , with corresponding eigenvalues
For our examples, the connection set S is inversed-closed and contains four elements. Thus, they are 4-regular undirected graphs.
5.1 Theorem. Let n be an odd integer. For any distinct integers a and b such that a + b = n, the circulant graph X(Z 2n , ±{a, b}) admits perfect state transfer at time 2n from vertex 0 to vertex n.
Proof. We first show that when n is odd, the spectral decomposition of U 2n can be simplified. Let X = X(Z 2n , ±{a, b}). The eigenvalues of X are λ j = e ajπ/n + e −ajπ/n + e bjπ/n + e −bjπ/n = 2 cos ajπ n + 2 cos bjπ n , for j = 0, 1, · · · , 2n − 1. Since a + b = n, when j is odd, λ j = 0, and when j is even, λ j = 4 cos ajπ n .
Thus for j odd, we get eigenvalues ±i for U, and for j even, we get eigenvalues e ±ajπ/n for U. Therefore at time 2n,
Further, since n is odd and all eigenprojections sum to identity, we have
Next, we prove that
To compute ∆ 0 , we need the eigenvectors of X for the eigenvalue 0. Since a + b = n, vertex u and vertex u + n have the same neighbors, so
A(e u − e u+n ) = 0.
It follows from previous discussion that the vectors
where u = 0, 1, · · · , n − 1, form a basis for the 0-eigenspace. Hence
It is straightforward to check that T fixes e 0 ⊗ 1 and
Finally,
from which we obtain U 2n (e 0 ⊗ 1) = e n ⊗ 1. 
Open Problems
We proved that there are infinitely many 4-regular circulant graphs that admit perfect state transfer. This is done by exploiting the spectral relation between the transition matrix U and the underlying graph X. While it is in general not easy to write out the spectral decomposition of U, under some circumstances, the expression can be simplified. Hence, to find more examples of perfect state transfer, a natural starting point would be looking at graphs with high symmetry, such as cubelike graphs, and imposing conditions on the connection sets to yield nice eigenvalues and eigenspaces of U.
