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INTRODUCTION
L'analyse exploratoire des données,
en anglais Exploratory Data Analysis
(EDA), imaginée par le statisticien J.W.
Tukey (de l'Université de Princeton et
des Laboratoires AT&T Bell) rencontre
aujourd'hui, en Europe, un vif intérêt.
Peu normative, l'analyse exploratoire
insiste sur l'inadaptation des hypo-
thèses sous-jacentes à la statistique clas-
sique, hypothèses souvent trop fortes au
regard de la complexité des univers
analysés. Elle cherche, de plus, à
prendre en compte les anomalies ou les
cas extrêmes, trop souvent considérés
comme aberrants, car s'ajustant mal aux
«lois» statistiques.
Enquêter comme un détective
Au lieu de rechercher à tout prix
l'adéquation à un test statistique, et de
prendre, de manière quasi rituelle, une
décision de type probabiliste, l'analyse
exploratoire s'intègre dans un processus
de recherche combinant les deux
méthodes. L'approche exploratoire
conduit à «radiographier les données»,
à chercher ce qui se passe dans les
chiffres, sans a priori. J. Tukey propose
d'adopter les règles d'un détective qui
examine la scène d'un crime: garder
l'esprit ouvert, chercher, un indice après
l'au tre, les vérités enfouies sous la
masse des données et isoler un
problème qui, par la suite, se traitera
par des méthodes moins intuitives.
L'analyse exploratoire ne doit donc
pas être comprise comme une al terna-
tive à la statistique classique. En utili-
sant de manière extensive les représen-
tations graphiques, en associant souvent
plusieurs modes de représentation des
données, en effectuant un retour
constant aux tableaux d'origine, en
regardant les données selon des pers-
pectives variées, on maîtrise mieux les
relations entre les variables et l'on
reconnaît plus facilement les groupes
d'individus. Ce retour à la vieille
méthode «crayon-papier» aboutit à une
réelle intimité de l'analyste avec ses
données et permet d'éviter les conclu-
sions prises à la hâte, de manière trop
mécanique, conduisant parfois à nier
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l'évidence ou mieux, à imposer des
conclusions absurdes sous la foi d'un
test mal adapté aux questions
auxquelles il est censé apporter une
réponse.
Il ne faudrait cependant pas croire
que l'analyse exploratoire constitue un
simple ensemble de règles visant à
rendre plus prudente la démarche de
l'analyste de données. Ce serait faire là
une grave injustice à l'encontre des
promoteurs de cette approche et,
surtout, ignorer les outils d'analyse très
originaux qu'ils nous ont légués.
Aujourd'hui, l'informatique permet
d'en exploiter toute la subtilité.
Analyse exploratoire
et univers Macintosh
Cet ouvrage vise plusieurs buts. En
premier lieu, il s'agit de combler un
vide regrettable dans la littérature en
langue française sur l'analyse statistique
exploratoire. Bien entendu, on ne trou-
vera pas ici un nouveau traité alors que
la traduction des œuvres de Tukey ou
de ses successeurs reste à faire. Plus
modestement, on a cherché à montrer
l'originalité de cette autre approche des
données numériques, tout en la repla-
çant dans les chapitres usuels de statis-
tique: analyse univariée, bivariée et
multivariée.
En second lieu, la présentation des
différentes méthodes de l'analyse explo-
ratoire ne peut plus être envisagée indé-
pendamment des logiciels qui permet-
tent, aujourd'hui, d'en tirer un meilleur
parti. Ces logiciels apparaissent comme
de véritables chefs-d'œuvres d'imagina-
tion et d'intelligence, tant sur le plan
des interfaces logiciel/utilisateur, que
sur celui de la mise en œuvre des
méthodes exploratoires. On a donc tenté
de présenter les principales différences
entre ces logiciels originaux afin d'en
faciliter le choix pour une application
particulière.
Pour faciliter la présentation des
méthodes et des logiciels, un exemple
unique court tout au long de l'ouvrage.
Il s'agit d'un ensemble de données
démographiques et économiques tirées
du recensement de la population de
Nouvelle-Calédonie du 15 avril 1983
(figure nO 0.1). Elles ont été choisies en
raison non seulement de l'intérêt des
thèmes auxquels elles se rapportent,
mais aussi pour la complexité de leurs
distributions statistiques (valeurs exc.!p-
tionnelles, distributions non symé-
triques, etc.). La figure nO 0.2 représente
la carte des limites des communes de
Nouvelle-Calédonie auxquelles se
rapportent ces données.
AnCillyse exploratoire
et ordinateur
Publié en 1977, l'ouvrage de réfé-
rence de J. Tukey, Exploratory Data
Analysis, est rédigé alors que plusieurs
logiciels d'analyse statistique (que nous
nommerons désormais «statisticiels»)
comme SPSS ou BMDP assurent l'essen-
tiel des tâches de traitement des
données des gros centres informatiques
où règne encore la carte perforée. La
micro informatique n'en est qu'à ses
premiers balbutiements: le Personal
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VI V2 V3 V4 V5 V6 V7 V8 V9 VIO VII V12 V13 V14
NOCOI N BElEP 4.7 9.9 41.8 49.3 99.9 2.6 50.0 76.1 3.5 1805.3 0.0
NOC02 S BOUlOUPARI 7.8 23.1 35.5 45.3 84.5 8.2 23.5 78.0 3.7 405.3 63.6
NOC03 S BOURAll 23.5 8.3 32.4 45.7 77.8 13.2 37.7 84.8 3.9 337.0 79.5
NOC04 N CANALA 26.4 ·1.1 42.2 47.3 95.7 16.9 23.5 78.8 4.9 524.1 27.9
NOC05 S DUMBEA 38.1 32.1 36.6 48.6 66.0 0.8 26.7 82.1 4.1 289.0 97.1
NOC06 S FARINO 1.7 30.4 31.6 45.8 92.5 8.5 25.4 84.6 3.5 428.8 93.1
NOC07 N HIENGHENE 11.9 ·10.5 41.1 48.6 97.6 29.9 9.9 78.7 4.2 251.3 9.2
NOC08 N HOUAllOU 27.5 3.7 41.5 49.1 93.3 17.0 17.2 77.4 4.8 421.0 45.6
NOC09 S IlES-DES-PINS 8.9 17.5 42.7 45.8 95.1 20.8 30.5 79.4 6.5 569.5 21.2
NOC10 N KAALA-GOMEN 8.5 ·13.6 37.0 48.6 96.3 4.8 32.7 72.1 4.0 732.7 42.2
NOCll N KONE 20.1 17.7 36.8 48.5 94.2 8.9 35.5 79.1 5.0 539.6 53.1
NOC12 N KOUMAC 9.7 • 36.2 50.2 90.8 2.3 38.0 88.8 4.6 468.3 76.6
NOC13 S LA·FOA 14.4 5.1 35.3 49.8 83.0 13.1 33.3 82.6 4.0 371.3 66.3
NOC14 1 lIFOU 55.9 7.2 44.5 50.1 97.8 43.2 14.2 72.1 5.1 333.8 10.4
NOC15 1 MARE 31.7 10.9 46.1 49.8 99.2 30.1 6.8 73.1 5.7 232.4 4.7
NOC16 S MOINDOU 2.6 -2.3 33.9 46.8 95.2 21.7 33.0 87.3 4.1 356.6 65.6
NOC17 S MONT-DORE 100.5 37.1 37.6 48.8 67.7 0.6 21.4 84.5 4.6 350.7 97.1
NOC18 S NOUMEA 413.5 7.2 31.4 49.8 63.3 0.1 33.2 86.0 3.6 284.1 99.0
NOC19 N OUEGOA 10.1 -3.0 39.1 45.8 98.0 38.2 24.0 84.9 4.9 549.8 19.5
NOC20 1 OUVEA 19.1 -0.2 42.6 48.8 98.2 25.4 4.7 80.4 5.5 193.6 2.2
NOC21 S PAITA 33.3 41.9 38.8 46.9 68.7 2.6 27.8 78.2 4.8 415.3 82.4
NOC22 N POINDIMIE 25.1 21.1 38.3 47.8 93.8 47.2 13.3 77.9 3.8 210.4 29.2
NOC23 N PONERIHOUEN 13.3 -6.4 39.4 46.7 97.8 17.8 34.1 80.4 4.8 731.8 19.3
NOC24 N POUEBO 10.3 -15.7 43.4 46.6 99.7 52.7 17.4 80.6 5.5 671.0 5.5
NOC25 N POUEMBOUT 4.8 ·5.7 34.0 47.8 93.4 21.3 36.2 85.1 4.2 397.7 81.2
NOC26 N POUM 5.6 • 38.0 46.4 97.4 0.0 52.4 81.9 4.3 1295.2 48.7
NOC27 N POYA 13.5 -32.7 40.9 46.3 92.7 23.2 32.4 83.4 4.3 583.6 52.5
NOC28 S SARRAMEA 3.3 35.3 42.0 47.8 96.9 25.3 22.2 82.4 4.8 487.9 82.0
NOC29 S THIO 20.8 4.3 43.1 48.9 85.0 7.7 16.4 81.5 4.9 408.0 84.9
NOC30 N TOUHO 13.1 14.0 38.5 47.4 97.2 33.5 14.7 73.8 4.7 287.2 21.3
NOC31 N VOH 10.9 ·14.6 38.6 48.6 96.5 11.7 36.1 82.6 4.4 881.1 55.5
NOC32 S YATE 9.5 1.6 44.1 46.2 94.5 0.0 35.0 83.1 5.4 783.6 36.3
Identification des variables Ile nom des variables est entre parenthèses)
VI: Codes des communes (CODE)
V2 : Province d'appartenance, N-Nord, S-Sud, I-lles loyauté (PROVINCE)
V3 : Noms des communes (NOM)
V4 : Part de 10 populotion Néo-Calédonienne pour 1000 habitants (POPNC)
V5 : Evolution de 10 population communale 1976-1983 % (VAR76-84)
V6 : Part des 0-14 ans dans la population communale % (0-14ANS)
V7 : Part des femmes dans la population communale % (FEMMES)
V8 : Part des personnes nées en Nouvelle-Calédonie dans la papulation communale % (NENC)
V9 : Part des agriculteurs dans la population communale en activité % (AGRIC)
Vl0: Part des saloriés du secteur public dans la population communale en activité % (SAlPUBlIC)
VII: Part des personnes sachant écrire le français dans la population communale en activité % (ECRIT)
V12 : Nombre de personnes par résidence principale (POP/RESID)
V13 : Nombre de personnes pour 100 personnes en activité (DEPEN)
V14 : Part des résidences principales équipées de l'eau % (EAU)
• donnée manquante
figure n°0.1. Le tableau de données démographiques et économiques sur les communes de Nouvelle-Calédonie.
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figure nOO.2. Les communes de Nouvelle-Calédonie.
Computer d'IBM ne verra le jour que
cinq ans plus tard et le Macintosh
d'Apple est un projet d'avant-garde.
Convivialité et interactivité ne font pas
encore partie du vocabulaire usuel de
l'informatique.
Dans un tel environnement, et
malgré une très grande puissance de
calcul, l'utilisation de ces logiciels reste
affaire de spécialiste et conduit le statis-
ticien, ou plus simplement le détenteur
de données, à se transformer en
«pseudo-informaticien». Les enseigne-
ments de J. Tukey peuvent donc être
compris comme une forme de réaction à
l'usage bien souvent abusif des boîtes
noires: en préconisant l'observation
préalable et directe des données, on
échappe à la tentation de soumettre un
job au batch ou mieux, de se soumettre
inconsidérément aux sorties de l'output
queue!
Les ordinateurs graphiques comme le
Macintosh ont sans aucun doute donné à
l'analyse exploratoire l'environnement
informatique qui lui faisait défaut pour
atteindre un large public (malgré les ef-
forts de l'équipe de Tukey sur IBM 360 et
VAX DEC). Les concepts de bureau,
d'icône et d'interaction ont permis le
Analyse exploratoire des données
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développement de statisticiels
très originaux qui n'éliminent
pas la statistique courante, celle
des modèles et des tests d'hypo-
thèse, mais incite à ne plus
considérer l'ordinateur sous le
seul angle du calculateur.
St.tistique cl,ssique
4
• St.tvt....
P.nmE ter M.neger +
•
e Exst.tix
.ADDAD
Forte i~ter.ctivité Faible int~.ctivité
Statisticiels pour
l'analyse exploratoire • SYSTAT
figure n° 0.3. Le positionnement relatif des statisticiels.
• D.t.De,k
Une étude publiée par le revue Icônes
au début de l'année 1990 montre qu'il
existe de notables différences entre les
statisticiels pour Macintosh. A partir
des analyses figurant dans ce dossier, il
est possible d'exprimer le positionne-
ment relatif de ces logiciels sur un
graphique bivarié. L'abscisse représente
le degré d'interactivité qui rend compte
cains), les logiciels d'analyse statistique
pour Macintosh demeurent assez
nombreux. Il faut distinguer les logiciels
généraux, ceux qui couvrent un large
spectre d'applications, d'autres, plus
spécialisés, qui répondent à des besoins
particuliers, comme ceux des écono-
mètres, des laboratoires ou des études
de marché. Les prix sont en général
assez élevés, (plus de 5000 francs en
moyenne).
,
Anal ",se exploratoi re
eJMP
• MecSptn
Si l'on écarte ces «croqueurs de
nombres» (les numbers crunchers améri-
Ainsi, les tableurs du genre Excel ou
les grapheurs comme CricketGraph ne
doivent pas être considérés comme des
logiciels d'analyse statistique, même
s'ils offrent quelques possibilités limi-
tées dans ce domaine comme le tracé
d'histogrammes ou de diagrammes
bivariés.
Pour justifier le qualificatif
statisticiel, un logiciel d'ana-
lyse des données doit assurer
un nombre minimum de traite-
ments usuels comme l'analyse
de la variance, la régression
multiple ou bien encore
l'analyse factorielle. Par
ailleurs, un grand nombre de
méthodes statistiques considè-
rent que le tableau de données à analyser
n'est en fait qu'un échantillon extrait
d'une population plus large; les para-
mètres calculés doivent donc être
assortis de tests de significativité qui
donnent un seuil de confiance au-delà
duquel les valeurs calculées ne peuvent
être dues à des fluctuations aléatoires
d'échantillonnage.
12
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de la plus ou moins bonne adaptation à
l'interface du Macintosh. L'ordonnée
traduit l'orientation vers l'exploration
statistique par la présence des méthodes
qui lui sont spécifiques (figure nO 0.3).
De notables différences apparaissent.
Si le degré d'interactivité semble bon en
général (le logiciel d'analyse des
données de l'ADDAD est en fait l'adap-
tation d'une bibliothèque de pro-
grammes provenant d'un gros système,
ce qui explique sa très faible convivia-
lité), la distinction entre statistique clas-
sique et analyse exploratoire apparaît
bien plus marquée.
Les logiciels qui nous intéressent ici
sont ceux qui occupent le quadrant Sud-
Ouest du graphique (en bas à gauche de
la figure nO 0.3). On y trouve, proches
les uns des autres, SYSTAT, DataDesk,
JMP et MacSpin. Les trois premiers
représentent de véritables encyclopé-
dies statistiques: on y trouve une très
grande variété de méthodes classiques
remarquablement bien adaptées à
l'interface du Macintosh. De son côté,
MacSpin est entièrement dédié à
l'exploration statistique. Les figures
nO OA.A, OA.B et OA.C donnent les
caractéristiques principales de ces
quatre logiciels dans leur version dispo-
nible à la fin de l'année 1990.
NOM DU LOGICIEL Dolo Desk JMP Syslol MocSpin
3.0 /.0 5.0 2.0
STATISTIQUE DESCRIPTIVE
moyenne, écar"type, etc. x x x
fréquences x x x
TESTS PARAMETRIQUES
Khi-deux x x x
t de Student x x x
TESTS NON-PARAMETRIQUES
Kolmogorov-Smirnov x x
Wilcoxon x x
Kruska~Wallis x x
ANALYSE DE LA VARIANCE
ANOVA x x x
ANCOVA x x
figure n° DA.A. Les caractéristiques des statisticiels orientés vers l'analyse
exploratoire: statistique descriptive et analyse de la variance.
Analyse exploratoire des données
NOM DU LOGICIEL 0010 Desk JMP Syslot MacSpin
3.0 1.0 5.0 2.0
CORRELAnON .t REGRESSION
Pearson R x x x
Spearman x x
Kendall x x
régression x x x
régression. polynomiale x x x
régression pas à pas x x x
régression non-linéaire x x
ANALYSE DES DONNEES
analyse en composantes principales x x x
analyse discriminante x x
classification ascendanteh:ârarchique x x
SERIES CHRONOLOGIQUES
lissages x
autocorrélation x
ARIMA x
transformées de Fourier
x
METHODES EXPLORATOIRES
diagramme en tige et feuilles x
diagramme en boîte et moustaches x x x
graphiques bivariés interactifs x x x
matrice de graphiques bivariés x x x
brossage d'un nuage de points x x x x
tranchage d'un nuage de points x
toupie x x x x
animation 3D par masquage x
figure nO 0.4.8. Les caractéristiques des statisticiels orientés vers l'analyse exploratoire:
corre1ation, analyse des données, séries chronologiques et méthodes exploratoires.
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NOM DU LOGICIEL Da/a Desk jMP Syslo/ MocSpin
3.0 1.0 5.0 2.0
GRAPHIQUES
histogramme x x x
diagramme en boite (box plot) x x x
diagramme en tige et feuilles x x
graphiques bivariés [x,y) x x x x
droite de régression x x x
courbes de niveaux x
diagramme triangulaire x
graphiques trivariés x x x x
histogramme en 3 dimensions x
surface en 3 dimensions x x
PREPARATION DES TABLEAUX
sélection d'individus x x x x
calcul de nouvelles variables x x x x
pondération des observations x x
recodages x x x x
GESTION DES DONNEES
saisie à l'écran x x x x
voleurs manquantes x x x x
lecture/écriture de fichiers ASCII x x x x
nombre maximum de variables mem ? 200 mem
nombre maximum d'individus mem ? disque mem
PRIX INDICATIF EN FF 2900 8500 4600 3000
figure n° DA.C. Les caractéristiques des statisticie1s orientés vers l'analyse exploratoire:
graphiques, préparation des tableaux, gestion des données et prix <mem=mémoire).
[ttJ
LOGICIELS POUR
L'EXPLORATION STATISTIQUE
Les logiciels SYSTAT, DataDesk,
JMP et MacSpin présentents à leurs
utilisateurs des visages bien différents.
Ceci est dû, bien entendu, à l'image que
leurs concepteurs ont voulu leur attri-
buer, en quelque sorte leur «personna-
lité» dans le monde de l'informatique.
Cet argument lié au «marketing» n'est
pas suffisant pour expliquer toutes leurs
spécificités: ces logiciels sont, malgré le
respect des normes propres au
Macintosh, de conceptions générales (de
system design) extrêmement diverses.
L'interface utilisateur reflète ces particu-
larités qu'il est utile de connaître car
elles impliquent pour l'usager final des
possibilités, mais aussi des limitations
spécifiques.
Ainsi, selon la manière dont l'inter-
face a été conçue, il est plus ou moins
aisé de «creuser» une exploration,
possible, ou impossible, d'interroger
simultanément un graphique et le
tableau de données auquel il est lié, etc.
Autant que la variété des méthodes
disponibles, la capacité d'un logiciel à
interagir avec son utilisateur devient, en
analyse exploratoire, un critère de choix
essentiel.
1.1.SYSTAT
Considéré depuis longtemps comme
le statisticiel de référence sur PC,
SYSTAT, véritable encyclopédie de la
statistique, doit combler les statisticiens
les plus exigeants.
Edité par la société du même nom,
SYSTAT est l'archétype du logiciel de
statistique gouverné par un langage de
commande proche du Basic. La version
5.0, disponible depuis le printemps
1990, dispose d'une interface plus
«Macintosh» que précédemment
puisque toutes les commandes sont
accessibles à partir d'articles de menus
déroulants. Systat s'adresse plus parti-
culièrement aux statisticiens désirant
convertir une partie de leurs applica-
tions, les plus légères, d'un gros ordina-
teur central vers un Macintosh. Notons
qu'une version de ce logiciel existe aussi
pour PC/PS sous M5-00S, ce qui rend
16
Philippe Waniez
possible le dialogue entre utilisateurs de
ces principaux standards de la micro-
informatique.
L'interface utilisateur se compose de
trois fenêtres et d'une barre de menus.
Après un bicHc sur l'icône du logiciel
apparaît la fenêtre nommée SYSTAT
Command surmontée d'une barre
composée de 7 menus (figure n° 1.1).
FILE réalise toutes les opérations
nécessaires à l'ouverture, la sauvegarde
ou la fermeture d'un fichier de données.
EDIT comprend les habituelles
fonctions de copier/couper / coller.
DATA provoque le chargement du
module de même nom nécessaire aux
opérations de lecture des données dans
un fichier texte, de calcul de nouvelles
variables, etc.
li Flle Edit Dota Groph Stols Goodles Edltor
figure n° 1.1. SYSTAT: la fenêtre Systat Commando
li File Edit Dota Groph Stols Goodies Editor
)EDIT "LlAMIEZ20:SYSTAT 5.0:NC.SYS"
WRNIEZ20:SYSTRT 5.0:NC.SYS
! COOE$ !PROVINCES ! MOMS . POPMC ! VAR7684
~=~::=rt:::~~iiîl:~~:~~ij~~'fu~ii!I:I:~:~[i:lj:~:~~l~;1: ii~ii
, :5! NOCO:! ! s! DUMBER! 38. 100! 32. 100 !!!!!i::·::~·:::~:"·~:"l~·:::f:"·~:"·~:·::~:"~i·~·ill::~.:::~:.·~:·::"::::~.:"~·~:F:~::::8·iit·i·~~·~!::I~·:::~::··~"::~:J~:::iil·~··:~···:~~:~:::~~·~::~ ilili!
figure n° 1.2. SYSTAT: la fenêtre Systat Command et celle d'édition du fichier
"WANIEZ20:SYSTAT 5.0:NC.SYS".
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GRAPH donne accès à toutes les
fonctions graphiques du module
SYGRAPH.
STAT donne accès à toutes les tech-
niques d'analyse statistique disponibles.
GOODIES permet d'effacer ou de
faire apparaître l'une ou l'autre des
fenêtres, d'afficher la boîte à outils de
dessin, d'afficher les options en cours,
etc.
EDITOR charge l'éditeur qui n'est
qu'un genre de tableur aux fonctions
limitées à la saisie et à la correction des
données.
La fenêtre Systat command reste en
permanence en attente d'une commande.
Une commande se présente sous la
forme d'une chaîne de caractères qui
ordonne au système de réaliser une
opération donnée. Les commandes
doivent être entrées derrière le signe >.
Par exemple, si l'on souhaite éditer le fi-
chier NC.SYS du dossier SYSTAT 5.0 du
disque WANIEZ20, il faut commander
(derrière le signe» :
>EDIT "WANIEZ20:SYSTAT 5.0:NC.SYS"
Notons que la commande s'appelle
EDIT et que ses paramètres sont
compris entre les doubles apostrophes
("). Les paramètres disent à la com-
mande sur quoi elle doit porter. Un
retour-chariot provoque l'exécution de
cette commande et l'affichage de la
fenêtre de l'éditeur (figure nO 1.2).
Enfin, la troisième fenêtre, SYSTAT
View, assure la visualisation des résul-
tats d'un traitement, qu'ils soient numé-
riques ou graphiques. Par exemple, en
faisant les commandes GRAPH, puis
PLOT FEMMES*DEPEN, le graphique
bivarié s'affiche dans la fenêtre SYSTAT
View (figure nO 1.3). En fonction du type
de traitement, divers outils sont
proposés à l'utilisateur. Ici, les outils
pointeur, sélecteur et lasso permettent
respectivement de désigner ou de sélec-
tionner certains points du graphique
qui sont alors marqués dans la fenêtre
de l'éditeur par le symbole •.
La relation logique entre ces fenêtres
facilite l'exploration des données: on
découvre quelles observations forment
un groupe dans le nuage de points et
quelles sont celles qui sont isolées. C'est
là le début de l'analyse exploratoire.
Depuis l'apparition de la version 5.0,
il n'est plus obligatoire d'entrer directe-
ment des commandes souvent difficiles
à mémoriser. On aboutit à un résultat
semblable en activant d'abord le menu
GRAPH, ce qui a pour effet d'inscrire la
commande GRAPH dans la fenêtre
SYSTAT Command (figure nO 1.4).
Puis, en sélectionnant le sous-menu
PLOT (ce qui a pour effet d'inscrire la
commande PLOT dans la fenêtre
SYSTAT Command), et en choisissant les
deux variables (figure nO 1.5) pour
lesquelles on souhaite obtenir un
graphique bivarié (ce qui a pour effet
d'inscrire FEMMES*DEPEN derrière la
commande PLOT dans la fenêtre
SYSTAT Command), le graphique
s'affiche dans la fenêtre SYSTAT View.
L'utilisation d'un langage de com-
mande est assez inhabituel pour un
logiciel fonctionnant sur Macintosh
(mais la plupart des tableurs proposent
18
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~ File Edit Dota Groph stots Goodies Editor
>EDIT ·UANIEZ20:SVSTAT 5.0:NC.SVS"
>GRAPH
>PLOT FEMMES. DEPEN
>
mAN 1E22lJ:SYSTAT 5.lJ:NLSYS
Select
SYSTRT Uiew E!J~
51
50
4Q
III ..
~
E 48
~
~
47
46
1500 2000
DEPE"
Q]
figure nO 1.3. SYSTAT: La fenêtre Systat Command, les fenêtres d'édition du fichier
"WANIEZ20:SYSTAT 5.0:NC.SYS" et Systat View.
maintenant un langage de construction
de macro-commandes regroupant
plusieurs opérations). Le principal
intérêt d'un tel langage réside dans la
rédaction de programmes formés de
commandes qui s' exécu tent les unes
après les autres: il suffit de changer le
nom du fichier de données pour réitérer
un traitement sur un autre ensemble de
statistiques. Pour l'analyse exploratoire,
cette option ne semble pas indispen-
sable compte tenu du caractère inter-
Analyse exploratoire des données
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figure n° 1.4. SYSTAT: l'utilisation des menus déroulants à la place des commandes.
iii Flle Edit Doto [jroph Stots Gaodles Editor
1
1 1
1
H uorioble
[] ~ :~ (1:t.. .~
"-)(OS Bubblp CMtr'd Coord En;psp
• 11 ........ :-- ~ "'0,'-
Error Fill Logond Lino Log
~ :::.::~.
.;II- ~ \',11,'11'
Po..,or Proj't SlIootl1 Span Sp;ko
"'.+ •
--, lCfT:)
-)(:~
S'fir S~mb" TitI. T'p~s. Voctor
J
NENC
A[jR 1C
SALPUBLI
ECRIT
FEMMES
y uoriobles
1 FEMMES • DEPEN 1
[ Concel )
[ Cleor )
[ Select)
( OK
figure n° 1.5. SYSTAT: la sélection des variables du graphique bivarié.
Noter la présence d'un ensemble considérables d'options.
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actif de cette démarche qui s'oppose à
toute approche figée par un programme
pré-défini. On notera enfin que SYSTAT
dispose désormais d'une interface de
type Macintosh qui le rend comparable
à d'autres statisticiels disponibles pour
cet ordinateur.
1.2. DataDesk
Comme l'indiquent son icône et son
nom, DataDesk s'appuie sur le concept
de bureau, si fréquent dans le monde
du Macintosh, pour offrir à l'utilisateur
une interface résolument «orientée
objet».
Dès l'ouverture d'un fichier de
données, plusieurs ensembles d'objets
font leur apparition sur le bureau qui
porte la marque DataDesk 3.0. On
* File Edit Data Special
trouve tout d'abord la fenêtre DATA
portant le nom du fichier ouvert
(NC.DATA) et contenant une série
d'icônes portant chacune le nom de la
variable qu'elles figurent (figure n° 1.6):
chaque variable est donc un «objet»
variable qui va pouvoir être traité
comme n'importe quel objet du bureau
(sélection, déplacement, copier, couper
et coller, etc.).
Sur la partie droite, on trouve,
comme il se doit, pour «coller» aux
concepts du Macintosh, l'icône du
fichier de données et une corbeille
(Trash) qui recevra les objets devenus
inutiles.
Dans la partie supérieure de l'écran,
8 menus sont proposés:
FILE réalise toutes les opérations
nécessaires à l'ouverture, la sauvegarde
Cale Plot
figure n° 1.6. DataDesk: le bureau avec ses icônes.
,.. • rile
D~"
NOCOI
NOC02
NOC03
NOCo",
NOCos
NOCD6
NOC07
NOCos
NOC09
NOCIO
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[Ille Plot
figure n° 1.7. DataDesk: Le bureau avec 3 variables ouvertes.
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ou la fermeture d'un fichier de données.
EDIT comprend les habituelles
fonctions de copier / couper / coller.
DATA donne accès aux fonction de
création des dossiers et des fichiers de
données ainsi que de leur contenu en
proposant différents types d'icônes.
SPECIAL comprend diverses fonc-
tions comme vider la corbeille ou
recherche une icône particulière
(lorsqu'il y en a trop pour la surface de
l'écran).
MODIFY permet de modifier les
graphiques et offre une large panoplie
d'outils pour approfondir l'étude des
graphiques.
MANIP donne accès à un ensemble
de fonctions sur les variables comme,
par exemple, le rangement des observa-
tions en ordre croissant ou décroissant.
CALC déclenche l' exécu tion des
analyses statistiques.
PLOT réalise une grande variété de
graphiques.
Contrairement à la majorité des logi-
ciels traitant des données numériques, il
n'y a pas dans DataDesk de tableau de
données proprement dit. Plus précisé-
ment, il existe un tableau «virtuel»
composé des variables que l'utilisateur
a souhaité visualiser. Ceci se fait par un
bicHc sur l'icône de chaque variable
désirée ou par la sélection multiple d'un
ensemble d'icônes (un clic sur la
première variable, puis un clic sur
chaque variable supplémentaire avec la
touche majuscule enfoncée, et choix de
l'article OPEN du menu DATA). Les
valeurs des variables ouvertes apparais-
sent alors dans des fenêtres différentes
(figure n° 1.7).
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Chacune des fenêtres des variables
est indépendante des autres: on peut la
déplacer, l'agrandir, la fermer, etc. Mais
les lignes sont liées entre elles: un
déplacement de l'ascenseur dans une
des fenêtres se traduit par un déplace-
ment simultané dans toutes les fenêtres
ouvertes. Dans chaque fenêtre, les
données peuvent être modifiées, sélec-
tionnées, copiées et collées, etc.
Pour réaliser un traitement quel-
conque, un graphique bivarié, par
exemple, il faut avoir préalablement
sélectionné les icônes des variables
entrant dans ce traitement. En choisis-
sant l'article SCATTERPLOT du menu
PLOT, une nouvelle fenêtre, contenant
le graphique, fait son apparition sur le
bureau qui commence à devenir très
encombré. Heureusement, ces fenêtres
peuvent être déplacées et redimension-
nées (figure nO 1.8).
Le menu MODIFY donne accès à un
ensemble d'articles permettant de modi-
fier le graphique ou d'en poursuivre
l'exploration plus avant. L'article
TOOL5 permet, en particulier, d'inter-
agir avec le graphique, de manière
semblable à ce que propose SYSTAT
(figure nO 1.9).
Lorsque qu'un point est désigné par
l'outil ad hoc, l'observation correspon-
dante apparaît en fond inversé dans
toutes les fenêtres de variables ouvertes
(ici la variable Nom, figure nO 1.10).
Cette liaison n'est pas limitée à deux
fenêtres et peut être utilisée aussi bien
pour des résultats numériques que pour
des graphiques.
De plus, ce procédé est réflexif: une
observation désignée par un biclic sur
sa valeur dans une des fenêtres de
variables ouvertes provoque sur le
m œ ~ m m m 1
Provinc. Nom 'JlPopNC 'Jlnr7... 'Jl0-14...
Edit Ooto Speciol Modify Monip Cole
~~=;:==~iii~i=~N~c3.0~S~K:iii===:p~'ot Options1 Histogroms
Bor Chorts
Pie [hart.
urou
MARE
MOI NOOU
MONT-DORE
NOUMEA
OUEGOA
OUVEA
PAITA
POINDIMIE
PONERI HOUEN
POUEBEO
POUEMBOUT
POUM
figure n° 1.8. DataDesk: un graphique bivarié sur le bure/m.
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figure n° 1.9. DataDesk: le choix d'un outil dans le menu MODIFY.
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figure n° 1.10. DataDesk: la désignation d'une observation sur le graphique.
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graphique une surintensité du point
représentant cette observation sur le
graphique (ici Nouméa, figure nO 1.11).
Enfin, sur le plan du dialogue entre
l'utilisateur et le logiciel, DataDesk
présente une originalité très intéres-
sante: dès qu'un traitement est réalisé,
son résultat est engrangé dans un
dossier nommé RESULTS. Des icônes
rappellent chaque type d'analyse. Un
simple clic sur l'une d'elles conduit à un
nouvel affichage de ce résultat (figure
n° 1.12).
Par sa conception même, DataDesk
apparaît bien adapté à l'approche
exploratoire: les liaisons logiques entre
les fenêtres et le stockage des résultats
obtenus au cours d'une session de
travail rendent l'interaction entre
l'utilisateur et l'ordinateur vraiment
efficace. A l'usage, néanmoins, on peut
être quelque peu gêné par l'empile-
ment des fenêtres sur le bureau. L'utili-
sation d'un écran de grand format (A4,
ou mieux A3) apporte un confort
d'utilisation qui permet de profiter
encore plus de la conviviali té de ce
remarquable logiciel.
1.3. JMP
Avec JMP, prononcer jump, l'entrée
(ou, comme le suggère l'icône, le saut)
de SAS Institute dans le monde du
Macintosh constitue un événement.
Disons tout de suite, à l'intention des
spécialistes, que JMP n'est pas une
nouvelle version du célèbre Statistical
Analysis System pour Macin tosh, ni
même l'un de ses nombreux modules. Il
s'agit en fait d'un «prototype de ce que
• File [dit Doto Speciol Modify Manip [ole Plot
~D Nl:.05K
0 NC.DATA
m m ~ m m rn mi
P~ovlnc. Nom .PopNC .va~7... '10-14... • fPmm...
OUEGOA
OUVEA
PAllA
POINDIMIE
PONERI HOUEN
POUEBEO
POUEMBOUT
POUM
POVA
SARRAMEA
THIO
figure n° 1.11. DataDesk: la désignation d'une observation sur la variable Nom et sa
localisation sur le graphique.
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figure nO 1.12. DataDesk: l'enregistrement des résultats dans le dossier RESULTS.
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sera prochainement le système SAS en
matière de statistiques et de représenta-
tions interactives des données».
L'ouverture d'un fichier de données
se traduit par l'affichage d'un tableau
qui, sous un air sans doute familier aux
utilisateurs de tableurs, cache une extra-
ordinaire concentration d'intelligence.
En effet, chaque variable possède deux
cases qui sont en fait des menus dérou-
lan ts permettan t de définir leur rôle
dans les traitements et leur type sur le
plan statistique (figure nO 1.13).
Le type statistique correspond en
fait aux trois échelles de mesure
courantes:
• L'échelle d'intervalle, ainsi
nommée car elle permet d'exprimer la
distance d'une observation par rapport
à une origine (la valeur zéro) choisie
arbitrairement et grâce à une unité de
mesure constante sur toute l'étendue
des valeurs possibles (comme, par
exemple, des températures). Notons que
JMP. considère toutes les données quan-
titatives comme relevant de l'échelle
d'intervalle, ce qui est un abus de
langage sans grande conséquence sur
les traitements auxquels ces données
seront soumises.
• L'échelle ordinale appliquée
lorsqu'Wl rang peut être affecté à chaque
observation en fonction d'une mise en
ordre ou d'un classement pour un critère
donné (comme les modalités «un peu»,
«beaucoup», «passionnément»).
• L'échelle nominale dont les
valeurs sont des modalités exprimant
des quali tés ou des si tua tions sans
qu'aucun ordre particulier puisse être
identifié (comme des noms de famille
ou des couleurs).
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figure nO 1.13. JMP: le tableau de données avec ses menus
déroulants destinés à définir le type et le rôle de chaque variable.
Cette énumération n'aurait pas sa
place ici si elle n'était l'une des bases de
la conception du logiciel. En effet, la
sélection d'un type de variable définit le
jeu de traitements qui pourra lui être
appliqué. Par exemple, on ne peut pas
faire une régression avec les codes des
provinces! Ceci constitue un garde-fou
important lorsque le logiciel est utilisé à
des fins didactiques: on ne peut faire
n'importe quoi, n'importe comment.
Mais l'«intelligence» de JMP va bien au-
delà de la prudence pédagogique: en
fonction de la plate-forme statistique
choisie par l'utilisateur, c'est telle ou
telle autre technique statistique qui est
automatiquement sélectionnée.
On accède à l'une des six plates-
formes statistiques par le menu
ANALYZE. Une plate-forme est une
fenêtre interactive qui permet
d'analyser les données, d'explorer ies
graphiques et d'enregistrer les résultats
obtenus. Pour réaliser une analyse, il
faut choisir l'échelle de mesure et le rôle
de chaque variable. Les variables Y sont
considérées comme «exogènes» (dites
aussi «variables dépendantes» ou
«variables à expliquer», etc.): elles
représentent le phénomène objet de
l'étude. Les variables X sont des
variables «endogènes» (dites aussi
«variables indépendantes» ou «va-
riables explicatives», etc.): elles sont
censées être en relation avec les valeurs
des variables Y.
• Distributions of Y's: décrit la
distribution de chaque variable Y à
l'aide d'histogrammes ainsi que
d'autres graphiques et paramètres
sta tistiques.
• Fit Y by X: ajuste une variable Y
Analyse exploratoire des données
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figure nO 1.14. JMP: le tableau de données et les plates-formes
statistiques du menu ANALYZE.
par une variable X, et cela conformé-
ment aux échelles de mesure adoptées.
Selon le cas, il s'agit de corrélation, de
régression simple, polynomiale ou
logistique, de tableaux croisés ou de
tests de comparaison de moyennes
entre groupes.
• Fit Y by X's: ajuste une variable Y
par toutes les variables X, et cela confor-
mément aux échelles de mesure adop-
tées. Selon le cas, il s'agit de régression
multiple ou d'analyse de la variance ou
de la covariance.
• Specify Model: permet de réaliser
des analyses de covariance avec un
grand nombre d'options.
• SPIN: donne accès à la méthode
de la toupie.
• Y's by Y's: calcule les corrélations
entre plusieurs variables Y et affiche le
Scatterplot Matrix, l'un des graphiques
centraux de l'analyse exploratoire.
Tous les traitements proposés par le
menu ANALYZE se caractérisent par
une interactivité poussée à l'extrême.
Par exemple, après avoir donné le rôle X
à la variable %O-14ans, et le rôle Y à
Pop /Resid, et activé l'article Fit Y by X
le logiciel trace un graphique bivarié
(figure nO 1.15). Un clic sur un point a
pour effet de le souligner dans le
tableau de données (comme le faisaient
les deux précédents logiciels).
L'étude de cette relation pourrait
très bien s'arrêter là. Mais le bouton
Fitting réalise l'ajustement d'une
courbe, ici une droite, qui montre que
les communes les plus jeunes sont
aussi celles où les résidences princi-
pales sont le plus peuplées, ce que
confirme le coefficien t de détermina-
tion (Rsquare=0.51).
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figure n° 1.15. lM?: Un graphique bivarié accompagné d'un ajuste-
ment linéaire.
L'étude de cette rela tion pourrait
encore s'arrêter là. Mais JMP propose
les deux boutons Analysis of Variance qui
donne le tableau d'analyse de la
variance, et Parameter Estimate qui
affiche les coefficients de la droite de
régression. Pour poursuivre l'analyse, il
suffit de cliquer sur l'un ou l'autre de
ces boutons pour faire apparaître les
résultats des traitements.
Les autres menus sont beaucoup
moins importants sur le plan concep-
tuel. Mais les articles auxquels ils
donnent accès démontrent, s'il en est
encore besoin, l'imagination que les
Analyse exploratoire des données
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programmeurs de SAS Institute ont
déployée pour faire de JMP un produit
extrêmement convivial.
FILE réalise toutes les opérations
nécessaires à l'ouverture, la sauvegarde
ou la fermeture d'un fichier de données.
De plus, l'article TRANSFORM donne
accès à toute une panoplie d'options
très utiles pour produire de nouveaux
tableaux de données à partir de
tableaux existant déjà: association de
tableaux, tris sur plusieurs clés, sous-
tableaux par sélection sur plusieurs
critères, etc.
EDIT comprend les habituelles
fonctions de copier / couper / coller.
L'article JOURNAL permet de
conserver dans un fichier texte le
contenu des fenêtres successivement
actives ce qui peut être très pratique
pour la recherche d'éventuelles erreurs
de manipulation.
ROWS assure un ensemble de fonc-
tions portant sur les lignes du tableau
de données. En particulier, grâce à
l'article EXCLUDE/INCLUDE, il
devient possible d'exclure ou d'inclure à
nouveau toute observation d'une série
de traitements, sans avoir à l'effacer du
fichier de données.
COLUMNS permet d'agir sur les
variables définissant leurs rôles dans les
analyses (variables X ou Y, concurrem-
ment aux menus déroulants présents
dans chaque colonne). Ce menu auto-
rise aussi l'ajout de nouvelles colonnes,
ou le déplacement à l'intérieur du
tableau de colonnes existant déjà ainsi
que leur suppression réelle ou virtuelle
(on ne voit plus ces colonnes, mais elles
existent encore dans le fichier).
TOOLS comprend les articles d'une
boîte à outils qui définissent l'action de
la souris à un moment donné. Dans une
fenêtre contenant des résultats, ces
outils permettent de couper, de déplacer
ou d'interroger JMP qui en précise
alors la signification statistique.
WINDOW simplifie l'accès aux
multiples fenêtres qui s'ouvrent pour
chaque plate-forme statistique. Les
noms de ces fenêtres en sont les princi-
paux articles: une fois sélectionnées, ces
fenêtres deviennent actives et
accessibles, à la lecture par de classiques
ascenseurs.
On retiendra de cette présentation
que JMP, tout comme DataDesk,
conduit l'utilisateur à analyser ses
données pas à pas, afin de lui éviter de
se noyer dans les chiffres, tout en
gagnant sur le temps de traitement, ce
qui, avec un micro-ordinateur demeure
aujourd'hui encore un atout très impor-
tant. Grâce à JMP, on peut, à tout
moment, approfondir une relation parti-
culière ou explorer une nouvelle voie ce
qui correspond bien au précepte central
de l'Analyse Exploratoire.
1.4. MacSpin
MacSpin n'est pas à proprement
parler un logiciel d'analyse statistique
mais, comme l'indique l'éditeur lui-
même, un logiciel d'analyse graphique
des données. Il s'agit néanmoins d'un
système très original d'étude des
données statistiques qui rendra bien des
services à tous ceux qui ne veulent pas
(ou ne peuvent pas) suivre les lois
contraignantes de la statistique clas-
sique. D'ailleurs, comme l'indique intel-
ligemment la documentation, on aura
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intérêt à utiliser MacSpin conjointe-
ment avec un véritable statisticiel afin
de préciser les structures découvertes
par l'estimation plus précise de leurs
paramètres statistiques.
MacSpin est entièrement dédié à
l'une des méthodes propres à l'analyse
exploratoire, la toupie (spiner). Son fonc-
tionnement sera présenté dans la troi-
sième partie de cet ouvrage.
La plus grande partie du bureau de
MacSpin est occupée par le nuage de
points blancs sur fond noir dont les
coordonnées ne sont que les valeurs sur
les variables X, Y et Z sélectionnées
dans la fenêtre supérieure droite de
l'écran nommée Variables. Le système
d'axes permet de savoir sous quel angle
le nuage de points est observé dans
cette galaxie (figure nO 1.16).
Sur la gauche, on trouve une boîte à
outils qui assure les fonctions d'identifi-
cation et de sélection des points et,
surtout, la rotation du nuage de points
autour de l'un des trois axes, d'où le
nom de toupie donnée à cette méthode.
Comme les logiciels précéden ts,
MacSpin simplifie l'exploration du
nuage de points. Par exemple, lorsqu'on
clique sur un point avec l'outil d'identi-
fica tion (le petit cercle en ha u t et à
gauche de la boîte à outils), son nom
apparaît en regard. La fenêtre
Observations réalise, à l'envers, la
même opération: un clic sur un nom ou
un groupe de noms provoque le souli-
gnement des points correspondants du
nuage. Mais, dans tous les cas, les lignes
des observations sélectionnées sont
également soulignées dans le tableau de
données auquel on accède par le menu
Fichier Edition Uue Uor 51-gr. Ligne Dbs. Symb. Fenêtre
E!:I~ Uorlobles
A Province
llPopNC
llvllr76-B4
X %0-146n5
llFemmes
V llNéNC
llAgric
Z llSlllPublic
:CEcrt t
NOINDOU
NONT-DORE
NOUNEA
DUE GOA
OUVEA •
figure n° 1.16. MACSPIN: le bureau.
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'* Fichier Edition llue UIH ~S···I.Jr. l.igm· (Itl~. ~l.~mb. h'n~ tn~
~D Ne.SPI
figure nO 1.17. MACS PIN: le tabl~u de données sur lequel on a défini un groupe
d'observations.
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EDITION. Il existe donc un lien logique
entre tou tes ces fenêtres.
La barre supérieure de l'écran
propose un ensemble de menus. Mis à
part les classiques FICHIER et
EDITION, les autres menus assurent
soit le contrôle de l'environnement de
travail, soit la définition et l'étude des
observations statistiques.
VUE contrôle le graphique en
offrant le choix entre plusieurs positions
d'origine pour les axes et en permettant
l'affichage des points en noir sur fond
blanc ou en blanc sur fond noir.
VAR comprend tous les articles
nécessaires au recodage des variables
existant déjà dans le fichier en cours
d'analyse, ou à la création de nouvelles
variables comme, par exemple, des
pourcentages ou des rapports.
SS-GR. permet de réunir plusieurs
sous-groupes et d'en extraire les indi-
vidus qui composent leur intersection.
LIGNE est un menu qu'il faut
utiliser conjointement avec l'outil ligne
de la boîte à outils (en haut à droite). En
joignant un ensemble de points avec cet
outil, on obtient une ligne brisée reliant
des points aux caractéristiques proches.
On peut tracer et enregistrer plusieurs
lignes sur le même graphique.
OBS. isole ou exclut un groupe de
points du graphique et permet de
rechercher un point donné parmi tous
les points du graphique.
SYMB. donne une palette de
symboles simplifiant l'identification
d'individus ou de groupes d'individus
particuliers.
FENETRE permet de choisir les
fenêtres devant apparaître sur l'écran
ainsi que leur mode d'affichage (super-
posé, etc.).
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D'autres fenêtres composent l'inter-
face utilisateur de MacSpin comme
GROUPES et LIGNES qui contiennent
respectivement la définition des lignes
tracées par l'utilisateur et des groupes
d'observations qu'il a pu constituer.
Pour conclure ce chapitre sur les
interfaces utilisateur, tentons de
dégager les caractéristiques communes
aux logiciels d'analyse statistique
orientés vers l'analyse exploratoire.
En premier lieu, tous ces logiciels se
caractérisent par une très grande inter-
activité, comme il se doit sur Macintosh.
Seul SYSTAT est gouverné par un
langage de commande qui, pour
l'Analyse Exploratoire demeure de peu
d'utilité. Cette interactivité se traduit
par une avalanche de menus déroulants
souvent placés hors de la traditionnelle
barre de menus, par une foule de
boutons de toutes fonnes, par le dépla-
cement d'objets variés (points, icônes,
etc.), en bref, par un véritable réseau
d'actions dans lequel l'utilisateur doit
véritablement naviguer au plus proche.
Ainsi conçue, l'interactivité constitue
une véritable richesse dont l'acquisition,
loin d'être facile et immédiate, passe par
un véritable apprentissage.
Le deuxième trait commun réside
dans les relations que ces logiciels
établissent entre le tableau de données
d'une part et les résultats de traitement
d'autre part, qu'ils soient graphiques ou
numériques. Ceci simplifie énonnément
le travail de lecture, de compréhension
et de vérification des traitements. Grâce
aux liens dynamiques entre fenêtres
(toute modification sur un objet, une
valeur, ou un graphique figurant dans
une fenêtre est immédiatement réper-
cutée dans les autres fenêtres contenant
cet objet), il n'est plus nécessaire
d'imprimer les sorties avant la fin de
l'analyse.
Véritables chefs-d'œuvres de con-
ception informatique SYSTAT,
DataDesk, JMP et MacSpin proposent
une très grande variété de méthodes
exploratoires univariées, bivariées et
m u1tivariées présentées dans les
chapitres qui suivent.
[GJ
EXPLORATIONS
#
UNIVARIEES
De même qu'en statistique clas-
sique, l'analyse exploratoire commence
par un examen attentif des distributions
des variables. Elles expriment diffé-
rentes propriétés mesurées sur chaque
individu et doivent être examinées de
trois façons complémentaires: la locali-
sation, l'étendue et la forme.
La localisation d'une distribution
s'exprime par une valeur caractéristique
de l'ensemble des valeurs prises par une
variable. C'est elle qui résume le mieux
l'ensemble des valeurs. Habituellement,
la localisation s'exprime à l'aide de para-
mètres comme la moyenne arithmé-
tique, le mode ou la médiane.
L'étendue d'une distribution exprime
la dispersion des individus. Comme
précédemment, on résume souvent
l'étendue par une valeur unique, l'écart-
type par exemple.
La forme d'une distribution est une
caractéristique un peu plus difficile à
appréhender comme en témoignent les
adjectifs suivants: normale, en cloche,
symétrique, uni-modale ou pluri-
modale, etc.
La description de la localisation, de
l'étendue et de la forme des variables
permet d'accéder à une bonne connais-
sance élémentaire des données. L'acqui-
sition de cette familiarité passe par
l'emploi de techniques de description
qui prennent en général la forme de
résumés numériques (moyenne et écart-
type) ou graphiques (histogrammes).
L'analyse exploratoire considère que
l'analyse des formes des distributions
statistiques est au moins aussi impor-
tante que l'étude des localisations ou
des étendues. Bien entendu, ces formes
peuvent s'exprimer par leur équation
caractéristique; mais qui peut aisément
identifier la forme d'une distribution à à
l'aide de son équation, mis à part les
statisticiens professionnels? En privilé-
giant la représentation des formes au
moyen de graphiques, on se met en
situation non seulement de mieux en
percevoir les aspects les plus subtils,
mais aussi d'en communiquer aisément
les principales caractéristiques.
Un autre parti-pris de l'analyse
exploratoire, corollaire du premier,
revient à ne considérer les résumés
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numériques que pour ce qu'ils sont: des
raccourcis. Ce n'est qu'en fonction des
enseignements apportés par l'examen
des distributions qu'on peut ensuite
choisir les paramètres numériques les
mieux à même de résumer les caracté-
ristiques des données.
L'analyse doit commencer par les
données elles-mêmes, et non par leur
résumé. En effet, les données étant
souvent difficiles à obtenir, il faut éviter,
au moins dans un premier temps, de les
réduire trop brutalement à une informa-
tion schématique.
Il faut tout d'abord rappeler qu'il
suffit bien souvent de procéder à une
simple mise en ordre des données pour
les faire parler; d'où l'omniprésence des
techniques de tri dans les logiciels trai-
tant des données numériques.
La seconde méthode exploratoire
abordée ici, le diagramme en tige et
feuilles, facilite la perception rapide de
la forme d'une distribution relative à
une série de données.
La description de cette allure géné-
rale doit néanmoins être complétée par
des paramètres plus précis. En analyse
exploratoire, les résumés numériques
résistants, peu sensibles aux valeurs
exceptionnelles, sont préférés aux para-
mètres plus classiques comme la
moyenne et l'écart-type.
Enfin, le diagramme en boîte et
moustaches permet de visualiser de
nombreuses caractéristiques comme,
par exemple, les queues des distribu-
tions;
2.1. Me"re de l'ordre dans les
données
La technique la plus facile pour
examiner les valeurs d'une variable
consiste à classer les individus dans
l'ordre croissant ou décroissant des
valeurs. Une lecture même superficielle
d'un tel tableau ordonné (figure n° 2.1)
permet de remarquer que:
• les taux de variation de la popula-
tion sont plus souvent positifs que
négatifs, et qu'il existe deux valeurs
manquantes figurées par un point ( .).
• la part des agriculteurs représente
plus de la moitié de la population active
dans une seule commune (NOC24,
Pouébo), et qu'elle reste en général infé-
rieure à 30%.
• 30 communes sur 32 renferment
moins de 10% de la population de
Nouvelle Calédonie, Nouméa (NOC18)
représentant à elle seule 41.3% de la
population totale du Territoire.
Avec ces observations élémentaires,
on dispose déjà d'une information
quelque peu élaborée, véhiculée par un
commentaire qui apparaît soit très géné-
raliste (taux de variation de la popula-
tion négatif ou positif), soit très excep-
tionnaliste (poids de Nouméa). Il reste
néanmoins assez difficile de se faire une
bonne idée de la forme des distributions.
2.1.1. SYSTAT
Pour réaliser un tri avec SYSTAT, il
faut introduire le tableau de données
dans l'éditeur à l'aide de la commande
EDIT ou bien en cochant le bouton EDIT
dans la fenêtre de dialogue
affichée consécutivement à
la sélection de l'article
OPEN du menu FILE
(figure n° 2.2). Le tableau de
données se surimpose alors
à la fenêtre de commande
(figure nO 2.3).
Le choix de l'article
SORT du menu DATA
conduit à un dialogue
permettant de choisir la ou
les variables sur lesquelles
le tri doit être réalisé. Cette
sélection se fait de manière
très simple: on choisit une
variable en cliquant sur son
nom et en appuyant sur le
bouton SELECT (figure
nO 2.4). Ici, une seule
variable est retenue; il s'agit
du pourcentage d'agricul-
teurs dans la population
active (AGRIC).
Analyse exploratoire des données
code VAR76-84 Code AGRIC Code POPNC
NOC27 -32,7 NOC26 0 NOC06 1,7
NOC24 -15,7 NOC32 0 NOCl6 2,6
NOC31 -14,6 NOC18 0,1 NOC28 3,3
NOC10 -13,6 NOC17 0,6 NOC01 4,7
NOC07 -10,5 NOC05 0,8 NOC25 4,8
NOC23 -6,4 NOC12 2,3 NOC26 5,6
NOC25 -5,7 NOCOI 2,6 NOC02 7,8
NOC19 -3,0 NOC21 2,6 NOCIO 8,5
NOC16 -2,3 NOC10 4,8 NOC09 8,9
NOC04 -1,1 NOC29 7,7 NOC32 9,5
NOC20 .0,2 NOC02 8,2 NOC12 9,7
NOC32 1,6 NOC06 8,5 NOC19 10,1
NOC08 3,7 NOCII 8,9 NOC24 10,3
NOC29 4,3 NOC31 11,7 NOC31 10,9
NOCl3 5,1 NOC13 13,1 NOC07 11,9
NOC14 7,2 NOC03 13,2 NOC30 13,1
NOC18 7,2 NOC04 16,9 NOC23 13,3
NOC03 8,3 NOC08 17,0 NOC27 13,5
NOC01 9,9 NOC23 17,8 NOC13 14,4
NOC15 10,9 NOC09 20,8 NOC20 19,1
NOC30 14,0 NOC25 21,3 NOC11 20,1
NOC09 17,5 NOC16 21,7 NOC29 20,8
NOC11 17,7 NOC27 23,2 NOC03 23,5
NOC22 21,1 NOC28 25,3 NOC22 25,1
NOC02 23,1 NOC20 25,4 NOC04 26,4
NOC06 30,4 NOC07 29,9 NOC08 27,5
NOC05 32,1 NOC15 30,1 NOC15 31,7
NOC28 35,3 NOC30 33,5 NOC21 33,3
NOC17 37,1 NOC19 38,2 NOC05 38,1
NOC21 41,9 NOC14 43,2 NOC14 55,9
NOC12 • NOC22 47,2 NOC17 100,5
NOC26 • NOC24 52,7 NOC18 413,5
figure nO 2.1, Les trois variables triées dans l'ordre décroissant.
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figure n 0 2.2.
SYSTAT:
l'ouverture d'un
tableau de données
en vue de son
édition (bouton
EDIT coché).
36
Philippe Waniez
,. ~ Fichier Edition
figure nO 2.3. SYSTAT: l'affichage du tableau dans ['éditeur.
,. Ilt File Edit 1. • Groph Stoh Goodies Editor
>EDIT "IJANIEZ2
>
SYSTAT
,
_ _ 2"- ..;
................_ ]' ....'1"......
·.._·_····_···_····4···_··1-····_·
~::::~::::~:::~::):::~::t:::~:
6 1
_ _ ,,:; : _.
::::::::::::::::::~:::::::i:::::::
, "< .'"
,«~~~i.~~,u:~ j;(~~~~
Select sort ullriflbles
FEMMES
NENC
R('RI (
SRLPUBLI
ECRIT
[ Select
-( Concel )
( Cleflr )
figure nO 2.4. SYSTAT: la sélection de la variable de tri du tableau.
Un clic sur le bouton OK provoque
l'affichage d'un nouveau dialogue:
afin de ne pas écraser le tableau initial
par le tableau trié, le logiciel demande
le nom du fichier contenant le résultat
du tri. SYSTAT propose automatique-
ment le nom d'origine suivi du mot
sorted (trié en anglais), mais rien
n'interdit de choisir un nom différent
(figure nO 2.5).
Analyse exploratoire des données
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~ li Flle Edit Groph stots Goudles Edltor
SYSTRT Commond
~ Cl WRNIEZlO
Driue
1:jP.l:1
[ Cllncel"'IQ--
1o
161 SYSTRT 5.0 1
o Dotll Files
D fund.sys
o Help files
D NC.SYS
Soue file os
I~~~!!!!!!!!!!!!!!!!!!!!!!!!
SYSTAT
'EDIT "L.lANIEZ2
•
@ SVSHll 0 leu1 0 l<11I~ 0 m.lll:'
figure n° 2.5. SYSTAT: le choix du nom du fichier content/nt
le tableau trié.
~ li File Edit Dotll Groph Stllts Goudies Editor
:0 SYSTRT Commond E!l
'EDIT "lJANIEZ20:SVSTAT S.O:NC.SVS"
.SAVE "lJANIEZ20:SYSTAT 5.0:NC.SYS Sortad"
•SORT AGRIC
8egln sort
32 cases sorted
Sovin9 sorted fi le
End sort
'EDIT "lJAI'4IEZ20:SYSTAT :5.0:NC.SYS Sorted"
• 1
WRN 1EZ20:SYSTRT 5.0:NC.SYS Sorted
figure nO 2.6. SYSTAT: l'affichage du tableau trié.
Un dernier clic sur le bouton SAVE
déclenche l'exécution du tri. Un nouvel
OPEN avec l'option EDIT permet de
vérifier si tout s'est bien passé: les lignes
du tableau apparaissent réarrangées
selon les valeurs croissantes de la
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variable AGRIe (figure nO 2.6). La docu-
mentation ne signale pas s'il existe une
possibilité de tri à partir de la plus
grande valeur jusqu'à la plus petite.
gagner beaucoup de temps...
2.1.2. DataDesk
Au cours des choix successifs de
l'utilisateur, SYSTAT traduit chaque
requête par une commande dans son
propre langage de commande. Par
exemple, toutes les opérations décrites
ci-dessus se résument aux 4 commandes
suivantes:
>EDIT "l.JANIEZ20:SYSTAT 5.0:NC.SY5"
>SAUE "l.JANIEZ20:SYSTAT 5.0:NC.SYS Sorled"
>SORT AGRIC
>EDIT "l.JANIEZ20:SYSTAT 5.0:NC.SYS Sorled"
En changeant le nom de la variable
dans l'instruction SORT, on peut
réaliser un nouveau tri, sans devoir
parcourir à nouveau l'ensemble des
menus: une possibilité qui peut faire
Avec DataDesk, l'ouverture du
fichier contenant le tableau à trier se fait
dès l'entrée dans le logiciel (figure nO 2.7).
Diverses options sont proposées: l'ouver-
ture d'un fichier de type DataDesk, déjà
enregistré sur disque par ce logiciel,
l'importation à partir d'un fichier texte, le
collage de données en provenance du
presse-papier, ou bien encore, la saisie
directe à partir du clavier.
Un dialogue de sélection apparaît à
l'écran, si le choix porte sur un fichier à
ouvrir, grâce auquel on indique son nom.
Le bureau spécifique à DataDesk se
remplit alors des icônes représentant les
variables du fichier ouvert. Pour
J
Ouurir
Annuler
l:,jp.l:l (~ ..
lecteur
CJWANIE220
1mort dfltfl from teHt file
Open eKisting Data Desk file
1n Illinois:
1-108-498-5615
-.....;::;ot!:::::::====================!JI85-1989
Data Description, inc.
IthlJCB, NY
Odesta Corporation
Northbrook, 1L
figure nO 2.7. DataDesk: la sélection d'un fichier.
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Ronk
Generote Rondom Numbers...
Generote Potterned Ooto...
Rppend 0' Moke Group 1I0riobie
Split into Uoriobles by Group
Moke Dota Table
[uoluote Oeriued Uorioble X=
Substitute y for H
figure n° 2.8. DataDesk: la définition des conditions d'un tri (variables Yet X).
,..
• File Edit Ooto Speciol Modify Monip [ole Plot
o Ne.DATA
1 1 1 1 m m m m
Provinc. Nom 'JIIAQric 'JIIPopNC 'JIIv~r7 ... 'JIIO-l 4...
figure nO 2.9. DataDesk: le tableau d'origine et tableau trié.
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procéder au tri, il faut procéder en trois
temps (figure nO 2.8):
• choisir la variable de tri par un
clic sur son icône, ici %Agric. On
désigne symboliquement cette variable
par la lettre Y.
• choisir les variables qui accompa-
gneront Y dans le tableau trié par un
clic sur leurs icônes, touche majuscule
enfoncée, ici Code, Province et Nom).
On désigne symboliquement l'ensemble
de ces variables par la lettre X. Le
tableau de données résultant du tri ne
contiendra donc que la variable Y et les
variables X, ces dernières étant en
général un sous-ensemble des variables
du tableau d'origine.
• sélectionner, dans le menu
MANIP, l'article SORT ON Y, CARRY
X'S.
Une nouvelle fenêtre s'affiche
portant le nom de la variable de tri
(%Agric). Outre cette variable, elle
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Monip [61c Plot
figure n° 2.10. DataDesk: l'ouverture des icônes des variables du tableau trié.
figure n° 2.11. DataDesk: les options de tri.
Unsort Indice est une variable numé-
rique contenant le rang des observa-
contient, comme prévu les icônes des
variables X et une icône supplémentaire
nommée Unsort Indice (figure n° 2.9).
tions avant le tri. On vérifie que
le tri s'est bien déroulé en
ouvrant les icônes du tableau
%Agric (figure nO 2.10).
DataDesk ne peut procéder
directement à des tris de profon-
deur multiple, sur plusieurs
variables simultanément,
comme SYSTAT ou même JMP
(voir ci-après). Mais, vis-à-vis de
SYSTAT, il offre une bien plus
grande richesse d'options de tri.
On y accède en choisissan t
l'article SET SORTING
OPTIONS du sous-menu
MANIPULATION OPTIONS
du menu MANIP (figure n° 2.11):
• tri numérique ou alphabétique: un
tri alphabétique sur une variable numé-
rique considère les valeurs comme une
chaîne de caractères. L'ordre final est
donc constitué de toutes la valeurs
tt OK ~
( Cancel)
~ @ nppend miuing cases to end
a Omit miulng cElses
J
[ 50rting Options
(
@ Numeric
f 0 Rlphobetic
~
~ @ nscending
o Oescending
rronsform
Sur 1 un Y. 1:d1"'~1 )l's
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commençant par 0, puis 1, 2, etc., même
si ces valeurs varient entre 1 et 1 000 000.
• tri dans l'ordre croissan t ou
décroissant des valeurs.
• valeurs manquantes rangées à la
fin du tri ou supprimées d'emblée de
celui-ci.
Columns RnolYZB Toois Window
NC~MP 0§
8 1 ! ~. ~.,"
32 R "Dm ! ....PopNC j·Jh......76-84! "0-t4..n Hi!
._ _ _..•._•.••_................ .' (:!t!i
~~lIr::~~ X :~~~~1~lt:~;;;E~ii~;:~_~1il:;:~~~ I!III
.............................................. iF AR INO ! 1,7! 30,4 i 31 !iiiH
:: :~~~e;:~~:~.:~ :::=I~~~::::r::_:i~~E::~~~I:::::~~ ~Iill
••• , LE5-DE5-P INS i 8,9! 17,5 i 42 iHiH
.........._. ._•••• _ •••• _ •••• _ ••• _ " ' •• 0_'0' ._•••• _ _ _ •• 1.- •••• _ •••• _ •••• _ ••• '_'0' _ •••• _ _ •••_.,_ ._••••_ •••• _ •••• _ ,_'. _ _ 1 _ _ •••• _. 11, III
lKAAL,t.-GOHEN! 8~S! -13,6! ~1m
........... Qui t X Q -+ , + """
'----rT'Tlll=r,...-~, !KONE i 20,1 i
...._...._...-....-...._...._.... ~.. ·_····-····_········~ .... ~·· ..-····_····_··i·_····_····_·..._...._...•...._...._....;...._...._...._...._...._.';'-"
12 NOC12:N :KOUMAC i 9,7i 81 36\,
...._ __ - _ _ _ _ _ -·..r·· .._ - _ -.. i·_....•...._ _ _ _ _ - _ - _ - _ _ _ _. "1'_ - _.. ::::: :
U NOCU iS ' A-FOA ! 14,4' 5,1; 35
!2J
figure n° 2.12. JMP: les menus pour la sélection du tri.
2.1.3. JMP
figure n° 2.13. JMP: la boîte de dialogue pour le choix des options
d'un tri.
Sort By:
d ... l.: l ... u )
( Help )
i?, '7.Rgric
(BpmolJP)
( » Rdd » )
( [oncel )
Columns
• 1
'7.SoIPublic
'7.Ecrit
'-uar76-84
1.0-140n5
"'femmes
'7.NéNC
o Reploce orlglnol Tobie
-----~=====~
Output Doto Nome: I_N_C_,t_r_ié_-_.,._o_g_r_ic ---J
Pour trier un tableau
de données avec JMP, il
faut }'avoir préalablement
ouvert à l'aide de l'article
Open du menu File.
Lorsque les données sont
affichées à l'écran, on
sélectionne l'article Sort
du sous-menu de l'article
Transform du même
menu File (figure n° 2.12).
Une boîte de dialogue
s'affiche alors à }'écran
(figure nO 2.13).
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... ~ File Edit Rows rolumns RnalYZ8 100ls Window
Nr.JMP
.,
figure n02.14. JMP: l'affichage du tabletlu trié.
On peut ainsi sélectionner les
variables de tri du tableau (ici la seule
variable %AGRIC) et fixer l'ordre du
classement; par défaut, cet ordre est
ascendant comme l'indique l'icône figu-
rant en face du nom de la variable
retenue (sa base est plus large que sa
partie supérieure).
Un simple clic sur le bouton
a...ZjZ...a permet de renverser cet ordre
(l'icône correspondante est une pyra-
mide inversée), c'est-à-dire d'ordonner
les individus de la plus grande à la plus
petite valeur.
Enfin, cette boîte de dialogue permet
de choisir entre le remplacement du
tableau affiché par le tableau trié, ou
bien l'enregistrement suivi de l'affichage
d'un nouveau tableau: dans ce cas, le
nom du nouveau tableau est saisi dans
la zone d'édition prévue à cet effet. Le
tableau trié s'affiche ensuite à l'écran
(figure n° 2.14).
L'ordre des variables dans le tableau
reste néanmoins inchangé, ce qui rend
difficile l'identification des individus
lorsque l'écran ne peut contenir toutes
les variables, ce qui est ici le cas.
JMP offre donc la possibilité de
rapprocher la variable ayant servi au tri
du tableau de la ou des variables permet-
tant d'identifier les individus. Après
avoir sélectionné la variable à déplacer
(%Agric), l'article Move to First du menu
Columns (figure nO 2.15) la place à côté
des variables Code, Province et Nom. On
peut alors réellement associer un nom ou
une appartenance provinciale à chaque
valeur (figure nO 2.16).
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figure n° 2.15. JMP: Déplacement d'une colonne du tableau de données.
~ ,li File Edit Rows Columns Rnolyze Tools Window
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1 olNoc26 iN !POUM 1 5.6 i
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figure n° 2.16. JMP: la variable %Agric se retrouve à côté des variables d'identification
des individus.
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2.2. Le diagramme
en tige et feuilles
Philippe Waniez
on empile leurs valeurs de la manière
suivante:
20 Il 3559
Dans son ouvrage Exploratory Data
Analysis, John W. Tukey propose une
technique simple pour visualiser des
données classées dans l'ordre ascendant
ou descendant des valeurs. Le
diagramme tige et feuilles (stem an leaf
plot) permet d'apprécier la forme de
leur distribution. Ce type de
diagramme fait appel aux nombres
entiers, ce qui simplifie l'approche
initiale du tableau de données.
Considérons, par exemple, la part
des agriculteurs exploitants dans la
population active. La valeur maximum
s'élève à 52.7%, 52% en arrondissant à
l'entier inférieur. On construit la tige en
traçant une colonne de 6 chiffres corres-
pondant aux dizaines, soit les valeurs
de 0 dizaine à 5 dizaines (0 à 50%). Les
feuilles s'attachent à la tige d'après les
valeurs des individus: pour 52%, le
chiffre 2 apparaît derrière la valeur 5 de
la tige; lorsque plusieurs individus
entrent dans la même dizaine,
20,21,21,23, 25 25 et 29
Cette technique permet d'aboutir
facilement à la visualisation des formes
de distributions (figure n O 2.17). Ainsi, il
apparaît très clairement que:
• la distribution des taux de varia-
tion de la population présente une
forme à peu près en cloche, très diffé-
rente des deux autres variables.
• la proportion d'agriculteurs dans
la population totale et la contribution
des communes à l'ensemble des habi-
tants du territoire présentent des formes
semblables, avec une très forte repré-
sentation des faibles valeurs (sans qu'on
sache pourtan t si ce sont les même
communes dans les deux cas).
Par rapport aux traditionnels histo-
grammes, le principal apport du
diagramme en tige et feuilles réside
dans sa capacité à conserver les valeurs.
Mais, comme pour l'histogramme, la
principale difficulté de construction du
diagramme en tige et feuilles revient au
choix de l'intervalle de classe choisi. Cet
intervalle conditionne directement
VAR76-84 AGRIC POPNC
-3 2 0 0000022247888 0 12344578899
·2 1 133677 1 000133349
-1 5430 2 0113559 2 003567
.0 653210 3 038 3 138
+0 13457789 4 37 4
+1 0477 5 2 5 5
+2 13 ***hors limites
+3 0257 10 0
+4 1 41 3
figure n°2.17. Diagrammes en tige et feuille des variables de la figure n"2.1.
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l'allure générale de la distribution, et
par conséquent, une part importante de
ce qui sera dit sur chaque variable ainsi
représentée. Disons tout de suite qu'il
n'existe pas de méthode idéale pour
choisir l'unité de construction de la tige.
Le principe général stipule qu'il ne faut
pas avoir une trop grande proportion
de l'ensemble des observations se
retrouvant dans la même classe.
été construite de la même manière pour
chaque graphique. De telles comparai-
sons peuvent aboutir à des conclusions
absurdes: dans ce cas, il est préférable
d'utiliser d'autres techniques de descrip-
tion, plus complexes que le graphique en
tige et feuilles, mais donnant aussi des
résultats dépendant moins directement
de la technique employée.
Pour la contribution des communes
à la population du Territoire, on aurait
pu choisir un intervalle de 100 (soit une
tige composée des valeurs 0, 1 2, 3 4.
Dans ce cas, 30 communes sur 32 se
seraient retrouvées face à la valeur 0, et
rien n'aurait pu être remarqué mis à
part la présence de deux communes
exceptionnelles. Dans tous les cas,
l'intervalle est constant, sauf pour les
valeurs «hors limites».
L'attention du lecteur est donc attirée
sur les risques encourus lors de la
comparaison des formes de distributions
visualisées à l'aide de diagrammes en
tige et feuilles dont la tige n'aurait pas
2.2.1. SYSTAT
Seul logiciel, parmi les quatre retenus
ici, à proposer le tracé de diagrammes en
tige et feuilles, SYSTAT démontre son
«encyclopédisme statistique».
AprèS avoir ouvert le fichier conte-
nant les données à l'aide de l'article
OPEN du menu FILE, l'article STEM
du menu GRAPH permet de choisir le
type de diagramme en tige et feuilles
(figure n° 2.18). Une boîte de dialogue
s'ouvre alors (figure n° 2.19): elle
remplit deux fonctions principales.
Dans la partie supérieure, l'utilisateur
choisit la ou les variables à représenter;
,.. ~ File Edit Doto stots Goodies
POPNC
AGAIC
Ef'Jcl
Function
~~D~~~i Il.:".~~.....JI1~G-=-~~~~~0!1§1
>USE ·~ANIE220:SYSTAT S ~ -- ~
Uarl ab 1es 1n SYSTAT REC 3-D Plot BM Box
CODE' PROU 1li ... ...
ANSO '4 FEMM r.::-,.. h-" !"
ECR 1T POPRES l:.:...-:J l.I1I..tnl
C..te-gory De-nsity
figure nO 2.18. SYSTAT: le choix du type de graphique STEM.
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TITLE donne accès à
une zone d'édition où
l'utilisateur saisit le titre
devant figurer sur le
graphique.
LOG et POWER trans-
forment les variables sélec-
tionnées en logarithmes ou
en puissance. Ces options
son t indispensables pour
analyser des effectifs. De
telles transformations agis-
sent sur les données soit en
«resserrant» l'étendue des
valeurs (transformation
LOC), soit, au contraire, en
la «dilatant» (transforma-
tion POWER). Ceci a pour
effet direct une modifica-
tion de la forme du
diagramme. Ces options
sont donc d'un usage
délicat et ne doivent être
employées qu'après avoir
vérifié que le graphique,
sans transformation, n'est
pas exploitable. Notons
que LOG et POWER
n'affectent pas les données
du fichier, qui res teron t
donc inchangées, mais
uniquement les valeurs de
la variable au moment du
tracé du diagramme.
Enfin, LINES est sans doute l'option
la plus indispensable à qui veut
contrôler le tracé du diagramme. Grâce
à elle, on peut en effet choisir le nombre
de lignes du diagramme. Sur une même
variable, le résultat obtenu apparaît
bien différent selon qu'on laisse faire le
t 1 t 1
• 11.•• .,
·
l't'"
·
...
·
...
Un.s L0 9
• • • •• • • •
• lU'" •
,,,.,,
• ... • ...
Pow.,. Titi.
CODES
PRDUINCES
NOMS
poPNC
UHR7604
( Select)
IUHR7604
( DK J
( Cuncel )
( Cleur )
figure n° 2.20. SYSTAT: l'effet de l'option LINES.
A: sans option, B: avec UNES=16.
figure n° 2.19. SYSTAT: la fenêtre de sélection des variables à
représenter et des options du graphique STEM.
>USE "l.lANIEZ20:
Variables ln S'I'
CODES
RNS014
ECRIT
>GRRPH
>
=0 5YSTAT LJiew ;;;;;;;;;PJ= ~O 5YSTAT LJiew _0~
~ IQ li! lQ
-3 2
-2
-2
-3 2 -1 ~
-2 -1 430
-1 5430 -{) 65
-OH 0::13210 -OH 321D
on 13457789 0 134
IHO..77 on 577811
2 13 1 04
3 0251 IH 77
1 1 2 132
3 02
3 57
4 1
~ ~Q]
r • File Edit Doto Stots Iioodies
SYSTAT Commond
leurs noms sont copiés dans la fenêtre
d'édition prévue à cet effet, au-dessous
du bouton SELECT.
La partie inférieure est dédiée à des
options. La règle donne la possibilité de
choisir les dimensions du graphique.
Analyse exploratoire des données
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logiciel (figure nO2.20.A) ou qu'on lui
indique le nombre de lignes qu'il doit
tracer (figure nO 2.20.8).
2.3. Les résumés numériques
résistants
li suffit donc de changer le nom de
la variable dans l'instruction STEM ou
d'ajouter des options derrière le nom de
cette variable (ici /LINES=16) pour
réaliser un nouveau diagramme, sans
avoir à parcourir l'ensemble des menus.
Comme pour les tris, tous les choix
successifs de l'utilisateur dans les
menus ou les boîtes de dialogue sont
traduits par SYSTAT dans son langage
de commande. Par exemple, les opéra-
tions décrites ci-dessus se résument aux
4 commandes suivantes:
Les possibilités offertes par
SYSTAT pour le tracé de diagrammes
en tige et feuilles sont donc assez
variées et, comme il s'agit du seullogi-
ciel à proposer ce genre de graphique,
ces qualités doivent être soulignées. On
peut néanmoins regretter l'absence de
lien dynamique entre la fenêtre
graphique et l'éditeur de données, qui
aurait permis d'identifier les observa-
tions par un clic sur le diagramme.
POPNC
AGRIC
EAU
Pour palier ces inconvénients, on fait
appel à des résumés numériques résis-
tants, ainsi nommés car ils ne sont pas
trop sensibles aux valeurs exception-
nelles. Parmi l'ensemble de ces tech-
niques, celles dites «ordinales», parce que
basées sur les rangs des individus, sont
sans doute les plus aisées à mettre en
application. Ainsi, à la moyenne arithmé-
tique comme indicateur de la localisation
d'une variable, on préfère la médiane:
lorsque les individus sont classés dans
Les utilisateurs des méthodes statis-
tiques classiques connaissent bien la
sensibilité de certains paramètres aux
valeurs exceptionnelles. Or, c'est sur ces
paramètres que se fonde l'essentiel de
leurs analyses. Comment ne pas s'inter-
roger sur le bien-fondé de l'information
véhiculée par la
moyenne arithmétique
et l'écart-type, deux
paramètres parmi les
plus fréquemment
utilisés en statistique.
En moyenne, la popu-
lation de chaque
commune de Nouvelle
Calédonie représente
72.3%0 de la population du totale du
Territoire. Sans Nouméa et sa
«banlieue», Mont Dore, ce chiffre tombe
à 16.2%0 seulement (les différences sont
encore plus importante pour l'écart-
type: 72.3 contre 12.2). Deux observa-
tions exceptionnelles peuvent donc
modifier profondément la localisation et
l'étendue d'une distribution.
NOMS
NENC
DEPEN
)USE "~NIEZ20:SYSTAT S.O:NC.SYS"
Variables in SYSTAT RECT fi le are:
CODES PROVINCES
ANSOt4 FEMMES
ECRIT POPRESID)GRAPH
)STEM UAR7684
)STEM UAR7684/L1 NES=16
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N 32 N 30
maximum 100.0'5 413,50 maximum 100.0'5 55,900
99.5')1 413,50 99.5')1 55,900
97.591 413,50 97.5'5 55,900
90.0'5 50,56 90.0'5 33,140
quartile- 75.091 26,07 quartile- 75.0'5 23,900
me-dian. 50.0'5 13,20 m.dian. 50.0'5 12,500
quartil. 25.0'5 8,60 quartile- 25.0'5 8,325
10.091 3,72 10.0'5 3,440
2.5'5 1,70 2.5'5 1,700
0.591 1,70 0.5'5 1,700
minimum 0.0'5 1,70 minimum 0.0'5 1,700
IIvec Noumée et Mont Dore 'lin, Noumée et Mont Dore
figure n° 2.21. Les résumés numériques basés sur la médiane
et les quartiles, avec Nouméa et Mont Dore et sans ces
communes.
(hinge). Le pivot inférieur
(premier quartile) correspond à la
valeur en dessous de laquelle on
trouve lUl quart de l'effectif total;
de même, le pivot supérieur
correspond à la valeur au-dessus
de laquelle on trouve lUl quart de
l'effectif total. L'in tervalle
compris entre le pivot inférieur et
le pivot supérieur (soit la moitié
de l'effectif total) porte le nom
d'intervalle interquartile; les
spécialistes de l'analyse explora-
toire préfèrent le terme d'étendue
du centre (midspread) ce qui
semble bien plus imagé.
l'ordre croissant ou décroissant, la valeur
médiane partage les individus en deux
ensembles d'effectifs égaux.
Pour apprécier l'étendue, on fait
appel aux premiers et troisièmes quar-
tiles qui, dans le jargon de l'analyse
exploratoire, prennent le nom de pivots
Le caractère résistant de la médiane
et de l'étendue du centre apparaît très
nettement: avec Nouméa et Mont Dore,
la médiane de la part de chaque
commune dans la population totale de
Nouvelle-Calédonie atteint 13.2%0 alors
que sans ces deux communes, sa valeur
est de 12.5%0 soit seulement 0.7%0 de
,.. * file Ellit Olstu Grélph S1<lh (joodi(~~
SYSTAT Anlllysis
STH1 RI) I..EJF PlDT IF ~ 11U..E: Pœl'tC ," = 32
nl"l"" 15:
~ HIr«E 15:
rBJl~ IS:
lFf'ER HIr«E 15 :
NlXI,.., 15:
1. 7(1)
8,7(1)
13.2lIJ
25.7.iJ
413,:5110
SYSTAT Uiew
o 12344
OH 5788Qg
1n00013334
1 g
2 003
2H567
3 13
3 8
.··OUTSIOE URLUES··.
5 5
10 0
41 3
figure nO 2.22. SYSTAT: le résumé numérique résistant.
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Set Regression Options ...
Set [Iuster Rnolysis Options ••.
Set Principal [omponents Options ...
Set Frequencies Options ...
Set Tobie Optlons .•~
Lorsque tous les paramètres à
calculer ont été choisis, il suffit de sélec-
tionner l'article SUMMARY REPORTS
du menu CALC pour effectuer le traite-
ment proprement dit. Il dure de
quelques secondes à quelques minutes,
en fonction de la quantité d'information
à intégrer au calcul. Puis, une fenêtre
contenant tous les résultats s'ouvre
(figure nO 2.25).
au critère de résistance défini plus haut.
Il suffit d'aller cocher les cases néces-
saires. Outre les classiques médiane,
minimum, maximum, quartiles, on
trouve dans ce tableau l'étendue inter-
quartile (Interquartile Range), la valeur
centrale entre deux pourcentiles (Mid k
%), et la différence entre deux pourcen-
tiles (k-th %ile Diff>, forme généralisée à
tout pourcentile de l'intervalle inter-
quartile. Pour toutes les valeurs rela-
tives aux pourcentiles, le logiciel
propose une zone d'édition: ici, 25 fait
référence aux quartiles, mais 10 ferait de
la même manière, référence aux déciles
et 100 aux centiles.
SlIrnrnary II<~ll(JJ1'
SlIrnrnal'i(~, os Lld ..iéltll<~,
'ft.'sf...
[,tjmnh~...
2.3.2. DataDesk
t=!'(HIU(UJ( l.t Urt.>llklJoUJll
Une partie seulement 1: l)ntinlJt~IH:~J ldtlle,
des indicateurs fournis figure n° 2.23. DataDesk: Pour définir le contenu du résumé statistique...
par DalaDesk répondent
2.3.1. SYSTAT
Le contenu des résumés numériques
résistants proposés par DataDesk
dépend de ce que souhaite obtenir
l'utilisateur. En effet,
l'article SELECT SUM-
MARY STATISTICS...
du sous menu CALCU-
LATION OPTIONS du
menu CALC (figure
n° 2.23) donne accès à _.._ _ _ _ _ _ .
1: orrplo tlons •
une boîte de dialogue Ih~l]rt~s,iol'l
grâce à laquelle on peut BN(Illfl
sélectionner les indica- Un(~al' to-1(ld(~I,
l' h . 1: 'usf(~ .. f1r"'I~J,js
teurs que on sou alte I>ril'll:illéll COHlII(Hl(ml,
calculer (figure n° 2.24).
différence. Cette résistance s'affirme
aussi sur les quartiles: 8.6 contre 8.3
pour le premier, 26.1 contre 23.9 pour le
troisième.
Avec SYSTAT, les résumés résis-
tants accompagnent les diagrammes en
tige et feuilles. li n'y a donc rien à faire
de plus. Le tableau numérique s'affiche
dans une fenêtre standard nommée
SYSTAT ANALYSIS (figure nO 2.22). On
Y trouve le nombre d'observations
entrant réellement dans le calcul (à
l'exclusion des valeurs manquantes), le
minimum et le maximum, la médiane et
les quartiles nO 1 et nO 3 (lower hinge et
upper hinge).
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• Il
d'abord, elle possède un lien
dynamique avec la fenêtre
des données qui permet de
procéder à un nouveau
calcul, simplement en dépla-
çant l'icône d'une autre
variable (figure n° 2.26).
Après quelques instants, les
nouveaux paramètres s'affi-
chent dans la fenêtre des
résultats (figure nO 2.27).
Correlations
Regression
RNOUR
Lineor Models
[Iuster Rnalysil
Principal Components
Summories 81 Uoriables
Test...
Estimate...
1 Frequency Breolcdown
Contingency Tables
Mais la puissance de DataDesk ne
Loin d'être un gadget,
cette possibilité correspond
bien aux principes de
l'analyse exploratoire. En
effet, rien n'impose la réalisa-
tion de calculs massifs dès le
premier contact avec les
données. En procédant pas à
pas, avec intuition et méthode, sans se
laisser dépasser par un amas de chiffres
insurmontable, le chercheur se met en
position de trouver plus facilement le
résultat qu'il pressent.
t OK B[[OnCel )
Spreods
o Standard Deviation
l8]lnterquortile Ronge
ORonge
o Variance
Order Statistics
l8] Minimum
l8] Maximum
18I le-th Kile. 1e:12s.oo 1
18I le-th Kil e. k:17S.00 1
l8l le-th largest.~
18I le-th Smollest.~
18I Mid k Z. k=~
l8] le-th Zile Diff.~
Co~ Nom 'JI'JI5PopNC 'JIvM"7...
;~~m~~mm!lw~~~ 0 [>iiiJJ1f!
Summart,j ,tetf'Uc, for
Numea,u ·32
Medl8n • 13,200
Interquertile renge • 17.475
Minimum· 1.7000
Mtximum ·413.:10
25-th "ile • 8.6000
75 -th "ile =26.075
I-th Lergut .. 413.50
1-th Smell"t • 1.7000
Mid 25Percent = 17.337
25-th "ile Difference =17.475
figure n° 2.25. DataDesk: un résumé statistique résistant de la variable %%POPNC.
Summary Statistics
Centers
o Mean
l8] Medi on
o Midronge
o Biweight. cc::::=J
Moments
o Slc:ewness
o Kurtosis
General
o • Numeric cases
[] • NonNumeric cases
l:8I Total • cases
figure nO 2.24. ...il suffit de sélectionner les indicateurs proposés
par DataDesk.
Si le calcul des résumés statistiques
résistant à l'aide de DataDesk semble
extrêmement simple, il ne faut pas en
conclure que ce logiciel s'en tienne à
cette tâche, somme toute assez banale.
En effet la fenêtre des résultats possède
des vertus (un peu) cachées. Tout
~ ~ File
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s'arrête pas là. Un clic sur le nom d'une
des variables donne accès à un nouveau
menu dans lequel on peut choisir un traite-
ment complémentaire (ce type de menu
porte le nom anglais de hyperview menu).
Par exemple, un histogramme peut
compléter utilement la série des para-
mètres numériques (figure n° 228 et 2.29).
,. li File Edit Data Special Modify Manlp Cale Plot
~ m m
Cod. PrevWlo. Nom
o ~ 'JIII'JIIIPopNC
ummery It.ti.tie. for
edilln .. 13,200
nterquartile r.nQe = 17,475
inimum = 1,7000
IIximum = 413,50
5 -th "ile =8,6000
5 -t h "ile =26,075
ID 1 m ID ID
.v.r7... • 0-14... .F.mm. .. .~NC
figure nO 2.26. DataDesk: le déplacement de l'icône d'une nouvelle
variable...
,.
• file Edit Data Special Modify ~anip Cale: Plot
OIIIlCt"'i
ID ID ID m 1 m ID ID
Co~ Provine. Nom .Vop... .v.O... .0-14... 'IF.mm... .Nél'«:
l> 'JIII'lIPopNC
Summery .t.ti.tiel for
Medi.n • 13,200
1nterquertile rllro<je • 17,475
Minimum. 1,7000
Maximum .. 413,50
25 -th "ile • 8,6000
75 -t h "ile .. 26,075
Summllry It.tiltie. for 'IIIv"'76 -84
Mediln =6,1500
Interqulrtile r'noe .. 22,225
Minimum· -32,700
Maximum., 41,900
25-th "ile = -3,6750
75-th "il•• 18,550
figure nO 2.27.... et la fenêtre des résultats est immédiatement mise à jour.
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,.. • File Edit Dotn Speciol Modify Monip [ole Plot
0 NC.DATA
m ~ m m 1 ~ m
Provin~ Nom "Wop... "vAr7... "0-14... "F.mm...
SummU\I ,tat;,tic, for : .
Mediln • 6,1500
1nte rq ue rtile rellge " 22,225
Minimum" -32,700
Maximum oc 41,900
25 -th XiIe" -3,6750
7:5 -th Xtle oz 18,:550
figure n° 2.28. DataDesk: le choix du tracé d'un histogramme dans le menu
hyperview.
,.. • File Edit Doto Speelol Modify Monip [ole Plot
~ m ID m m ID ID
Co. Provinc. Nom ....Pop... "vw7... "0-14... "F.mm...
Sumfllllr\l ,tethtic, for
Medien • 13,200
Interquertile rlnQe = 17,475
Minimum = 1,7000
Meximum .413,50
25 -th 'Jlile oc 8,6000
?' -th Xlle " 26,075
SumlTlllr\l ,tetistic, for 'lIver76 -84
Median = 6,1500
1nterquartile ranQe .. 22,225
Minimum .. -32,700
Meximum ·41,900
25 -th Xile .. -3,6750
75 -th XiIe " 18,550
figure n° 2.29,DataDesk: l'affichage de l'histogramme
de la variable %var76-84.
Analyse exploratoire des données
Plot
Celtulallon Optlonl
Summary Reportl
•• 1
ro~!!r.!Jlrn'l~~~~~mrnl!'!!!!r.!Jlrn'lrnm~~~_--_·__·_·······..·_····_······..···..·_·· ..
Correlations ~
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RNOUR
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Principal [omponents
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Contingency Tables
figure nO 2.30. DataDesk: l'enregistrement des paramètres statistiques.
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o ·:.IJr"rt" ~r 1... l
-------
=
:;
m m ~ 1 ~~ =:; !4\ !4\ :;:; = = =0
Idfnt;t;fs Mfd;ans Int.rO ... M;n;ma Max;ma 25th 'Ri;'. 15th 'Ri;I.
~0-14an3 1
~femme3
~A9ric
~SalPubltc
~Ecrit
~Eau
36,300000 3 38,700000
46,450000 41,800000
3,1500000 15,050000
17,250000 27,250000
18,050000 81,050000
19,925000 50,600000
D ~ 15th .;1.00
42,150000 4
48,815000
25,315000
34,175000
84,225000
80,175000
figure n°231. DataDesk: la fenêtre 5UMMARIE5 et les icônes des variables contenant
les différents paramètres calculés.
Enfin, DataDesk offre une intéres-
sante possibilité de stockage des para-
mètres statistiques calculés dans un
nouveau tableau de données. Cela peut
être très pratique si, par exemple, on
souhaite comparer les médianes des
différents pourcentages qui composent
les variables figurant dans le tableau de
données. On y accède par l'article
SUMMARIES AS VARIABLES, littéra-
lement résumés comme variables, du
menu CALe, après avoir sélectionné la
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figure n° 2.32. DataDeslc un graphique de comparaison des médianes.
ou les variables devant entrer dans le
calcul. (figure n° 2.30).
2.3.3. JMP
phiques. La comparaison
des valeurs des diffé-
rentes médianes ne pose
alors plus aucun pro-
blème (figure n° 232).
DataDesk présente,
pour le calcul de ré-
sumés numériques ré-
sistants une large pano-
plie d'options qui en
font un logiciel très
bien dessiné pour un
usage exploratoire. On
ne peut manquer d'être
étonné par les possibi-
li tés d'enchaînement
des traitements qu'il
permet.
DataDesk ouvre une nouvelle
fenêtre intitulée SUMMARIES (figure
n° 2.31) contenant autant d'icônes de
variables que de paramètres calculés (le
choix des paramètres s'effectuant
comme auparavant avec l'article
SELECT SUMMARY STATISTICS...
du sous menu CALCULATION
OPTIONS du menu CALe.
La variable IDENTITIES renferme
les noms des variables sur lesquelles le
calcul a été effectué. En ouvrant les
fenêtres d'édition de quelques-unes de
ces variables, par exemple celles des
noms, du premier quartile, de la
médiane et du dernier quartile, on
s'aperçoit qu'il s'agit d'un véritable
nouveau tableau de données. Comme
tel, il peut à son tour faire l'objet de
calculs ou de représentations gra-
Avec JMP, les résumés numériques
résistants constituent une partie des
sorties proposées en standard par la
plate-forme DISTRIBUTION Of Y'S
du menu ANALYZE. il faut donc, préa-
lablement à cette analyse, fixer aux
variables pour lesquelles on souhaite
obtenir un résumé le rôle Y. Cela se fait
soit à partir des menus déroulants situés
dans la partie supérieure de chaque
colonne du tableau de données, soit à
l'aide de l'article ASSIGNING ROLES
du menu COLUMNS (figure n° 2.33).
JMP ouvre alors une fenêtre
nommée DISTRIBUTION qui contient
une description complète de chacune
des variables retenues: histogramme et
diagramme en boîte et moustaches (voir
§ 2.4, ci-après), quantiles, moments
Analyse exploratoire des données
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14 Cols
File Edit Rows
~Fit Y by H
iN tE............................................................"""'-j-S"" :: .. :.~. Fit y by H's
!
......................................................................: .
1S J..,.'@I
....................................................................j....... tZ::: Specify Model _- : .:::-:=::==::::==H~î=t ih Spin .:.: •...:...•...:....•.•.•....:.,..-.:.;..:;'..~.~.. ii...:i.::II.. :I!..:I:!
·······..·......·········..·..··········(J·N·ë·ëëïï......·TN··· • V's by Y's 27,5 :j:;:;
..... . ..-..... .....................•. ::::;:
..··..········......······..·......·····9 N'ëëo9 ''''1'S '--~p~LE""'S,.,-D,...-:S,.,-P::."':IN~S~--~ 8,9
figure nO 2.33. IMP: Fixer le rôle Y à la variable... et sélectionner l'article
DISTRIBUTION OF Y'S.
minimm
qu.rtil.
_di.n
qu.,til.
(moyenne, écart-type, etc.) ainsi que le
t-test de Student. Dans le paragraphe
consacré aux quantiles (figure nO 2.34),
on trouve bien entendu le minimum, le
maximum, les quartiles QI et Q3 et la
médiane; cette liste est complétée par
les déciles 10% et 90% et les pourcen-
tiles 0.5%,2.5%,97.5% et 99.5%.: difficile
d'en demander plus!
~D~ NC.JMP: Distribution ~E!I§
(Quantil es J ,j,j,j
~~mum 1:HE ::=:~~ !!j~J
90.0'1 50,56 !!mi
75.0'1 26,07
50,0'1 13,20
~~:~E H~ iii~i
D,S'JI , ,70 m~i
0.0'1 1,70
Dans le coin inférieur gauche de la
fenêtre des résultats figurent trois
boutons utiles pour une exploration
complémentaire des données:
• options d'affichage complémen-
taires et de sélection des tableaux en sortie.
• options d'enregistrement des
résultats.
• aide en ligne et affichage de toutes
les sorties possibles.
Par exemple, il peut s'avérer intéres-
sant de remplacer les valeurs d'origine
figure nO 2.34. IMP: un résumé
statistique résistant.
d'une variable par les rangs des obser-
vations sur cette même variable. De
telles transformations conduisent à
l'analyse statistique non-paramétrique,
plus résistant au sens donné ici à ce
mot, que les techniques faisant appel à
la variance. Pour récupérer ces rangs
dans le tableau de données, il suffit de
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,.. ~ File Edit RowI Columnl Rnolyze Tooll Window
Nl:.JMP
... Quonliles
Soue Ronks - ftuemged
Situe Prob Score
Soue Nonnol Quontile
m.ximu-n 100.0. 413,50
99.5. 413,50
97.~'11 41 3,~0
90.0. sa ,5'
.... quartn. 7~.O'll 26,07
m.dia" 50.0. 13,20
qua Situe leuel Numbers
figure n° 2.35.]MP: ['enregistrement des rangs sur la variable
%%POPNC.
Flle Edit Rows Columns
NC,JMP
Anolyze Tools Wlndow
~5COIS 0 0 Ci]INom1 IJ;!] lJ.!i!]32 Rows Nom iR-.nhd SSPopNC i SSPopNC !Il
. . :.:::~
1 BELEP ~ 4\ 4,7 jmm
.._ h __ ! :- _ : :~:::i~
2 BOULOUPARI i 7! 7,8 ! !:il::
...............................................................................................................................................! _ ..! ~~~lii
3 BOURAIL i 23; 23 5; ~i!m
._ ··..·· ····..······..· ············..···t·······..··..··· ~ :.....! ~l!m
4 CANALA. 25, 26,4 ,,:,:,:
:::~::::::~:::~::::::::::::::::::::::~: :~:~:~~~:~:::~~:::::::::::::::::::::!::::::::::::::::::::::~:::::::::::::::::::~~:I:::::::::::::::::~::~~;~:1111111
6 FAR INO i ,i ',7 !iWii
::~::~:::::::::::::::::::::::::::::::?: :~:~~:~:~~~~~~:::~:::::~::::::::::::l::::::::::::::::::::::::::::::::::::::::::::~:~:I::::::::::::::::::::::~::~::~~:i 111111
8 HOUAILOU; 26: 27,5 H1i1H
.....................................................__ ·.·.· ····i· ·.······ ·_ ~~
9 ILES-DES-PINS! 9! 8,9 Ho
figure n° 2.36.]MP: les rangs sur la varÜlble %%POPNC enregistrés dans la
nouvelle varÜlble Ranked %%POPNC.
choisir l'article SAVE RANKS du menu
$ auquel on accède par un clic sur le
bouton $ (figure n° 2.35). JMP crée alors
une nouvelle variable nommée Ranked
suivi du nom de la variable d'origine
(figure n° 2.36).
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2.4. Le diagramme
en boite et moustaches
Si les caractéristiques des distribu-
tions décrites précédemment permet-
tent de mémoriser les ordres de gran-
deur, elles doivent être complétées par
un graphique pour rendre compte de la
forme de ces distributions. Le dia-
gramme en boîte et moustaches, lui
aussi développé par J. Tukey, représente
non seulement les pivots, mais visualise
d'autres propriétés bien utiles, comme
par exemple les queues des distributions.
Dessiner un diagramme en boîte et
moustaches comprend les étapes
su.ivantes (figure nO 2.37):
• A - on trace une échelle de
longueur égale ou supérieure à
l'étendue des valeurs et comprenant la
valeur minimale et maximale. L'unité de
graduation de l'échelle est celle de
l'unité de mesure dans laquelle les
valeurs sont exprimées.
• B - la boîte est d'abord tracée; sa
largeur est sans importance, mais sa
longueur représente la distance entre les
deux pivots; on appelle Pl le premier
pivot et P3le troisième.
• C - dans la boîte, la médiane, M
est représentée par un trait dans la
largeur.
• D - on repère l'individu présen-
tant une valeur égale ou supérieure à Pl
- (1.5 x (P3-Pl »; on nomme Il cet indi-
vidu et VI sa valeur. De manière symé-
trique, on repère l'individu présentant
une valeur égale ou inférieure à P3 +
(1.5 x (P3-Pl»; on nomme 13 cet indi-
vidu et V3 sa valeur. Les deux mous-
taches sont alors tracées en joignant par
une ligne Il et Pl et 13 et P3'
tDCIlI 2DCO tDCIlI 2IllCIO 2IllCIO
*
,_ ,_ ,_ ,_ ,_
*
,_ ,_ ,_ lClC10 lClC10
V3
P3 ~ ~- -D -§ - -Pl
0 0 0 0
VI
0
0 0 @ CV CD
figure nO 2.37. Les étapes de la construction d'un diagramme en
boîte et moustaches. Ùl variables représentée ici est le taux de
dépendance (%0).
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2000 comparer des diagrammes.
f Poum : 1295.2
1500
f .._..- Belep : 1805.3 Par rapport aux
résumés numériques, le
diagramme en boîte et
moustaches facilite non
seulement la perception
des caractéristiques princi-
pales des distributions,
mais simplifie le repérage
des valeurs extrêmes en
les localisan t les unes par
rapport aux autres (figure
nO 2.38).
......................................... p;vot supér;eur (P3) : 580
............................................................········....··········méd;ene : 418
......................................... pivot; nfér;eur (P 1) : 335
................................... Ouvée : 193.6
500
1000 P3+ 1.5 x (P3-Pl) =580+ 367.5=947.5
·..·..·······..····················Voh:881.1
o
················..·····Pl - 1.5 x (P3-Pl) = 335 - 367.5 = -32.5 2.4.1. SYSTAT
En plus du tracé «standard» du
diagramme en boîte et moustaches,
SYSTAT propose quelques possibilités
supplémentaires intéressantes. En
premier lieu, il est possible, pour une
variable donnée, de tracer autant de
diagrammes qu'il ya de modalités dans
une autre variable, discrète, définissant
des groupes d'observations. Le tableau
• ouvrir le fichier contenant les
données à l'aide de l'article OPEN du
menu FILE,
• choisir l'article BOX du menu
GRAPH,
• sélectionner la ou les variables à
représenter dans la boîte de dialogue
conçue à cet effet.
Pour tracer des dia-
grammes en boîte et mous-
taches avec SYSTAT, il faut
procéder initialement de la
même manière que pour le diagramme
en tige et feuilles (figure nO 2.39):
figure nO 2.38. Le diagramme en boîte et moustaches du taux de
dépendance (%0).
Cette technique de construction du
graphique en boîte et moustaches
appelle quelques explications sur le
tracé des moustaches. Les limites supé-
rieures et inférieures de celles-ci sont
définies de manière à repérer facilement
les observations exceptionnelles. fi n'y a
pas à proprement parler de règle
précise pour fixer les bornes inférieure
et supérieure de chaque moustache.
Tukey conseille d'utiliser un coefficient
de 1.5 ou 3, mais d'autres auteurs
conseillent 1 ou 1.5. L'important,
semble-t-il, est d'adopter toujours la
même règle lorsqu'on souhaite
• E - les individus situés à l'exté-
rieur de la boîte ou des moustaches,
ceux dont la valeur est supérieure à V3
ou inférieure à VIsont marqués par un
symbole (un pointou une astérisque).
AnalY5e exploratoire de5 donnée5
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r * File Edit Data
êO SV
)USE "1oR'I1EZ20:SVSTAT :s
Uer 1ab 1es 1n SYSTAT REt
..
de données sur la Nou-
velle Calédonie contient ce
type d'information: la
variable PROVINCE pré-
sen te trois modalités: 1
pour la Province des Iles,
N pour la Province du
Nord et S pour celle du
SUD. Si l'on souhaite
obtenir un diagramme du
taux de dépendance pour
chaque province, il suffit se
sélectionner ces deux
variables (figure nO 2.40)
Ce procédé permet de
cornparer les formes des
distributions pour chacune
des provinces. Des diffé-
rences sensibles apparais-
sent très nettement (figure
nO 2.41).
DEPEn
figure n° 2.39. SYSTAT: le tracé du diagramme en boîte et mous-
tache du taux de dépendance.
figure n 02.40. SYSTAT: la sélection des variables pour tracer
autant de diagrammes de la variable DEPEN qu'il y a de modalités
dans la variable PROVINCf;$,
[ODES
PROl'lNCU
NOMS
POPNC
URR7684
( Select)
[TI] © '~im !Hl..
Axos Colors Log Notch
1[ü} ~ ....,... -~[ll] -oCDo
POWH' Sort TIt'" T'poso
ERU
DEPEN
SRLPUBLI
ECRIT
POPRESID
( DK J
ru( CDncel )
( [leor )
( Select
IOEPEN. PROUINCE$
On observe nettement
que les communes de la
Province des Iles on t 3
personnes par actif en acti-
vité, avec une très faible
dispersion autour de la
médiane. Par contre, dans
la Province Nord, ce
nombre est plus élevé, plus
dispersé, et comprend
deux cas exceptionnels, les
communes de Poum et de
Poya qui dépassent 10
personnes. On peut sans
doute expliquer ces «ano-
malies» par l'inadaptation
du concept d'actif à la
population des tribus indi-
gènes et par les difficultés
qu'a sans doute rencon-
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2000.------r----.---"""T'""--...,
o L...-_~'--~--__=_--....
" S
PROU 1"CE
1500
•
trées l'INSEE pour effectuer le recense-
ment de 1983. Toujours est-il que le
diagramme signale de manière évidente
ces cas particuliers qui rendraient peu
interprétables les résumés non-résis-
tants que sont les classiques moyenne et
écart-type. Enfin, si les communes de la
Province du Sud sont situées, en
général, en dessous de 5 personnes par
actif en activité, Yaté et l'Ile des Pins
sont aussi deux cas particuliers; mais la
distribution apparaît bien plus resserrée
que celle de la Province du Nord, ce qui
traduit une certaine homogénéité du
taux de dépendance dans les communes
concernées.
BL
•
•
•
$
SYSTRT Uiew
500~
1:
~ 1000
ll.I
CI
:0
1500
•
2000.------r,----.---"""T'""--...,
L'autre possibilité supplémentaire
offerte par SYSTAT dans ce chapitre
réside dans les diagrammes en boîte et
moustaches entaillés (Notched Box Plots).
On y accède en sélectionnant l'option
du même nom dans la boîte de sélection
des variables. Avec cette extension, le
diagramme initial, purement descriptif,
se voit complété par un intervalle de
confiance à 95% portant sur la médiane
et ayant donc valeur probabiliste.
L'entaille correspondant à cet intervalle
part de la médiane (figure nO 2.42) et se
poursuit jusqu'à une valeur au-delà de
laquelle, si l'on pouvait prélever 100
échantillons au hasard, seulement 5
médianes présenteraient des valeurs
supérieures ou inférieures. Ces en-
coches sont très utiles pour juger de la
significativité des différences entre
groupes.
•
•
*
SYSTRT Uiew
500
o
figure n°2.41. SYSTAT: le diagramme en boîte et
moustaches du taux de dépendance des provinces
de Nouvelle Calédonie (I=Province des Iles,
N=Province Nord, S=Province Sud).
o '--_~--~--__=_--....
" S
PROUI"CE
•
1:
~ 1000
ll.I
CI
figure n° 2.42. SYSTAT: les diagrammes en boîte et
moustaches entaillés du taux de dépendance des
provinces de Nouvelle Calédonie.
Dans le cas du taux de dépendance,
les trois médianes sont significative-
ment différentes les unes des autres: il
n'y a aucune correspondance entre les
Analyse exploratoire des données
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encoches. Mais d'autres cas de figure
peuvent se présenter sur d'autres
variables. Par exemple, les diagrammes
entaillés de la part des personnes âgées
de 0 à 14 ans dans la population totale:
s'ils permettent de conclure que la
population des communes de la
Province des Des est plus jeune que celle
des deux autres provinces, ces
diagrammes n'autorisent pas à dépar-
tager le Nord du Sud, même si les
valeurs médianes sont différentes: d'un
point de vue probabiliste, cette diffé-
rence n'est pas significative, au seuil de
5% (figure nO 2.43).
-0
45
..
-~40
1
35
SYSTAT Uiew
60
50
40
30
820100
-10
n S
•
figure n02.43. SYSTAT: les diagrammes en boîte
et moustaches entaillés de la part des personnes de
oà 14 ans par rapport à la population totale, dans
les provinces de Nouvelle Calédonie.
o ~
figure nO 2.44. SYSTAT: les Diagrammes en boîte et moustaches
entaillés de la part des résidences principales disposant de l'eau
courante et de la proportion d'agriculteurs dans la population active.
100 l'''"""'=E~A':'':'U--~-----.~...,r""'iA:;:;G~R...IC:;----r--.,....--,
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Cette approche graphique de la signi-
ficativité des paramètres statistiques, ici
la médiane, complète astucieusement les
diagrammes en boîte et moustaches. On
peut ainsi, de manière simple et immé-
diate, saisir les différences entre groupes.
A titre d'exercice, le lecteur pourra
décrire les différences entre les trois
provinces calédoniennes, sur le plan de
l'équipement en eau des
résidences principales et sur
celui de l'évolution de la
population (figure nO 2.44).
Pour réaliser un dia-
gramme en boîte et mous-
taches avec DataDesk, il
faut sélectionner l'icône
d'une variable présente sur
le bureau et choisir l'article
BOXPLOTS du menu
PLOT. Dans une nouvelle
fenêtre intitulée BOXPLOT,
le diagramme s'affiche en
50
2.4.2. DataDesk
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figure nO 2.45. DataDesk: les opérations n~essaires au tracé d'un diagramme en
boîte et moustaches.
Hiltograms
Bu Charts
Pie Chorts
5cotterplots
Rotating Plot
Boxplot Options .. [Concel)
@ Disploy 95~ C.I.'. for comporing medionl
000 not display 95~ LI.'. for comparing medion.
figure n° 2.46. DataDesk: Les options de tracé du diagramme en boîte
et moustaches.
blanc sur fond noir, option standard
d'affichage du logiciel (figure nO 2.45).
En utilisant certains des articles du
sous-menu PLOT OPTIONS du menu
PLOT, il est possible de modifier les
caractéristiques de l'affichage (figure
nO 2.46). D'une part, grâce à l'article
SHOW BLACK ON WHITE, le
graphique s'affiche en noir sur fond
Analyse exploratoire des données
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figure n° 2.47. DataDesk: le diagramme en boîte et
moustaches du taux de dépendance muni de l'inter-
valle de confiance à 95% de la médiane.
'J5Dépen
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*
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2000
o
o
Il ne s'agit pas à proprement parler
d'entailles sur le diagramme, comme le
fait SYSTAT, mais d'une zone ombrée
qui se surimpose au diagramme (figure
nO 2.47).
La fenêtre d'affichage du diagramme
est dotée d'un menu hyperview avec
blanc, ce qui peut s'avérer bien utile
pour des documents devant être im-
primés. D'autre part, l'article SET
BOXPLOT OPTIONS..• donne accès à
une boîte de dialogue permettant
d'adjoindre au diagramme un intervalle
de confiance de la médiane.
l~J
2000
1500
0
1000 1000
500 ~ 500
0 0
IJiDépen IJiDépen
figure nO 2.48. DataDesk: la suppression de la boîte et des moustaches
avec le menu hyperview de la fenêtre BOXPLOT.
lequel la boîte et les moustaches peuvent
être retirées du graphique pour laisser
place aux seuls points représentatifs des
observations (figure nO 2.48). Cette
option Peut s'avérer très pratique car elle
autorise, par un lien dynamique, le repé-
rage des points par une sélection dans
l'une des fenêtres d'édition des variables
(figure nO 2.49).
Pour conclure, signalons que
DataDesk, permet aussi de réaliser un
diagramme en boîte et moustaches pour
chaque modalité d'une variable discrète.
Il faut d'abord sélectionner l'icône de la
variable à représenter, puis celle de la
variable contenant les catégories et, enfin,
choisir l'article MULTIPLE BOXPLOTS
du menu PLOT (figure n° 2.50).
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figure nO 2.49. DataDesk: le repérage des obseroations, sur le diagramme
privé de boîte, par un clic dans la fenêtre d'édit0n de la variable NOM.
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Histogroms
Bor [horts
Pie Charts
Scotterplots
Rototing Plot
Dotplots
Multiple Dotplot
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lineplots
Multiple Line Plot
Plot MotriH
Normal Prob Plot
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figure n° 250. DataDesk: les diagrammes en boîtes et moustaches de la part des 0-14
ans dans la population totale des communes des trois provinces calédoniennes.
Le résultat semble plus lisible que
celui obtenu avec SYSTAT, en particu-
lier pour comparer les intervalles de
confiance de la médiane.
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2.4.3. JMP
JMP réalise les diagrammes en boîte et
moustaches en même temps que les
résumés numériques résistants. Il faut
donc, comme précédemment, utiliser la
plate-forme DISTRIBUTION OF Y'S du
menu ANAL'YZE, après avoir fixé au préa-
lable le rôle Y aux variables pour lesquelles
on souhaite obtenir un diagramme.
La fenêtre nommée DISTRIBUTION
affiche alors un histogramme de chaque
variable retenue, accompagné d'un
diagramme en boîte et moustaches ainsi
qu'un résumé numérique résistant (figure
nO 2.51). Le tracé du diagramme est
quelque peu différent de ceux réalisés par
SYSTAT ou par DataDesk. En effet, les
moustaches joignent directement le
minimum et le maximum de la variable.
Les valeurs exceptionnelles ne sont donc
pas soulignées par un symbole particulier.
De plus, un losange (appelé diamond dans
la documentation) figure l'intervalle de
confiance à 95% de la moyenne; mais
celui de la médiane n'y est pas. Par
contre, la proximité de l'histogramme et
du résumé numérique constitue une
présentation très pratique des caractéris-
tiques de la variable étudiée, et cela
d'autant plus que chacun de ces éléments
peut être temporairement supprimé de la
fenêtre d'affichage par un simple clic sur
l'un des boutons prévus à cet effet.
Entre la fenêtre DISTRIBUTION et
la fenêtre contenant les tableaux des
données, il existe un lien dynamique
permettant de repérer dans le tableau
de données les observations qui appar-
tiennent à l'une ou l'autre des classes de
l'histogramme. Pour cela, il suffit de
cliquer sur la classe souhaitée pour voir
s'inverser les lignes concernées (figure
nO 2.52). Par contre, un clic directement
sur le diagramme en boîte et mous-
taches ne produit aucun effet.
NC.JMP: Distribution
:COépen
(auantiles )KK}----+----
[] ma)dmum
quarti!.
m.dlan
quartïl.
minimum
100.0'1
99.5'1
97.S~
90.0'1
75.0'1
:50.0'1
25.0'1
1o.0~
2.595
0.5'1
0.0'1
1805,3
1805,3
1805,3
851,9
580,1
418,2
334,6
238,1
193,6
193,6
193,6
figure n02.51. IMP: un diagramme en boîte. et moustache accompagné d'un
histogramme et d'un résumé numérique résistant.
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figure n° 2.52. IMP: le fonctionnement du lien dynamique entre
l'histogramme et le tableilu de données (les flèches ont été ajoutées
par la suite).
Dans la logique de
JMP, la réalisation de
diagrammes par groupes,
pour chacune des régions
par exemple, revient déjà
à étudier la relation entre
deux variables. Pour ce
faire, il faut donc sélec-
tionner l'article FIT Y BY
X du menu ANALYZE
après avoir fixé le rôle X à
la variable PROVINCE et
y la variable %DEPEN
(figure nO 2.53).
La fenêtre Y BY X
présente alors pour chaque
province, un graphique
semblable à celui offert par
DataDesk lorsqu'on lui
demande de supprimer la
boîte et les moustaches
,. * File Edit Rows
c
25
20
1:5
10
5
1S00 2000
IIIi~
::::::
NC.JMP
Ci]
INoml !
p,..,,;nce !
14 Cols
32 Ro'f(s
r • File Edit Rows
§O
1 !
· _ · ·~..· · j·_·..·......!.!~~.:~·i.. ~ Fit Y by H's
2 S ! 405,31
._._-_••••_ _ : - - ..-J.
3 S ! 337~ ~
......_ -: _ :.. : :.. Specify Model
4 N ! 524,1 !
..............· s· ·;; · · · '1"· ·..·_ 2091.. :v]:."
............................................ ·· ·..·..·_ 1··_· ···-+· A Spin
......_ _ _ ~..~ _ ...l. _ ~~..~~j.. z
· ·_ · _· · : ..~ ·..· · 1 ~~1~~..1.. lB Y's by Y's
......_· _ ..·· · ·9· ·s..·.._·..·..···· I··__..·····s69~sl·i~LE"=s-:-D~E"=s-:_p~lN:":':s~----~
figure n° 2.53. IMP: le choix de l'article FIT Y BY X pour réaliser des diagrammes
en boîte et moustaches par groupes.
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figure nO 2.55. 'MP: le tracé des boites et des déciles extrêmes.
figure nO 2.54. 'MP: le graphique des points représentant les
valeurs du taux de dépendance dans chaque province.
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Entre la fenêtre Y BY X et
la fenêtre con tenan t les
tableau des données, il existe
un lien dynamique grâce
auquel un clic sur le
diagramme provoque le
soulignement de l'observa-
tion dans le tableau (figure
nO 2.56). On notera également
sur cette figure que s'affiche
automatiquement le numéro
de l'observation désignée par
l'utilisateur (ici 1).
Par contre, les intervalles
de confiance de la médiane,
si pratiques pour évaluer le
degré de significativité de
La largeur des boît~s
diffère en fonction du
nombre d'observations dans
chaque groupe. Ici, la
Province des Iles présente
donc, avec 3 communes
seulement, une taille plus
fine que la Province Nord
q 1li compte 16 communes.
Cette relativisation, immé-
diate à la première lecture,
permet d'éviter de conclure
trop rapidement sur de petits
groupes.
(figure nO 2.48). Heureuse-
ment, un menu hyperview
propose l'article FIT QUAN-
TILES qui assure le tracé des
boîtes (figure nO 2.54). Cela a
pour effet de tracer les boîtes
ainsi que les premiers et
derniers déciles, sans les
moustaches (figure nO 2.55).
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En conclusion, dans le
domaine des diagrammes en
boîte et moustaches, JMP
propose des fonctions
proches de celles ses concur-
rents, même si l'approche
résistante, si caractéristique
de la méthode exploratoire,
n'est pas toujours mise en
avant.
différences entre les groupes
ne sont pas calculés. D'autres
outils astucieux constituent
néanmoins des solutions
originales pour les moyennes
(cercles de comparaison des
moyennes par exemple).
.1
NC.JMP: y by H
Cu~nt;,.s: 9O'lI5,~'lI5 ,:SO'll5 ,25'l15 ,1 O'll5
500 ···_····_····_··8··········_····_····_~·_····_·
~~: ~
o,E21 --'--,-----,----'"\
,. * File Edit Rows Columns Rnnlyze Tools Wind
NLJMP
figure n° 2.56.IMP: l'interactivité entre la fenêtre Y BY X et le
tableau des données.
~
EXPLORATIONS
,
BIVARIEES
S'il est parfois suffisant d'examiner
quelques variables indépendamment les
unes des autres, il faut, dans la majorité
dp.s cas, analyser les relations qu'elles
entretiennent entre elles. Ceci apparaît
d'autant plus nécessaire que l'objet
d'étude ne se laisse pas appréhender
par une seule série de mesures. L'explo-
ration bivariée nécessite l'examen de
trois caractéristiques: l'intensité de la
relation, sa direction et sa forme.
L'intensité d'une relation peut être
comprise comme le degré de correspon-
dance des valeurs sur une variable par
rapport à une valeur sur l'autre
variable. Par extension, l'intensité
exprime le degré de prédiction des
valeurs d'une variable par celles d'une
autre variable. Avec la terminologie
particulière à l'analyse exploratoire,
l'intensité a trait à l'importance relative
du lisse et du rugueux (smooth et rough).
Plus la relation est lisse, plus son inten-
sité est forte; en d'autres termes, plus le
rugueux subsiste après le lissage des
données, plus faible apparaît l'intensité
de la relation entre les deux variables.
L'une des étapes les plus importantes de
l'exploration consiste donc à adopter un
lissage des données de manière à
exprimer une relation à la fois la plus
simple et la plus intense possible.
La direction d'une relation exprime
le fait qu'aux valeurs fortes de l'une des
deux variables correspondent systéma-
tiquement les valeurs fortes de l'autre
(et qu'aux valeurs faibles correspondent
les valeurs faibles), ou bien encore,
qu'aux valeurs fortes de l'une des deux
variables correspondent systématique-
ment les valeurs faibles de l'autre (et
qu'aux valeurs faibles correspondent les
valeurs fortes). On désigne le premier
cas de figure par l'expression «relation
positive» et le second par «relation
négative». Bien entendu, rien
n'empêche l'apparition d'une relation
présentant plusieurs directions l'une
après l'autre. C'est le cas, par exemple,
de toutes les relations en forme de U,
d'abord négative puis positive.
Enfin, la forme, troisième caractéris-
tique importante d'une relation, traduit
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son modelé, l'allure générale que
présente le lissage. Elle peut prendre
l'aspect d'une ligne droite, dans le cas
où les différences d'une observation à
l'autre sont proportionnelles sur les
deux variables, ou bien d'une courbe
dans les autres cas.
Pour être complète, une exploration
bivariée doit permettre d'identifier à la
fois la forme, la direction et l'intensité
d'une relation. Plusieurs outils
d'analyse sont disponibles:
• le graphique bivarié permettant
d'apprécier la forme du nuage de
points-observations,
• l'ajustement d'une courbe corres-
pondant à une fonction mathématique
simple, et respectant certains critères
fixés à l'avance
• le lissage des données de proche
en proche.
3.1. Les graphiques bivariés
L'examen d'une relation entre deux
variables doit toujours commencer par
le tracé d'un graphique bivarié (en
anglais scatterplot) sur lequel chaque axe
figure l'une ou l'autre des variables. Les
observations sont représentées par un
point ayant pour coordonnées leurs
valeurs sur les variables. Ainsi, l'obser-
vateur se trouve face à un nuage de
points sur lequel la direction et dans
une moindre mesure,la forme et l'inten-
sité sont immédiatement perceptibles.
Pour s'en convaincre, il suffit d'observer
quatre exemples très différents de rela-
tions (figure nO 3.1).
• Entre la part des salariés du
secteur public dans la population active
(%SALPUBLIC) et le nombre de
personnes pour 100 actifs ayant un
emploi (%DEPEN), il existe une relation
nettement positive (figure nO 3.1.a). Le
nuage de point présente une plus
grande dispersion vers les fortes
valeurs, et deux communes se détachent
avec des chiffres exceptionnellement
élevés.
• On observe aussi une relation
positive entre la proportion des jeunes
de 0 à 14 ans (%0-14ANS) dans la popu-
lation totale et le nombre de personnes
par résidence principale (POP/RESID).
Cependant, cette relation semble d'une
intensité moins forte car le nuage de
points apparaît plus dispersé (figure nO
3.1.b).
• A l'inverse, entre le pourcentage
de résidences principales équipées de
l'eau courante (%EAU) et le nombre de
personnes par résidence principale, la
relation est négative, avec une intensité
sans doute proche de la précédente
(figure nO3.1.c).
• Enfin, il ne semble pas y avoir de
relation entre la part des femmes dans
la population totale (%FEMMES) et le
nombre de personnes par résidence
principale. En effet, le nuage de points
apparaît très dispersé sans aucune
direction privilégiée (figure nO3.1.d).
Ces quatre exemples montrent clai-
rement qu'un simple examen des
graphiques bivariés renseigne déjà
beaucoup sur l'existence de relations
entre variables. Bien entendu, ce lien
apparent doit pouvoir faire l'objet d'une
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figure nO3.1. Quatre graphiques bivariés présentant des formes, des directions et des intensités
différentes.
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interprétation en rapport avec le sujet
étudié avant même d'être précisé par un
quelconque ajustement ou lissage.
3.1.1. SYSTAT
Pour réaliser un graphique bivarié
avec SYSTAT, il faut, après avoir ouvert
le fichier contenant les données, choisir
l'article PLOT du sous-menu PLOT du
menu GRAPH. Notons que le sous-
menu PLOT propose 8 types de
graphiques bivariés différents (figure n°
3.2). Les types PLOT (graphique bivarié
simple) et BORDER PLOT (graphique
bivarié dont les axes sont bordés par des
diagrammes en boîte et moustaches)
sont les plus fréquemment utilisés en
analyse exploratoire. Le logiciel ouvre
alors un dialogue permettant de sélec-
tionner les variables en ordonnée (Y) et
en abscisse (X), ainsi qu'une vingtaine
d'options de tracé (figure n° 3.3).
Un clic sur le bouton OK provoque
l'affichage du graphique bivarié dans la
fenêtre SYSTAT VIEW (figure nO 3.4).
L'article BORDER PLOT du sous-
menu PLOT offre au praticien de
l'analyse exploratoire une option très
intéressante: au graphique bivarié de
base, on ajoute les diagrammes en boîte
et moustaches de chacune des deux
variables (figure nO 3.5.A).
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figure nO 3.2. SYSTAT: la sélection d'un type de graphique bivarié.
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figure nO 3.3. SYSTAT: la sélection des variables Y (en ordonnée) et X (en abscisse).
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figure nO 3.4. SYSTAT: le graphique bivarié de la part
des salariés du secteur public dans la population active
(SALPUBU) et du taux de dépendance (DE PEN)
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Compte tenu du caractère «ency-
clopédique)) de SYSTAT, il est impos-
sible de présenter ici tous les types de
graphiques bivariés que propose ce
logiciel. Disons cependant un mot du
type INFLUENCE PLOT auquel on
accède par l'article INFLUENCE du
sous menu PLOT du menu GRAPH.
Sur un tel graphique, les points sont
placés comme sur un graphique
bivarié simple, mais ils sont repré-
sentés par des cercles qui traduisent
Une autre manière de rendre
compte de la densité de points consiste
à adopter l'option STRIPE: à chaque
point correspond une ligne perpendi-
culaire à chaque axe (figure nO 3.5.B).
Sur ce second graphique, on observe
ainsi, assez nettement, que les valeurs
extrêmes EAU sont plus «resserrées))
que celles de la variable POPRESID.
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figure nO 3.5. SYSTAT: le tracé du type de graphique bivarié avec l'option
BORDERPLOT (A) et STRIPE (8).
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figure n°3.6. SYSTAT: un graphique bivarié avec l'option
INFLUENCE.
3.1.2. DataDesk
Lorsque le fichier de
données a été ouvert et que
les icônes de ses variables
sont présentes sur le
bureau de DataDesk, le
tracé d'un diagramme
bivarié nécessite d'abord la
sélection l'icône de la
variable figurant l'axe des
ordonnées, puis celle des
abscisses. En choisissant
l'article SCATTERPLOT
du menu PLOT, la fenêtre
graphique s'ouvre et le
diagramme est dessiné
(figure nO 3.7).
leur influence sur le coefficient de corré-
lation linéaire de Pearson.
Par exemple, la relation linéaire
entre le nombre de personnes par rési-
dence principale (POPRESID) et la
proportion des résidences principales
équipées de l'eau apparaît très (trop)
influencée (figure nO 3.6) par un point
exceptionnel (il s'agit de la commune de
Belep). De cette manière, le graphique
bivarié d'influence complète utilement
l'évaluation de l'intensité d'une relation.
Au total, SYSTAT propose de
nombreux types de graphiques bivariés
dotés d'un grand nombre d'options,
parfois introuvables ailleurs.
Rappelons que cette
fenêtre graphique possède
des liens dynamiques avec les fendre
d'édition des variables qui s'ouvrent
lorsqu'on clique sur les icônes corres-
pondantes. Ceci facilite beaucoup le
repérage des observations par un
simple clic sur les points du diagramme
bivarié.
Lorsqu'on souhaite examiner les
distributions de chacune des variables
composant le graphique bivarié, il suffit
de cliquer sur le graphique, à l'emplace-
ment du nom de cette variable.
Apparaît alors un menu hyperview
donnant accès à diverses fonctions
comme, par exemple le tracé d'un histo-
gramme qui s'affiche alors immédiate-
ment (figure nO 3.8).
En plus des liens dynamiques entre
fenêtres, DataDesk renferme une boîte
à outils destinés à l'étude des
Analyse exploratoire des données
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figure n° 3.7. DataDesk: le tracé d'un graphique bivarié.
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figure nO 3.8 DataDesk: l'histogramme avec l'article HISTOGRAM OF ... du menu
hyperview assodé au nom de la variable.
graphiques. On y accède par l'article
TOOLS du menu MODIFY (figure nO
3.9). Ces outils graphiques permettent:
• de sélectionner des observations à
l'aide du lasso, du rectangle ou du doigt.
• de visualiser les liens entre
plusieurs fenêtres. En sélectionnant une
partie du graphique, les observations
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figure nO 3.9. DataDesk: les outils d'étude d'un graphique.
Par exemple, les com-
munes appartenant à la
tranche centrée sur 25% de
salariés du public dans la
population active (figure nO
3.1ü.A) présentent, en
général, un fort accroisse-
ment de la population entre
1976 et 1984, sans que la
proportion de jeunes dans la
population totale soit au
maximum (figure nO 3.1ü.B).
Ces outils présentent donc une très
grande nouveauté qui constitue, à notre
avis, une progression spectaculaire par
rapport à l'analyse exploratoire telle
qu'elle est décrite par Tukey. Avec son
ingénieuse boîte à outils, les liens dyna-
miques entre fenêtres, ses menus hyper-
view, les graphiques bivariés de
Font
Size
r li File Edit Data Special Manip Cole Plot points, ou en découpant des
o Ne.DATA Polettes XP tranches, verticales ou hori-
rn m m rn
Il
zontales, pour examiner le
cornportemen t de ces
Code Province Nom Dépen tranches par rapport à
d'autres variables.
qui s'y trouvent sont soulignées dans
les autres fenêtres ouvertes, qu'il
s'agisse des fenêtres d' édi tion ou
d'autres fenêtre graphiques.
• de réaliser, à l'aide de la brosse et
du couteau, le «brossage» ou le «tran-
chage» (brushing et s/icing) du nuage de
poin ts pour étudier simul tanémen t
plusieurs graphiques bivariés, en
mettant en évidence des «paquets» de
~ ~
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figure nO 3.10. DataDesk: le tranchage d'un graphique.
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DataDesk forment de réels outils
d'exploration interactive des relations
entre variables.
3.1.3. JMP
Après avoir fixé les rôles X et Y aux
variables concernées (figure nO 3.11),
l'activation de l'article FIT X BY Y
provoque l'affichage du graphique
bivarié (figure nO 3.12) dans une fenêtre
intitulée Y by X.
C'est grâce à la plate-forme FIT Y BY
X du menu ANALYZE que JMP réalise
des graphiques bivariés. L'utilisation de
cette plate-forme a déjà fait l'objet d'une
présentation au chapitre 2.4, à propos du
tracé de diagrammes en boîtes et mous-
taches par province. Dans ce cas, il
s'agissait d'étudier une variable continue
en fonction des modalités d'une autre
variable, discrète cette fois-là.
Ici, le problème posé est quelque
peu différent puisqu'on cherche à perce-
voir, à l'aide d'un graphique bivarié, la
relation pouvant exister entre deux
variables continues.
Comme DataDesk, JMP propose
une boîte à outils auxquels on accède en
activant les articles du menu TOOLS
(figure nO 3.13).
On y trouve en particulier la
brosse avec des fonctions semblables à
celles décrites plus haut: en «brossant»
une partie du nuage de points dans un
graphique, les points représentant les
mêmes individus sur les autres
graphiques, ou les lignes du tableau
de données sont sélectionnés (figure
nO 3.14). Par contre, la documentation
de JMP ne fait pas état d'un couteau
pour le «tranchage» du nuage perpen-
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40S,3! label
421: 172: ::::::
................................+ ·~····t HHl~
569,5! 30,5!
~ Distribution of Y's
bcFit y by H
~Fit Y by H's
~ Specify Model
ASpin
z
iii v's by v's
o
INoml
Code
1 NOCOI
7 NOC07
8 NOCOS
9 NOC09
6 NOC06
2 NOC02
...................................................................
3 NOC03
._ ...
4 NOC04
.......................................................................
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figure n°3.11. JMP: l'affectation des rôles X et Y aux variables.
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JMP présente donc des fonc-
tions proches de celles de
DataDesk pour le tracé et l'étude
des graphiques bivariés. Par
contre, SYSTAT occupe une place
un peu différente: l'interactivité y
est plus faible que chez ses concur-
ren ts, mais la variété des
graphiques disponibles compense
en partie cette limitation.
.' .
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figure n"3.12.jMP: le graphique bivarié tracé par jMP.
3.2. Résumer une relation
Si les graphiques bivariés facili-
tent la prise de contact avec une
relation statistique, ces graphiques
demeurent insuffisants pour
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figure n° 3.13.jMP: la boîte à outils pour l'étude approfondie des graphiques.
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figure nO 3.14. fMP: le «brossage» du nuage de points.
exprimer les parts respectives du lisse et
du rugueux. Or, il existe de nombreuses
techniques, bien plus systématiques,
d'évaluation de ce rapport qui ont pour
intérêt principal de ne pas dépendre de
la perception, souvent subjective, de
l'analyste. Elles sont toutes fondées sur
le tracé d'une courbe ajustant «au
mieux» le nuage de points. Toute la
discussion sur le choix de l'une ou
l'autre de ces solutions réside, bien
entendu, dans ce qu'on considère
comme étant «le mieux» pour exprimer
une relation. S'agit-il de la forme la plus
simple? S'agit-il de rendre compte le
plus fidèlement possible des accidents
ou ruptures? Tenter de résumer une
relation statistique dépend largement,
en définitive, des critères retenus pour
ajuster la courbe qui, en exprimant le
lisse permet d'évaluer le rugueux.
3.2.1 • La régression linéaire dans
1'environnement exploratoire
S'il est une méthode statistique dont
le succès ne se dément pas, c'est bien
celle des moindres carrés, avec sa tech-
nique la plus connue, la régression
linéaire. Rares sont les manuels de
statistique qui ne lui consacrent pas un
chapitre. Comme il ne s'agit pas à
proprement parler d'une méthode
exploratoire, le lecteur désirant en
savoir plus sur la régression linéaire se
reportera aux ouvrages cités en biblio-
graphie. Ici, nous nous limiterons à une
présentation «littéraire» de la méthode
des moindres carrés visant à montrer
qu'elle n'est qu'une technique d'ajuste-
ment parmi d'autres.
Rappelons simplement ICI que,
lorsque le nuage de points présente une
forme allongée et inclinée, on peut faire
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figure nO 3.15. La droite des moindres carrés du taux
de dépendance par rapport à la part des salariés du
secteur public dans la population active.
l'hypothèse qu'une ligne droite peut
rendre compte de cette relation. En
quelque sorte, on tente d'ajuster le
modèle simple de la ligne droite aux
données observées. Par exemple, le
graphique bivarié de la part des salariés
du secteur public et du taux de dépen-
dance (figure nO 3.1) montre qu'il existe
sans doute une relation entre ces deux
variables.
Le modèle de la ligne droite a pour
équation:
Y=aX +b
La variable Y s'appelle variable
exogène (ou bien encore dépendante, ou
à expliquer). La variable X s'appelle
variable endogène (ou bien indépen-
dante, ou explicative): elle est supposée
influencer les valeurs de la variable Y. Si
l'on cherche à estimer le taux de dépen-
dance par la proportion de salariés du
secteur public, Y est le taux de dépen-
dance et X les salariés du secteur public.
Le choix d'une variable exogène
dépend donc directement de la question
qu'on se pose. Puisqu'on connaît les
valeurs de Y et de X, il suffit d'évaluer
les paramètres a (la pente de la droite)
et b (la valeur sur Y lorsque X vaut 0).
Le critère des moindres carrés
s'énonce de la manière suivante: la
somme des carrés des écarts entre les
valeurs observées et les valeurs esti-
mées par l'intermédiaire de la droite de
régression doit être la plus petite
possible lorsque ces écarts sont mesurés
parallèlement à l'axe des Y.
Pour la régression entre les salariés
du secteur public (%SALPUBLIC, X) et
le taux de dépendance (%DEPEN, y),
l'équation de régression est la suivante
(figure nO 3.15):
%DEPEN = 19.9(%SALPUBLIC) -15.4
Reste à évaluer l'intensité de cette
relation. Elle est exprimée par le coeffi-
cient R2 (dit aussi coefficient de déter-
mination) qui varie entre 0 et 1. Il s'agit
du rapport entre la somme des carrés
des écarts des observations à la droite
de régression (dite variation résiduelle)
et la somme des carrés des écarts des
observations à la moyenne arithmétique
de la variable exogène (dite aussi varia-
tion totale). On a donc:
1-R2 = Variation résiduelle
Variation totale
Lorsque R2 vaut l, toute la variation
de la variable exogène est en relation
Analyse exploratoire des données
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figure nO 3.16. SYSTAT: le choix du menu REGRESSION...
avec la variation de la variable endogène:
tous les points sur le graphique bivarié
sont alignés. Entre 0 et l, la valeur de R2
exprime une variété de situations allant
de l'absence de relation, à une forte rela-
tion non-fonctionnelle (ne correspondant
pas strictement aux valeurs estimées par
la droite de régression).
Dans le cas de la relation entre le
taux de dépendance et les salariés du
secteur public, R2 vaut 0.48. Ainsi,
moins de 48% de la variation du taux de
dépendance correspond à la variation
des salariés du secteur public. La rela-
tion existe, mais elle est ténue.
3.2.1.1. SYSTAT
Après avoir ouvert le fichier de
données, SYSTAT réalise une régres-
sion lorsqu'on sélectionne l'article
REGRESSION du sous menu MGLH
du menu STATS (figure nO 3.16).
MGLH signifie Multivariate General
Linear Hypothesis, ou, en français
Modèle Linéaire Multivarié Généralisé.
En effet, la régression n'est qu'un cas
particulier d'ajustement dans lequel la
variable exogène et la (ou les)
variable(s) endogène(s) sont continues.
Mais on peut très bien réaliser d'autres
types d' ajustemen ts sur des variables
discrètes, tout en recourant à la
méthode des moindres carrés.
SYSTAT ouvre alors un dialogue
destiné à la sélection des diverses
variables (figure nO 3.17). Il contient,
dans sa partie supérieure, une fenêtre
dotée d'un ascenseur renfermant la liste
des variables du fichier. A sa droite
figure une zone d'édition de plusieurs
lignes où s'écrivent les noms des
variables endogènes (INDEPENDENT).
Enfin, dans la zone d'édition intitulée
DEPENDENT doit apparaître le nom de
la variable exogène. Dans ces deux
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Lorsque les calculs sont
achevés, une nouvelle fenêtre
S'ouvre: elle présen te les
résultats des calculs en trois
parties (figure nO 3.18):
• un résumé numérique
donnant, en :rarticulier la
valeur du R (SQUARED
MULTIPLE R).
• le tableau des coeffi-
cients de régression
• une analyse de la
variance.
En conclusion, SYSTAT réalise cor-
rectement le calcul et le tracé d'une
Le tracé de la droi te de
régression est indépendan t
des calculs. Il s'agit en fait de
l'option SMOOTH du tracé
des graphiques bivariés. SYSTAT
propose une très grande variété de
lissages (figure nO 3.19). En choisissan t
l'option LINEAR, le logiciel trace sur le
graphique bivarié la droite de régression.
figure n°3.17. SYSTAT: le dialogue de sélection de la variable
exogène et des variables endogènes.
boîtes d'édition, les noms peuvent être
saisis à partir du clavier, ou bien être
transférés, par un simple clic, à partir de
la fenêtre listant les noms des variables.
Notons que, pour une régression avec
un terme constant (cas le plus courant),
la première variable endogène doit
s'appeler CONSTANT.
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figure n° 3.18. SYSTAT: le tableau des résultats d'une régression.
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figure nO 3.19. SYSTAT: les options de lissage proposées par SYSTAT.
droite de régression, mais de manière
très «classique», avec peu d'inter-
activité.
3.2.1.2. DataDesk
Une fois fixées la variable Yet la ou
les variables X (par un clic sur leurs
icônes), DataDesk, comme SYSTAT,
Plot
Colculotion Options ~
Summory Reports
Summories os Uoriobles
Test...
Esllmate ...
RNoUR
lineor Models
Cluster Rnnlysis
Principol Components
FreQuency Breakdown
Contingency lobles
figure nO 3.20. DataDesk: la sélection de la régression.
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figure n° 3.21. DataDesk: les calculs de régression effectués par le menu
hyperview du graphique bivarié.
réalise une régression à l'aide de
l'article REGRESSION du menu CALC
(figure n° 3.20).
Cette voie «classique» se double
d'un chemin de traverse très bien
adapté à l'approche exploratoire.
DataDesk propose en effet, sur la
fenêtre d'un graphique bivarié, un
men u hyperview donnan t accès à la
régression linéaire, et au tracé de la
droi te de régression. En choisissan t
dans le menu hyperview l'article
REGRESSION Of ..., les résultats des
calculs s'affichent à l'intérieur d'une
nouvelle fenêtre. De manière très clas-
sique, on y trouve le coefficient de
détermination, une analyse de la
variance et les coefficients de régression
(figure n° 3.21)
Toujours dans le menu hyperview du
graphique bivarié, l'article ADD A
REGRESSION UNE ajuste une droite
des moindres carrés au nuage de points
tracé précédemment (figure nO 3.22).
Les outils de brossage et de tran-
chage décrits à propos des graphiques
bivariés demeurent accessibles après le
tracé de la droite de régression.
DataDesk offre ainsi un environnement
d'analyse dans lequel la régression
apparaît elle-même comme un objet
d'exploration. De plus, les liens dyna-
miques entre toutes les fenêtres
ouvertes facilitent l'identification des
observations sur le graphique, et donc
la réflexion sur l'ajustement obtenu.
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figure n°3.22. DataDesk: le tracé d'une droite de régres-
sion par le menu hyperoiew du graphique bivarié.
Comme pour les graphiques biva-
riés, c'est par la plate-forme FIT Y BY X
du menu ANALYZE qu'on réalise la
régression avec JMP. Lorsque le
graphique bivarié a été tracé à l'écran,
de la manière décrite en 3.1, il suffit de
choisir le menu pop-up FITTING et de
sélectionner l'article FIT LINE (figure
nO 3.23). On notera ici que JMP offre
d'autres possibilités d'ajustement, poly-
nomial ou par splines; elles seront
examinées plus loin dans ce chapitre.
Le logiciel trace alors la droite de
régression sur le graphique bivarié. Un
nouveau menu pop-up, intitulé LINEAR
FIT fait sont apparition. Il permet de
choisir les couleurs du graphique, et
surtout, d'enregistrer les valeurs esti-
mées et les résidus (figure nO 3.24).
Un clic sur le bouton LINEAR FIT
provoque l'affichage du tableau de
régression qui comprend un résumé
figure n° 3.23. JMP: la réalisation de l'ajustement
linéaire par l'article FIT UNE du menu pop-up
FlTTING.
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figure nO 3.24. JMP: le tracé d'une droite
de régression.
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figure nO 3.25. fMP: le tableau numérique de la régression.
numérique contenant le coefficient de
détermina tion, une analyse de la
variance et les coefficients de régression
(figure n° 3.25).
en faisant précéder ces calculs d'une
exploration des nuages de poin ts à
l'aide des outils adéquats.
Un autre clic sur le bouton LINEAR
FIT supprime l'affichage du tableau:
l'utilisateur peut ainsi organiser sa
lecture sans encombrer le bureau du
Macintosh.
Dans le domaine de la régression
linéaire, il existe donc une très grande
ressemblance entre JMP et DataDesk:
l'analyse est menée directement sur le
graphique bivarié, ce qui permet
d'éviter les ajustements abusifs. Il appa-
raît donc clairement que l'approche
exploratoire n'exclut pas l'usage appro-
prié des techniques de la statistique
paramétrique comme la régression
linéaire. Mais, en règle générale, on
évitera bien des erreurs d'interprétation
3.2.2. Examiner les résidus dans
l'environnement exploratoire
L'une des difficultés d'utilisation de
la droi te des moindres carrés réside
dans sa sensibilité au fortes valeurs
exceptionnelles. Cela n'est pas étonnant
puisque ce sont les carrés des écarts qui
entrent dans le calcul des paramètres de
la droite de régression. Dans leur
ouvrage sur l'analyse exploratoire, F.
Hartwig et B.E. Dearing citent le cas
d'une relation qui, bien qu'apparaissant
nettement positive sur le graphique
bivarié, présente, avec la droite des
moindres carrés, une direction négative.
Ce basculement est dû à quelques
observations particulières.
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La validation d'un ajustement appa-
raît donc nécessaire avant d'en tirer des
conclusions (et peut-être même des
décisions). Le graphique bivarié permet,
dans bien des cas, de vérifier l'existence
d'une relation. Mais il est souvent
nécessaire d'aller plus loin:
• de vérifier que les écarts entre les
valeurs observées de la variable
exogène et celles calculées par la droite
de régression, nommés résidus, d'une
part ne varient pas systématiquement,
et d'autre part, ne présentent pas de
valeurs exceptionnellement élevées.
• de choisir un autre type d'ajuste-
ment que la droite des moindres carrés,
soit linéaire, comme la droite de Tukey,
soit non-linéaire, comme les ajuste-
ments polynomiaux.
On peut toujours faire passer une
droite dans un nuage de points; cela ne
signifie par pour autant que cette droite
a une quelconque signification. Pour
qu'une droite de régression soit correcte,
il faut que les résidus ne présentent pas
de configuration particulière. Un gra-
phique bivarié dont l'axe des abscisses
figure la variable endogène, et celui des
ordonnées les résidus permet souvent
de détecter un mauvais ajustement.
Le cas de figure idéal se présente
lorsque les résidus sont disposés de part
et d'autre d'une ligne parallèle à l'axe des
abscisses ayant pour origine la valeur 0
sur l'axe des ordonnées (elle représente
donc la droite de régression). On observe
un phénomène de ce type sur la régres-
sion du nombre de personnes par rési-
dence principale (Y) par rapport à la
proportion des personnes âgées de 0 à 14
ans dans la population totale (X) (figure
7
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figure n°3.26: Régression du nombre de personnes
(Nlr résideru::e principale par rapport aux 0-14 ans
dans la population totale.
A: droite de régression, B: graphique des résidus.
nO 3.26.A). La direction de la droite est
positive: dans les communes présentant
une grande proportion de jeunes, les rési-
dences principales abritent un plus grand
nombre de personnes. Les résidus ne
présentent pas de forme particulière de
part et d'autre de la droite de régression
(figure nO 3.26.B).
Mais d'autres cas, bien moins favo-
rables, peuvent survenir. On peut distin-
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cause des deux communes «bizarres».
Ceci justifie qu'elles soient exclues, et
que l'on recommence tous les calculs.
En second lieu, la régression ne peut
être valide lorsque les résidus ont
tendance à augmenter ou à diminuer
avec les valeurs de la variable endo-
gène. Le nuage de points prend dans ce
cas la forme d'un triangle dont la droite
de régression suit à peu près l'une des
médianes
Un phénomène de ce genre fait son
apparition après que Belep et Pourn
aient été écartées de la précédente
régression: les résidus s'accroissent
alors que le pourcentage de salariés du
public augmente. Là encore, la régres-
sion n'est pas correcte (figure nO 3.27.B).
La suppression des observations
considérées comme «aberrantes» ne
conduit donc pas obligatoirement à un
bon ajustement. Cette solution, pratique
à première vue, s'avère souvent inopé-
rante et de plus, a pour conséquence
une perte d'information difficile à
contrôler.
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figure nO 3.27. Résidus de la régression du taux
de dépendance par rapport à la part des salariés
du secteur public dans la population active.
A: avec Belep et Pourn, B: sans.
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3.2.2.1. SYSTAT
guer deux cas de figure bien différents.
En premier lieu, il arrive que les résidus
présentent une nette direction sur leur
graphique (figure nO 3.27.A). C'est le cas
avec la régression du taux de dépen-
dance (Y) par rapport à la part des sala-
riés du secteur public dans la population
active (X). A l'exception de deux
communes «atypiques», Belep et POUffi,
les résidus décroissent très nettement:
La droite est sans doute mal ajustée à
L'examen des résidus avec SYSTAT
nécessite leur stockage préalable dans
un fichier. Il suffit, pour cela, de cocher
l'option SAVE RESIDUALS du dialogue
destiné à la sélection des diverses
variables (figure nO3.17). Le nouveau
fichier, dont le nom par défaut est celui
du fichier contenant les variables de la
régression suivi du suffixe WORK, peut
contenir divers résultats de calculs
(figure nO 3.28).
Analyse exploratoire des données
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figure n°3.28. SYSTAT: l'enregistrement des résidus dans un fichier.
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figure n°3.29. SYSTAT: le graphique des résidus
par rapport aux estimatwns.
Après avoir ouvert le fichier au
suffixe WORK, on peut tracer un
graphique bivarié des estimations
(E5TIMATE) et des résidus (RE5I-
DUAL) (figure n° 3.29):
Mais l'obtention d'un graphique
bivarié des résidus par rapport à la
variable endogène est bien plus
compliquée, En effet, ces données se
500
•
i •••• • .- ~ .,0 •
••en • •••III •IIC •
•
•••
• •
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figure nO3.30. SYSTAT: le graphique des résidus par
rapport à la variable endogène.
trouvent dans deux fichiers différents.
Il faut donc les associer dans le module
DATA de SYSTAT, ce qui nécessite la
rédaction d'un petit programme. Ce
n'est qu'après l'exécution de ce pro-
gramme que le logiciel peut tracer le
graphique bivarié des résidus (RE5I-
DUAL) par rapport à la variable endo-
gène (5ALPUBLI) (figure nO 3.30) .
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On notera que la forme des nuages
de points des figures n° 3.29 et 3.30 sont
identiques. En effet, lorsqu'il s'agit
d'une régression simple (avec une seule
variable endogène), tracer le graphique
bivarié des résidus par rapport aux esti-
mations, ou celui des résidus par
rapport à la variable endogène revient
au même. De ce fait, la lourdeur d'utili-
sation de SYSTAT apparaît moins
gênante.
Compute
Prob Plots of ...
figure n"3.31.
DataDesk: Graphique
des résidus par rapport
aux estimations.
3.2.2.2. DataDesk
Var;able
Constant
'J'SaI PubHc
Coefficient
-15,3615
19,8889
à s'éloigner de la valeur 0 en fonction des
estimations.
Revenons à la fenêtre contenant les
résul ta ts des calculs de régression
réalisés par DataDesk (figure n° 3.21).
Elle est aussi dotée d'un menu hyper-
view grâce auquel l'analyse peut-être
approfondie.
Par exemple, l'article SCATTER-
PLOT RESIDUAL VS PREDICTED
(littéralement graphique bivarié des
résidus par rapport aux estimations)
permet de rechercher une éventuelle
corrélation entre ces deux variables. Le
graphique montre, comme avec SYSTAT
(figure nO 3.31) une tendance des résidus
Le menu hyperview de la fenêtre
contenant les résultats des calculs de
régression propose un second article très
pratique. Pour conserver les résidus de la
régression, il suffi t de cocher l'article
RESIDUAL pour obtenir, dans le dossier
des résultats (RESULTS), l'icône d'une
nouvelle variable nommée RESIDUALS.
Naturellement, cette nouvelle icône de
variable peut être transférée dans le
dossier des données et faire l'objet de
nouveaux traitements comme n'importe
quelle autre variable du fichier de
données (figure nO 3.32 et n° 3.33).
Analyse exploratoire des données
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figure nO 3.32. DataDesk: le calcul des résidus.
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figure n°3.33. DataDesk: l'enregistrement des résidus dans le tableau de
données et l'ouverture de la fenêtre d'édition des variables RESIDUALS
et NOMS.
3.2.2.3. JMP
JMP, comme DataDesk permet
d'enregistrer les estimations et les
résidus dans le tableau de données. Le
logiciel ajoute ainsi une ou deux
nouvelles variables qui portent le nom
de la variable exogène précédé des
mentions PREDICTED (estimations) et
RESIDUALS (résidus) (figure nO 3.34)
A partir de là, il suffit d'utiliser à
nouveau la plate-forme FIT Y BY X du
menu ANALYZE pour réaliser le
graphique bivarié des résidus avec la
variable exogène, ou avec les estima-
tions. Lorsque les trois fenêtres sont affi-
chées à l'écran (celle du tableau de
données, celles du graphique bivarié de
la variable exogène et de la variable
endogène, celle du graphique bivarié de
la variable endogène avec les résidus), il
est préférable de les disposer de manière
à pouvoir les examiner simultanément
(figure nO 3.35).
92
Philippe Waniez
Du fait qu'elle re-
court à des médianes,
et non pas à la mo-
yenne et à la variance,
la droi te de Tukey
présente une plus
grande résistance que
celle des moindres
carrés, c'est-à-dire une
moins grande sensibi·
lité aux valeurs excep-
tionnelles.
3.2.3. Une autre
technique
d'aiustement
linéaire:
la droite
de Tukey
,.. Ii Flle Edit Rows Columns Rnalyze Tools Wlndow
§O
figure n° 3.34. JMP: l'enregistrement estimations et des résidus dans le
tableau de données.
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En sélectionnant l'outil brosse, et en
le déplaçant sur le graphique de la
régression, on observe que les résidus les
plus négatifs, ceux qui «tirent» le
graphique bivarié des résidus vers le bas,
correspondent aux principaux centres de
la côte Ouest de Nouvelle Calédonie, au
Nord de Nouméa. Le nombre de
personnes pour 100 actifs ayant un
emploi (%DEPEN) y est anormalement
faible, compte tenu de la proportion de
salariés du secteur public dans la popu-
lation active (%SALPUBUC).
L'exploration des résidus facilite
donc la détection d'un «effet régional»
qu'une carte des résidus confirmerait,
sans doute à des degrés divers, pour la
majorité des communes de la côte
Ouest. L'ouvrage de L. Sanders et F.
Durand-Dastès, L'Effet régional montre
tou t le parti que l'on peut tirer d'une
telle exploration.
3.2.3.1. La construction graphique
de la droi te de Tukey
Voici la description des étapes né-
cessaires à la construction graphique de
la droi te de Tukey.
• répartir les observations en trois
groupes d'effectifs à peu près égaux, en
fonction des valeurs de la variable
endogène (X).
• déterminer les médianes du
premier groupe sur la variable endogène
(X) et sur la variable exogène (y), et les
nommer respectivement MEXl et MEY1.
• déterminer les médianes du troi-
sième groupe sur la variable endogène
(X) et sur la variable exogène (Y), et les
nommer respectivement MEX3 et MEY3.
• tracer, sur le graphique bivarié, la
ligne droite entre les points de coordon-
nées (MEX1,MEY1) et (MEX3,MEY3).
• Déplacer la ligne droite, parallèle-
ment à l'axe Y, de manière à ce que la
Analyse exploratoire des données
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figure n° 3.35. JMP: l'examen simultané de la régression, des résidus et du tableau de
données, à l'aide de l'outil brosse.
moitié des observations se trouve au-
dessus de la ligne, et la moitié au-
dessous: la ligne de Tukey est tracée.
Cette méthode de construction de
la droite de Tukey est assez lourde et
ne figure en «standard» dans aucun
article des logiciels analysés ici. On se
limitera donc à mon trer commen t il
faut s'y prendre avec DATADE5K pour
aboutir au résultat attendu, sachant
que les étapes à franchir sont du même
type dans les autres logiciels.
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• Pour répartir les observations en
trois groupes d'effectifs à peu près
égaux, en fonction des valeurs de la
variable endogène (X), on crée une
nouvelle variable, nom-
mée RECODE, à l'aide
de l'article DERIVED
VARIABLE du sous-
menu NEW du menu
DATA. Pour cette
nouvelle variable, le
logiciel affiche une
fenêtre qui contient la
définition (un script) du
recodage (figure nO
3.36). En voici la traduc-
tion en clair:
• si lorsque la
variable SALPUBLIC
est rangée de la plus
petite à la plus grande
valeur, le rang d'une
observation est infé-
rieur à 12 (32 observa-
tions ventilées en 3
groupes donnent à peu
près 11 observations par
groupe), alors la nouvelle
variable RECODE vaut
1 (les observations ap-
partiennen t au premier
groupe).
• sinon, si le rang
d'une observation est
compris entre 12 et 23,
alors la nouvelle vari-
able RECODE vaut 2
(les observations appar-
tiennent au second
groupe).
• sinon, si le rang
d'une observation est
supérieur ou à 23, alors
Dlonle Uorioble
""". ,."j",
Open
Info ...
Duplicote
Close
if R.nk(S.lPub1ic) < 12 th.n 1
.1n if Rink(S.1PubHc) ):z 12 ind Rink(S.lPubHc) < 23 th.n 2
.15. ;f Rink(Si1Publ;c) )= 23 th.n 3
.1n 0
Pleose nome the new derived vorioble_
figure nO 3.37. DataDesk: l'évaluation de la nouvelle variable
RECODE et son rangement sur le bureau de DataDesk.
Irecod~
Monlpulotlon Options
Tronsform
Sort on Y, corry His
Ronle
Generote Rondom Numbers...
Generote Potterned Doto..•
__~!~~~~~~:·~~:-z~:
• 1·
Substitute y for H
Le tracé d'une droite de Tukey à l'aide
de DataDesk comprend cinq étapes.
3.2.3.1.1. DataDesk
figure n° 3.36. DataDesk: la création d'une nouvelle variable RECODE et la
rédaction de rexpression de ses valeurs.
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figure nO 3.38. DataDesk: l'«éclatement de la variable SALPUBLlC
en trois nouveaux tableaux selon les modalités de la variable
RECODE.
figure nO 3.39. DataDesk: le calcul de la médiane du premier
groupe de la variable DE PEN.
la nouvelle variable RECODE
vaut 3 (les observations
appartiennent au troisième
groupe).
• sinon, pour toute autre
valeur (donnée manquante,
par exemple), la nouvelle
variable RECODE vaut O.
Ainsi définie, la va-
riable RECODE n'a pas
vraiment d'existence: son
icône, faite de signes de
calcul arithmétique (+-* /)
se distingue des autres
icônes de variables sur le
bureau. Pour créer la
variable RECODE, il faut
activer l'article EVALUATE
DERIVED VARIABLE du
menu MANIP (figure
nO 3.37). L'icône de la nou-
velle variable apparaît alors
sur le bureau.
Pour sélectionner les
observations de chaque
groupe, DataDesk fait
«éclater» chaque variable en
trois tableaux différents
(numérotés 1, 2 et 3, en fonc-
tion du numéro de groupe
de la variable RECODE) par
activation de l'article SPLIT
INTO VARIABLES BY
GROUP du menu MANIP.
Ces tableaux sont rangés
dans un dossier partant le
nom de la variable endogène
(figure nO 3.38). DataDesk
fait de même pour la
variable exogène (DEPEN).
Manipulation Options ~
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Rank
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Dans chaque nouveau tableau (l/ 2/
3)/ il Y a une variable qui porte le même
numéro que celui du tableau (figure nO
3.39): il s'agit des valeurs de la variable
endogène (ou exogène, selon que le
dossier ouvert s'appelle SALPUBLIC ou
DEPEN) pour les seules observations
du groupe dont la variable porte le
numéro. En choisissan t l'article
SUMMARY REPORTS du menu
CALC, la médiane du groupe s'affiche
dans une nouvelle fenêtre (celle du
premier groupe pour la variable
DEPEN sur la figure nO 3.39 soit MEYl
dans la terminologie adoptée ci-dessus).
En réitéran t cette opéra tion sur le
troisième groupe pour la variable
DEPEN, et sur les groupes 1 et 3 pour la
variable SALPUBLIC, on obtient les
médianes désirées, soit:
• médiane du prerrùer tiers des obser-
vations sur SALPUBUC: MEX1 =14.7
• médiane du troisième tiers des
observations sur SALPUBLIC: MEX3 =
36.15
• médiane du premier tiers des
observations sur DEPEN: MEY1 =333.8
• médiane du troisième tiers des
observations sur DEPEN: MEY3 = 635.7
Pour faire apparaître ces deux
points sur le graphique bivarié, il suffit
de saisir les valeurs ci-dessus après
avoir ouvert les fenêtres d'édition de
SALPUBLIC et de DEPEN. Puis, en
choisissant l'article SCATIERPLOT du
menu PLOT, le graphique bivarié
s'affiche (figure nO 3.40). Enfin, la droite
de Tukey est tracée sur le graphique
bivarié, préalablement importé dans un
logiciel de dessin. On fait d'abord
0 NC.DATA OeJ
m ~ m m m m 1 1
4... lJIFt'mm... lJINéNC lJIAgric lJIEcrit Pop/Ré... lJIEau lJIDépt'n SalPublic
o ~ tIJIDIleJ D ~ SalPublic 1
397.7 1 36.2 2
1295.2 52.4
583.6 32.4
487.9 22.2
408 16.4
287.2 14.7
881.1 36.1
783.6 35
figure n°3.40. DataDesk: le tracé du graphique bivarié avec deux point supplémentaires
correspondant aux médianes des groupes.
Analyse exploratoire des données
97
passer la droite par les deux points
correspondant aux médianes, puis, on
la déplace de manière à avoir la moitié
des observations au-dessus et au-
dessous de la ligne (figure nO 3.41, deux
points sont invisibles car situés sur la
ligne).
3.2.3.2. La construction arithmétique de
la droite de Tukey
Pour gagner du temps et de la préci-
sion, il apparaît préférable de recourir à
l'estimation des paramètres a et b de la
droite, dans l'équation:
Le paramètre a (la pente de la
droite) a pour expression:
a =(MEY3-MEYl)
(MEX3-MEX1)
Le paramètre b (l'ordonnée à
l'origine) est la médiane d'une nouvelle
variable 0 dont les valeurs correspon-
dent à l'expression suivante (l'indice i
désigne chaque individu):
Di =Yi - bXi
La construction arithmétique de la
droite de Tukey nécessite, dans tous les
cas, le calcul des médianes MEX1, MEX3,
MEY1 et MEY3. On procédera donc de la
même manière que celle exposée ci-
dessus pour obtenir ces valeurs. Il faut
ensuite évaluer les paramètres a et b.
Pour a, le calcul est très simple:
a =(635.7 - 333.8)
(36.15 - 14.7)
a = 14.07
Oroi te de Tulc:ey
1600
•
1200
D
é 800
P
~ 400
n
1 1 1
, 2,5 25,0 37,5 50,0
SalPub1ic
figure n° 3.41. le tracé de la droite de Tukey.
Pour b, il faut obligatoirement
passer par le calcul de la nouvelle
variable D. Après avoir défini la
formule de calcul (figure nO 3.42), les
valeurs de 0 sont obtenues en activant
l'article EVALUATE DERIVED
VARIABLE du menu MANIP. Puis, le
paramètre b de l'équation de la droite
~ œ ~ œ'" ;,~
D D EstDEPEN EstDEPEN
D
(d,p,n)-(SalPub1;c *14,07)
(SalPubl;c*1 4,07)+128,9
figure n°3.42. DataDesk: le calcul du paramètre et
des estimations du taux de dépendance.
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figure n° 3.43. DataDesk: le tracé de la droite de
Tukey.
est calculé en choisissant l'article
SUMMARY REPORTS du menu
CALC: il s'agit de la médiane de cette
variable. On trouve: b = 128.9
figure n°3.44. DataDesk: le graphique bivarié de la
variable endogène et des résidus obtenus à l'aide de
l'équation de la droite de Tukey.
Enfin, le calcul des estimations du
taux de dépendance passe aussi par la
création d'une nouvelle variable
(ESTDEPEN) dont la formule est:
ESTDEPEN =(SALPUBUC ,. 14.07) + 128.9
La droite de Tukey est obtenue en
traçant le graphique bivarié de la
variable ESTDEPEN (Y) avec la variable
endogène SALPUBLIC (figure nO 3.43,
la pente apparaît différente de celle de
la figure nO 3.41 car la graduation de
l'axe Y n'est pas la même).
De même que l'équation de la droite
des moindres carrés, l'équation de la
droite de Tukey permet de calculer les
résidus par création d'une nouvelle
variable (RESDEPEN) en appliquant la
formule:
RESDEPEN = DEPEN - ESTDEPEN
On peut ainsi visualiser les résidus
(RESDEPEN) par rapport à la variable
endogène (SALPUBUC) en traçant leur
graphique bivarié (figure nO 3.44). On
remarque que la pente négative des
résidus est beaucoup moins accentuée
qu'avec la droite des moindres carrés
(figure nO 3.27.a).
La droite de Tukey montre qu'un
autre critère que celui des moindres
carrés peut être choisi pour tracer une
droite dans un nuage de points sur un
graphique bivarié. Mais, si la ligne
droite demeure pratique à utiliser, en
raison de la simplicité de son équation,
il ne s'agit pas, beaucoup s'en faut, de la
seule technique d'ajustement. Beaucoup
de relations ne peuvent être bien résu-
mées par une droite. Lorsque le
graphique bivarié, ou une régression
Analyse exploratoire des données
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non validée conduisent à la conclusion
qu'une simple ligne droite ne peut pas
rendre compte de manière satisfaisante
de la relation entre deux variables, il
demeure possible de tenter un ajuste-
ment curviligne
existe un très grand nombre de tech-
niques permises par SYSTAT, DataDesk
etJMP.
3.2.4.1. La droite des moindres carrés
après transformation des variables.
3.2.4. Aiustements non-linéaires
A partir du moment où l'on cherche
à ajuster autre chose qu'une droite, il
Lorsqu'on fait appel à une transfor-
mation des variables d'une régression
linéaire, on réalise un ajustement
«intrinsèquement linéaire» car, une fois
que les variables X ou Y, ou X et Y ont
~uu 2,8, ,
2500 2,7
2000
2,6
1500
2,~
1000
500 2,4
1
0 2,3
0 2,5 5 7,5 10 -0,5 0 0,5 1,5 2
figure nO 3.45. La courbe représentative de la fonction Y = eO.5X+3 et la droite
représentative de la fonction lnY = O.5X+3.
16 9 ,
IS 8
14
7
13
li
12
5
11
10 4
1 Il
9 3
0 2,,5 ~ 7,~ 10 2,~ ~ 7,~ 10
figure nO 3.46. La courbe représentative de la fonction Y = lOXO.2 et la
droite représentative de la fonction InY = O.2ln X+2.3.
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été transformées, les calculs sont iden-
tiques à ceux d'un ajustement linéaire
par la droite des moindres carrés. On
peut ainsi ajuster des courbes dont la
fonction peut être:
• exponentielle:
Y=eaX+b
On applique aux valeurs de la
variable exogène (Y) une transformation
en logarithmes naturels (de base e).
L'équation de régression devient (figure
n° 3.45):
InY = aX+b
• puissance:
Y=bXa
On applique aux valeurs de la
variable exogène (Y) et à celles de la
variable endogène une transformation
en logarithmes naturels (de base e).
L'équation de régression devient:
InY = alnX+ln b
On peut imaginer d'autres transfor-
mations fonctionnelles, mais les transfor-
mations exponentielle et puissance
donnent accès à des familles de courbes
assez variées pour répondre à de
nombreux besoins. Elles ont toutes en
commun d'être «linéarisables» et donc
«monotones» (de pente positive ou néga-
tive sur toute l'étendue des valeurs).
Tous les logiciels de statistique étudiés id
proposent une large gamme de fonctions
de transformations des données. Leur
utilisation est toujours basée sur le même
principe: après la création d'une
nouvelle variable dans le tableau de
données, des valeurs lui sont affectées
par l'intermédiaire d'une expression
mathématique composée d'un nom de
fonction précédant le nom de la variable
sur laquelle elle s'applique. Pour réaliser
ce traitement, les chemins sont différents
dans les trois logiciels.
NOM$
NENC
DEPEN
NOM$
NENC
DEPEI'I
>USE "~ANIEZ20:SVSTAT :5.0:NC.SVS"
Variables in SYSTAT RECT file are:
CODES PROVINCE$
ANS014 FEMMES
ECRIT POPRESID
>data
FILE IN USE IS ~ANIEZ20:SYSTAT 5.0:NC.SVS
>Iet Indepen=log<depen)
>Iet Insalpub=log<salpubl i)
>salle "~NIEZ20:SYSTAT 5.0:NCTRANS.SVS"
>run
32 CASES AND 16 VARIABLES PROCESSED.
SVSTAT FILE CREATED.
>systat
>USE "IJANIEZ20:SVSTAT 5.0:NCTRANS.SYS"
Variables in SYSTAT RECT fi le are:
CODES PROV1 NCE$
ANS014 FEMMES
ECRIT POPRESID
LNSALPUB
>GRAPH
>PLOT LNDEPEN * LNSALPUB/SMOOTH=LINEAR
POPNC
AGRIC
EAU
POPNC
AGRIC
EAU
VAR7684
SALPUBLI
VAR7684
SALPUBLI
LI'IDEPEN
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3.2.4.1.1. SYSTAT
Avec SYSTAT, il faut opérer les
transformations dans le module DATA.
Le programme ci-après donne la liste
des instructions nécessaires. Après
avoir ouvert le fichier de données,
l'instruction DATA donne accès à ce
module. Deux instructions LET permet-
tent de réaliser les transformations; leur
syntaxe est la suivante:
LET nouvelle variable=fonction
(ancienne variable)
définition (un script) de la transforma-
tion (figure nO 3.47).
DataDesk demande ensuite le nom
de la nouvelle variable et ouvre la
fenêtre destinée à recevoir son script.
Puis, en activant l'article EVALUATE
DERIVED VARIABLE du menu
MANIP, l'icône de la nouvelle variable
fait son apparition sur le bureau. Elle
peut être traité~ comme n'importe
quelle autre variable du fichier.
Pl eose nome the new dert yed yort oble.
(..)
( Concel )
Blonle Uorloble
!lndepen
(voir copie d'écran
page ci-contre)
Ensuite, l'instruc-
tion SAVE enregistre les
données dans un nou-
veau fichier qui peut
être ouvert et traité par
le menu G RAPH
comme n'importe quel
autre fichier. Tout cela
n'est pas bien com-
pliqué, mais sans doute
un peu lourd et bien
peu convivial.
figure n°3.47. DataDesk: les étapes nécessaires à la transformation de la
variable DEPEN en loganïhmes.
1
Diptn ndtp'" lndtptn
Rppend 1} Molee Group Uorioble
Split into Uoriobles by Group
Molee Ooto Tobie
Monipulotion Options ~
Tronsform ~
Sort on Y, corry H's
Honk
Generote Hondom Numbers...
Generote PoUerned Ooto .•.
1
lndtp'"
Pour réaliser des
transformations avec
DataDesk, il faut créer
de nouvelles variables à
l'aide de l'article
DERIVED VARIABLE
du sous-menu NEW du
menu DATA. Pour cette
nouvelle variable, le
logiciel affiche une
fenêtre contenant la
3.2.4.1.2. DataDesk
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:x
Dependent variable fs: ,
R2 a 48,3~ R2(adjusted)::I 46,6~
S a 23',0 ..,;th 32 - 2 ::1 30 degrees of freedom
Source
Regression
Residuel
S... ef Squans
1599438
1713582
df
1
30
Heu Square
2e+6
571 ",4
F-ntio
28,0
Yui..l.
Constant
x
ceefficie At
-15,3615
",888'
s.e. ef CHff
10',4
3,7~'
t-ntio
-0,140
~,2'
figure n°3.48. DataDesk: le dispositif de régression pour l'analyse exploratoire des effets des
transformations des variables.
Mais DataDesk ne s'arrête pas là. TI
est possible de mettre en place sur le
bureau un dispositif complet de trans-
formation des données, avec visualisa-
tion du graphique bivarié des variables
exogène et endogène ainsi que de celui
des résidus et des estimations et affi-
chage du tableau de régression (figure
nO 3.48). Ce dispositif comprend:
• les fenêtres ouvertes de deux
variables dérivées (A) X et Y, contenant
respectivement les noms des variables
endogène (ici SALPUBLIC) et exogène
(ici DEPEN);
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salpublic
Dependent variable ;,: ,
R2 • 54,4. R2(adjusted). 52,9. C
s. 0,3425 ....ith 32 - 2 • 30 degrees of freedom
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So.rce
Regression
Residuel
s... Ir Sq.ares
4,19665
3,51964
clr
1
30
Mea. Square
4,1966
0,117321
f-ntil
35,8
Yuialale
Constant
x
Coefficient
5,25094
0,032217
s.e. Ir Coeff
0,1568
0,0054
t-ntio
33,S
5,98
figure n°3.49. DataDesk: le dispositif de régression pour ranalyse exploratoire après transforma-
tion en logarithmes de la variable DEPEN.
• la fenêtre du graphique bivarié
des variables Y et X (B);
• le tableau de la régression de Y
par rapport à X (C);
• le graphique des résidus par
rapport aux estimations (D);
Lorsque toutes les fenêtres B, C et D
sont affichées à l'écran, il faut activer
l'article AUTOMATIC UPDATE (mise
à jour automatique) de leurs menus
hyperview respectifs. Comme toutes les
fenêtres sont liées entre elles par des
liens dynamiques, toute modification
dans l'une ou l'autre des fenêtres de
définition des variables X ou Y (A) sera
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automatiquement répercutée dans les
autres fenêtres: le graphique bivarié de
X et Y (8) verra son allure générale
changer, la régression sera recalculée
(C) et, par voie de conséquence, les
résidus se disposeront différemment sur
leur graphique.
Par exemple, le simple ajout de la
fonction ln devant le nom de la variable
y (ici DEPEN) dans la fenêtre contenant
son script (A) provoque la modification
du contenu de toutes les autres fenêtres
B, C et D. Tou tes ces opérations ne
demandent que quelques secondes pour
s'exécuter. Les résultats (figure n° 3.49)
montrent que si le coefficient de déter-
mination s'accroît légèrement, passant
de 0.47 à 0.53, soit 6% d'explication en
plus, les résidus présentent maintenant
une forme en U par rapport à la droite
de régression: cet ajustement, bien
meilleur que le précédent n'est pas
encore totalement satisfaisant!
Il apparaît donc indéniable que
l'environnement exploratoire de la
régression proposé par DataDesk
constitue un progrès remarquable par
rapport aux «habitudes» dans ce
domaine. L'examen des effets d'une
transformation par rapport à une autre
devient un simple jeu d'écriture dont les
conséquences, immédiatement percep-
tibles, doivent être prises en compte pour,
le cas échéant, reformuler le modèle.
3.2.4.1.3. JMP
La transformation d'une variable
,.. '* Flle [dit Rows Rnolyze Tooii Wlndow
Rssign Ro~le~s:""~=-~~iii
Cleor RII R~les XK
Teble Neme: Nl:.JMP
Col Nome: l'R---[I[-P-[-N---------118I1.0clc
Doto Type: @ Numeric 0 Cherecter 0 Row Stote
field Width: Œ:!J formet: @ Best 0 FiHed Dec
Measurement Type: @ Intervol 0 Ordinal 0 Nominal
Notes: logorlthme du tOUH de dépendance
18I Use Formula
( Cancel J
figure n°3.50. JMP: la création d'une nouvelle colonne.
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avec JMP s'effectue en créant une
nouvelle variable à l'aide de l'article
NEW COLUMN du menu COLUMNS.
Un dialogue (figure nO 3.50) demande
de fixer le nom (Col Name) et le type
(Data Type, Field Width et Measurement
Type) de la nouvelle variable, et éven-
tuellement de noter sa signification
(Notes). Si l'on coche le bouton Use
Formula, JMP affiche le Calculator, genre
de calculatrice très sophistiquée réali-
sant les transformations souhaitées.
Le Calculator comprend trois
fenêtres dotées de menus déroulants
(figure nO 3.51). A gauche, la fenêtre des
variables permet de sélectionner celles
qui entrent dans la composition de la
formule de transformation. Au centre,
la fenêtre des familles de fonctions les
rassemble par groupes, de manière à
simplifier la sélection d'une des fonc-
tions disponibles; par exemple, les fonc-
tions logarithmes appartiennent à la
famille Transcendental. Par un clic sur
une famille, les noms de fonctions appa-
raissent dans la fenêtre de droite.
La partie inférieure du Calculator, la
fenêtre d'édition de formule, sert à
rédiger la formule qui s'appliquera à la
nouvelle variable. Par exemple, pour
calculer le logarithme de la variable
%DEPEN, il faut parcourir les étapes
suivantes:
• sélectionner, dans la fenêtre
centrale, la famille de fonction
Transcendental;
• choisir, dans la fenêtre de droi te,
la fonction Natural Log. Le mot ln fait
son apparition dans la fenêtre d'édition
de formule;
• sélectionner la variable %DEPEN
dans la fenêtre de gauche: son nom est
écri t derrière le mot ln;
• déclencher le calcul par un clic sur
le bouton EVALUATE;
Une nouvelle variable, portant le
nom donné dans la fenêtre de défini tion
est rangée dans le tableau de données.
Elle peut être traitée comme n'importe
quelle autre variable de ce tableau, en
définissant son rôle et en choisissant
une plate-forme d'analyse.
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3.2.4.2. Autres types d'ajustements
Les logiciels analysés ici réalisent
d'autres types d'ajustements non-
linéaires soit par ajustement d'une fonc-
tion complexe et souvent non-monotone
(de pente positive sur une partie de
l'intervalle de variation, puis négative,
puis à nouveau positive, etc...), soit par le
lissage de données de proche en proche.
Dans tous les cas, on cherche à mieux
rendre compte de la forme de la relation
observée sur le graphique bivarié, par
rapport à ce que peut faire une courbe
d'équation simple. Mais en rendant le
modèle plus complexe, on augmente sans
doute la difficulté de son interprétation.
3.2.4.2.1.SYSTAT
Dans SYSTAT, le tracé de la droite
de régression n'est qu'une possibilité de
lissage parmi les autres. On accède aux
la autres types de lissage (figure nO
3.19), en sélectionnant, comme pour la
régression, l'option SMOOTH attachée à
l'article PLOT du sous-menu PLOT du
menu GRAPH. Les lissages apparais-
2000 2000
.iU..WLI .Il.UI8IBUIWIEII
1:MJO 1500
~ 1000 !li 1000Il.
w lMCI
:MJO .• :mo
, '.
0 0
0 10 20 30 40 50 DO 0 10 20 30 40 50 H
SftLPUBLI SRLPUBLI
2000 2000
~U""DWIII .UIIIIIIlIIUYeTID:
1500 1500
1: 1:~ 1000 w 1000Il.
l!l wCI
:MJO :MJO
. .
. .
0
0 10 20 30 40 50 DO 10 20 30 40 50 H
SALPUBLI SRLPUBLI
figure n°3.52. SYSTAT: QUJltre exemples de lissages.
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y = atX + a2 X2
+ ...+ apXP + b
La pl us grande
valeur de l'exposant
(p) désigne l'ordre
du polynôme; l'or-
dre 1 correspond à la
régression linéaire telle
qu'elle est décrite plus haut.
Comme pour la régres-
sion, c'est par la plate-
forme FIT Y BY X du menu
ANALYZE que JMP réalise
la régression polynomiale.
Lorsque le graphique
bivarié a été tracé à l'écran,
il suffit de choisir le menu
pop-up FITTING, de sélec-
VAR7684
SALPUBLI
En plus de la régression linéaire,
avec ou sans transformation, JMP
propose deux autres méthodes: l'ajuste-
ment de polynômes d'ordre 2 à 6 et
l'ajustement de courbes Splines.
La représentation a lieu sur le même
graphique (les courbes sont donc super-
posées) si l'on choisit le bouton
OVERLAY PLOT (figure nO 3.53). On
peut regretter que, dans ce cas, chaque
courbe ne soit pas étiquetée automati-
quement par le nom du lissage qu'elles
représente.
3.2.4.2.2. JMP
POPtIC
AGRIC
EAU
~eHt plot
OI'PllàY plot
NOMS
NENe
DEPEri
z:
~ Stock plot
~
c
figure nO 3.53. SYSTAT: raffichage de lissages superposés.
SRLPUBLI
>USE ·~1EZ20:SVSTAT S.O:NC.SYS·
Uariabl.s in SVSTAT REeT fil. ar.:
COOE$ PROV 1NCES
ANSO 14 FEtI1ES
ECRIT POPRESID
~GRAPH
~PLOT DEPEN. SAlPUBLI/SMOOT~LS
~ PLOT DEPEN. SALPUBL I/SMOOTH-LOloESS
>PLOT DEPEN. SALPUBL IISMOOTH=PO~
~PLOT DEPEH. SALPUBLI/SMOOTH-QUAD
sent très différents les uns des autres sur
le plan de leur forme régulière ou plus
«tourmentée», de leur caractère mono-
tone ou non, du temps nécessaire à leur
calcul. Sans doute faut-il procéder à
plusieurs essais avant de choisir le
meilleur ajustement, ou en tout cas, celui
sur lequel on pourra faire un commen-
taire argumenté (figure nO 3.52).
Pour visualiser plusieurs lissages de
type différent sur le même graphique
bivarié, il faut, à chaque fois, parcourir
l'ensemble des menus. Le langage de
programmation permet néanmoins de
s'affranchir de cette lourdeur puisqu'il
suffit, comme dans le programme ci-
après, de modifier le nom de l'option de
lissage dans l'instruction PLOT, pour
tracer une nouvelle courbe.
L'ajustement polynomial, dit aussi
régression polynomiale, est obtenu en
appliquant la méthode des moindres
,------------------------------, carrés à une fonction
du type:
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NC.JMP: y by H
..2000
o
é
p
f lS00
n
1000
SOO
~ ...
20 30 40 50 60
o,E21 +--r-----.-----,--....------.-~
-QE+32
"S.1PubHc
4-Quortic
5
6
• 1
Fit Spline
Density Ellipses
Show Points
Fit Meon
Fit line
figure nO 3.54. JMP: la sélection d'un ajustement polynomial de degré 3.
tionner l'article FIT Polynomial (figure
nO 3. 54), et de choisir le degré du poly-
nôme.
Si la courbe obtenue est bien plus
complexe que la droite des moindres
carrés, la sortie des résultats se présente
de la même manière (figure nO 3.55). Le
tableau Summary of Fit donne le R2, ici
0.71, soit beaucoup plus que celui
obtenu par la droite de régression, 0.48
(figure nO 3.25). Le tableau Parameter
Estimates donne les coefficients de
l'équation du troisième degré:
%DEPEN= +62.15 %SALPUBLIC
-2.6 %SALPUBLIC2
+0.038 % SALPUBLIC3
-94.76
L'ajustement d'un polynôme à la
place d'une droite ne dispense pas de
l'examen des résidus. Comme précé-
demment, ceux-ci ne doivent pas
présenter de forme particulière pour que
la régression puisse être validée. Pour
enregistrer les résidus, il suffit de sélec-
tionner l'article SAVE RESIDUALS.
JMP propose aussi l'ajustement de
courbes Splines, dont la forme varie en
fonction d'un paramètre Lambda
(figure nO 3.56). Plus la valeur de ce
paramètre est petite, plus la courbe suit
la rugosité des points; plus ce paramètre
est grand, plus la courbe ressemble à
une ligne droi te.
L'approche exploratoire permet de
faire varier les valeurs de Lambda pour
o: 1500
n
-
1000-
-
500
-
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~Fitt;ng 1ŒJ - Polynomial Fit, d.g.....=3
[polynomial Fit. degree=3 )
(summary of Fit )
Rsqua....
Root M.an Squa.... E......o...
M.an of R.spons.
Obn...vations (0... Sum '1t'CJts)
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E......o...
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Prob > F
0,0000
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T.rm Estim.t. Std Error t R.tio Pnb>ltl
Int....e.pt -94,76103 257,106 -0,37 0,7152
'lISalPublic 62,154566 33,8609 1,84 0,0771
'lISalPublic"2 -2,602883 1,29399 -2,01 0,0540
'lISalPublic"3 ,03882182 ,014695 2,64 0,0133
figure nO 3.55. 'MP: l'ajustement, par un polynôme d'ordre 3, du taux de
dépendance (%DEPEN) par rapport à la part des salariés du secteur public dans la
population totale (%5ALPUBLIC).
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figure n° 3.56. JMP: les différentes valeurs du para-
mètre Lambda des courbes Splines.
figure n° 3.57. JMP: l'ajustement de deux courbes
Splines.
en examiner les effets (figure nO 3.57).
On observe qu'un Lambda très faible
donne un R2 proche de l, mais que la
courbe ne correspond à rien pour les
valeurs exceptionnelles. Avec une valeur
plus élevée, l'ajustement ressemble à
celui d'un polynôme d'ordre 3, avec un
R2 légèrement supérieur, 0.75. L'examen
des résidus demeure possible après les
avoir enregistrés avec l'article SAVE
RESIDUALS.
EXPLORATIONS
#
MULTIVARIEES
L'analyse statistique multivariée
s'applique à des ensembles de données
dont les individus ont été mesurés sous
divers angles complémentaires. Ainsi, le
nombre de variables à prendre en
compte simultanément dépasse souvent
plusieurs dizaines, et les méthodes
exposées au chapitre 3 s'avèrent insuffi-
santes. Il faut donc disposer de tech-
niques capables d'exprimer l'informa-
tion véhiculée par ces multiples
variables en termes de liaisons, de
ressemblances ou de dissemblances.
L'une des branches de la statistique,
connue sous le nom d'«Analyse des
données» s'attache à développer un
ensemble de techniques descriptives
multivariées dont le principe général
revient à «plonger individus et
variables dans des espaces géomé-
triques tout en faisant la plus grande
économie d'hypothèses, et à trans-
former les données pour les visualiser
dans un plan, ou les classer en groupes
homogènes, et ceci tout en perdant le
minimum d'information» (J.M. Bou-
roche et G. Saporta).
L'Analyse des données se compose
de deux ensembles de techniques
complémentaires où chaque observation
représente un point dans un espace
géométrique dont les variables sont les
dimensions: avec une variable, on a
affaire à une ligne, avec 2 variables, un
plan, avec 3 variables, un volume, 4
variables et plus, un hyper-volume.
Les méthodes factorielles visent à
produire un résumé de l'information par
projection du nuage de points multidi-
mensionnel sur un sous-espace formé
par les axes principaux d'allongement de
ce nuage. Ces axes, ou facteurs, rendent
compte des associations entre variables
et de ce fait, leur nombre apparaît bien
plus réduit que celui des variables
d'origine. Selon le critère choisi pour
calculer les distances destinées à
exprimer l'allongement du nuage, on
procède à une Analyse en Composantes
Principales (ACP), ou bien à une Analys'e
Factorielle des Correspondances (AFC).
Les méthodes de classification auto-
matique servent à constituer des
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groupes plus ou moins homogènes.
Elles rassemblent dans une même classe
les observations proches les unes des
autres, dans le nuage de points multidi-
mensionnel. Les diverses techniques de
classification automatique diffèrent
d'après le critère retenu pour apprécier
les ressemblances entre observations et,
surtout, en fonction du mode de
progression de l'algorithme de constitu-
tion des classes. La progression descen-
dante conduit à la segmentation succes-
sive de l'ensemble des individus, ou des
classes d'individus, en fonction de diffé-
rentes combinaisons de propriétés. Avec
la progression ascendante, les classes
sont formées par agrégations succes-
sives d'individus ou des classes d'indi-
vidus, jusqu'à la classe ultime, la plus
hétérogène, celle qui rassemble tous les
individus en une seule classe. Selon le
cas, on a affaire à une hiérarchie de
classes emboîtées (Classification
Ascendante Hiérarchique, CAH), ou à
des classes disjointes deux à deux
(Nuées Dynamiques),
L'Analyse des Données connaît un
très grand succès, depuis une vingtaine
d'années, dans tous les domaines où
l'observation de phénomènes com-
plexes impose l'étude de grands
tableaux de données. Avec la montée en
puissance des ordinateurs et la diffu-
sion, de plus en plus large, de logiciels
faciles à employer, les diverses
méthodes, ou variantes de méthodes de
cette statistique descriptive multidimen-
sionnelle a sans doute contribué de
manière décisive, au progrès des
sciences naturelles et biologiques, et
même des sciences humaines.
L'exploration statistique ne doit pas
représenter, ici, pour le multivarié,
comme ailleurs avec l'uni- ou le bivarié,
une alternative à l'Analyse des
Données. L'exploration multivariée
propose des outils permettant de
prendre contact avec des données
complexes en les regardant sous divers
angles. Cette approche ante Analyse des
Données peut se compléter d'une
approche post Analyse des Données
permettant une amélioration de la
lecture des résultats (facteurs ou classes)
provenant de cette dernière, et, ainsi, un
approfondissement incitant à dépasser
la simple mais stérile description des
sorties des programmes informatiques.
Il n'y a donc pas «concurrence
déloyale» entre l'approche exploratoire,
qui ne demande pas de connaissance
mathématique particulière, et l'Analyse
des Données, plus «mathématisée»,
Sans renoncer à la reproductibilité des
techniques «automatiques», l'approche
exploratoire invite à refuser de se laisser
enfermer dans des «boîtes noires».
Comme les méthodes d'Analyse des
Données ont fait l'objet d'un très grand
nombre d'ouvrages, on se limitera ici à
l'exposé des méthodes exploratoires.
4.1. Les principes de l'exploration
multivariée
En mettant au point leur logiciel
PRIM-9, en 1972, à l'Université de
Standford, M.A. Fishkeller, J.H.
Friedman et J.W. Tukey ont mis en
pratique les principes de l'exploration
multivariée telle qu'ils la proposaient.
En effet, PRIM est formé par les initiales
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des 4 opérations de base grâce
auxquelles l'exploration d'un nuage de
points multidimensionnel devient une
réalité.
4.1.1 • Quatre principes pour une
méthode
• P pour Projection.
Dans le monde réel, les objets ·sont
observés en perspective: un même objet
apparaît d'autant plus petitqu'jl est
éloigné de l'observateur. De plus, la
combinaison par le cerveau des images
transmises par les deux yeux permet de
rendre aux objets leur relief.
Malheureusement, les nuages de points
multidimensionnels auxquels font appel
les statisticiens pour analyser leurs
données n'ont pas d'existence maté-
rielle. Il faut donc recourir.. comme le
font les différentes méthodes d'analyse
factorielle, à la projection des points de
l'espace multidimensionnel sur un plan.
• R pour Rotation.
La rotation permet de créer l'illu-
sion de la troisième dimension. En
regardant le nuage de points sous
divers angles on cherche à identifier
des organisations particulières. Cette
reconnaissance des formes du nuage de
points ouvre la voie de l'interprétation
des données statistiques.
• 1pour Isoler.
Isoler un ensemble de points pour
mieux les observer revient à s'interroger
sur l'existence de groupes présentant
des caractéristiques particulières.
L'isolement consiste, d'une part, à
étudier le groupe pour lui-même, en
définissant un sous-ensemble d'obser-
vations devant être analysé à part, et
d'autre part, à examiner ce groupe par
rapport aux autres observations (ou aux
autres groupes), en les marquant par un
signe ou une couleur particulière.
• M pour Masquer.
En masquant certaines parties du
nuage de points, en fonction de critères
qui n'ont pas contribué directement à sa
construction, on cherche à discriminer
les observations a priori. Ainsi, il est
possible de faire des hypothèses sur le
rôle joué par telle ou telle autre caracté-
ristique.
4.1.2. La reconnaissance
des formes
Les auteurs du logiciel PRIM-9 ont
découvert, de manière empirique, que
les projections des nuages de points
présentaient des formes récurrentes
qu'il faut s'efforcer de reconnaître. En
adoptant une échelle d'intérêt de ces
formes, et en les classant de la moins
intéressante à la plus intéressante, on
peut distinguer:
• les nuages de points en forme de
disque ou d'ellipse peu allongée corres-
pondant à une distribution normale
(figure nO 4.l.A). Très importantes en
statistique inférentielle, car elles corres-
pondent à certaines conditions d'échan-
tillonnage devant être respectées pour
que la généralisation de l'échantillon à
toute la population soit valide, les
distributions normales sont les moins
intéressantes en analyse exploratoire.
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figure n° 4.1. Six formes «significatives» de nuages de points.
• les alignements de points sont
d'un plus grand intérêt (figure n° 4.1.B).
En effet, ils expriment l'existence de
tendances, de relations entre les
variables, comme il en a été question au
précédent chapitre; la différence vient
ici de la caractéristique multidimension-
nelle du nuage.
• les groupes de points séparés
nettement les uns des autres traduisent
l'existence de populations différentes au
sein du même tableau de données
(figure n° 4.1.C). Dans un tel cas de
figure, il apparaît souvent préférable
d'isoler chaque groupe d'individus
pour les examiner séparémentJ ce qui
Analyse exploratoire des données
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figure n° 4.2. La matrice carrée des
distances entre 3 variables.
facilite l'examen postérieur des diffé-
rences entre les différents groupes.
• les surfaces minces traduisent VU
l'existence de combinaisons de variables
qui interagissent sur une autre variable.
Cette configuration correspond à la
régression multiple de la statistique VI
«classique».
Lorsque la matrice représente des
distances, les cases situées dans la
diagonale prennent une valeur expri-
mant une distance nulle. Par contre, s'il
s'agit d'une matrice de ressemblance,
les cases situées dans la diagonale pren-
nent une valeur traduisant la parfaite
similitude.
VIVIVU
d{Vl,Vl) d{Vl,V2) d{Vl,V3)
d{V2,V1) d{V2,V2) d{V2,V3)
d{V3,V 1) d{V3,V2) d{V3,V3)VI
les variables correspondantes: la valeur
d(VI,V2), de la case de coordonnées
(VI,V2), représente la distance entre les
variables VI et V2. Le plus souvent, les
valeurs de la matrice sont symétriques
par rapport à la diagonale, ce qui
s'exprime par d(V2,V3)=d(V3,V2).
Grâce à cette propriété, la matrice peut
être allégée en ne représentant que la
diagonale et sa partie supérieure ou
inférieure (figure nO 4.3).
4.2. Du bivarié au multivarié: les
matrices de graphiques bivariés
• enfin, d'autres formes plus
cornplexes apparaissent quelquefois. Il
s'agit du bâton (figure nO 4.1.E), de
l'«aile d'oiseau» (figure nO4.1.F) ou du
«lapin à oreille molle».
La première étape d'une analyse
factorielle consiste à calculer les
distances entre les variables. Celles-ci
sont enregistrées dans un tableau carré
(matrice de coefficients de corrélation,
matrice de distances du X2) ayant autant
de lignes et de colonnes qu'il y a de
variables (figure nO 4.2).
• les observations exceptionnelles,
qui n'entrent pas dans les formes
décrites ci-dessus doivent toujours faire
l'objet d'un examen particulier (figure
nO 4.1.D). Il peut s'agir d'erreurs de
saisie, mais si cela n'est pas le cas, on
doit s'interroger sur ces exceptions, les
masquer, pour éventuellement les réin-
troduire plus tard dans l'analyse.
Dans chaque case située à l'intersec-
tion d'une ligne et d'une colonne de
cette matrice, on trouve une mesure de
la distance, ou de la ressemblance entre
il existe une certaine analogie entre
la matrice de distances de l'Analyse des
Données, et la matrice de graphiques
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figure n°4.3. lA partie inférieure et la diagonale de
la matrice carrée des distances entre 3 variables.
vu
VI
VI
vu
d(Vl,Vl) VI
d(V2,V1) d(V2,V2) VI
d(V3,Vl) d(V3,V2) d(V3,V3)
On observe qu'il existe une relation
positive assez forte entre la première
variable (%SALPUBLIC) et la troisième
(%DEPEN), et négative entre la
première (%SALPUBLIC) et la seconde
(POP/RESID), cette autre relation étant
visiblement beaucoup moins intense.
Par contre, entre les seconde et troi-
sième variables, aucune relation ne
semble exister.
Ces observations sont confirmées
par la matrice des coefficients de corré-
lation linéaire, qui ne sont autres que la
racine carrée du R2 décrit au chapitre
précédent, doté d'un signe précisant le
sens de la relation. On notera que cette
matrice contient des 1 dans la diagonale
signifiant la parfaite corrélation linéaire
d'une variable avec elle-même.
bivariés (Scatterplot Matrix) de l'Analyse
Exploratoire. Une seule différence
sensible: au lieu d'apprécier les
distances par des valeurs numériques,
on se base sur les formes des gra-
phiques bivariés.
Plus l'ensemble des points figurant
dans chaque case de la matrice de
graphiques bivariés apparaît allongé
(dans la terminologie exploratoire, plus
il est lisse), plus les variables auxquelles
se rapportent ces graphiques sont en
relation.
La figure nO 4.4 représente les rela-
tions entre la part des salariés du
secteur public dans l'ensemble des
actifs (%SALPUBLIC), le nombre de
personnes par résidence principale
(POP /RESID) et le nombre de
personnes pour 1 000 actifs ayant un
emploi (%DEPEN).
Une telle matrice présente les incon-
vénients de son seul avantage: elle
fournit un résumé numérique des rela-
tions très pratique, mais est incapable
de suggérer l'existence d'une relation
non-linéaire (ce qui est quand même le
cas de %SALPUBLIC avec %DEPEN).
De plus, elle ne rend pas compte des
valeurs exceptionnelles alors même que
le coefficient de corrélation linéaire est
extrêmement sensible à de telles
valeurs.
En faisant une lecture conjointe de
la matrice des graphiques bivariés et de
celle des coefficients de corrélation
linéaire, on évitera très certainement des
erreurs courantes, et encore trop
fréquentes, dans l'utilisation des
matrices de corrélation. Par voie de
conséquence, l'interprétation des résul-
tats de l'Analyse en Composante
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Y~ri~ble
4JlSalPublie:
Pop/Résid
4JlDép~n
SS~1Public
1,0000
-0,364'
0,6948
Pop/Résid
-0,364'
1,0000
-0,'297
SDépen
0,6948
-0,1297
',0000
figure n° 4.5. La matrice des coefficients de corrélation linéaire des variables de
la figure no4.4 ci-dessus.
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Principales (ACP), qui utilise la matrice
des coefficients de corrélation linéaire,
apparaîtra plus aisée et plus sûre.
4.2.1. SYSTAT
Pour réaliser une matrice de gra-
phiques bivariés avec SYSTAT, il faut
ouvrir le fichier de données puis sélec-
tionner l'article SPLOM du sous-menu
SPLOM du menu PLOT.(figure nO 4.6).
Le logiciel ouvre ensui te un dia-
logue permettan t de sélectionner les
variables à représenter (figure nO 4.7).
Notons la présence, dans la partie infé-
rieure droi te de ce dialogue, de la
figure n 0 4,6, SYSTAT: la sélection de l'article SPLOM du sous-menu SPLOM du
menu PLOT.
NENI:
RGRII:
HllPUBLI
ECRn
POPRESID
CODES
PROUINC[$
NOMS
POPNC
URR7684
( Select ) ( S(~I(H t
1NE NI: RGRIC ECRIT OEPEN SRlPUBlI
( OK 1ru
(cancel]
[ Clear ]
rrn ~ :~,. .~ ~ rm
~)(U Bubbl. C.ntr'd Enips. Fm Full
!hJ .:.~ --:::s "f0 ,* JI'
Hilf I"fi'ne U". Lo Pow.r Smooth
~ \1111" Jo..+ • ~@ -1(
SpMl Spih S'fF Symb'l Tit1. Il.etor figure n 0 4.7. SYSTAT: le choix des
variables constituant la matrice de
graphiques bivariés,
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plupart des options déjà proposées
pour les graphiques bivariés. De plus,
l'option HALF permet de ne tracer que
la partie inférieure de la matrice de
graphiques bivariés.
Si l'on ne retient aucune de ces
options, le graphique obtenu représente
les nuages de points des variables prises
deux à deux, avec leur nom dans la
diagonale (figure n° 4.8).
Mais il apparaît souvent utile de
compléter ce genre de graphique par
une information relative à la distribu-
tion de chaque variable (figure n° 4.6).
Ceci est possible en sélectionnant,
non pas l'article SPLOM, mais l'article
DENSITY du sous-menu SPLOM du
menu PLOT. Trois boutons permettent
de choisir le contenu des cases de la
diagonale (ici, l'option STRIPE a été
retenue). En combinant ces options avec
celles relatives au contenu des
graphiques bivariés (ici INFLUENCE),
on obtient des graphiques assez
complets et parfois même complexes.
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"EN: "'. · .. 1 •••
• • • •
, • •• , ·1.
•
• • • •
• • • •
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• RGRIC 1 • 1 • •~ ~ .... .... • •
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.. - ... • • • _.. ".\ • ...... ..•
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figure n°4.8. SYSTAT: la matrice de graphiques bivariés de 5 variables
du fichier sur les communes de Nouvelle-Calédonie.
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figure nO 4.9. SYSTAT: la matrice de graphiques bivariés de 5 variables du fichier sur les communes de
Nouvelle-Calédonie, avec les options STRIPE et INFLUENCE.
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Ainsi, malgré une interactivité avec le
graphique réduite, SYSTAT réalise
d'intéressantes matrices de graphiques
bivariés.
4.2.2. DataDesk
variable étudiée, et, en abscisse, les
valeurs théoriques de la loi Normale
estimée par la fonction NSCORES du
logiciel. Pour que la loi Normale corres-
ponde à la distribution observée, tous
les points doivent être alignés sur une
droite.
Le tracé d'une matrice de gra-
phiques bivariés avec DataDesk suit le
même mode opératoire que celui des
graphiques bivariés proprement dit.
Lorsque les icônes des variables sont
sur le bureau du logiciel, il faut sélec-
tionner les variables devant composer la
matrice par un clic sur leurs icônes
respectives. Ensuite, en choisissant
l'article PLOT MATRIX du menu
PLOT (figure nO 4.10), DataDesk ouvre
une fenêtre par graphique, l'assemblage
des fenêtres constituant, au fur et à
mesure, la matrice de graphiques biva-
riés (figure nO 4.11).
Remarquons que Data-
Desk ne trace que le triangle
supérieur de la matrice, ce qui
a pour effet de réduire de
manière importante le temps
de traitement, sans occasionner
de perte d'information.
Dans la diagonale de la
matrice graphique, on trouve,
pour chaque variable, un
graphique nommé NORMAL
PROBABILITY PLOT. Il s'agit
d'une technique simple d'éva-
luation de la ressemblance des
distributions à la loi Normale.
Il s'agit d'un graphique
bivarié où l'on trouve, en
ordonnée, les valeurs de la
Bien entendu, tous les outils
destinés à l'étude des graphiques biva-
riés, décrits au chapitre 3, demeurent
disponibles avec une matrice de
graphiques bivariés:
• menus hyperview, situés dans la
partie gauche de chaque fenêtre permet-
tant le calcul et le tracé d'une droite de
régression.
• menus hyperview sur le nom de
chaque variable permettant d'en obtenir
une description univariée.
• outils de sélection, de tranchage et
de brossage, destinés à l'examen de
points, ou de groupes de points sur un
Plot Options ~
Histograms
Bnr Chnrts
Pie Charts
Scatterplots
Rotating Plot
Dotplots
Multiple Ootplot
BOHpiots
Multiple BOHplots
Lineplots
Multiple L1ne Plot
• 1
Normal Prob Plot
Surface Plot
figure nO 4.1 O. DataDesk: le choix du menu PLOT MATRIX pour
tracer une matrice de graphiques bivariés.
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figure nO 4.11. DataDesk: la matrice de graphiques bivariés de 5 variables du fichier sur les communes de
Nouvelle-Calédonie.
graphique, en relation avec tous les
autres graphiques.
De plus, lorsque l'article AUTO-
MATIe UPDATE des menus hyper-
view attachés à chaque fenêtre
graphique a été activé, DataDesk
provoque, grâce aux liens dynamiques
qu'il a établis, la répercussion de toute
modification des données dans la
matrice de graphiques bivariés.
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de la matrice inverse des coefficients de
corrélation linéaire (figure nO 4.15), Les
valeurs situées dans la diagonale de
cette matrice renseignent sur le degré de
corrélation linéaire de chaque variable
par rapport à toutes les autres. Par
exemple, la variable O/OSALPUBLIC qui
présente la valeur la plus élevée est
aussi celle qui, sur l'ensemble des
r li File Edit Rowi Columnl
4.2.3. JMP
Dans la terminologie propre à JMP,
l'exploration multivariée correspond à
la plate-forme Y's BY Y's à laquelle on
accède par le menu ANALYZE (figure
n° 4.12).
Les variables constituant la matrice
de graphiques bivariés
doivent donc jouer le rôle
y qui leur est attribué soit
à l'aide des menu pop-up
des en-têtes de colonnes,
soit avec le dialogue
destiné à cet effet, qui
s'ouvre lorsqu'aucun rôle
n'a encore été défini
(figure nO 4.13). Dans ce
cas, il suffit de cliquer sur
les noms des variables
retenues pour les sélec-
tionner.
1 NOCOI
Tooii Wlndow
Distribution of Y's
~fit Y by H
~fit Y by H's
~ Specify Model
!L(,:x Spin
figure nO 4.12. JMP: TIl sélection de la plate-forme Y's BY Y's du
menu ANALYZE,
~NéNC
~Rgric
~Ecrit
~Dépen
Selected columns
[ Done ~( cancel)
Select Columns for Y's by Y's
Columns from
NC.JMP
~femmes Q
.:.:l':n:'ll1
i;œ···.1 ~:.:~:,,: ~
Pop/Résid ffiE
~Dépen 0
La fenêtre des résul-
tats, intitulée MULTIVA-
RIATE, comprend quatre
parties. On y trouve tout
d'abord la matrice des
coefficients de corrélation
linéaire précédemment
décrite. Puis vient la
matrice des graphiques
bivariés proprement dite
(figure nO 4.14). Les cases
situées en dehors de la
diagonale représentent les
nuages de points; seuls les
noms des variables appa-
raissent dans la diagonale.
Vient ensuite un ta-
bleau très original. li s'agit
figure no 4.13. JMP: la sélection des variables devant composer la
matrice de graphiques bivariés.
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figure n° 4.14. JMP: la matrice des coefficients de corrélation linéaire et celle des
graphiques bivariés.
graphiques bivariés, présente, le plus
souvent, un allongement révélateur de
corrélations plus ou moins fortes.
Enfin, le graphique de la distance
multivariée de Mahalanobis a pour
fonction de simplifier le repérage des
observa tions les plus exceptionnelles,
compte tenu de l'ensemble des variables
figurant dans la matrice des graphiques
bivariés. Le premier point se détache
nettement. En cliquant dessus, sa ligne
dans le tableau de données est souli-
gnée: il s'agit de la commune de Belep
dont le comportement particulier a
maintes fois été révélé. Notons que cette
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Inverse COrT J
VarNII'" SlIi..: SAgr. Rcrit SOif- S~lP"Hc
.HiNt 2,2822 -, ,4370 0,"2' -, ,3946 0,2748
.Agrie -, ,4370 2,5309 -0,0887 0,536' , ,052'
.Ecrit 0,"2' -0J)887 , ,6135 , ,DD78 -, ,3637
.D••n -, ,3946 0,536' , ,0078 3;5729 -2,6785
.S.Publio 0,2748 , ,052' -, ,3637 -2,6785 4,0459
Dutl1er Distance IMahalanoblsl ]
D 01·
1 4 .
s
•
t 3 . .
. .. . .
il . . . .. ..2 . . . .n .. .
. .
. .
0 , . . ...
• D0,['3
0,['9 5 '0 '5 2D 25 30 3"
Roy Num"r
figure n°4.15. JMP: la matrice inverse des coefficients de corrélation linéaire
et le graphique des distances de Mahalanobis.
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distance multivariée de Mahalanobis
peut être enregistrée dans le tableau de
données à l'aide d'un menu pop-up $.
L'outil de brossage peut être directe-
ment utilisé sur la matrice de
graphiques bivariés. Mais on n'a pas
accès directement sur ce graphique au
calcul, ou au tracé des droites de régres-
sion. Il faut, dans ce cas, revenir à la
plate-forme FIT Y BY X. Sur ce plan, les
concepteurs de JMP ont sans doute
privilégié leur logique de plate-forme:
Y/s BY Y/s n'est pas FIT Y BY X. Affaire
de point de vue, sans doute!
En conclusion, on retiendra, à
propos des matrices de graphiques
bivariés la variété des options de
SYSTAT, l'immense interactivité de
DataDesk, la cohérence ainsi que les
tableaux complémentaires de JMP.
4.3. L'exploration galactique:
la toupie
L'une des méthodes les plus intéres-
santes et originales de l'analyse explora-
toire multivariée repose sur un
graphique trivarié, que l'on peut faire
tourner autour de ses trois axes, afin
d'observer le nuage de points sous
divers angles. Cette figure porte diffé-
rents noms dans la littérature anglo-
saxonne: 3D plot, Spin, ou bien encore
Rotating plot. En français, l'expression
«Graphique Rotationnel» apparaît
parfois, mais il semble à la fois plus
français et plus imagé de parler de
Toupie, dont la traduction anglaise est
Spinning top. En effet, d'après le
Dictionnaire alphabétique et analogique
de la langue française Robert, une
toupie est «un jouet d'enfant, formé
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d'une masse conique, sphéroïdale, etc.,
munie d'une pointe sur laquelle elle
peut se maintenir en équilibre en tour-
nant». De cette définition, on retient les
idées de volume et de rotation qui
apparaissent précisément comme les
caractères les plus originaux de ce
graphique. La métaphore peut s'étendre
à la méthode d'analyse elle-même:
d'une certaine manière, la toupie
constitue un vaisseau d'exploration des
galaxies. Chaque étoile représente une
observation localisée dans l'espace
multidimensionnel (ou multivarié) en
fonction de ses valeurs sur les variables
formant le système d'axes.
4.3.1. Construire une toupie
Les nuages de points analysés au
cours du chapitre 3 ont été construits en
50
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figure n°4 .16. Le nuage de points tridimensionnel
formé par les valeurs de communes sur les variables
%NENC, %AGRIC et %0-14 ANS.
localisant chaque observation en fonc-
tion de ses valeurs sur deux variables
formant les axes orthogonaux d'un
plan. En considérant une troisième
variable, on introd uit une troisième
dimension représentée par un axe
orthogonal aux deux autres: le nuage de
points acquiert ainsi une épaisseur.
On peut représenter un tel nuage en
perspective. Par exemple, chaque
commune de Nouvelle-Calédonie forme
un point (gros et rond) sur le graphique
construit en fonction du pourcentage de
ses habitants nés en Nouvelle-
Calédonie, de celui des agriculteurs par
rapport à la population active et, enfin,
de celui des personnes âgées de 0 à 14
ans par rapport à la population totale
(figure nO 4.16).
En chaque plan formé par les
variables prises deux à deux, on obtient
une «boîte» qui renforce l'impression de
volume. Les communes peuvent être
projetées sur chaque face, l'ensemble de
ces projection formant à son tour un
nuage de points (petits et carrés) bivarié
comme ceux du chapitre 3.
On notera que, si la lecture d'un seul
nuage de points bivarié est aisée, il
apparaît plus difficile de retenir et de
mettre en relation trois graphiques biva-
riés simultanément (les outils de bros-
sage et de tranchage sont là pour
simplifier cette tâche). Par ailleurs, la
perspective adopte un angle de vue qui
n'est pas toujours le meilleur pour
examiner chaque groupe de points. Le
rôle de la toupie est précisément de faci-
liter l'examen du volume sous tous les
angles.
Analyse exploratoire des données
figure n°4.17. Ùl projection d'un nuage de points tridimensionnel sur des plans d'orientations différentes.
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La construction d'une toupie corres-
pond au premier principe de l'analyse
exploratoire multivariée: P pour
Projection. Au lieu de recourir à l'arti-
fice de la perspective pour rendre
compte du volume formé par le nuage
de points tridimensionnel, on le projette
sur un plan figuré par l'écran de l'ordi-
nateur. Selon l'orientation de ce plan
par rapport aux axes de référence, la
projection du nuage de points révèle
diverses configurations, diverses formes
qu'il faut interpréter.
Pour faciliter l'observation, on place
en général le système d'axes au centre
du nuages, sur le point correspondant à
la médiane de chacune des variables.
Lorsque le plan de projection est paral-
lèle à deux axes, le troisième disparaît,
ou plus précisément, il est confondu
avec l'origine du système d'axes. Dans
tous les autres cas, lorsque le plan de
projection forme un angle compris entre
o et 90°, tous les axes demeurent
visibles.
Pour illustrer ce propos, nommons
X le pourcentage d'agriculteurs dans la
population active (%AGRIC), Y, celui
des 0-14 ans (%0-14) dans la population
totale et Z, la proportion de la popula-
tion totale née en Nouvelle-Calédonie
(%NENC). Les parties A, B, et C de la
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figure nO 4.17 représentent le nuage de
points projeté sur des plans parallèles,
respectivement à XY, YZ et XZ: seuls
les axes concernés sont visibles. Par
contre, sur la partie 0, les 3 axes (ou,
plus exactement, leurs projections) sont
visibles, leur longueur dépendant de
l'inclinaison par rapport à l'un ou
l'autre des axes.
La construction d'une toupie revient
donc à choisir les variables relatives aux
trois dimensions, à placer les axes sur le
nuage de points afin de pouvoir le faire
tourner ensuite autour de l'un des axes.
4.3.1.1. SYSTAT
On accède à la toupie de SYSTAT
lorsqu'après avoir ouvert le fichier de
figure n0 4.18. SYSTAT: le menu d'accès à la toupie.
A&RI(
FEMMES
"""E"""1:
l l"""E"""e
y 1""""SOI4SHlPUBll
ECRIT 1~====~__...J..Y...J H "IiRI [
Select
[ OK J
( [oncel )
( [leu)
~ 0°.
Colors s;u
figure n° 4.19. SYSTAT: la sélection des variables Z, y et X de la toupie.
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figure n°4.20. SYSTAT: l'affichage de la toupie en
position initiale, avant rotation.
données, on choisit l'article SPIN du
sous-menu 3D PLOT du menu
GRAPH. (figure n° 4.18).
Le logiciel ouvre alors un dialogue
destiné à sélectionner les trois variables
du graphique (figure n° 4.19), puis
affiche la toupie dans une fenêtre parti-
culière (figure nO 4.20).
En position initiale, avant rotation,
l'axe Z correspond à l'axe vertical, légè-
rement incliné vers l'avant; X forme
l'axe horizontal de la largeur, après une
légère rotation vers l'arrière autour de
Z; y constitue l'axe horizontal de la
profondeur, après une légère rotation
vers l'avant autour de Z. Notons que le
système d'axes n'est pas au centre du
nuage de points, mais localisé aux
valeurs 0 sur les trois variables.
4.3.1.2. DataDesk
Lorsque les variables sont sur le
bureau de DataDesk, il faut sélec-
tioimer trois d'entre elles par un clic sur
leurs icônes (figure nO 4.21). L'ordre de
la sélection a une importance, puisque
c'est de lui que dépend l'identification
des axes: la première variable corres-
pond à Y, la seconde à X et la troisième à
Z.
En choisissant l'article ROTATING
PLOT du menu PLOT, la toupie fait son
apparition dans une nouvelle fenêtre.
En position initiale, avant rotation, la
figure représente une projection du
nuage de points sur un plan parallèle à
XY. L'axe Z, de face, demeure invisible
(figure n° 4.22). Notons que le système
d'axes est au centre du nuage de points,
mais que cette position peut être trans-
férée aux coordonnées 0,0,0 ou bien
encore au point moyen grâce à l'article
SET ROTATING PLOT OPTIONS du
sous-menu PLOT OPTIONS du menu
PLOT.
Lorsque les variables sont sur son
bureau, DataDesk propose un outil de
contrôle de la dispersion du nuage. On
y accède par un article du sous-menu
TOOLS du menu MODIFY. En plaçant
le curseur sur le nuage de points, on
provoque par un clic une concentration
par rapport aux axes (figure nO 4.23).
Au contraire, un clic à l'extérieur du
nuage accentue sa dispersion par
rapport aux axes. Cet outil s'avère très
utile lorsque quelques points situés très
loin de la majorité des autres provo-
quent une telle concentration de ces
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derniers qu'il est impossible de les
examiner.
Plot Options
Histograms
Bar Charts
Pie Charts
Scatterplots
Dotplots
Multiple Dotplot
BOHploh
Multiple BOHpiots
L1neplots
Multiple L1ne Plot
figure nO 4.21. DataDesk: la sélection des 3 variables
destinées à la construction de la toupie.
F'"I,I.,. 1
figure n o 4.22. DataDesk: l'affichage de la toupie
en position initiale.
4.3.1.3. JMP
On accède à la toupie de JMP par la
plate-forme SPIN du menu ANALYZE
(figure nO 4.24). Si les rôles des variables
n'ont pas encore été fixés, le logiciel
figure nO 4.23. DataDesk: le contrôle
de la dispersion de l'affichage du nuage.
ouvre un dialogue comprenant deux
fenêtres (figure nO 4.25): celle de droite
donne lIa liste des variables présentes
dans le fichier de données. Par un clic
sur l'un de ces noms, la variable corres-
pondante est sélectionnée, et son nom
apparaît dans la fenêtre de gauche.
Après avoir sélectionné 3 variables,
un clic sur le bouton OONE provoque
l'affichage de la toupie dans une fenêtre
nommée SPIN (figure nO 4.26). Les axes
prennent la dénomination X, Y et Zen
fonction de l'ordre de sélection des
variables.
Notons que la posi tion de départ
coïncide avec un plan de projection
parallèle au plan X'{, Z demeurant invi-
sible.
Analyse exploratoire des données
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figure n° 4.24. JMP: le choix de la plate-forme SPIN.
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figure n° 4.25. JMP: la sélection de variables de la toupie.
132
Philippe Waniez
:0
Components
~'JIACTiçY 910- 14ansl 'JINéNC
figure nO 4.26. JMP: la toupie en position initiale.
Dans la boîte à outils, 1
permet, comme avec DataDesk de
contrôler la dispersion du nuage de
~ints par rapport aux axes. Un clic sur
~ accentue la dispersion, alors que
~ provoque un resserrement.
4.3.1.4. MacSpin
Seul logiciel entièrement dédié à la
toupie, MacSpin affiche d'emblée un
graphique correspondant aux 3
premières variables du fichier retenu.
La modification des variables
définissant les axes se fait très simple-
ment à l'aide de la fenêtre des Variables
(figure nO 4.27). TI suffit de sélectionner
l'une d'entre elles par un clic sur son
nom, puis de faire glisser ce nom
jusqu'à la flèche de l'un ou l'autre des
axes X, Y ou Z. Le graphique est immé-
diatement modifié en fonction de son
nouveau système d'axes.
En position initiale, les axes sont
placés au centre du nuage de points,
mais l'article ORIGINE A ZERO du
menu VUE permet de les placer aux
coordonnées 0,0,0 (figure nO 4.28). Le
plan de projection initial est parallèle à
la facette XY, Z étant invisible.
4.3.2. Faire tourner la toupie
La toupie exploratoire peut tourner
autour de chacun de ses axes. La rota-
tion permet de créer l'illusion de la troi-
sième dimension et
se rapporte au
second principe de
l'analyse explora-
toire: R pour
Rotation. Cette
rotation peut être
réalisée de deux
façons:
• en déplaçant
un pointeur direc-
temen t sur le
graphique. Ce
mode de fonction-
nement porte le
nom de rotation
libre.
Analyse exploratoire des données
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figure n° 4.27. MacSpin: la toupie en position initiale et la sélection des variables
définissant les axes.
• en provo-
quant la rotation
autour de X, You Z
grâce aux outils
destinés à cet effet: un clic correspond à
un angle de rotation prédéterminé. Ce
mode de fonctionnement s'appelle la
rotation contrôlée
Pour rechercher des formes signifi-
catives, deux méthodes peuvent être
utilisées l'une après l'autre:
• animer le nuage de points d'un
mouvement uniforme: le dessin se met
alors à s'animer jusqu'à ce que l'utilisa-
teur, en découvrant une vue intéres-
sante, impose un arrêt sur image. Dans
ce cas, on parle de rotation continue.
• par contre, lorsque l'on veut
affiner une vue, il est préférable de faire
pivoter la toupie pas à pas.
Lorsque la vue est jugée satisfai-
sante, il apparaît utile d'enregistrer la
nouvelle projection du nuage de points
par rapport au système de coordonnées
d'origine.
Enfin, il faut pouvoir, dans tous les
cas, revenir à la position d'origine.
Comme la rotation supposée n'est
vraiment perceptible que lorsque le
graphique se déplace sur l'écran,
;
figure n°4.28. MacSpin: placer rorigine du
graphique sur la valeur des 3 variables.
134
Philippe Waniez
l'exposé se limitera, pour les quatre
logiciels retenus, à l'analyse des cinq
fonctions suivantes:
• rotation libre.
• rotation contrôlée.
• rotation continue.
• enregistrement d'une nouvelle
projection.
• retour à la position d'origine.
4.3.2.1. SYSTAT
• rotation libre: elle s'effectue en
saisissant un axe par un clic sur son
extrémité, puis, le bouton de la souris
enfoncé, en faisant faire à cet axe un
mouvement circulaire.
• rotation contrôlée: chaque axe
dispose d'un bouton de contrôle de sa
rotation ~~~ . Un clic sur
la flèche de gauche provoque une rota-
tion vers la gauche; un clic sur la flèche
de droite conduit à une rotation en sens
inverse. L'angle de rotation produit par
un seul clic (ici 2 degrés par clic) peut
être fixé grâce à un bouton destiné à cet
effet ~.
• enregistrement d'une nouvelle
projection: on obtient les coordonnées
d'une nouvelle projection, par rapport
au système d'axes d'origine, en cliquant
sur l'icône de l'œil .. 1"'~'-if",y."R"~'-J'1 0 15
Les valeurs sont indiquées en degrés
par rapport à la valeur 0,0,0 (ici, 1° pour
X, 0° pour Y et 15° pour Z).
• retour à la position d'origine: en cli-
quant sur l'icône de la maison
.m (home), le graphique reprend sa
posItion d'origine.
4.3.2.2. DataDesk
• rotation libre: deux outils du sous-
menu TOOLS du menu MODIFY
permettent la rotation libre du nua~e
points. Avec la main horizontale. '
on décrit un mouvement circulaire
après avoir saisi l'un des axes; le fonc-
tionnement est donc le même qu'avec
SYSTAT. Le second outil, main verticale
fléchée El, provoque une rotation
perpendi~aireau sens de déplace-
ment: si la main va de la gauche vers la
droite, le nuage de points tourne autour
de l'axe vertical du plan de projection,
dans le sens inverse des aiguilles d'une
montre; un déplacement de la droite
vers la gauche provoque une rotation
autour de l'axe vertical, dans le sens des
aiguilles d'une montre. Par contre, si la
main va du haut vers le bas, le nuage de
points tourne autour de l'axe horizontal
du plan de projection.
• rotation contrôlée: il n'y a pas de
bouton de contrôle de la rotation, mais
il est quand même possible de faire
bouger le graphique pas à pas à l'aide
des touches l, J, K, L du clavier. Les
flèches du clavier sont également utili-
sables. Le pas de la rotation, nommé ici
sensibilité (sensitivity), peut aussi être
fixé, mais de manière intuitive, sans
mesure précise de l'angle.
• rotation continue: lorsqu'une rota-
tion contrôlée a commencé par utilisa-
tion des touches l, J, K, L, ou des flèches
du clavier, le mouvement ainsi provoqué
peut être poursuivi par un clic sur le
graphi<uw.à l'aide de la main verticale
fléchée lai ; la rotation continue cesse
dès qu'un nouveau clic intervient.
Analyse exploratoire des données
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• enregistrement d'une nouvelle
projection: en sélectionnant l'article
SHOW EQUATIONS du sous-menu
EQUATIONS du menu MODIFY, on
obtient les coordonnées d'une nouvelle
projection, par rapport au système
d'axes d'origine, à chaque arrêt de la
rotation. Dans le même menu, l'article
SHOW EQUATIONS DURING
ROTATION affiche les équations à
chaque pas de rotation; du fait du temps
de calcul nécessaire, la vitesse de rota-
tion chute de manière considérable. De
plus, il est possible d'enregistrer les
coordonnées de chaque point sur le
plan de projection: l'article RECORD
PROJECTION du sous-menu DIMEN-
SION du menu MODIFY crée trois
nouvelles variables, m' nommées
ia...
YPROJEcnON, XPROJECTION (pour
le plan de projection), et ZPROJECnON
(pour la profondeur) que l'on peut
traiter ensuite comme n'importe quelle
autre variable.
• retour à la position d'origine: en
sélectionnant l'article HOME du menu
hyperview attaché à la fenêtre du
graphique, le système d'axes revient à
sa position d'origine.
4.3.2.3. JMP
• rotation libre: main verticale. ,
provoque une rotation perpendiculaire
au sens de déplacement, de manière
semblable à la main verticale fléc~e
DataDesk. L'outil main vertical~ ,
est l'un des articles du menu TOOLS.
• rotation contrôlée: chaque axe est
doté de deux boutons de contrôle de
rotation •. Ceux de gauche
correspondent à l'axe ~ ceux du centre à
X, et ceux de droite à Z. Pour chaque
axe, un clic sur le bouton supérieur
provoque une rotation dans le sens des
aiguilles d'une montre, et dans le sens
inverse pour le bouton inférieur. L'angle
de rotation produit par un seul clic peut
être fixé grâce à deux boutons l4J :
~
celui du haut permet d'ouvrir l'angle,
alors que celui du bas le ferme; lors du
clic sur l'un ou l'autre de ces deux
boutons, la valeur de l'angle est affichée.
• rotation continue: elle est possible
en rotation libre par l'outil main verti-
cale ., mais avec la touche majus-
cule ~oncée. Elle cesse par un
nouveau clic sur le graphique.
• retour à la position d'origine: en
cliquant sur l'icône de la maison ~
(home), le graphique reprend sa position
d'origine.
4.3.2.4. MacSpin
• rotation contrôlée: chaque axe est
doté de deux boutons de contrôle de
rotation~ Pour chaque
axe, un clic sur le bouton inférieur
provoque une rotation dans le sens des
aiguilles d'une montre, et dans le sens
inverse pour le bouton inférieur.
• enregistrement d'une nouvelle
projection: il est possible d'enregistrer
les coordonnées de chaque point sur le
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figure n° 4.29. Le 11Ulrquage de groupes d'individus.
.4·ans
Illustrons ce propos par un exemple.
Dans une position donnée de la toupie,
on observe un regroupement de trois
points. Afin de mieux les distinguer, ils
sont successivement sélectionnés (figure
4.29.A) et marqués
d'un symbole particu-
lier: une croix (figure
nO 4.29.B). Après une
nouvelle rotation de la
toupie, un nouveau
groupe est identifié,
sélectionné (figure
nO 4.29.C) et, enfin,
marqué par un sym-
bole qui lui est propre:
un bâton vertical.
Durant cette dernière
rotation, le premier
groupe, marqué d'une
croix, s'est lui aussi
déplacé: on remarque
ainsi que, s'il est
homogène, peu dis-
persé sur le plan de
projection formé par
4.3.3. Former des groupes
Lorsqu'un groupe de points fait son
apparition sur une vue particulière
obtenue après rotation de la toupie, il
s'avère souvent utile de les désigner par
un symbole particulier. Ainsi, lorsque la
rotation sera poursuivie, les nouvelles
positions des points solidaires d'une
groupe pourront être facilement exami-
nées afin de savoir pourquoi ce groupe
est visible dans certaines positions et
invisible dans d'autres. Ce marquage
répond au troisième principe de
l'analyse exploratoire multivariée: 1
pour Isoler.
plan de projection: l'article CREER du
menu VAR crée une nouvelle variable
que l'on peut traiter ensuite comme
n'importe quelle autre variable. Un
dialogue permet d'en donner son nom
(par défaut PROVISOIRE) et d'indiquer
sur quel axe (X, Y ou Z) doit être
effectué le calcul. Il est possible de
conserver un état de la rotation grâce à
l'article ENREGISTRER du menu VUE,
ou de faire alterner deux vues succes-
sives par l'article ECHANGER du
même menu.
• retour à la position d'origine: en
sélectionnant l'article R.A.Z. du sous
menu ORIENTATION du menu VUE,
le graphique reprend sa position
d'origine.
Analyse exploratoire des données
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les variables %0-14AN5 et %NENC
(figure nO 4.29.A), il est beaucoup plus
hétérogène lorsqu'on prend en compte
la variable %AGRIC.
%D-14AN5
%AGRIC
%NENEC
44.6%
42.0%
98.9%
figure nO 4.30. SYSTAT: la sélection d'un groupe d'observations et
leur marquage dans la fenêtre d'édition.
36.1%
01.0%
66.4%
• pour le groupe marqué d'un bâton
vertical (communes de Nouméa, Mont
Dore, Dumbéa et Paita):
%D-14AN5
%AGRIC
%NENEC
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• pour le groupe mar-
qué d'une croix (communes
de Lifou, Maré et Pouebo):
Au-delà du simple
repérage graphique des
groupes, on a souvent
besoin de former des sous-
ensembles d'observations
pour les examiner séparé-
ment des autres, de
manière à connaître leurs
caractéristiques particu-
lières. Dans ce cas, on
cherche à définir une
nouvelle variable où
chaque observation porte le
numéro du groupe auquel
elle appartient. Ceci
permet, par exemple, de
calculer la moyenne des
groupes pour les trois
variables de la toupie. Dans
l'exemple ci-dessus, on
obtient:
Les communes de Lifou, Maré et
Pouebo qui forment ce groupe sont
donc caractérisées par une forte popula-
tion jeune, par une très grande propor-
tion d'autochtones, et par un pourcen-
tage variable des agriculteurs dans la
population active, toujours au-dessus
de la moyenne, mais plus
fort pour Pouebo, 52.7%,
que pour Lifou et Maré,
respectivement 43.2% et
30.1%.
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SYSTRT Rnal sisBien entendu, à partir du
momen t où l'on a pu
enregistrer le groupe d'appar-
tenance de chaque observa-
tion, tous les traitements
pouvant être réalisés sur
l'ensemble deviennent
possibles sur chaque groupe.
T01R. OBSEJUITlœIS:
"Œa&S
nl"11O'I
IIRlCIIO'I
l'I:JII
4
IHiOM
4
31.400
38.800
3D. 100
fliRlC
4
0.100
2.tlOO
1.025
4
ID.300
118.700
fl6.42:J
A partir du moment où les observa-
tions sélectionnées sur le graphique
sont marquées dans l'éditeur, tous les
traitements à venir ne portent que sur
ces seules observations. Par exemple, en
choisissant l'article STATISTICS du
menu STATS, on obtient un résumé
figure n° 4.31. SYSTAT: un résumé numérique calculé
sur les 4 observations précédemment sélectionnées.
Sele
figure nO 4.32. SYSTAT: l'édition du nouveau fichier EXTRACT obtenu par
sélection des observations marquées.
~D WRNIEZ
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1 1 li
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Ainsi, pour connaître les
possibilités des logiciels, il
apparaît indispen-
sable de savoir
comment:
• on désigne des
groupes d'observa-
tions;
• on définit de
nouvelles variables
contenant les numéros
de groupes.
4.3.3.1. SYSTAT
Pour interagir
avec une toupie I--_~--\- ---.;=-....;,;;;,~
réalisée par SYSTAT,
il faut, comme pour
les graphiques biva-
riés, avoir préalable-
ment ouvert le fichier
de données en cochant
l'option EDIT. Lorsque
le tableau apparaît à
l'écran, la toupie peut
être tracée de la manière indiquée en
4.3.1. L'option EDIT rend actifs les outils
de sélections de points: flèche, carré ou
lasso. En sélectionnant sur le graphique,
à l'aide du carré, les points formant un
groupe, l'éditeur leur affecte le symbole
de sélection, • (figure nO 4.30).
Analyse exploratoire des données
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lis fonctionnent de la même manière
qu'avec les graphiques bivariés. Par
exemple, le tranchage du nuage dans le
sens vertical a pour effet de sélectionner
toutes les observations incluses dans le
couloir défini entre le début de l'appui
figure n° 4.33. DATADESK: le choix d'un outil de sélection.
sur le bouton de la souris et son relâche-
ment. Les points des observations sélec-
tionnées apparaissent en double inten-
sité et, grâce aux liens dynamiques entre
fenêtres, il est facile de les repérer dans
celle d'édition de la variable NOM
(figure nO 4.34).
figure n°4.34. DataDesk: le tranchage de la toupie.
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4.3.3.2. DataDesk
Lorsque la toupie est
présente sur le bureau de
DataDesk, la sélection d'une
partie du nuage de points se
réalise en choisissant l'un des
outils de sélection dans le sous-
menu TOOLS du menu
MODIFY. Les divers outils
utilisables sont le lasso, le carré,
le doigt, la brosse et les
couteaux (figure nO 4.33).
Mais SYSTAT
peut faire plus encore:
en activant l'article
EXTRACT
SELECTED du menu
EDITOR, le logiciel
constitue un nouveau
fichier contenant
toutes les variables du
fichier initialement
ouvert, mais unique-
ment les observations
sélectionnées. On
obtient ainsi un fichier dérivé
pouvant être analysé séparé-
ment (figure nO 4.32).
statistique qui ne porte
que sur les 4 observa-
tions retenues (figure
nO 4.31).
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=figure nO4.36. DataDesk: le calcul d'une variable binaire d'appartenance à
un groupe.
En utilisant l'ar-
ticle SPLIT INTO
VARIABLES BY
GROUP du menu
MANIP, DataDesk
génère un ensemble
de dossiers (un
dossier par variable à
étudier), cornprenant
chacun deux ta-
bleaux, un pour les
observations prenant
la valeur 0, et
En second lieu, tou te sélec-
tion de points peut donner lieu
au calcul d'une nouvelle
variable binaire. Lorsqu'une ob-
servation appartient à la sélec-
tion, elle prend la valeur 1,
sinon, on lui affecte la valeur O.
un écran couleur, les symboles
colorés sont disponibles. Ce
marquage particulier facilite le
repérage du groupe pendant les
rotations ultérieures.
Cette opération a lieu
lorsqu'on active l'article
RECORD du sous-menu
SELECTION du menu
MODIFY. DataDesk demande le nom
de la nouvelle variable (ici GROUPE 1)
et la place sur le bureau. En ouvrant la
fenêtre d'édition par un clic sur l'icône
de la nouvelle variable, on peut observer
que les observations sélectionnées sur la
toupie, dont le nom est souligné dans la
fenêtre NOM, pren-
nent la valeur 1, et a
dans le cas contraire
(figure n° 4.36).
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--------
figure nO 4.35. DataDesk: l'affectation d'un symbole particulier à
un groupe d'observations préalablement sélectionnées.
----------
----------i
Les points sélectionnés peuvent
subir divers types d'opérations. En
premier lieu, l'article SHOW AS du
sous-menu SYMBOLS du menu
MODIFY permet d'affecter un symbole
au groupe, choisi parmi les huit
symboles proposés (figure nO 4.35). Sur
n'appartenant donc pas au
groupe, et un autre pour
celles du groupe, prenant
la valeur 1. Dans chaque
tableau ne figure qu'une
variable nommée respecti-
vement 0 ou 1, sur laquelle
il est possible de pour-
suivre l'analyse en calcu-
lant, mais ce n'est qu'un
exemple, un résumé statis-
tique (figure nO 4.37). En
renommant les variables,
et en regroupant les icônes
dans le même tableau, on
obtient un nouveau fichier
semblable à celui obtenu
avec SYSTAT.
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figure n04.37. DataDesk: le calcul d'un résumé statistique pour les
observations du groupe 1, sur les 3 variables de la toupie.
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figure n°4.38. JMP: le brossage de la toupie.
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figure n° 4.39. 'MP:
le I1Ulrquage d'un
groupe par un
~""i;i;iilii;~~iiiiôiiiiliiiiiiioiii;i;i,;i;oi;i;iiiii~~l2J.:a symbole.
4.3.3.3. JMP
le groupe s'affiche alors dans la
colonne d'identification des
Pour sélectionner un en-
semble de points sur la toupie de
JMP, les outils flèche ou brosse
son t utilisables. La sélection
provoque une surintensité des
points sélectionnées et leur souli-
gnement dans le tableau de
données (figure nO 4.38). Dès
lors, les observations retenues
peuvent faire l'objet de diverses
manipulations.
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figure nO 4.40. JMP: inverser la sélection.
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lignes de l'ensemble du groupe,
en même temps que leur souli-
gnement.
Ensuite, il est possible
d'exclure soit les individus sélec-
tionnés, soit ceux qui restent.
Ceux qui sont exclus ne dispa-
raissent pas du tableau de don-
nées, mais sont marqués d'un
signe particulier, et seront
ignorés de toutes les analyses
suivantes, jusqu'à ce qu'ils soient
inclus à nouveau. Dans le cas où
l'on souhaite travailler unique-
ment sur le groupe formant la
sélection, il faut exclure toutes
les observations ne lui apparte-
nant pas. Cela se fait simplement
en choisissant successivement
les articles INVERT SELEC-
TION puis EXCLUDE du menu
ROWS (figures nO 4.40 et 4.41).
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.~- --=
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figuren o 4.41.JMP: exc1ure la sélection.
0-I48ns Aqrfc NéNC
Quanti 18& lQUlllntt19& J
m.)(imum 100.0. 38,800
99.S. 38,100
97.5. 38,800
90.0. 38,100
qu.rtilt 7:5.0. 38,:500
m.cIi.n 50.0. 37,100
qu.rti14! 25.0. 32,700
10.0. 31,400
2.:5. 31,400
0.5. 31,400
minimum 0.0. 31,400
Quanti 18& 1
m.)(imum 100.0. 2,6000
99.5. 2,6000
97.5. 2,6000
90.0. 2,'000
qu.rtn. ~.O. 2,1:500
m.cIi.n 50.0. 0,7000
qu.tn. 25.0. 0,2250
10.0. 0,1000
2.:5. 0,1000
0.5. 0,1000
minimum 0.0. 0,1000
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figure nO 4.42. JMP: un résumé numérique résistant calculé sur les trois variables
formant la toupie.
Ainsi, seules les observations
marquées du signe + demeurent actives
pour les calculs ultérieurs, par exemple,
un résumé numérique résistant obtenu
par la plate-forme DISTRIBUTIONS OF
Y du menu ANALYZE (figure nO 4.42).
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figure n0 4.43. MacSpin: la sélection des obseroations d'un groupe.
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figure n0 4.44. MacSpin: l'identification d'un groupe.
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4.3.3.4. MacSpin
TI existe trois méthodes de sélection
d'un ensemble de points sur la toupie
de MacSpin. En cliquant sur chaque
observation à retenir, la sélection est
soulignée dans la fenêtre OBSERVA-
TIONS (figure nO 4.43). Récipro-
quement, un clic dans cette fenêtre sur
les noms des observations devant
composer un groupe le fait apparaître
en surintensité sur le graphique. Enfin,
par un cliquer-glisser, tous les points du
rectangle sont sélectionnés.
Ce n'est pas parce que des points sont
sélectionnés qu'ils forment effectivement
un groupe. Un groupe existe à partir du
moment où les points sélectionnés sont
effectivement désignés comme devant
former un groupe. L'article UNION du
menu SS-GR réalise cette opération
(figure nO 4.44): en l'activant, le logiciel
ouvre un dialogue destiné à recevoir le
nom du groupe.
A partir du moment où il existe un
ou plusieurs groupes de points rassem-
blés sous le même nom, il apparaît inté-
ressant de réaliser des opérations
logiques sur un ou plusieurs de ces
groupes, préalablement sélectionnés
dans la fenêtre SOUS-GROUPES.
MacSpin propose 4 opérations dans son
menu SS-GR:
• l'union sélectionne tous les points
Fichier Edition Uue Uar SI-gr. ligne 1 1 Symb. Fenêtre
liiiiiiiiiiiii~~~:iii!ii~iiii~./:iMMontrerles obseruations
Isoler les obseruations uisibles
Isoler III sélection
Inclure toutes les ob.eruations
Inclure IllI sélection
figure n°4.45. MacSpin: le traitement des observations sélectionnées.
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figure nO 4.46. MacSpin: la séledion d'une variable d'animation.
appartenant au moins à l'un des
groupes retenus;
• l'intersection sélectionne tous les
points communs aux groupes retenus;
• la non-union sélectionne tous les
points qui n'appartiennent à aucun des
groupes retenus;
• la non-intersection sélectionne
tous les points qui n'appartiennent pas,
en même temps, à tous les groupes
retenus.
Notons qu'une même observation
peut figurer dans plusieurs groupes en
même temps, ce qui ouvre la porte à
l'étude de sous-ensembles flous.
Définir des groupes, leur intersec-
tion, leur union, sert avant tout à
marquer l'univers sur lequel on souhaite
poursuivre l'analyse. Le menu OBS a
pour fonction de définir ce qui doit
advenir des observations sélectionnées
(figure nO 4.44). TI est possible de les:
• isoler: seule la sélection figure sur
la toupie;
• exclure: seules les observations
non-sélectionnées sont représentées sur
la toupie.
Notons que les points invisibles à
un moment donné, peuvent être réin-
dus dans la toupie lorsqu'on le désire.
Sur le plan du traitement des
groupes, MacSpin occupe donc une
position originale: l'accent y est mis sur
des éléments d'algèbre booléenne. Ceci
correspond bien au parti-pris de
l'analyse exploratoire: les groupes se
font et se défont au gré des hypothèses.
Les outils propres à ce logiciel invitent à
adopter une démarche pratiquement
expérimentale.
Analyse exploratoire des données
147
4.3.4. Vers l'exploration
multivariée
Pour prendre en compte simultané-
ment plus de trois variables dans le
cadre de la toupie, il existe deux
méthodes différentes: le masquage et
la recherche des composantes princi-
pales.
4.3.4.1. Le masquage
La technique du masquage corres-
pond au quatrième principe de
l'analyse exploratoire: M pour Masquer.
On cherche ainsi à examiner s'il existe
une structuration particulière du nuage
de points tridimensionnel, en fonction
d'une quatrième variable. En quelque
sorte, on procède à une exploration
quadrivariée, où la quatrième dimen-
sion est le temps: les masquages succes-
sifs, par l'impression visuelle qu'ils lais-
sent à l'observateur des parties du
nuage de points, donnent une profon-
deur supplémentaire à la lecture de
l'information.
4.3.4.2. MacSpin
La technique du masquage est parti-
culièrement bien mise en valeur par
MacSpin. L'option d'animation, qu'il ne
faut pas confondre avec la rotation de la
toupie autorise un affichage séquentiel
du nuage de points dans l'ordre crois-
sant ou décroissant des valeurs d'une
quatrième variable.
Pour mieux exposer cette technique
cinématique par essence même, il appa-
raît préférable d'examiner un exemple.
On cherche à savoir si la toupie construite
à l'aide du pourcentage d'agriculteurs
dans la popùlation active (X), de celui des
0-14 ans dans la population totale (Y) et
de la proportion de la population totale
née en Nouvelle-Calédonie (Z) présente
une structuration particulière en fonction
de la province d'appartenance des
communes. Le tableau de données conte-
nant une variable PROVINCE, celle-ci
peut être utilisée pour l'animation. Il
suffit de la sélectionner par un clic sur
son nom dans la fenêtre VARIABLES,
puis de la faire glisser jusqu'à l'ascenseur
situé dans le coin gauche de l'écran
(figure nO 4.46).
Le contrôle de l'animation se fait par
action sur cet ascenseur: en le faisant
descendre jusqu'au plancher, on vide la
toupie de l'ensemble de ses points
(figure nO 4.47.A); seul le système d'axes
demeure. Par un clic sur la flèche supé-
rieure, l'ascenseur remonte d'un étage,
c'est-à-dire d'une modalité. La première
dans l'ordre retenu pour le codage
correspond à la Province Nord. Pour
mieux le voir, ce groupe a été marqué
du symbole + (figure nO 4.47.B). On
observe, de manière très nette, que,
dans une position particulière de la
toupie, les communes de la Province
Nord forme une bande d'orientation
gauche-droite. Un nouveau clic sur la
flèche supérieure fait apparaître les
communes de la Province Sud (figure
nO 4.47.C), marquées du symbole -.
De toute évidence, l'orientation
haut-bas montre que les communes des
deux provinces n'ont pas du tout le
même comportement vis-à-vis des 3
variables analysées, même s'il existe
une partie commune à leurs deux
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nuages. Enfin, un nouveau clic sur la
flèche supérieure fait apparaître les
communes de la Province des Iles
(figure nO 4.47.D), marquées par le
symbole 0 . Celles-ci sont situées dans
la partie supérieure gauche du nuage
formé par les communes de la Province
Nord et apparaissent comme le prolon-
gement de ces dernières.
En animant la toupie d'un mouve-
ment lié à une quatrième variable, on
visualise des sections particulières du
nuage de points qui peuvent révéler des
éléments de la structuration de l'en-
semble. Le masquage accroît donc de
manière sensible l'intimité de l'analyste
avec son sujet.
" -
figure n° 4.47. MacSpin: l'animation en fonction dela variable PROVINCE.
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4.3.4.3. La toupie et les composantes
principales
Retrouver ici l'une des principales
techniques de l'Analyse des Données ne
doit pas apparaître comme un para-
doxe. Rappelons, une fois encore, que
l'approche exploratoire ne rejette
aucune des techniques classiques
d'analyse statistique. Elle les situe dans
un environnement permettant de mieux
en tirer parti, comme cela a déjà été le
cas pour la régression, au chapitre 3.
Le lecteur trouvera dans la biblio-
graphie plusieurs ouvrages traitant de
l'analyse en composantes principales
(ACP). TI ne semble donc pas nécessaire
de se livrer à une paraphrase de ces
excellents livres. Rappelons simplement
que l'ACP est une méthode de réduc-
tion du nombre de variables, méthode
factorielle car cette réduction ne se fait
pas par simple élimination de variables
considérées a priori comme peu signi-
fiantes, mais par la construction de
nouvelles variables obtenues par combi-
naison linéaire des variables d'origine.
Si ces variables ne sont pas indépen-
dantes linéairement, il est possible de
les remplacer par un nombre plus petit
de composantes principales.
D'un point de vue géométrique,
l'ACP revient à rechercher les axes prin-
cipaux d'inertie du nuage de points
multidimensionnel formé par les obser-
vations sur lesquelles on a mesuré un
grand nombre de variables. Le premier
axe passe par le centre de gravité du
nuage de points et le traverse dans la
direction de son plus grand allonge-
ment: il rend compte de la plus grande
dispersion possible. Le second axe,
construit perpendiculairement au
premier, passe également par le centre
de gravité et rend compte, lui aussi, de
la plus grande dispersion possible, mais
compte tenu de celle dont le premier
axe a déjà rendu compte.
Pour connaître l'importance relative
de chaque composante, on recourt au
pourcentage de la dispersion totale dont
chacune d'elle rend compte. Si toutes les
P variables étaient linéairement indé-
pendantes, chaque composante repré-
senterait 1/P*100% de la dispersion
totale. Dans le cas du fichier de données
portant sur les communes de Nouvelle-
Calédonie, chaque composante devrait
rendre compte de 1/11"'100=9.1 %. Or, le
tableau des pourcentages (figure
nO 4.48) montre que la première compo-
sante principale représente 37% de la
dispersion, la seconde 18.9%, la troi-
sième 13.2%, etc.
EMJ·nY~1u. :
P«'CMt:
CumP.rc.nt:
4,0775
'37,0685
37,0685
2,0786
18,8962
55,9647
1,4521
1'3,2010
69,1657
1,1210
10,1911
79,3568
figure n°4.48. les taux d'inertie des 4 premières composantes principales calcu-
lées sur 11 variables relatives aux communes de Nouvelle-Calédonie.
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En analysant le nuage de points
multidimensionnel (ne pouvant donc
pas être matérialisé) dans sa projection
sur le plan formé par les deux premiers
axes, c'est près de 56% de sa dispersion
qui devient visible. L/approche clas-
sique consiste à examiner les plans de
projection deux à deux. Mais, construi-
sant une toupie avec les 3 premiers
axes, la visibilité du nuage de points
atteint 69%: l/environnement explora-
toire apporte à 1/ACP un moyen supplé-
men taire de lecture de la forme du
nuage de points, en permettant de
prendre en compte simultanément trois
composantes principales, et même
quatre si nécessaire, grâce à la technique
du masquage.
4.3.4.2.1. JMP
Le fonctionnement de JMP donne
une bonne idée du parti que l'on peut
tirer de 1/ACP associée à la toupie.
Avant même de réaliser 1/ACP, il faut
faire appel à la plate-forme SPIN du
menu ANALYZE. Si les rôles des
variables n/ont pas encore été définis, il
suffit de sélectionner toutes les variables
devant faire l/objet de l/analyse, et non
pas seulement trois variables comme
précédemment. JMP présente alors une
toupie construite autour des trois
premières variables sélectionnées.
Notons qu'il est possible de visualiser les
observations en fonction des autres
variables sélectionnées au départ: il suffit
de sélectionner la lettre X/ y ou Z dans la
colonne des variables et de la déplacer
par un glissé de souris jusqu'à la case de
la nouvelle variable (figure n° 4.49).
L'analyse en composantes princi-
pales est une option de la toupie à
laquelle on accède par le premier
menu pop-up situé dans la partie infé-
rieure gauche de la fenêtre SPIN
(figure n° 4.50).
figure n° 4.49. JMP: la sélection de trois variables dans une liste.
JMP réalise l'ACP sur
l'ensemble des variables
sélectionnées après 1/activa-
tion de la plate-forme SPIN/
ici, sur Il variables. Le calcul
dure quelques secondes et
les axes factoriels sont tracés
dans le système d'axes formé
par les trois variables consti-
tuant la toupie avant l'utili-
sation de l'article PRIN-
CIPAL COMPONENTS. En
faisant glisser la lettre X
jusqu'à la case PRIN CaMP
1/ la lettre Y jusqu/à PRIN
CaMP 2 et Z jusqu'à PRIN
CaMP 3/ on construit une
toupie dont les axes sont les
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composantes prinàpales avec
des points localisés en fonc-
tion des coordonnées des
observations sur ces axes
factoriels (figure nO 4.51).
Dans l'espace factoriel,
JMP trace les rayons formés
par les traces des axes d'o-
rigine que sont les variables de
l'analyse. La longueur appa-
rente d'un rayon rend compte
de la contribution de la
variable qu'il représente à
l'espace factoriel. Autrement
dit, plus le rayon est long, plus
la variable d'origine joue un
rôle important.
=
Components
'lI'lIPopNC
y 'lIvar76-84
Z 'IIO-14..,s
'lIfHIV'MS
'lINéNC
X 'lIAcyic
'lISlilPub1ic
'lIEcrit
Remoue Prin. Comp.
StlOlll Prin, Fl12~Js
figure n o 4.50. JMP: l'activation de l'article PRINOPAL COMPO-
NENT5.
figure nO 4.51.
JMP: le plan
des axes n'2 et
n"3.
Components
'lI'lIPopNC
'lIvar76-84
'lIO-14~s
'lIF,,",m.s
'lINéNC
'li Ac.!ric
'lIS.1Public
'lIEcrit
PoplRilsid
'lIDép.n
'lIEiU
X Prin Comp 1
y Prin Comp 2
Z Prin Comp !
Prin Comp 4
Prin Comp 5
Prin Comp 6
Prin Comp 7
Pr., Comp 8
Prin Comp 4)
Prin Comp 10
Prin Comp 11
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Les angles formés par les rayons et
les axes factoriels montrent le degré de
concordance entre ces facteurs et les
variables d'origine. Plus la valeur de
l'angle tend vers 0° ou de 180°, plus
l'axe correspond à la direction de la
variable d'origine; inversement, plus
l'angle est droit, moins l'axe factoriel
représente la variable d'origine. Ainsi,
plus les rayons s'alignent sur les axes,
mieux ces derniers rendent compte des
variables. La rotation de la toupie doit
donc être guidée par le souà d'obtenir
des projections sur lesquelles les axes
factoriels tendent vers l'alignement avec
les rayons des variables d'origine. Les
liens dynamiques entre les fenêtres, les
outils de brossage et de tranchage
permettent ensuite d'examiner les posi-
tions des observations dans l'espace
trifactoriel et d'avancer des explications
sur la structuration du nuage de points
multidimensionnel.
CONCLUSION
L'approche exploratoire pour
l'analyse des données statistiques se
compose de deux volets complémen-
taires formés, d'une part, de techniques
spécifiques et d'autre part, d'un envi-
ronnement informatique particulier. Les
techniques spécifiques ont été dévelop-
pées par J.W. Tukey et ses élèves. Elles
metten t l' accent sur la visibilité de
l'information statistique par des
graphiques originaux, diagramme en
tige et feuilles, diagramme en boîte et
moustaches, toupie, et par des résumés
statistiques résistants basés sur la
médiane et les quartiles, plus que sur la
moyenne et l'écart-type. A sa manière,
l'approche exploratoire réhabilite les
graphiques des «ingénieurs» d'autre-
fois, en faisant de l'écran de l'ordinateur
le moyen d'une «hyper-vision» néces-
saire aux décideurs d'aujourd'hui.
Mais l'approche exploratoire, qui ne
se limi te pas aux représenta tions
graphiques, Peut être étendue à toute la
statistique «classique» ainsi qu'à
l'Analyse des Données. Au lieu
d'utiliser ces techniques comme des
«boîtes noires» ou des «moulins à statis-
tiques», comme cela est encore très
souvent le cas, le point de vue explora-
toire invite à regarder les données et les
résultats, pas à pas, afin de vérifier en
permanence si les analyses sont effec-
tuées dans les conditions d'application
optimales. Cette manière de procéder
garantit l'analyste contre les problèmes
qui ne peuvent manquer de surgir
lorsqu'on traite une information avec
une méthode inadaptée.
Ces deux volets de l'approche ex-
ploratoire présentent un commun déno-
minateur: l'informatique. Ainsi, le bon
usage d'un logiciel d'analyse statistique,
d'un statisticiel, semble désormais aussi
important que la connaissance des
procédés de calcul. On peut même
avancer sans risque que l'ordinateur
s'avère être un excellent moyen
d'approche expérimentale de la statis-
tique auprès des non-mathématiciens. TI
semble donc utile, pour conclure, de
souligner les points forts de chacun des
logiciels, d'exprimer, en quelque sorte,
des critères de choix.
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• SYSTAT est sans doute le plus
complet. Son caractère «encyclopé-
dique» en fera le fidèle compagnon des
statisticiens professionnels. Grâce à son
langage de programmation, il comblera
tout ceux qui souhaitent réaliser des
traitements répétitifs sur des ensembles
de données différents. L'approche
exploratoire y apparaît comme surim-
posée: ceci se traduit par une interacti-
vité insuffisante entre les données, les
tableaux numériques et les graphiques.
Notons enfin que la vitesse de charge-
ment et de réaction sur Macintosh SE
n'est pas grande au regard des 4 méga-
octets obligatoires pour faire fonc-
tionner ce logiciel.
• DataDesk apparaît en parfaite
adéquation avec les techniques et
l'approche exploratoires. Odesta Cor-
poration qui le fabrique, a mis de son
côté un atout décisif en consultant P.P.
Velleman dont l'expérience en matière
d'analyse exploratoire fait autorité aux
Etats-Unis. La principale originalité de
ce logiciel réside sans doute, dans les
liens dynamiques généralisés entre les
fenêtres complétés par les menus hyper-
view. De ce fait, l'interactivité autorise
une véritable navigation dans les struc-
tures n umériques pour en découvrir
tou tes les facettes, même les moins
accessibles. On ne peut manquer d'être
impressionné par un tel chef-d'œuvre
de génie logiciel. Mais la multiplication
des fenêtres ouvertes sur le bureau
s'avère, à l'usage, un peu encombrante
sur le petit écran des Macintosh Plus,
SE, SE/3D et Classic. Pour exploiter
toute la souplesse (versa tility) du logi-
ciel, un écran de grande taille (A4 ou
A3) et doté de la couleur (comme celui
de la gamme des Macintosh II) apparaît
souhaitable.
• JMP, dernier né des logiciels
analysés ici présente de nombreux
atouts au premier rang duquel il faut
placer l'intelligence. Non pas que les
autres en soient dénués, mais l'intelli-
gence dont il est fait état ici a trait aux
plate-formes d'analyse, véritables
«postes d'aiguillages» et garde-fous
contre une utilisation abusive des tech-
niques statistiques. Obliger l'utilisateur
à définir le type de chaque variable et le
rôle qu'elle tient dans l'analyse réduit de
manière considérable les risques
d'erreur de choix d'une méthode. Une
telle qualité conduit à recommander ce
logiciel pour l'enseignement de la statis-
tique, et cela d'autant plus qu'il existe
une version limitée à 500 valeurs,
nommée JMP-IN. Très complet sur le
plan des méthodes statistiques (mais la
classification fait néanmoins défaut), ce
statisticiel bénéficie des liens dyna-
miques entre fenêtres, des menus pop-up,
et d'une excellente gestion des données
incluant leur portabilité vers SAS.
• MacSpin s'adresse à tous ceux qui
souhaitent expérimenter la toupie, sans
avoir accès aux autres techniques
d'analyse, mais en profitant de quelques
spécificités de ce logiciel comme, par
exemple, l'étude booléenne des
groupes.
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Boîte et moustaches (Box and whiskers): résumé
graphique d'une distribution statistique la
médiane, les pivots ainsi que les valeurs
exceptionnelles.
Brossage (Brushing): opération de définition de
groupes disjoints d'observations par
regroupements sur un graphique bivarié
représentant une relation.
Diagramme en tige et feuille (Stem and leaf
plot): figure ressemblant au diagramme à
bâtons de la statistique classique. Ici, les
bâtons sont formés par un empilement de
chiffres correspondant au dernier chiffre de
la valeur chaque individu sur la variable
dont le diagramme représente la distribu-
tion.
Direction (direction): dans une relation, la direc-
tion est dite positive lorsque qu'aux fortes
valeurs de l'une des deux variables corres-
pondent les fortes valeurs de l'autre.
Respectivement, la direction est dite néga-
tive lorsque qu'aux fortes valeurs de l'une
des deux variables correspondent les
faibles valeurs de l'autre.
Droite de Tukey (Tu/œy line): méthode d'ajuste-
ment linéaire résistante. La ligne droite,
joignant d'abord les valeurs médianes des
premier troisième tiers des observations, est
ensuite déplacée sur le graphique bivarié
de manière à ce que la moitié des observa-
tions apparaissent au-dessus de la ligne, et
l'autre moitié au-dessous.
Etendue (Spread): mesure de la dispersion des
individus sur une variable. En statistique
classique, la dispersion est mesurée par la
variance; on préfère, en analyse explora-
toire, l'intervalle interquartile, plus robuste.
Ne pas confondre avec l'étendue (Range)
qui, en statistique classique correspond à la
différence entre la valeur maximale et la
valeur minimale.
Exception (Qutlier): observations situées au-
dessous ou au-dessus des pourcentiles 10%
et 90%. En analyse exploratoire, les excep-
tions font l'objet d'une attention particu-
lière due au scepticisme de l'analyste.
Forme (Shape): dans une relation, ligne droite ou
courbe figurant l'allure générale du lisse.
Graphique bivarié (Scatterplot): figure sur
laquelle chaque observation est représentée
par un point sur un plan dont les axes sont
deux variables. Ce type de graphique est
très pratique pour détecter toutes sortes de
relations, linéaires ou non.
Graphique des résidus (Residual plot):
graphique bivarié présentant le rugueux
d'une relation. L'axe des abscisse figure la
variable endogène et celui des ordonnées
les résidus de l'ajustement.
Intensité (Intensity): dans une relation, degré de
correspondance du lisse avec les valeurs
d'origine.
Lisse (Smooth): structure simple et sous-jacente
d'une relation. Elle présente en particulier
la forme et la direction de cette relation.
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Localisation (Location): valeur qui résume le
mieux l'ensemble des données. A la
moyenne arithmétique de la statistique
classique, on préfère, en analyse explora-
toire, la médiane.
Ouverture (Openness): le premier des deux
grands principes de l'analyse exploratoire.
L'analyste doit aborder les données sans
modèle a priori, et en ne cherchant de rela-
tion entre les variables qu'à partir des
variables elles-mêmes.
Pivot inférieur ou supérieur (Lower ou upper
hinge): Valeur en-dessous de laquelle
(respectivement au-dessus de laquelle) sont
situées un quart des observations. En statis-
tique classique, ces pivots prennent les
noms de premier et troisième quartile.
Relation linéaire (Linear relationship): lorsqu'une
relation peut être résumée par une ligne
droite, elle est dite linéaire. En statistique
classique, l'ajustement correspond à une
droite de régression; on préfère, en analyse
exploratoire, la droite de Tukey, plus robuste.
Relation monotone (Monotonie relationship):
relation dont la direction est toujours soit
positive, soit négative.
Relation non-linéaire (Non-linear relationship):
lorsqu'une relation ne peut être résumée
par une droite, elle est dite non-linéaire.
Une relation est intrinsèquement non-
linéaire lorsqu'après une série de transfor-
mations (logarithmes, etc.), il demeure
impossible d'en rendre compte par une
droite. L'analyse exploratoire met l'accent
sur la détection des relations non-
linéaires.
Résidus (Residuals): différences entre les valeurs
observées et les valeurs estimées par une
relation. Ils expriment la partie rugueuse
d'une relation.
Résistance (Resistance): qualité de certaines
techniques de mesure de la localisation, de
l'étendue ou de l'intensité d'une relation
qui s'exprime par une relativement faible
influence des exceptions.
Rugueux (Rough): dans une relation, déviation
par rapport au lisse, plus communément
appelé résidu.
Scepticisme (Skepticism): le second des deux
grands principes de l'analyse exploratoire.
L'analyste doit toujours s'interroger sur la
valeur des indicateurs qu'il retient et consi-
dérer les si tua tions «exceptionnelles»
comme «significatives».
Toupie (Spining top); graphique tri varié. En
faisant pivoter ce graphique autour de l'un
de ses axes, on observe des configurations
particulières du nuage de points formé par
les observations. Certaines formes significa-
tives peuvent ainsi êrte mises en évidence.
Tranchage (Slicing): opération de définition de
groupes disjoints d'observations par défini-
tion d'intervalles sur l'un des deux axes du
graphique bivarié représentant une relation.
Transformations (Reexpressions): s'applique aux
variables numériques pour résoudre, au
moins partiellement, les problèmes liés à la
non-normalité des distributions ou la non-
linéarité des relations. En générale, une
transformation revient à appliquer une
fonction mathématique (log, etc.) aux
valeurs d'origine.
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