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TOPOLOGICAL WIENER-WINTNER ERGODIC
THEOREM WITH POLYNOMIAL WEIGHTS
AI-HUA FAN
Abstract. For a totally uniquely ergodic dynamical system, we
prove a topological Wiener-Wintner ergodic theorem with polyno-
mial weights under the coincidence of the quasi discrete spectrums
of the system in both senses of Abramov and of Hahn-Parry. The
result applies to ergodic nilsystems. Fully oscillating sequences can
then be constructed on nilmanifolds.
1. Introduction
Let (X,B, µ, T ) be an ergodic measure-preserving dynamical system.
The Wiener-Wintner ergodic theorem states that for any f ∈ L1(µ) and
for almost all x ∈ X, the limit
lim
N→∞
1
N
N−1∑
n=0
e2πinαf(T nx) (1.1)
exists for all α ∈ R [65]. Since the work [65], several different proofs
have appeared [27, 7, 52]. Bourgain [9] (see also [3]) proved that the
above limit is uniform on α and the limit is zero if f ∈ E1(T )
⊥ where
E1(T ) is the set of eigenfunctions.
Lesigne [52, 54] proved a generalized Wiener-Wintner theorem which
states that for almost all x the limit
lim
N→∞
1
N
N−1∑
n=0
e2πiP (n)f(T nx) (1.2)
exists for all real polynomials P . Under the further total ergodicity,
the necessary and sufficient condition on f was found for the limit in
(1.2) to be zero [54]. The notion of Abramov’s quasi discrete spectrum
is used to describe that condition. See [1] for this spectrum theory,
which finds its origin in Halmos and von Neumann [37]. Recall that
for the above ergodic system, one defines inductively the group of k-th
(measurable) quasi eigenfunctions by
Ek(T ) = {f ∈ L
2(µ) : |f | = 1, T f · f ∈ Ek−1(T )}, ∀k ≥ 1
1
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where E0(T ) denotes the group of eigenvalues. Lesigne proved that if
we assume that (X,B, µ, T ) is totally ergodic, then f ∈ Ek(T )
⊥ if and
only if for a.e. x ∈ X, the limit (1.2) is equal to zero for all P ∈ Rk[t],
where Rk[t] denotes the set of polynomials of degree at most k with
real coefficients. Later Frantzikinakis [26] proved that the limit in
(1.2) is uniform in P ∈ Rk[t], answering a question of Lesigne [54] (pp.
771) and generalizing the result of Bourgain mentioned above. There
is a version of Wiener-Wintner ergodic theorem with nilsequences as
weights obtained by Host-Kra [40] (see also [16]).
Lesigne’s result can be restated as follows. If f ∈ Ek(T )
⊥, the se-
quence f(T nx) is oscillating of order k for a.e. x. Recall that a se-
quence (wn)n≥0 of complex numbers is defined to be oscillating of order
d (d ≥ 1) if for any real polynomial P ∈ Rd[t] we have
lim
N→∞
1
N
N−1∑
n=0
wne
2πiP (n) = 0.
A fully oscillating sequence is defined to be an oscillating sequence of
all orders. These two notions of oscillation were introduced in [20].
The notion of oscillation of order 1 was defined in [23], in order to
consider questions similar to Sarnak’s conjecture ([61, 62]). Namely, for
a given sequence (wn), we would like to find those topological dynamical
systems (X, T ) of zero entropy such that
lim
N→∞
1
N
N−1∑
n=0
wnf(T
nx) = 0 (1.3)
for any f ∈ C(X) and any x ∈ X. Sarnak’s conjecture states that
the limit in (1.3) is zero for all systems of zero entropy when (wn) is
the Möbius function. Sarnak’s conjecture is proved for different systems
[10, 11, 12, 14, 17, 18, 19, 20, 21, 23, 25, 30, 31, 41, 43, 42, 56, 58, 66, 64]
.
One motivation of the present work is to find topological dynamical
systems (X, T ) and continuous functions f such that (f(T nx)) is fully
oscillating or oscillating of order d for all x ∈ X without exception. If
T is an affine dynamics of zero entropy on a compact abelian group,
there is no such function different from zero which gives fully oscillating
sequences [21, 63]. But as we shall see, we can find such functions for
some nilsystems, like ergodic nilsystems on Heisenberg homogeneous
spaces.
There is already a topological version of Wiener-Wintner theorem
due to Robinson [60] (see also Assani [3], Theorem 2.10). Let (X, T )
be a uniquely ergodic topological dynamical system. Suppose that
TOPOLOGICAL WIENER-WINTNER ERGODIC THEOREM 3
E0(T ) = G0(T ) where E0(T ) (resp. G0(T )) is the group of measurable
(resp. continuous) eigenvalues. Then for any f ∈ C(X) and any x ∈ X,
the limit (1.1) exists. Furthermore, the limit is zero if f ∈ E1(T )
⊥.
The condition E0(T ) = G0(T ) is necessary to some extent. In fact,
Robinson constructed some strictly ergodic skew product on torus T2
such that E0(T ) \ G0(T ) 6= ∅, for which there exist e
2πiα ∈ E0(T ) \
G0(T ), f ∈ C(X) and x ∈ X such that the limit (1.1) fails to exist.
See also [55].
We shall prove a topological version of Lesigne’s Wiener-Wintner
theorem, which generalizes to some extent Robinson’s theorem. The
condition we find will involve the quasi discrete spectrum of the system
in the sense of Abramov [1] as well as the quasi discrete spectrum of
the system in the sense of Hahn-Parry [33]. Recall that for a transitive
topological dynamical system (X, T ), one defines inductively the group
of k-th (continuous) quasi eigenfunctions by
Gk(T ) = {f ∈ C(X) : |f | = 1, T f · f ∈ Gk−1(T )}, ∀k ≥ 1.
The main result in this paper is the following.
Theorem A. Let (X, T ) be a topological dynamical system and let
k ≥ 1 be an integer. Suppose
(H1) (X, T j) for 1 ≤ j <∞ are all strictly ergodic.
(H2) Ej(T ) = Gj(T ) for all 0 ≤ j ≤ k.
Then for any continuous function f ∈ C(X), the following assertions
are equivalent:
(a) f ∈ Gk(T )
⊥;
(b) for any x ∈ X, we have
lim
N→∞
sup
P∈Rk[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)f(T nx)
∣∣∣∣∣ = 0. (1.4)
If a system satisfies (H1), we say it is totally uniquely ergodic. The
condition (H2) is referred to as the coincidence of spectrums up to order
k.
Some result similar to Theorem A was obtained by Eisner and Zorin-
Kranch [16] where the sequence e2πiP (n)α is replaced by nilsequences
produced by Sobolev functions, but it was assumed that the projection
f to some Host-Kra factor is zero, and consequently f is orthogonal to
certain Host-Kra factor (Host-Kra factor being introduced in [39]), not
only to the Abramov factor. However it was only assumed in [16] that
(X, T ) is uniquely ergodic.
An application of the main theorem to ergodic nilsystems leads to
the following theorem.
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Theorem B. Let G be a connected and simply connected nilpotent
Lie group, Γ a discrete cocompact subgroup of G and g ∈ G. Let X =
G/Γ be the nilmanifold and let T : X → X be defined by xΓ 7→ gxΓ.
Suppose that (X, T ) is uniquely ergodic. Then for any F ∈ C(X)
such that F ∈ G∞(T )
⊥ and any x ∈ G, the sequence F (gnxΓ) is fully
oscillating.
Applied to Heisenberg groups, Theorem B gives us the following
result, which was mentioned in [22].
Theorem C. Let m ≥ 1 and let α1, · · · , αm; β1, · · · , βm be real num-
bers. Suppose 1, α1, · · · , αm, β1, · · · , βm are Q-independent. For any
continuous function ϕ ∈ C(T) such that
∫
ϕ(x)dx = 0, the sequence
n 7→ ϕ(nα1[nβ1] + · · ·+ nαm[nβm])
is fully oscillating.
The function n 7→ ϕ(nα1[nβ1] + · · · + nαm[nβm]) is a special gen-
eralized polynomial. Generalized polynomials, especial their uniform
distributions, have been well studied by Haland [34, 35, 36], Bergelson
and Leibman [6], Leibman [48, 50]. Notice that the sequence (e2πin
d+1α)
with α irrational is uniformly distributed on S1, oscillating of order d
but not oscillating of order d + 1. The oscillation is a notion relative
to but different from the uniform distribution.
Here is the sketch of the proof of Theorem A, which is a long ar-
gument by induction on k. The main idea is inspired by Lesigne [54].
The proof of the case k = 1 is essentially a simple application of Van
der Corput inequality and Krylov-Bogoliubov theorem, but the proof
of the uniformity on α (see Theorem 2 (4)) follows an idea of Frantzk-
inakis [26] (this idea is also used in the proof of Proposition 4). The
Van der Corput inequality also allows us to reduce the order k of the
polynomial P to a polynomial of order k−1, by induction (see Theorem
3). But in this way the result is only proved for all polynomials but
some exceptions. To deal with these exceptional polynomials, we con-
vert the problem to that of some unique ergodic extension of (X, T j)
in the sense of Furstenberg [28] (see Lemma 3).
We make preparations in Section 2 (recall of two notions of quasi-
discrete spectrums) and Section 3 (extension of unique ergodicity) in
order to prove Theorem A in Section 4. Theorem B and Theorem C
are proved in Section 5.
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2. Quasi discrete spectrums
We recall here the two theories of spectrum, one measure-preserving
and the other topological .
2.1. Definitions of two quasi-discrete spectra. Let (X, T ) be a
topological dynamical system. Assume that (X, T ) is transitive, i.e.
the orbit O(x) := {T nx : n ≥ 0} of some x ∈ X is dense in X. Let
C(X) be the Banach algebra of continuous complex valued functions on
X and G(X) be the subset of C(X) consisting of f such that |f(x)| = 1
for all x ∈ X. It is clear that G(X) is a group with multiplication as
group operation. The quasi-discrete spectrum concerns the isometry
f 7→ f ◦ T on C(X), which is still denoted by T , namely Tf = f ◦ T .
Now let us recall the notion of quasi-discrete spectrum of Hahn-Parry
[33], a notion similar to Abramov’s on measure-theoretic dynamics [1]
which uses the concept of quasi-eigenfunction due to Halmos and von
Neumann [37].
We say that f ∈ C(X), f 6= 0, is an eigenfunction if there is a
complex number λ ∈ C for which
f ◦ T = λf. (2.1)
The number λ is called an eigenvalue. Let H1 be the set of all eigen-
values. The eigenfunctions corresponding to the eigenvalue 1 are called
invariant functions. The transitivity of T implies that invariant func-
tions are constant functions, and H1 ⊂ S where S is the group {z ∈
C : |z| = 1} under multiplication, and eigenfunctions have constant
modulus. Denote
G1 := {f ∈ G(X) : ∃λ ∈ C such that Tf = λf}.
It is the group of eigenfunctions. Let G0 = H1 and let us identify a
constant with a constant function. Thus we have H1 = G0 ⊂ G1.
Quasi-eigenvalues and quasi-eigenfunctions have different orders. They
are inductively defined. Assume that subgroups Hn and Gn of G(X)
are defined in a such a way that
H1 ⊂ H2 ⊂ · · · ⊂ Hn; G1 ⊂ G2 ⊂ · · · ⊂ Gn; ∀i < n,Hi+1 ⊂ Gi.
We define Gn+1 to be the set of all fn+1 ∈ G(X) such that there is a
gn ∈ Gn with
fn+1 ◦ T = gnfn+1. (2.2)
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Then we define Hn+1 to be the set of all gn ∈ Gn for which there is an
fn+1 ∈ Gn+1 satisfying (2.2). Let
G∞ :=
∞⋃
n=1
Gn, H∞ :=
∞⋃
n=1
Hn.
The elements in the group H∞ are called quasi-eigenvalues and the
elements in the group G∞ are called quasi-eigenfunctions. For n ≥ 2,
the elements in Hn \ Hn−1 are called n-th quasi-eigenvalues and the
elements in Gn\Gn−1 are called n-th quasi-eigenfunctions. If necessary,
we shall write Gn(T ) and G∞(T ) for Gn and G∞. The notations Hn(T )
and H∞(T ) are sometimes also useful.
A dynamical system (X, T ) is said to have quasi-discrete spectrum
if the algebra generated by the quasi-eigenfunctions is dense in C(X),
or equivalently the linear span of quasi-eigenvalues is dense in C(X)
because G is a multiplicative group. By using Stone-Weierstrass the-
orem we see that this is equivalent to say that quasi-eigenfunctions
separate points of X. If, furthermore, Gd = Gd+1 and dT is the least
such integer, we say that (X, T ) has quasi-discrete spectrum of order
dT .
2.2. Orthogonality of quasi-eigenfunctions.
Proposition 1. Let (X,B, µ, T ) be an ergodic measure-preserving dy-
namical system. Suppose that there is no eigenvalue of finite order
(except the eigenvalue 1). Then all quasi-eigenfunctions are orthogo-
nal.
Proof. Let E(T ) be the group of all f ∈ L∞(µ) such that |f(x)| = 1
a.e.. Let us first make a remark: suppose
Tf2 = f1f2, T f1 = hf1;
Tg2 = g1g2, T g1 = hg1
where f1, f2, g1, g2, h ∈ E(T ), then we have f1 = cg1 for some eigenvalue
c. In fact, first observe that g1/f1. By the ergodicity we get g1 = cf1
for some c ∈ S1. Then from Tf2 = f1f2 and Tg2 = cf1g2, we get
Tg2
Tf2
= c
g2
f2
.
So, c is an eigenvalue to which the eigenfunction g2/f2 is associated.
Let us consider two arbitrary different quasi-eigenfunctions f and g
which are not proportional. We are going to show
∫
fgdµ = 0. More
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precisely, let f be a quasi-eigenfunction of order k and g be a quasi-
eigenfunction of order ℓ. Assume 1 ≤ k ≤ ℓ <∞. In other words,
Tf = fk−1f, Tfk−1 = fk−2fk−1, · · · , T f1 = f0f1
Tg = gℓ−1g, Tgℓ−1 = gℓ−2gℓ−1, · · · , T g1 = g0g1
for some fj ∈ E(X) (1 ≤ j < k − 1) and gj ∈ E(X) (1 ≤ j < ℓ − 1),
where f0 and g0 are two eigenvalues. By an inductive argument, we
deduce that
f(T nx) = f(x)fk−1(x)
(n1)fk−2(x)
(n2) · · · f1(x)
( nk−1)f0(x)
(nk).
Let fj(x) = e
2πiθj (0 ≤ j ≤ k− 1), where θj (1 ≤ j < k) depends on x,
but θ0 doesn’t. We get
f(T nx) = f(x)e2πipx(n), with px(n) = θ0
(
n
k
)
+θ1
(
n
k − 1
)
+· · ·+θk−1
(
n
1
)
.
Similarly we have
g(T nx) = g(x)e2πiqx(n), with qx(n) = φ0
(
n
ℓ
)
+φ1
(
n
ℓ− 1
)
+· · ·+φℓ−1
(
n
1
)
where φj ∈ [0, 1) is the argument of gj(x) = e
2πiφj . By the invariance
we get ∫
fgdµ =
∫
fge2πi
(
px(n)−qx(n)
)
dµ
which holds for all n, so that we have∫
fgdµ = lim
N→∞
1
N
N−1∑
n=0
∫
f(x)g(x)e2πi
(
px(n)−qx(n)
)
dµ(x)
=
∫
f(x)g(x) lim
N→∞
1
N
N−1∑
n=0
e2πi
(
px(n)−qx(n)
)
dµ(x)
when the last limit exists for all x (for the last equality we use the
Lebesgue dominated convergence theorem). This limit does exist and
is equal to zero. Thus we finish the proof.
We prove that the limit is equal to zero by induction on ℓ. Assume
ℓ = 1. Then k = 1 and f and g are eigenfunctions. If f0 6= g0, it
is well known that f and g are orthogonal. The case f0 = g0 is not
possible, because otherwise, f and g are proportional as eigenfunctions
associated to the same eigenvalue.
Now we suppose the conclusion holds for ℓ − 1. We prove the case
ℓ ≥ 2 by distinguishing several cases.
Case I. k = ℓ, f0 6= g0: In this case, px − qx is a real polynomial
of degree ℓ with leading coefficient (θ0 − ϕ0)/ℓ! which is irrational,
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because θ0 − ϕ0 6= 0 is the argument of the eigenvalues f0g0. Without
use of the induction hypothesis we conclude by Weyl theorem, because
px(n)− qx(n) is uniformly distributed.
Case II. k = ℓ, f0 = g0: In this case, we first apply the above remark
to get g1 = cf1 where c = e
2πiξ is an eigenvalue. If c 6= 1, then ξ is
irrational and
px(n)− qx(n) = ξ
(
n
k − 1
)
+ (θ2 − φ2)
(
n
k − 2
)
+ · · ·
is a polynomial of degree k−1 with leading irrational coefficient ξ
(
n
k−1
)
.
We conclude with Weyl theorem. If c = 1, we get g1 = f1 and fall into
the following situation
Tf3 = f2f3, T f2 = f1f2, (Tf1 = f0f1)
Tg3 = g2g3, T g2 = f1g2, (Tf1 = f0f1).
Again we apply the above remark to get g2 = df2 for some eigenvalue
d. If d 6= 1, we conclude. Otherwise we get g2 = f2. In this inductive
way, we can conclude otherwise we get g = f , a contradiction.
Case III. k < ℓ: If g0 = 1, then g1 is an invariant function then
constant. Thus we can forget the trivial equality Tg1 = g0g1 and just
start with Tg2 = g1g2. In other words, we have reduced ℓ to ℓ − 1.
Therefore we can apply the induction hypothesis to conclude. If g0 6= 1,
then px − qx is a real polynomial of degree ℓ with leading coefficient
−ϕ0/ℓ! which is irrational. We conclude by Weyl theorem. 
2.3. Quasi-discrete spectra of T and of Tm. The following lemma
has a version for measure-preserving dynamical systems, due to Lesigne
[54], for which the ergodicity and the total ergodicity replace the tran-
sitivity and the total minimality.
Lemma 1. Let T1 and T2 be two transitive maps on a compact metric
space X. Suppose that T1 and T2 are commutative. Then Gk(T1) =
Gk(T2) for all k ≥ 1. In particular, if both T and T
m are transitive
(m ≥ 2) , then
Gk(T ) = Gk(T
m)
for all k ≥ 1.
Proof. The proof is the same as in [54]. It suffices to replace the er-
godicity by the transitivity which ensures that a continuous invariant
function is constant. We include the proof here for completeness. We
prove it by induction on k. We assume T1f = λf with f ∈ G1(T1) and
λ ∈ S. By the commutativity, we have
T1(T2f · f) = T2T1f · T1f = |λ|
2T2f · f = T2f · f.
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By the transitivity of T1, we deduce that the T1-invariant function
T2f · f is a constant, so f ∈ G1(T2). Thus G1(T1) ⊂ G1(T2). By the
symmetry, we get G1(T1) = G1(T2).
Now assume that Gj(T1) = Gj(T2) for all 1 ≤ j < k (k ≥ 2). Let
f ∈ Gk(T1). Then there exists g ∈ Gk−1(T1) such that
T1f = gf.
By the induction hypothesis, g ∈ Gk−1(T2). Then there exists h ∈
Gk−2(T2) such that
T2g = hg.
Thus, by the commutativity, we have
T1(T2f) = T2(T1f) = T2(gf) = T2g · T2f = hgT2f.
It follows that
T1(T2f · f) = hgT2f · gf = h(T2f · f).
Since h ∈ Gk−2(T2), we have h ∈ Gk−2(T1) by the induction hypothesis.
Therefore
T2f · f ∈ Ek−1(T1).
Again, by the induction hypothesis,
T2f · f ∈ Gk−1(T2).
So, f ∈ Gk(T2). By the symmetry, we have Gk(T1) = Gk(T2). 
3. Extension of unique ergodicity
Assume that (X, T ) is a uniquely ergodic topological dynamical sys-
tem with µ as the only invariant measure. Let G be a compact abelian
group with normalized Haar measurem and φ : X → G be a continuous
map. Define the map S := Sφ : X ×G→ X ×G by
S(x, z) = (Tx, φ(x)z)). (3.1)
The dynamical system (X×G, S) is called a group extension of (X, T ).
The product measure µ × m is S-invariant. The following lemma of
Furstenberg [28] (p. 579) gives the condition for a group extension to
be still uniquely ergodic (the "only if" part is obvious).
Lemma 2 ([28]). Suppose that (X, T ) is unique ergodic with µ as its
invariant measure. Then the above defined extension (X × G, S) is
uniquely ergodic if (and only if) the S-invariant measure µ × m is
ergodic. It is the case iff the following equation
φ(x)k =
h(Tx)
h(x)
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has no solution for k 6= 0 an integer and h a measurable function.
Let (X, T ) be a topological dynamical system and let p ≥ 1 be an
integer. Suppose
φ1 : X → S
1, φ2 : X × S
1 → S1, · · · , φp : X × S
p−1 → S1
are given continuous maps. Then S1 : X × S → X × S defined by
S1(x, z1) = (Tx, φ1(x)z1)
is a group extension of (X, T ), and S2 : X × S
2 → X × S2 defined by
S2(x, z1, z2) = (Tx, φ1(x)z1, φ(x, z1)z2)
is a group extension of (X × S1, S1). Inductively, we define S3, · · · , Sp
such that Sj+1 is a group extension of Sj . In particular, the map
Sp : X × S
p → X × Sp is defined by
Sp(x, z1, · · · , zp) = (Tx, φ1(x)z1, φ(x, z1)z2, · · · , φp(x, z1, · · · , zp−1)zp).
We call it a p-th group extension of (X, T ).
Let us consider the following special case
φ1(x) = γ(x), φ(x, z1) = z1, · · · , φp(x, z1, · · · , zp−1) = zp−1
where γ : X → S1 is a given continuous map.
Let us consider the following special case where G = Sp (p ≥ 1) and
S(x, z1, · · · , zp) = (Tx, γ(x)z1, z1z2, · · · , zp−1zp). (3.2)
with γ : X → S a continuous map.
For any given eigenfunction γ˜ ∈ G1(T ), we will find a number λ ∈ S
1
such that the p-th extension S defined (3.2) with γ = λγ˜ have the
following property: whenever T n is uniquely ergodic, so is Sn. By
Lemma 2, it suffices to deduce the ergodicity of µ ×m relative to Sn
from the ergodicity of µ relative to T n.
Lemma 3. Let (X, T ) be uniquely ergodic with invariant measure µ
and let p ≥ 1 be integer. For any eigenfunction γ˜ ∈ G1(T ), there exists
a number λ ∈ S such that the extension S on X × Sp of (X, T ) defined
by (3.2) with γ := λγ˜ ∈ G1(T ) has the following properties:
(1) S is uniquely ergodic.
(2) for any integer n ≥ 1, Sn is uniquely ergodic if T n is uniquely
ergodic.
Proof. (1) The proof of this part is contained in [54] (pp. 779-780)
and we repeat it here for completeness. We first discuss the following
cocycle equation (3.3), which is also useful for part (2). In [54], only the
case k = 0 was discussed. The general case with arbitrary k would have
been discussed [54], because the powers of the extension were used.
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Let ξ ∈ H1(T ) be the eigenvalue associated to the eigenfunction γ˜.
We introduce a parameter λ ∈ S, to be determined later, and consider
the equation
ξk(λγ˜(x))j =
h(Tx)
h(x)
µ−a.e. (3.3)
where the unknown is the triple (k, j, h) with k ∈ Z, j ∈ Z \ {0} and
h : X → S a Borel function. We claim that there exists λ ∈ S such that
(3.3) has no solution. Since S is uncountable, it suffices to show that
for any fixed couple (k, j) ∈ Z × Z \ {0}, there are at most countably
many (λ, h) such that (3.3) is solvable. That is really the case. In fact,
if (λ1, h1) and (λ2, h2) are distinct solutions, then
λj1h1(x)h2(x) = λ
j
2h1(Tx)h2(Tx).
If furthermore λj1 6= λ
j
2, then h1 and h2 are orthogonal. But any family
of orthogonal functions is countable because L2(µ) is separable. So,
there are at most countable many possibilities λj. To finish the argu-
ment, we just remark that λj1 = λ
j
2 means λ2 = λ1e
2πil/j (0 ≤ l < j).
In the following we fix a number λ ∈ S such that (3.3) has no solution.
Notice that this λ depends on γ˜. Let γ := λγ˜ ∈ G1(T ). Consider the
extension S defined by
S(x, z1, z2, · · · , zp) = (Tx, γ(x)z1, z1z2, · · · , zp−1zp).
According to Lemma 2, in order to prove that S is uniquely ergodic,
it suffices to prove that µ×m is S-ergodic. Suppose that f is a bounded
S-invariant function. By a Fourier method, we are going to prove that
f is constant. For J := (j1, · · · , jp) ∈ Z
p, define
fJ(x) =
∫
Sp
f(x, z1, · · · , zp)z
j1
1 · · · z
jp
p dz1 · · · dzp.
It is a Fourier coefficient of the function z 7→ f(x, z). We make the
change of variables (Z1, · · · , Zp) := (γ(x)z1, z1z2, · · · , zp−1zp), which
preserves the Haar measure dz, to get
fJ(Tx) =
∫
Sp
f(Tx, Z1, · · · , Zp)Z
j1
1 · · ·Z
jp
p dZ1 · · · dZp
=
∫
Sp
f(Tx, γ(x)z1, z1z2, · · · , zp−1zp)γ(x)
j1zj1+j21 z
j2+j3
2 · · · z
jp−1+jp
p−1 z
jp
p dz1 · · · dzp.
Thus
fj1,··· ,jp(Tx) = γ(x)
j1fj1+j2,··· ,jp−1+jp,jp(x). (3.4)
Then, by the T -invariance of µ, we get∫
X
|fj1,j2··· ,jp,jp(x)|
2dµ(x) =
∫
X
|fj1+j2,··· ,jp−1+jp,jp(x)|
2dµ(x). (3.5)
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On the other hand, notice that∑
J∈Zp
∫
X
|fJ(x)|
2dµ(x) =
∫
X
∫
Sp
|f(x, z)|2dµ(x)dz <∞.
It follows that
lim
|J |→∞
∫
X
|fj1,j2,··· ,jp(x)|
2dµ(x) = 0. (3.6)
From (3.5) and (3.6), we deduce that for µ-almost every x, fJ(x) = 0
when at least one of j2, · · · , jp is non zero. That is to say, f depends
only on x and z1. Write fj(x) = fj1,0,··· ,0(x). Then (3.4) becomes
fj(Tx) = γ(x)
jfj(x). (3.7)
So, |fj| is T -invariant by the ergodicity. We claim that |fj| = 0. Oth-
erwise, we get a contradiction to the non-solvability of of the equation
(3.3). Therefore f depends only on x. But µ is T -ergodic, so f is
almost everywhere constant. Thus we have proved the S-ergodicity of
µ×m, then the unique ergodicity of S.
(2) Recall Tγ = ξγ. We have the following formula for the powers
of S:
Sn(x, z1, · · · , zp) = (T
nx, Z1, · · · , Zp) (3.8)
where
Z1 = ξ
(n2)γ(x)(
n
1)z1;
Z2 = ξ
(n3)γ(x)(
n
2)z
(n1)
1 z2;
...
Zp = ξ
( np+1)γ(x)(
n
p)z
( np−1)
1 · · · z
(n1)
p−1zp.
We can prove the formula (3.8) by induction on n using the Pascal
formula. Here
(
n
k
)
= 0 for k > n. Notice that Sn is a p-th extension of
T n. We have assumed that T n is uniquely ergodic. Again, according
to Lemma 2, in order to prove that Sn is uniquely ergodic, we have
only to prove that µ ×m is Sn-ergodic. Suppose that f is a bounded
Sn-invariant function. For J := (j1, · · · , jp) ∈ Z
p, we also define
fJ(x) =
∫
Sp
f(x, z1, · · · , zp)z
j1
1 · · · z
jp
p dz1 · · · dzp.
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Consider (z1, · · · , zp) 7→ (Z1, · · · , Zp) as a change of variable, which
preserves the Haar measure dz. We have
fJ(T
nx) =
∫
Sp
f(T nx, Z1, · · · , Zp)Z
j1
1 · · ·Z
jp
p dZ1 · · · dZp
=
∫
Sp
f(Sn(x, x, γ(x)z))ξaγ(x)bzc11 z
c2
2 · · · z
cp
p dz1 · · · dzp
where
a = j1
(
n
2
)
+ j2
(
n
3
)
+ · · ·+ jp
(
n
p+ 1
)
b = j1
(
n
1
)
+ j2
(
n
2
)
+ · · ·+ jp
(
n
p
)
c1 = j1
(
n
0
)
+ j2
(
n
1
)
+ · · ·+ jp
(
n
p− 1
)
c2 = j2
(
n
0
)
+ j3
(
n
1
)
+ · · ·+ jp
(
n
p− 2
)
...
cp−1 = jp−1
(
n
0
)
+ jp
(
n
1
)
cp = jp.
Thus we get a formula generalizing (3.4)
fj1,··· ,jp(T
nx) = ξaγ(x)bfc1,··· ,cp(x). (3.9)
As in the proof of (1), from (3.9) we can deduce that f only depends
on x and z1. Let fj(x) = fj,0,··· ,0(x). Then (3.9) becomes
fj(T
nx) = ξjn(n−1)/2γ(x)jfj(x). (3.10)
The non solvability of (3.3) implies that fj(x) = 0 for j 6= 0. Thus f
depends only on x. The Sn-invariance of f implies the T n-invariance
of f . Finally we conclude that f is constant by the T n-ergodicity of
µ. 
Notice that the above choice λ is valid for all n ≥ 1.
The quasi eigenfunctions of the extension S is simply related to those
of the base dynamics T , as the following lemma shows.
Lemma 4 ([54], p.782). Let S be the extension defined by γ ∈ G1(T ).
Let 1 ≤ k ≤ p. If g ∈ Gk(S), there exists g˜ ∈ Gk+1(T ) and d1, · · · , dj ∈
Z such that
g(x, z1, · · · , zp) = g˜(x)z
d1
1 · · · z
dk
k .
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4. TWWT-Proof of Theorem A
The first two results below concerning Topological Wiener-Wintner
Theorem (TWWT) constitute the first two steps towards the proof by
induction of Theorem A. For their proofs, we don’t need the results
in Section 2 and Section 3. The proofs given here are adapted from
Lesigne [54] who treated measure-preserving systems instead of topo-
logical systems. Another argument used in the proof of Theorem A is
due to Frantzikinakis [26] (see Proposition 4).
4.1. Orthogonality to polynomials of degree 1. The following
Theorem 2 is mainly due to Assani [2] (see also [3], p. 42). A par-
ticular case of Robinson’s theorem [60] asserts that the limit in (4.2)
is uniform on x for fixed α. As pointed out in [60], B. Weiss obtained
some unpublished similar results. We first give a direct of the point-
wise convergence of (4.2), based on the Krylov-Bogolioubov theorem
and the inequality of Van der Corput and Herglotz theorem (through
the spectral measure). Then we prove (4.3) as a Robinson’s uniform
consequence mentioned above and of a technique due to Frantzikinakis
[26]. This technique of Frantzikinakis will be used once more in a more
involved way in the proof of Proposition 4 where polynomials, in stead
of nα, are concerned.
Theorem 2. Let (X, T ) be a uniquely ergodic system with the unique
ergodic measure µ. Suppose that E0(T ) = G0(T ). Let f ∈ C(X) and
α ∈ [0, 1).
(1) If e2πiα ∈ E0(T ), we have
∀x ∈ X, lim
N→∞
1
N
N−1∑
n=0
e2πinαf(T nx) = g(x)−1
∫
fgdµ (4.1)
where g is an eigenfunction associated to e2πiα (unique up to multi-
plicative constant).
(2) If e2πiα 6∈ E0(T ), the limit in (4.1) is zero.
(3) We have f ∈ E1(T )
⊥ if and only if
∀α ∈ [0, 1), ∀x ∈ X, lim
N→∞
1
N
N−1∑
n=0
e2πinαf(T nx) = 0. (4.2)
(4) We have f ∈ E1(T )
⊥ if and only if
lim
N→∞
sup
α∈R
∥∥∥∥∥ 1N
N−1∑
n=0
e2πinαf(T n·)
∥∥∥∥∥
C(X)
= 0. (4.3)
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Proof. (1) Let λ = e2πiα. Assume g(Tx) = λg(x). Then by the unique
ergodicity, the limit in (4.1) is uniform on x and is equal to
lim
N→∞
1
N
N−1∑
n=0
g(x)−1g(T nx)f(T nx) = g(x)−1
∫
fgdµ.
Thus we have checked (1).
(2) We follow Lesigne [54] by using the inequality of Van der Corput.
In the present topological case, Krilov-Bogoliubov theorem will be used
in the place of Birkhoff ergodic theorem. First remark that the unique
ergodicity implies that for any x ∈ X and any h ∈ N, we have
lim
N→∞
1
N
N−1∑
n=0
f(T n+hx)f(T nx) =
∫
f ◦ T h · fdµ =
∫
T
e2πihtdσ(t) (4.4)
where σ is the spectral measure associated to f . Let 0 ≤ H < N . By
the inequality of Van der Corput, we have∣∣∣∣∣ 1N
N−1∑
n=0
e2πinαf(T nx)
∣∣∣∣∣
2
≤
N +H
N(H + 1)
·
1
N
N−1∑
n=0
|f(T nx)|2 + 2
N +H
N(H + 1)2
×
∣∣∣∣∣
H∑
h=1
(H + 1− h)(N − h)
N
· e2πihα ·
1
N − h
N−h−1∑
n=0
f(T n+hx)f(T nx)
∣∣∣∣∣
Then taking limit as N tends to infinity leads to
lim sup
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
e2πinαf(T nx)
∣∣∣∣∣
2
≤
〈f, f〉
H + 1
+
∣∣∣∣∣
∫
T
[
2
(H + 1)2
H∑
h=1
(H + 1− h) · e2πih(α+t)
]
dσ(t)
∣∣∣∣∣ .
Here we have used (4.4). Since
lim
H→∞
1
H
H∑
h=1
e2πi(α+t) = 0 if α + t 6∈ Z,
as the second order Césaro mean we have
lim
H→∞
1
(H + 1)2
H∑
h=1
(H + 1− h)e2πi(α+t) = 0 if α + t 6∈ Z. (4.5)
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On the other hand, since e2πiα 6∈ E0(T ), we have e
−2πiα 6∈ E0(T ) too.
So, the measure σ have no measure at t = −α and the limit in (4.5)
is σ-almost everywhere equal to 0. Finally we can conclude for (2) by
using the dominated convergence theorem of Lebesgue.
(3) is a direct consequence of (1) and (2).
(4) Because of (3), we have only to prove the uniform convergence
(4.3) for f ∈ E1(T )
⊥. Suppose that for any α ∈ [0, 1] we have
lim
M→∞
lim sup
N→∞
1
N
N∑
n=1
∥∥∥∥∥ 1M
M∑
m=1
e2πimαbMn+m
∥∥∥∥∥
B
= 0. (4.6)
Then
lim
N→∞
sup
α∈[0,1]
1
N
∥∥∥∥∥
N∑
n=1
e2πinαbn
∥∥∥∥∥
B
= 0. (4.7)
This is Lemma 2.2 in [26], where bn’s are complex numbers. But the
proof is identical when bn’s are in a Banach space B. Now notice that∥∥∥∥∥ 1M
M∑
m=1
e2πimαf(TMn+mx)
∥∥∥∥∥
C(X)
≤
∥∥∥∥∥ 1M
M∑
m=1
e2πimαf(Tmx)
∥∥∥∥∥
C(X)
.
The RHS in the above inequality tends to zero by Robinson’s theorem.
Thus the condition in (4.6) is satisfied by bn = f ◦ T
n in the Banach
space (C(X), ‖ · ‖C(X)). Then we get (4.7) with bn = f ◦ T
n and
B = C(X). This is what we have to prove. 
Theorem 2 asserts the existence of the limit for every x ∈ X, which
is even uniform on x, but under the imposed condition E0(T ) = G0(T ).
This condition cannot been dropped. In fact, Robinson showed that
there is a strictly ergodic analytic Anzai skew product T on the torus
T2, which has an essentially discontinuous eigenvalue (i.e. E0(T ) \
G0(T ) 6= ∅), and for such an eigenvalue e
2πiα and for some f ∈ C(T2)
the limit in (4.1) fails to exist for some point x ∈ T2 (Proposition 3.1
in [60]).
4.2. Orthogonality to polynomials of degree k. Let
D(T ) := {α ∈ [0, 1) : ∃m ∈ Z \ {0}, e2πimα ∈ E0(T )}.
The set D(T ) represents the roots of eigenvalues of T .
Theorem 3. Let (X, T ) be a uniquely ergodic system with the unique
ergodic measure µ. Suppose that E0(T ) = G0(T ). Let f ∈ C(X) and
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α ∈ [0, 1). If α 6∈ D(T ), then for k ≥ 1
∀x ∈ X, lim
N→∞
sup
P∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
kα+P (n))f(T nx)
∣∣∣∣∣ = 0. (4.8)
Proof. Following again Lesigne [54] (pp.773-774), we prove it by in-
duction on k using again the inequality of Van der Corput. The case
k = 1 is (2) of Theorem 2 (3). Assume the conclusion for k ≥ 1. This
hypothesis of induction applied to f ◦ T h · f gives us
lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
kα+Q(n))f(T n+hx)f(T nx)
∣∣∣∣∣ = 0. (4.9)
The unique ergodicity implies that
lim
N→∞
1
N
N−1∑
n=0
|f(T nx)|2 = 〈f, f〉. (4.10)
Let 0 ≤ H < N . By the inequality of Van der Corput, we have∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
k+1α+P (n))f(T nx)
∣∣∣∣∣
2
≤
N +H
N(H + 1)
·
1
N
N−1∑
n=0
|f(T nx)|2 + 2
N +H
N2(H + 1)2
H∑
h=1
(H + 1− h)
×
∣∣∣∣∣
N−h−1∑
n=0
e2πi([(n+h)
k+1−nk+1]α+[P (n+h)−P (n)])f(T n+hx)f(T nx)
∣∣∣∣∣ .
Notice that d◦(P (· + h) − P (·)) ≤ k − 1 and (n + h)k+1 − nk+1 =
(k + 1)nk +R with d◦R ≤ k − 1. It follows that
sup
P∈Rk[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
k+1α+P (n))f(T nx)
∣∣∣∣∣
2
≤
N +H
N(H + 1)
·
1
N
N−1∑
n=0
|f(T nx)|2 + 2
N +H
N2(H + 1)2
H∑
h=1
(H + 1− h)
× sup
Q∈Rk−1[t]
∣∣∣∣∣
N−h−1∑
n=0
e2πi((k+1)hn
kα+Q(n))f(T n+hx)f(T nx)
∣∣∣∣∣
Since e2πi(k+1)hα 6∈ E0(T ), by (4.9) and (4.10) we get
lim sup
N→∞
sup
P∈Rk[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
k+1α+P (n))f(T nx)
∣∣∣∣∣
2
≤
〈f, f〉
H + 1
.
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Letting H →∞ finishes the proof by induction. 
4.3. Frantzikinakis lemma. The following proposition is another in-
gredient for proving our Theorem A. It allows us to prove the unifor-
mity on P ∈ Rk[t] of the convergence. There is a version for totally
ergodic measure-preserving systems due to Frantzikinakis [26], and the
convergence for individual polynomials is due to Lesigne [54]. For the
proof for totally uniquely ergodic topological systems, we mimick [26].
Actually the proof for our topological systems is simpler.
Proposition 4. Let (X, T ) be a totally uniquely ergodic topological
dynamical system and let f ∈ C(X). Suppose that for any α ∈ R and
any x ∈ X we have
lim
N→∞
sup
P∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
kα+P (n))f(T nx)
∣∣∣∣∣ = 0. (4.11)
Then for any x we have
lim
N→∞
sup
P∈Rk[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)f(T nx)
∣∣∣∣∣ = 0. (4.12)
Proof. We first claim that for any α ∈ R and any x ∈ X we have
lim
M→∞
lim
N→∞
N∑
n=1
1
N
sup
P∈Rk−1[t]
∣∣∣∣∣ 1M
M−1∑
m=0
e2πi(m
kα+P (m))f(TMn+mx)
∣∣∣∣∣ = 0.
(4.13)
In fact, let
gM(α, x) = sup
P∈Rk−1[t]
FM (α, P, x)
where
FM(α, P, x) :=
∣∣∣∣∣ 1M
M−1∑
m=0
e2πi(m
kα+P (m))f(TMn+mx)
∣∣∣∣∣ .
The function FM depends only on the fractional parts of the coefficients
of P . So, each P ∈ Rk−1[t] can be identified as a point in R
k/Zk. The
function FM depends only on the fractal part of α either. Thus FM is
a continuous function of (α, P, x) ∈ R/Z×Rk/Zk ×X. It follows that
gM is a continuous function of α and x. By applying Krilov-Bogoliubov
theorem to the system (X, TM) and to the function gM(α, ·), we get
lim
N→∞
N∑
n=1
1
N
sup
P∈Rk−1[t]
∣∣∣∣∣ 1M
M−1∑
m=0
e2πi(m
kα+P (m))f(TMn+mx)
∣∣∣∣∣ =
∫
gM(α, x)dµ(x)
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where µ is the unique invariant measure. The hypothesis (4.11) means
that gM(α, x) converges to zero for every point x. This and Lebesgue’s
bounded convergence theorem allow us to conclude for (4.13) if we take
limit as M →∞.
Fix α and x. Secondly we claim that for any ǫ > 0, there exist
an integer Nα and an open neighborhood Vα of α (both Nα and Vα
depending on ǫ and x too) such that
∀N > Nα, sup
β∈Nα
sup
P∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
kβ+P (n))f(T nx)
∣∣∣∣∣ ≤ ǫ. (4.14)
In fact, consider the general term e2πi(n
kβ+P (n))f(T nx) as a function of
α and we denote it by an(α). For any β, we have
1
N
N−1∑
n=0
an(β) =
1
[N/M ]
[N/M ]∑
n=1
1
M
M−1∑
m=0
anM+m(β) +O(M/N).
where the constant involved in O(·) is 2‖f‖∞. Observe that
(Mn +m)kβ = mkβ + PM,n,β(m)
with PM,n,β ∈ Rk−1[t]. For any β and α, we can write
e2πi(Mn+m)
kβ =
(
e2πim
kβ − e2πim
kα
)
e2πiPM,n,β(m) + e2πi(m
kα+PM,n,β(m))
Thus ∣∣∣∣∣ 1N
N−1∑
n=0
an(β)
∣∣∣∣∣ ≤ AM,N(α, β) +BM,N(α, β) +O(M/N) (4.15)
where
AM,N(α, β) =
1
[N/M ]
[N/M ]∑
n=1
1
M
M−1∑
m=0
∣∣∣e2πimkβ − e2πimkα∣∣∣ |f(TMn+mx)|
BM,N(α, β) =
1
[N/M ]
∣∣∣∣∣∣
[N/M ]∑
n=1
1
M
M−1∑
m=0
e2πi(m
kα+PM,n,β(m)+P (Mn+m))f(TMn+mx)
∣∣∣∣∣∣ .
Now fix α. By our first claim (see (4.13)), there exists an integer Mα
such that for N large enough and for all β we have
|BMα,N(α, β)| ≤
1
[N/Mα]
[N/Mα]∑
n=1
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1Mα
Mα−1∑
m=0
e2πi(m
kα+Q(m))f(TMαn+mx)
∣∣∣∣∣ ≤ ǫ3 .
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Now we deal with AMα,N . Choose a neighborhood Vα of α such that
sup
β∈Vα
sup
1≤m≤Mα
∣∣∣e2πimkβ − e2πimkα∣∣∣ ≤ ǫ
3‖f‖
.
Then for all N and all β ∈ Vα we have
AM,N(α, β) ≤
ǫ
3
.
For N large enough we have 2‖f‖Mα/N ≤
ǫ
3
. Thus we have proved
(4.14).
We conclude for (4.12) from (4.14) by using a finite covering argu-
ment for the compact set [0, 1] where α varies.

4.4. TWWT with polynomial weights. We restate Theorem A as
follows.
Theorem 5. Let (X, T ) be a uniquely ergodic topological dynamical
system and let k ≥ 1 be an integer. Suppose that the invariant measure
has X as support and
(H1) (X, T j) for 1 ≤ j <∞ are all uniquely ergodic.
(H2) Ej(T ) = Gj(T ) for all all 0 ≤ j ≤ k.
For any continuous function f ∈ C(T ), the following assertions are
equivalent
(a) f ∈ Gk(T )
⊥;
(b) for x ∈ X, we have
lim
N→∞
sup
P∈Rk[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)f(T nx)
∣∣∣∣∣ = 0. (4.16)
Proof. (b) implies (a): Let g ∈ Gk(T ). Then there are gj ∈ Gj(T ) with
gk = g such that
gj(Tx) = gj−1(x)gj(x) (1 ≤ j ≤ k).
Then g(T nx) = e2πiP (n) with
P (t) =
k∑
j=0
θj
(
t
k − j
)
∈ Rk[t]
where e2πiθj = gj(x). Therefore, by the Krylov-Bogoliubov theorem
and (4.16), we get∫
gfdµ = lim
N→∞
1
N
N−1∑
n=0
g(T nx)f(T nx) = 0.
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(a) implies (b): We prove that (H1), (H2) and (a) imply (b), by
induction on k. The case k = 1 was already proved (see Theorem 2
(3)). Let k ≥ 2 and assume that the result is true for k − 1. We
are going to prove that (H1), (H2), (a) and the induction hypothesis
imply (b). By Theorem 3 and Proposition 4, it suffices to prove that
for α ∈ D(T ) and any f ∈ Gk(T )
⊥ ∩ C(X) we have
∀x ∈ X, lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(n
kα+Q(n))f(T nx)
∣∣∣∣∣ = 0. (4.17)
That α ∈ D(T ) means η := e2πiℓα ∈ G0(T ) for some integer ℓ ∈ Z \
{0}. Notice that ξ := ηk! ∈ G0(T ). Let γ˜ ∈ G1(T ) be an eigenfunction
associated to ξ, i.e.
T γ˜ = ξγ˜.
Let us consider an extension (X×Sk−1, S) of (X, T ), as that in Lemma
3 with p = k − 1, where
S(x; z1, · · · , zk−1) = (Tx; , γ(x)z1, z1z2, · · · , zk−2zk−1), γ = λγ˜.
By Lemma 3, we can choose λ ∈ S such that Sj (j ≥ 1) are all uniquely
ergodic because T j (j ≥ 1) are all assumed uniquely ergodic. That is to
say S verifies (H1). It is clear that the invariant measure of S has full
support. By lemma 4, S verifies (H2) with k replaced by k−1, because
T verifies (H2) with k. Then we can apply the induction hypothesis to
S to obtain: for any F ∈ Gk−1(S)
⊥, we have
∀ω ∈ X × Sk−1, lim
N→∞
sup
P∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)F (Snω)
∣∣∣∣∣ = 0. (4.18)
Choose F (x, z1, · · · , zk−1) = f(x)zk−1. For ω = (x, 1, · · · , 1), we have
F (Snω) = f(T nx)ξ(
n
k)γ(x)(
n
k−1)
where we have used the formula (3.8) for the expression of Sn. Since
f ∈ Gk(T )
⊥, we have F ∈ Gk−1(S)
⊥ by Lemma 4. So, we can apply
(4.18) to the function F (x, z1, · · · , zk−1) = f(x)zk−1 and the point ω =
(x, 1, · · · , 1). This gives
∀x ∈ X, lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiQ(n)ξ(
n
k)f(T nx)
∣∣∣∣∣ = 0.
Here we have used the facts that |γ(x)| = 1 and
(
n
k−1
)
is a polynomial
of degree k − 1. Now observe that
ξ(
n
k) = ηk!(
n
k) = e2πin(n−1)···(n−k+1)ℓα = e2πi(n
kℓα+R(n))
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with R ∈ Rk−1[t]. Thus we can conclude that if e
2πiℓα ∈ G0(T ) we have
∀x ∈ X, lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(Q(n)+n
kℓα)f(T nx)
∣∣∣∣∣ = 0. (4.19)
Now we are going to take off ℓ in (4.19) in order to finish the proof.
Since η = e2πiℓα ∈ G0(T ), we have η
ℓ ∈ G0(T
ℓ). Then e2πiℓ
kα ∈ G0(T
ℓ)
because G0(T
ℓ) is a group. We are going to apply ( 4.19) to the system
(X, T ℓ). First remark that, by the transitivity of T j and Lemma 1, the
system (X, T ℓ) has the properties (H1) and (H2). On the other hand,
as f ∈ Gk(T )
⊥ and Gk(T ) is stable under T , we have f ◦ T
j ∈ Gk(T )
⊥
for all j ≥ 0. By Lemma 1, f ◦ T j ∈ Gk(T
ℓ)⊥ for all j ≥ 0. So, we
can apply (4.19) to the system (X, T ℓ), the function f ◦ T j and ℓkα
(replacing ℓα) in order to get
∀x ∈ X, lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(Q(n)+n
kℓkα)f ◦ T j(T ℓnx)
∣∣∣∣∣ = 0
which is equivalent to
∀x ∈ X, lim
N→∞
sup
Q∈Rk−1[t]
∣∣∣∣∣ 1N
N−1∑
n=0
e2πi(Q(nℓ+j)+(nℓ+j)
kℓα)f(T nℓ+jx)
∣∣∣∣∣ = 0.
This allows us to deduce (4.17) by taking average over 0 ≤ j < ℓ.

5. Nilsystems
Let s ≥ 1 be an integer. Let N be a s-step, simply connected
nilpotent Lie group, Γ a discrete subgroup of N such that N/Γ is
compact. The s-step nilpotence means that we have the following lower
central series
G1 ⊲ G2 ⊲ · · · ⊲ Gs ⊲ Gs+1 = {e}
where Gi+1 = [N,Gi] for i ≥ 1 with G0 = G1 = N . Recall that the
commutator group [N,Gi] is the group generated by all commutators
hgh−1g−1 with h ∈ N, g ∈ Gi. Then the quotient space N/Γ is called
an s-step nilmanifold. Any g ∈ N acts on N/Γ by left multiplication
xΓ 7→ gxΓ. This left translation will be denoted by Tg : N/Γ → N/Γ,
called a s-step nilsystem.
A (basic) s-step nilsequence is a sequence of the form (f(T ng x)) i.e.
(f(gnx)) where x is a point of N/Γ and f : N/Γ → C a continuous
function.
The additive group Rd is 1-step nilpotent and the torus Td := Rd/Zd
is a 1-step nilmanifold.
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5.1. Fully oscillating nilsequences. The following is the restate-
ment of Theorem B in Introduction.
Theorem 6. Let G be a connected and simply connected nilpotent Lie
group, Γ a discrete cocompact subgroup of G and g ∈ G. Let X = G/Γ
be the nilmanifold and let T : X → X be defined by xΓ 7→ gxΓ. Suppose
that (X, T ) is uniquely ergodic. Then for any F ∈ C(X) such that
F ∈ G1(T )
⊥ and any x ∈ G, the sequence F (gnxΓ) is fully oscillating.
This is a direct consequence of Theorem 5, because there is no other
quasi-eigenfunctions than eigenfunctions, which are all continuous, for
any ergodic nilsystem associated to a connected and simply connected
nilpotent Lie groups. In fact, if the system had higher order eigenfunc-
tions, then it would have second order eigenfunctions. These second
order eigenfunctions live on a 2-step factor which would also be associ-
ated to connected and simply connected nilpotent Lie group, but which
supports no second order eigenfunctions other than true eigenfunctions.
It is the moment to give some comments. First recall the following
theorem due to Lesigne.
Theorem 7 (Lesigne [51, 53]). Let N/Γ be a nilmanifold and let a ∈ N .
For any continuous function f ∈ C(N/Γ) and any point x ∈ N/Γ, the
following limit exists
lim
N→∞
1
N
N−1∑
n=0
f(anx).
The essential point of this theorem is the everywhere existence of
the limit of the ergodic averages (with constant weights). The almost
every convergence of the following multiple ergodic limit
lim
N→∞
1
N
N−1∑
n=0
ℓ∏
k=1
fk(a
knx), (f1, · · · , fℓ ∈ L
∞(mN/Γ) (5.1)
was proved by Lesigne [51, 53]. Under the assumption of ergodicity,
an explicit formula for the limit was found by Lesigne [53] for 2-step
nilsystems, by Ziegler [67] for all nilsystems. This formula was later
generalized to the case where n, 2n, · · · , ℓn are replaced by polynomials
by Leibman [49].
As pointed by B. Host [38] (personal communication), it could be
possible to deduce Theorem 6 from Theorem 7. The reason is as fol-
lows. Let U be a d×d unipotent matrix with integer entries and b ∈ Td.
Then the affine map Sy = Uy + b defines an affine d-step nilsystem. If
P ∈ Rd[t], then the sequence e
2πiP (n) is produced by an affine d-step
nilsystem, namely there exists an affine d-step nilsystem (Td, S) and a
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point y0 ∈ T
d such that e2πiP (n) = f(Sny0) for every n. Let (N/Γ, Tg)
be an ergodic nilsystem (hence minimal and uniquely ergodic), a con-
tinuous function F on N/Γ and x0 ∈ N/Γ. Let P, S, y0 and f be as
above. Then the sequence of general term F (gnx0)e
2πiP (n) is produced
by the nilsystem (X × Y, T × S):
F (gnx0)e
2πiP (n) = (F ⊗ f)(Tg × S)
n(x0, y0).
It follows from Theorem 7 that the averages of this sequence converge.
More precisely, by Leibman [49] there exists a sub-nilmanifold W of
X × Y such that
lim
N→∞
1
N
N−1∑
n=0
F (gnx0)e
2πiP (n) =
∫
W
F (x)f(y)dmW (x, y) (5.2)
where mW is the Haar measure onW . Note that (W,T×S) is a joining
of (X, Tg) and (Y, S). However, to complete the argument, we need to
prove that the integral on the RHS of (5.2) is equal to zero.
5.2. 3-dimensional Heisenberg group. Before proving Theorem C,
we discuss a special Heisenberg group. The 3-dimensional Heisenberg
group
H :=
1 R R1 R
1

is a 2-step simply connected nilpotent Lie group. The group operation
is the matrix multiplication. If we simply write 〈x, y, z〉 for an element
of H , then the group operation in H is defined by
〈a, b, c〉〈x, y, z〉 = 〈a+ x, b+ y, c+ z + ay〉. (5.3)
If we take the subgroup
Γ :=
1 Z Z1 Z
1
 ,
we get a 2-step nilmanifold H/Γ. Let g = 〈α1, α2, α3〉 ∈ H . Then
Tg〈x, y, z〉 = 〈x+ α1, y + α2, z + α3 + α1y〉 mod Γ.
Take F = [0, 1) × [0, 1) × [0, 1) as fundamental domain of H/Γ. For
x = 〈x1, x2, x3〉 ∈ N , let
γx = 〈−[x1],−[x2],−[x3 − x1[x2]]〉 ∈ Γ.
Then τ(x) := xγx ∈ F . Such a γx is unique. Actually we have
τ(x) = 〈{x1}, {x2}, {x3 − x1[x2]}〉. (5.4)
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It can be inductively proved that
gn = 〈nα1, nα2, nα3 + C
2
nα1α2〉.
Then for any x = 〈x1, x2, x3〉 ∈ N , we have
gnx = 〈nα1 + x1, nα2 + x2, nα3 + x3 + C
2
nα1α2 + nα1x2〉.
Then for the map Tg : N/Γ → N/Γ with N/Γ represented by the
fundamental domain F , by (5.4) we have
T ng x = 〈nα1+x1, nα2+x2, nα3+x3+C
2
nα1α2+nα1x2−(nα1+x1)[nα2+x2]〉
(5.5)
where the coordinates on the RHS are considered mod Γ. In partic-
ular,
T ng 0 = 〈{nα1}, {nα2}, {nα3 + C
2
nα1α2 − nα1[nα2]}〉. (5.6)
Let us give here a direct proof of no second order quasi-functions in
the case of Heisenberg ergodic translation. Let F (x1, x2, x3) be a second
order quasi-eigenfunction, i.e. TgF = hF with h an eigenfunction,
which is of the form ae2πi(kx+jy) with |a| = 1, (k, j) ∈ Z2. Since F is
orthogonal to all eigenfunctions, F is independent of x1 and x2. So
F (x1, x2, x3) = f(x3) for some function f . Then, using (5.4) and (5.5),
we can write the equation TgF = hF as
f(α3 + x3 + α1x2 − [α1 + x1](α2 + x2)) = h(x1, x2)f(x3).
For almost all (x1, x2) we develop the function of x3 into Fourier series∑
n
f̂(n)e2πin(α3+α1x2−(α1+x1)[α2+x2])e2πinx3 = h(x1, x2)
∑
n
f̂(n)e2πinx3
So, by comparing the Fourier coefficients, we obtain that, for a fixed
n, either f̂(n) = 0 or for almost all (x1, x2)
e2πin(α3+α1x2−(α1+x1)[α2+x2]) = h(x1, x2).
In other words, for 0 ≤ x2 < 1− α1 we have
e2πin(α3+α1x2) = h(x1, x2)
which is impossible; and for 1− α1 ≤ x2 < 1 we have
e2πin(α3−α1+α1x2−x1) = h(x1, x2),
which is impossible too. Thus F must be constant and h must be 1.
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Let us consider a Mal’cev basis of H , consisting of
e1 =
1 1 01 0
1
 , e2 =
1 0 01 1
1
 , e2 =
1 0 11 0
1
 .
See [13] for Mal’cev bases. These elements determine three one-parameter
subgroups (eti)t∈R (i = 1, 2, 3):
et1 =
1 t 01 0
1
 , et2 =
1 0 01 t
1
 , et2 =
1 0 t1 0
1
 .
Any element g ∈ H has a unique representation as follows
g = et11 e
t2
2 e
t3
3 =
1 t1 t3 + t1t21 t2
1
 .
The triple t1, t2, t3 will be denoted 〈t1, t2, t3〉II, called the Mal’cev co-
ordinates of second kind of g. We write g = φII(t1, t2, t3), or simply
g = 〈t1, t2, t3〉II. Notice that φII : R
3 → H is a diffeomorphism and
that Γ = φII(Z
3). Also notice that
〈t1, t2, t3〉II = 〈t1, t2, t3 + t1t2〉, 〈a, b, c〉 = 〈a, b, c− ab〉II.
The group law is expressed by the Mal’cev coordinates as follows
〈t1, t2, t3〉II ∗ 〈s1, s2, s3〉II = 〈t1 + s1, t2 + s2, t3 + s3 − t2s1〉II. (5.7)
In fact
〈t1, t2, t3〉II ∗ 〈s1, s2, s3〉II
= 〈t1, t2, t3 + t1t2〉〈s1, s2, s3 + s1s2〉
= 〈t1 + s1, t2 + s2, (t3 + t1t2) + (s3 + s1s2) + t1s2〉
= 〈t1 + s1, t2 + s2, (t3 + t1t2) + (s3 + s1s2) + t1s2 − (t1 + s1)(t2 + s2)〉II
= 〈t1 + s1, t2 + s2, t3 + s3 − t2s1〉II
Let x = 〈x1, x2, x3〉II. Let
γx = 〈−[x1],−[x2],−[x3 + [x1]x2]〉II ∈ Γ.
Then τ2(x) := xγx ∈ F . We have
τ(x) = 〈{x1}, {x2}, {x3 + [x1]x2}〉II
Let g = 〈α1, α2, α3〉II. Inductively we get
gn = 〈nα1, nα2, nα3 − C
2
nα1α2〉II
then for any x = 〈x1, x2, x3〉II, we have
gnx = 〈nα1 + x1, nα2 + x2, nα3 + x3 − C
2
nα1α2 − nα2x1〉II
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Then for Tg : N/Γ → N/Γ → with N/Γ represented by the fundamen-
tal domain F , mod 1 we have
T ng x = 〈nα1+x1, nα2+x2, nα3+x3−C
2
nα1α2−nα2x1−[nα1+x1](nα2+x2)〉II
In particular
T ng 0 = 〈nα1, nα2, nα3 − C
2
nα1α2 − [nα1]nα2〉II mod 1. (5.8)
5.3. Proof of Theorem C. Consider the (2m+1)-dimensional Heisen-
berg group Hm (m ≥ 1), which is the space R
2m+1 = Rm × Rm × R
equipped with the group law defined by
〈a, b, c〉〈x, y, z〉 = 〈a+ x, b+ y, c+ z +B(a, y)〉 (5.9)
for (a, b, c) ∈ Rm × Rm × R and (x, y, z) ∈ Rm × Rm × R, where
B : Rm × Rm → R is the bilinear form
B(a, y) =
m∑
i=1
aiyi.
Let g = 〈α, β, γ〉 ∈ Hn with α = (α1, · · · , αm), β = (β1, · · · , βm) and
γ ∈ R (any choice for γ). We consider the translation Tg defined by g:
Tg〈x, y, z〉 = 〈α + x, β + y, γ + z +B(α, y)〉. (5.10)
Take Γm = Z
2m+1. For x = 〈x, y, z〉 ∈ Hm. Let
γx = 〈−[x],−[y],−[z − B(x, [y])〉 ∈ Γm.
Then τ(x) := xγx ∈ Fm := [0, 1)
2m+1. Such a γx is unique. We have
τ(x) = 〈{x}, {y}, {z − B(x, [y])}〉 (5.11)
We have
gn = 〈nα, nβ, nγ + C2nB(α, β)〉.
Then for any x = 〈x, y, z〉 ∈ N := Hm/Γm, we have
gnx = 〈nα + x, nβ + y, nγ + z + C2nB(α, β) + nB(α, y)〉
Then for the map Tg : Hm/Γm → Hm/Γm with Hm/Γm represented by
the fundamental domain Fm, by (5.11) we have
T ng 0 = 〈{nα}, {nβ}, {nγ + C
2
nB(α, β)− B(nα, [nβ]})〉. (5.12)
The condition on α and β implies that Tg is totally ergodic, by a
theorem of Green [32] (see a simpler proof in [59]) and that there is no
quasi eigenfunctions other than true eigenfunctions.
Let
ωn = nγ + C
2
nB(α, β)− B(nα, [nβ]]) (mod 1).
Fix an integer m ∈ Z \ {0}. We can apply Theorem 6 to F (x, y, z) =
e2πimz, which is orthogonal to all eigenfunctions, and we get that the
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sequence (e2πimωn) is orthogonal to all polynomial sequences e2πiP (n)
with P ∈ R[t]. In other words, (e2πimωn) is fully oscillating. Since
Q(n) = nγ + C2nB(α, β) is a real polynomial of n, so the sequence
(e−2πimB(nα,[nβ])) then the sequence (e2πimB(nα,[nβ])) is fully oscillating.
Let ϕ ∈ C(T) with
∫
ϕ(x)dx = 0. Now we claim that the sequence
ϕ(B(nα, [nβ])) is fully oscillating. In fact, for any ǫ > 0 there exists a
trigonometric polynomial g without the constant term such that |ϕ(x)−
g(x)| < ǫ. Then for any P ∈ R[t] we have
lim sup
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)ϕ(B(nα, [nβ]))
∣∣∣∣∣
≤ lim sup
N→∞
∣∣∣∣∣ 1N
N−1∑
n=0
e2πiP (n)g(B(nα, [nβ]))
∣∣∣∣∣+ ǫ.
But the last limit is equal to zero by the full oscillation of (e2πimB(nα,[nβ]))
that we have already proved.
Similarly we can treat other generalized polynomial sequences by
looking at different nilmanifolds.
Bergelson [5] pointed out to us that Lemma 5.1 of Haland [34] stated
a result similar to Theorem C for polynomials of degree 2. Konieczy
[45] observed that it could be possible to give an alternative proof of
Theorem C, replacing the application of Theorem B by the application
of the equidistribution developed by Leibman [50].
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