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Summary
Optimal computing budget allocation (OCBA) considers the allocation of limited sim-
ulation replications based on stochastic simulation output in order to optimize the prob-
ability of correct selection. It is not only a promising ranking and selection procedure
for small-scale simulation optimization problems with finite set of alternative solutions,
but also an effective simulation allocation framework when incorporated with search
algorithms for large-scale stochastic simulation optimization. In this thesis, we ex-
tend the framework of OCBA in various aspects to efficiently solve problems with
different objectives, scales, and output distribution assumptions. The application of
OCBA framework into the stochastic N–k problem in the power grid system is stud-
ied. From the perspective of problem setting, the definition of correct selection varies
according to problem-specific objectives. From the practitioners’ perspective, easy-
to-implement simulation allocation rules among all configurations are derived to ad-
dress different emphasis of the stochastic power system reliability problem. For multi-
objective simulation optimization problems of large-scale, we demonstrate the integra-
tion of OCBA with a new multi-objective particle swarm optimization algorithm to
optimize the leading-particle selection with conflicting objectives in the iterative search
process. Numerical results show that the proposed procedure can improve the correct
selection of leading-particles and facilitate the convergence to Pareto optimal solutions
under the stochastic setting. We also propose a general multi-objective simulation opti-
mization framework to further improve the sampling efficiency of medium-scale prob-
lems when simulation models with multiple fidelity levels exist. We further extend
the distribution assumption of simulation output from commonly adopted normal dis-
tribution to exponential distribution. Simulation allocation ratios can be obtained by
numerically solving the parametric optimization problem derived for the distribution.
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In mathematics and operations research, optimization is the process of finding an alter-
native with the highest achievable performance under the given constraints. It consists
of maximizing or minimizing a real objective function by systematically choosing input
values from within a defined domain (or a set of constraints) and is usually formu-
lated as a mathematical programming problem. However, many real-word problems in
complex systems, such as supply chain, manufacturing plant, power grid system, trans-
portation system, health care system and financial management, are far too difficult to
be formulated in mathematical form and too complex to derive close-form analytical
solutions.
With the rapid growth of computing technology in the past few decades, com-
puter simulation has offered a faster and cheaper alternative than time- and resource-
consuming physical prototyping. Simulation is therefore widely used to evaluate these
discrete event systems, and the system performance is commonly estimated by simula-
tion output. But when it comes to optimization of these complex systems with various
decision variables, computer simulation models can still be computationally intensive
and time consuming for evaluating all the different alternatives. Simulation optimiza-
tion, or optimization via simulation as stated by Fu (2002), is an optimization process
where the performance measures are evaluated via simulation. Various approaches have
been developed for simulation optimization and detailed review is provided in Chapter
2.
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The computing demand of simulation optimization methods is two-folded: on the
one hand, searching for the optimal solution in the large-scale complex system with
many decision variables is challenging; on the other hand, the search for optimum is
further complicated by the fact that real-world factors can often be uncertain, which
adds some stochastic nature to the performance measures. As a result, simulation op-
timization has attracted much research attention, due to its broad application to solve
complicated problems efficiently. The main-stream study in simulation optimization
has been on the development of effective search mechanism. While it does help reduce
computing demand in the sense that it provides more efficient search thus less number of
visited solutions is expected, the total computing cost is not the concern in these search
algorithms. However, due to the stochastic nature of the real systems under study, each
alternative solution should be repeatedly evaluated via simulation until a certain level
of accuracy is achieved. Thus, some efficient simulation allocation rules of the lim-
ited computing budget is also desired. Simulation optimization should also consider
the balance between exploration (search for new candidate solutions) and exploitation
(evaluation of the visited solutions).
Moreover, real-world problems can often be of more than one objective. Multi-
ple objectives competing for the same resource can often lead to the trade-off among
the objectives, i.e., we can not optimize one objective without sacrificing another. The
transformation approach, which converts multi-objective problems into single-objective
ones by aggregating the performance measures using a functional form is commonly ap-
plied. Another widely used approach employs the concept of Pareto optimality instead,
where the goodness of a design is measured in terms of domination. And the optimal
solutions are the ones lying on the Pareto front.
For the simulation optimization problems with discrete decision space, ranking and
selection (R&S) approaches are widely applied to detect the best alternative within fi-
nite solution space. One R&S approach that has proven efficiency in various study is
the optimal computing budget allocation (OCBA) procedure developed by Chen et al.
(2000). Not only can OCBA maximize the probability of correctly selecting the best
alternative from the finite solution set under limited computing budget, it has also been
incorporated with search algorithms to get more accurate estimations of the solutions’
performance in every iteration of the search process. OCBA for multi-objective simu-
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lation optimization (MOCBA) has also been developed by Teng et al. (2007) based on
the concept of dominance.
In this thesis, we attempt to extend the OCBA framework for further improving the
efficiency in solving stochastic simulation optimization problems of various scales and
multiple objectives.
1.2 Motivation
Simulation optimization is receiving increasing research attention with the rapid devel-
opment of computing capability and R&S procedures are widely studied in the litera-
ture. As an efficient R&S approach, OCBA framework is extended to solving various
simulation optimization problems since proposed. This study is motivated by the fact
that there still exist many research opportunities with OCBA as will be elaborated in
Chapter 2. Objectives of real-life problems differs, leading to different definition of
correct selection from alternative solutions. Optimization of problems with multiple
performance measures is not easy due to the trade-off among possible conflicting ob-
jectives. The difficulty of searching for optimal solutions in the large-scale complex
systems is further complicated by stochastic features in simulation models. All these
problems need to be addressed in the OCBA framework to make it more generally ap-
plicable.
1.3 Scope
We focus on simulation optimization problems formulated under general OCBA frame-
work for a finite set of alternatives or a finite set of candidate solutions generated in an
iterative search algorithm. We derive simulation allocation rules based on large devi-
ation theory and the allocation rules derived are optimal in the asymptotic sense. Our
emphasis is on simulation optimization where the simulation model itself, although im-
portant in real application, is considered black-box and given. Just as previous work on
OCBA, some common assumptions are made to make our problems tractable, while we
also relax certain assumptions to make the framework more widely applicable.
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1.4 Objective and Contribution
The purpose of this study is to extend the theoretical framework of OCBA in various
aspects to cope with more general problems with different scales, conflicting objectives,
problem-specific definition of probability of correct selection (PCS), and non-Gaussian
distribution of performance evaluation. More specifically, we derive simulation alloca-
tion rules which are asymptotically optimal and easy to implement in different settings
for problems with different scales. Several contributions made in this thesis are listed
as follows:
• Demonstrates problem-specific formulation of PCS under general OCBA frame-
work and derive asymptotic optimal simulation allocation rules for these prob-
lems.
• From the power system reliability perspective, we derive easy-to-implement sim-
ulation allocation rules among all configurations of a system to address different
emphasis of the problem.
• Develops an OCBA framework for multi-objective simulation optimization prob-
lems with conflicting objectives and demonstrate how this framework works with
a new multi-objective particle swarm optimization algorithm.
• Presents a framework for efficient multi-objective simulation optimization when
multi-fidelity simulation models apply.
• We also derive OCBA rules with exponential distribution assumption to better
approximate the situation in our problem. Although close-form allocation rules
are not obtainable as in the case of normal assumption, numerical solutions prove
useful in practice.
From theoretical aspect, this study demonstrate the modeling process of general
simulation optimization problems under OCBA framework and shows the derivation of
asymptotic optimal allocation rules based on the large deviation theory. From practi-
tioners’ view, real-world problems can be addressed following the proposed procedure
and easy-to-implement simulation allocation rules. This study also adds into the litera-
ture an example of the integration of OCBA with search algorithm in solving large-scale
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simulation optimization problems and a framework for multi-objective simulation opti-
mization with multi-fidelity simulation models targeting the medium-scale problems.
1.5 Organization
The rest of this thesis is organized as follows. Chapter 2 reviews the related litera-
ture to our works. Chapter 3 formulates the stochastic N–k problem of power grid
system reliability under OCBA framework and derives simulation allocation rules to
better identify the system state. Chapter 4 proposes the integration of MOCBA with
a new multi-objective search algorithm in dealing with large-scale stochastic problem
with conflicting objectives. In Chapter 5, we presents a multi-objective multi-fidelity
simulation optimization framework in further improving the efficiency of medium-scale





In the context of operations research and management science, optimization procedures
are commonly characterized by mathematical programming models with quantitative
analytical expressions, such as linear programming, nonlinear programming, and mixed
integer programming. However, when it comes to optimization of complex systems in
practical applications, such mathematical formulations often become impossible thus
full-featured simulation models are constructed to resemble the performance of the ac-
tual systems. Combining optimization with simulation, simulation optimization is the
stochastic process of finding the set of design variables that optimize the system perfor-
mance without explicitly evaluating each design via simulation.
Optimization – even in the deterministic case – can sometimes be difficult when the
number of design variables is very large or the structure of the performance function is
unknown (Banks et al., 2000), making it difficult to search for optimal solutions. Sim-
ulation optimization is more computational demanding in that the performance of any
particular design cannot be evaluated with precision. Multiple simulation replications
are needed to get a better estimation of the performance of a specific design. These
two difficulties combined leads to the trade-off between exploration versus exploitation
often encountered in the computing budget allocation of simulation optimization ap-
proaches, i.e., to do more searching with less replication thus less accurate estimates
of any single design, or to perform more replication to get a better estimate of a single
design at the cost of less searching when computing budget is limited.
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The advancement of computing power offers the possibility of optimization via sim-
ulation and draws great research attention in this field. Some good reviews in the lit-
erature on simulation optimization of its theory, developments, and applications can
be found in Fu (2002); Fu et al. (2005, 2008); Hong and Nelson (2009); Tekin and
Sabuncuoglu (2004). There are multiple dimensions along which to categorize simula-
tion optimization approaches. For instance, local optimization vs. global optimization,
discrete decision space vs. continuous decision space, finite alternative solutions vs.
infinite alternative solutions, random search vs. gradient-based search, deterministic
setting vs. stochastic setting, single-objective optimization problem vs. multi-objective
optimization problem, etc. We classify the existing approaches and their key features in
Table 2.1.
Approach Key Features
Ranking and Selection Discrete decision space, finite set of alternatives,
no searching for new candidates involved.
Random Search Primarily applied to discrete decision space, huge
or infinite set of alternatives, move randomly to
new design point in the neighborhood with no in-
formation used in searching.
Metaheuristics Utilize information in various ways to move when
searching for new solutions.
Stochastic Approximation and Continuous decision space, move in the most pro-
Gradient Estimation mising direction according to gradient informa-
tion.
Response Surface Methodology Continuous decision space, explore functional re-
lationship between input and output.
Table 2.1: Classification of Simulation Optimization Approaches
When the number of alternatives is finite and fixed, no searching for the new can-
didate solutions is involved. The focus is on statistical comparison among alternatives,
and R&S procedures deal with this kind of statistical inference problem by exhaus-
tively comparing all alternative solutions. More discussion about R&S procedures will
be provided in section 2.2.
Random search algorithms are primarily used to solve discrete simulation optimiza-
tion problems when the number of alternative solutions is very large or countably in-
finite. The major advantage of random search lies in the convergence property while
the drawback is its slow convergence. After initialization and evaluation of candidate
solutions, new solutions of next iteration are probabilistically drawn within the neigh-
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borhood of the current best solutions. The iterative process continue till stopping criteria
is met. Random search algorithms differ mainly in terms of neighborhood structure and
sampling distribution. For instance, pure random search algorithm defines the whole
solution space as the neighborhood and samples from the uniform distribution, pure
adaptive search (Zabinsky and Smith, 1992) uniformly sample from the set that con-
tains all solutions strictly better in value than previous ones, convergent optimization
via most-promising-area stochastic search (COMPASS) also samples from an adap-
tive neighborhood with only mild distributional assumption (Hong and Nelson, 2006).
Another important aspect of random search algorithms is how to evaluate candidate so-
lutions and determine the current best solutions. This should not be a concern in the
deterministic setting. However, when the objective function is estimated with noise,
simulation allocation rules can be incorporated to make use of sample performance es-
timations obtained in previous iterations .
Another category of algorithms focus on searching for optimal solutions in the dis-
crete simulation optimization problems is called metaheuristics. Even though meta-
heuristics methods do not guarantee convergence to the global optimal solutions, they
are a higher level of heuristics to guide the search procedures out of the trap of lo-
cal optimality and provide some good enough solutions efficiently for solving complex
optimization problems. Metaheuristics that have been widely applied include evolution-
ary algorithms (Back, 1996), simulated annealing(Hwang, 1988), tabu search (Glover,
1989, 1990), nested partitions method (Shi and O´lafsson, 2000), etc. Although meta-
heuristics methods resemble deterministic version of random search and have histori-
cally been applied to the deterministic case, many of them now implement some form
of stochastic optimization and simulation allocation methods have been integrated to
facilitate the search in the stochastic setting.
On the other hand, continuous simulation optimization can be traced back to stochas-
tic approximation (Robbins and Monro, 1951), which mimics the steepest descent algo-
rithm in deterministic optimization from a statistical view under the stochastic setting.
Stochastic approximation resembles steepest descent algorithm in that it is also an iter-
ative approach with local search based on the most negative gradient. The difference
is that, the gradient in stochastic approximation is estimated with noise. More details
can be found in Kushner and Yin (2003). Even though convergence of the algorithm
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can be guaranteed with certain weak assumptions, the quality of gradient estimation
does affect the effectiveness of stochastic approximation. The two most well-known
gradient estimation techniques are perturbation analysis (Ho and Cao, 1983) and the
likelihood ratio/score function method (Glynn, 1990). Extension and improvements of
these two techniques have been proposed to overcome various difficulties and make the
techniques more widely applicable (Gong and Ho, 1987; Hong and Liu, 2010). Other
gradient estimation methods can be found in the reviews by Fu (2006) and Fu and Hu
(2012).
Another major category of methods in continuous simulation optimization literature
is the response surface methodology (RSM). RSM originated from the statistical design
of experiments and has the advantage of being supported by sophisticated statistical
tools. It tries to approximate some functional relationship between input and output.
When the approximation is carried out on the entire domain, the resulting functional re-
lationship is called a metamodel (Barton, 1998). Regression and neural networks are the
two most common approaches to obtain the metamodel (Razi and Athappilly, 2005). In
practice, sequential RSM (Kleijnen and Sargent, 2000) is used for optimization proce-
dures. In sequential RSM, a more localized response surface instead of the metamodel
is obtained to facilitate searching of the optimal solutions. Kriging can be a powerful
way to improve the efficiency of searching (Kleijnen and Van Beers, 2004).
2.2 Ranking and Selection
When the decision space is finite, no searching for the candidate solutions is needed,
enumeration can be used to find the optimal alternative, and the simulation optimiza-
tion problem in this case can be reduced to statistical ranking and selection (R&S).
Compared with analysis of variance (ANOVA) in simulation experiments data analysis,
R&S approach can provide some information of the best alternative even when the test
in ANOVA is not strong enough to detect the difference (Conway, 1963). Even though
it originates from the field of statistics, R&S approach is widely applied to stochas-
tic simulation and a large amount of literature can be found in this area (Bechhofer,
1995; Chen et al., 2015; Chick and Inoue, 2001; Goldsman and Nelson, 1998; Kim and
Nelson, 2007; Luo et al., 2015; Swisher et al., 2003).
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The objective of R&S varies from comparing with a standard, selecting the best
design, or deciding the optimal subset to multinomial selection or Bernoulli selection,
by allocating the number of simulation replications among all alternatives. The main
interest in the literature is in selecting the best and correct selection in this case is
to identify the best alternative out of all designs at the end of the procedure. R&S
procedures can generally be classified into two forms based on the problem formulation.
The first is to guarantee a desired probability of correct selection (PCS) with minimum
simulation replications, and the second is to maximize the PCS subject to the total
simulation budget limit. There are also two basic approaches through which to address
the R&S problem: the frequentist approach and the Bayesian approach.
The major frequentist approach that guarantees the PCS is called indifference zone
(IZ) procedure, and can be dated back to Bechhofer’s procedure (Bechhofer, 1954). It is
one of the earliest IZ procedure and assumes independence between competing designs
with equal and known variance. When the variances are unequal and unknown, which
is typically the case, a preliminary sampling stage is needed to estimate the variances.
Dudewicz and Dalal (1975) and Rinott (1978) build a two-stage procedure where al-
location of additional simulation replications in the second stage is determined by the
variance information collected at the first stage. Nelson et al. (2001) add a screening
step to the two-stage IZ procedure to screen out inferior solutions when the number
of solutions gets large. Kim and Nelson (2001) and Goldsman et al. (2002) present
the fully-sequential IZ approach in which one simulation replication is added for each
remaining alternative and screening is performed to remove inferior alternatives along
every iteration of the procedure.
Two R&S approaches from Bayesian perspective are the optimal computing budget
allocation (OCBA) and the expected value of information (EVI). Branke et al. (2007)
state that, although Bayesian procedures do not guarantee PCS in the way frequentist
approach does, they often require less computing budget to make a decision. OCBA
proposed by Chen et al. (2000) maximize PCS given computing budget constraint will
be reviewed in detail in section 2.3. The EVI procedures proposed by Chick and Inoue
(2001) measure the quality of selection by minimizing the opportunity cost loss instead
of maximizing the PCS. Chick et al. (2010) then derive a new small-sample EVI pro-
cedure that avoids most of previous asymptotic and probabilistic approximations to the
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EVI.
When the scale of discrete-event systems grow, finding the best by evaluating the
whole set of alternatives gets harder. The framework of ordinal optimization (OO) that
focuses on finding good enough designs instead of accurately estimating the perfor-
mance of each (Ho et al., 1992) can also be classified under R&S. OO is based on the
observation that we are often more interested in the comparison between any two alter-
natives than estimating their actual difference. This goal-softening idea of finding good
enough designs is further explained in Lee et al. (1999). Ho (1999) and Ho et al. (2008)
explain the fundamentals of OO and soft computing techniques in more details. Dai and
Chen (1997) find that the convergence rate of OO can be exponential, which is much
faster than the square root convergence rate with traditional R&S. Other approaches
have been developed to further enhance the efficiency of OO.
2.3 Optimal Computing Budget Allocation
As stated in previous section, R&S deals with finite decision space where all alterna-
tive solutions can be evaluated. As the objective function in simulation optimization
is estimated with simulation output, the question comes down to how to allocate the
simulation replications in an efficient manner among all alternative solutions. Histori-
cally, the simplest and most intuitive approach is called the total equal allocation. This
approach gradually increases the number of simulation replications equally for each
alternative solution until the variance of estimation is sufficiently small. It can be in-
efficient when some alternatives have very low variance so that additional simulation
replications are not warranted. Thus, it seems sensible to allocate more replications to
alternatives with higher variance. With this reasoning, traditional R&S procedures allo-
cate replications based on the variance of each design alternative, the larger the variance
the more replications allocated to them (the two-stage IZ procedures by Dudewicz and
Dalal (1975) and Rinott (1978) falls under this category). However, for the alternatives
with large variances but very far away from the best alternative in terms of its mean
performance value, less computing budget should be wasted on them. On the contrary,
the alternatives whose performances are very close to the best may need more replica-
tions to ensure a high probability of correctly selecting the desired optimal alternative,
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because they have a higher chance to be wrongly selected as the best. R&S procedures
considering both mean and variance have thus been developed.
OCBA is one of the most popular R&S procedure. The framework is proposed by
Chen et al. (2000) to enhance the simulation efficiency by intelligently allocating repli-
cations to each alternative solution based on mean and variance information. OCBA
aims to maximize the correctness of selection under limited computing budget, and the
correctness of selection is measured by PCS, which is the probability that the alternative
we select is truly the best. The OCBA problem is formulated as an optimization model
with the objective of maximizing PCS, subject to the constraint of limited computing
budget, and the decision variables are the number of replications allocated to each de-
sign alternative. Therefore, there are two key issues in solving OCBA problems: 1) how
to define PCS, and 2) how to solve the non-linear optimization model. Usually, PCS is
approximated by a proper lower bound instead of a closed-form analytical expression.
The Karush-Kuhn-Tucker (KKT) condition is applied and the asymptotic optimality
conditions can then be derived. OCBA shows that the computing budget allocated to
any non-best design is proportional to its variance and inversely proportional to its dif-
ference from the best design.
The fundamental framework of OCBA is derived from the Bayesian perspective for
selecting the best alternative of single-objective R&S problems. Due to its demonstrated
efficiency in simulation budget allocation, extensions from various aspects have been
made. Glynn and Juneja (2004) develop a more general framework for non-Gaussian
distributions of the underlying random variables from the large deviation theory per-
spective. The allocation rules when the underlying random variables have a Gaussian
distribution correspond to the results derived by Chen et al. (2000). Chen et al. (2008)
developed the OCBAm procedure to select the optimal subset of top-m solutions in-
stead of the best alternative. In all the above mentioned work, sampling of alternatives
are considered independent, Fu et al. (2004) discuss the case where simulated designs
are correlated. Pujowidianto et al. (2009) consider OCBA problem with stochastic con-
straints and multi-objective extensions of OCBA (MOCBA) will be discussed in section
2.4.
When the size of the simulation optimization problem grows enormous, OCBA
can usually be integrated with search algorithms to further improve the efficiency of
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optimization under stochastic environment. The framework of integrating OCBA with
search algorithm is presented in Figure 2.1 (Chen and Lee, 2010).
Figure 2.1: Framework of Integrating OCBA with Search Algorithm for Large-scale
Simulation Optimization Problems
In this framework, how we iteratively search the design space is decided by the
search algorithm, and OCBA determines how we should efficiently allocate the simula-
tion replications among the designs generated in each iteration of the search algorithm
in order to provide more accurate information to guide the search process. Shi (2000)
combine Nested Partition (NP) method with OCBA into a hybrid NP algorithm that can
effectively evaluate and select the most promising region. OCBA-m algorithm is inte-
13
grated with Cross-entropy (CE) method (Rubinstein and Kroese, 2013) by Chen et al.
(2008) to improve the efficiency in the evaluation and selection step to correctly iden-
tify the elite subset of top-m designs. Zhang et al. (2011) integrate OCBA with particle
swarm optimization (PSO) to improve PCS of leading particle within each step. Appli-
cations combining OCBA with genetic algorithm (GA) to solving various problems can
also be find in Lin and Chen (2015); Xiao and Lee (2014). The above mentioned papers
mainly focus on allocation of simulation replications in estimating the performance val-
ues of candidate solutions, while a more general framework consider both the ”depth
process” as mentioned above and the ”breath process” (i.e., the process of searching
the solution space) is proposed by Lin and Lee (2006). Liu and Cramer (2015) propose
a selection-integrated GA in which OCBA is integrated directly into the GA selection
operator rather than being used during fitness evaluation.
Integration of MOCBA with multi-objective search algorithms will be discussed in
the next section. More detailed reviews on various extensions of OCBA and recent
advances in OCBA research can be found in Chen and Lee (2010), Lee et al. (2010a)
and Xu et al. (2015).
2.4 Multi-objective Simulation Optimization
According to the survey of multi-objective optimization methods by Marler and Arora
(2004), the methods can be divided into three major categories: methods with a priori
articulation of preferences, methods with a posteriori articulation of preferences, and
methods with no articulation of preferences.
The first category allows the user to specify preferences. Multi-objective problems
are usually converted into single-objective ones by developing some utility functions
that assign a weightage to each measurement to represents specific preferences (Butler
et al., 2001). For instance, the weighted sum method (Zadeh, 1963), the Tchebycheff
method (Steuer and Choo, 1983), and the weighted product method (Bridgman, 1922)
are all examples of this first category. In the second category, a decision-maker can-
not make an explicit approximation of the preference function. It is then desired for
the formulation to provide a set of Pareto optimal solutions that accurately represents
the complete Pareto set. Examples include the normal boundary intersection method
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(Das and Dennis, 1998). The third category applies when the decision-maker cannot
concretely define what he or she prefers even when given the Pareto optimal solutions.
Non-parametric methods that do not require any preferences are developed.
Most of the search algorithms described in section 2.1 have their multi-objective
counterpart. For instance, multi-objective evolutionary algorithms (Coello et al., 2007;
Deb, 2001) and multi-objective simulated annealing (Czyzz˙ak and Jaszkiewicz, 1998;
Smith et al., 2004). Some efficient multi-objective algorithms that have been widely
applied include NSGA-II (Deb et al., 2002a), MOEA/D (Zhang and Li, 2007), MO-
COMPASS (Li et al., 2015a), etc.
To perform efficient simulation allocation for multi-objective problems, OCBA has
also been extended to multi-objective cases. For MOCBA problems, direct cardinal
comparison may not be applicable as multiple objectives may compete with one another
and we are not able to find a single best solution that simultaneously optimizes all the
objectives. The transformation approach, which converts multi-objective problems into
single-objective ones by aggregating the performance measures using a functional form
is indifferent from the fundamental single-objective problems, and there is no consensus
about the value of the weights (Chen and Lee, 2010).
The concept of Pareto optimality is employed instead, where the goodness of a de-
sign is measured in terms of domination (Lee et al., 2004, 2010b; Teng et al., 2007).
Because of the underlying complexity in cross comparisons of designs, all designs can
be grouped by the roles they are playing, either dominating or being dominated. For
designs playing the role of dominating, each of them is dominating multiple designs,
and thus multiple comparisons are incurred, the related allocation follows the sum of
weighted variance rule, where the variance rules out the comparisons for significant dif-
ferences; for designs playing the role of being dominated, each design is only dominated
by one design, and hence the individual comparison is incurred, the related allocation
follows the noise-to-signal ratio rule.
The MOCBA procedures have also been extended in several other ways. Lee et al.
(2007) explore how to optimally allocate the computing budget when the measure of
selection quality is the expected opportunity cost. Branke and Gamer (2007) transform
multiple objectives into single objective by proposing an interactive procedure to update
the weight distribution. Teng et al. (2010) address how to determine the probability of
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non-dominance, how to define the Pareto set, and how to derive allocation rules for
the simulation replication when the indifference-zone concept is introduced into the
MOCBA framework.
2.5 Summary of the Research Gaps
The OCBA algorithms as mentioned above have demonstrated efficiency in solving
simulation optimization problems over other R&S procedures. Although various ex-
tensions have been made following the fundamental framework of OCBA proposed by
Chen et al. (2000), there is still much room for improvement. Some research gaps
studied in this thesis are:
• From the problem setting perspective, the definition of PCS varies according to
problem-specific objectives. Previous research focus has been on selecting the
best solution and extended to selecting top-m optimal solutions or comparing with
a standard. We further explore some simulation optimization problems where the
objectives we optimize are defined on the population of alternative solutions as a
whole.
• From the perspective of assumptions made in the general OCBA rules, we ex-
tend the distribution assumption of simulation output from normal distribution
to exponential distribution to better approximate the case of our problem. Sim-
ulation allocation ratios can be obtained by numerically solving the parametric
optimization problem derived.
• For multi-objective simulation optimization problems of large-scale, we demon-
strate the integration of new MOCBA with a multi-objective search algorithm to
optimize the pivot selection with conflicting objectives in the iterative process.
• We also propose a multi-objective multi-fidelity optimization framework to fur-
ther improve the efficiency of medium-scale simulation optimization problems.
Based on the literature review and identification of the research gaps, this thesis
aims to extend OCBA in various aspects according to specific characteristic of problems




Allocation for Stochastic N-k
Problem in the Power Grid System
3.1 Introduction and Motivation
Large-scale power-grid failures (e.g., Liscouski and Elliot (2004)) have highlighted the
importance of evaluating the vulnerability of power systems. Identifying small groups
of lines whose removal would cause a severe blackout is critical for the reliability anal-
ysis of the electric power grid. This is commonly known as the N–k problem. More
specifically, given a power grid modeled by a network together with equations describ-
ing power flows, power generation and consumption (Figure 3.1), the N–k problem asks
whether there exists a set of k or fewer elements (out of a total number of N elements)
whose removal will cause the system to fail.
In practice, it is common to evaluate a system according to an N–1 criterion, i.e.,
k = 1 (Kundur et al., 2004; Liscouski and Elliot, 2004). But the industry is also mov-
ing towards N–k criteria where k ≥ 2 (Vaiman et al., 2011). A major challenge with
N–k criteria is the large number of combinations that must be evaluated. Researchers
have called for small values of k, such as k = 2−4 (e.g., Bienstock and Verma (2010);
Pinar et al. (2010)). When the scale of the problem is small enough, the N–k problem
can be solved using enumeration or mixed-integer programming techniques, as illus-
trated in Alvarez (2004) and Pinar et al. (2007). As the scale grows, new formulations
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Figure 3.1: Illustration of a power grid.
of the problem are proposed that provide substantial savings over pure enumeration
(Bienstock and Verma, 2010). Also, certain structural properties can be exploited to
approximate the original problem (Pinar et al., 2010).
The N–k power problem has focused on two main problem definitions: (1) under-
standing whether there exists a set of elements of cardinality κ ≤ k whose removal will
cause the system to fail, (2) finding the minimum number of k elements that needs to be
removed in order to cause the system failure. The first problem is an existence problem,
the second problem is a minimization problem. In both research areas, approaches con-
sider a deterministic power system following a precise set of complex dynamic equa-
tions (Alvarez, 2004; Bienstock and Verma, 2010). The problem is complicated by the
complexity of modeling the physical laws governing the system behavior.
However, deterministic models are limited in that they do not account for stochastic
behavior within the system. Stochastic behavior is important in the context of extreme
events since the extreme event may arise as the consequence of a number of intermediate
events that each occurs with some small probability.
Power systems have a number of stochastic elements. For example, demand can
be stochastic. This implies that the load-to-capacity ratio on a line is not deterministic.
Also, protective devices may have failed prior to being activated and so their failure is
hidden and random (Bae and Thorp, 1999; Chen et al., 2005). Line sag and contact with
vegetation may also be stochastic due to variability in wind, ambient temperature, and
even vegetation growth. Finally, human decisions and operator error can be modeled
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stochastically.
A number of researchers have proposed stochastic Monte-Carlo models of cascad-
ing failures (e.g., Bae and Thorp (1999), Chen et al. (2005),Shortle (2013), Shortle et al.
(2014), Wang et al. (2015b), Chen and Mili (2011)). The objective of these models is to
estimate the probability of a large-scale failure, which is often a rare-event probability.
In such models, it can be difficult to capture the full detail of all components of the sys-
tem (Anghel et al., 2007). The goal in these models is to capture system-level dynamics
by modeling representative elements. For example, Chen et al. (2005) shows that a
power-law distribution for blackout sizes can arise from a stochastic model, which is in
agreement with historical observations (e.g., Carreras et al. (2003)).
Because the possibility of a large-scale failure is never completely ruled out in these
models (the models can only indicate a very low probability for the extreme events), this
motivates a stochastic formulation of the N–k criteria – namely, that the probability of
a system failure should not exceed some small threshold following the loss of any k
elements. If the probabilities of failure for all N-choose-k configurations are less than
the predetermined threshold, the system is considered reliable. Whereas if any of the
N-choose-k configurations has larger-than-threshold failure probability, the system is
regarded as unreliable.
Evaluating whether or not a system meets this criterion requires multiple replica-
tions of any specific N–k configuration, since the estimation of the failure probability
provided by the black-box simulation model is stochastic. Thus the efficiency of the
simulation budget allocation among the k-failure configurations should be considered.
This chapter establishes an efficient allocation scheme to evaluate a stochastic N–k cri-
teria, where the failure rate could be estimated through a complicated simulation model.
An allocation scheme is an assignment of how many replications should be conducted
for each of the k-element configurations. We are interested in determining whether
the failure rate of the system is within a certain predetermined threshold level that is
considered acceptable.
We answer the stochastic N–k problem of the power grid system reliability by inter-
preting it as an OCBA problem. This problem is different from previous OCBA-related
work in that there is a two-fold objective. We consider both the cases of all configu-
rations reliable and any configuration unreliable at the same time, and maximize the
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probability of correctly identifying the reliability state of the power grid system. In this
work, we also compare different objectives of the stochastic N–k power grid reliability
problem with various aspects of emphasis in addressing the issue. Intuitively, we can
maximize the probability of identifying the most unreliable configuration of N-choose-
k total alternatives. If the failure probability of this most unreliable configuration is
larger than the threshold, we regards the grid system as unreliable. Or if we are inter-
ested in identifying the reliability statues of each configuration so that we can look into
the detailed structure of the power grid, the problem becomes similar to a feasibility
determination problem addressed by Szechtman and Yu¨cesan (2008). We derive simu-
lation allocation rules in this case from a different perspective and the same allocation
rules are obtained. Through theoretical analysis and numerical experiments, we prove
that the probability of correctly identifying the system reliability state is increased by
applying our proposed OCBA rules in the simulation budget allocation process.
The rest of this chapter is organized as follows. We provide our problem statement
of the stochastic N–k problem in section 3.2, with assumptions and notations illustrated
in section 3.3. In section 3.4, we present the methodology together with four simulation
allocation rules to maximize the probability of correctly identifying the system reliabil-
ity state. We show the numerical experiments in section 3.5, and section 3.6 concludes
this chapter.
3.2 Problem Statement
A typical N– k problem asks whether there exists a set of k or fewer arcs whose removal
will cause the system to fail (Bienstock and Verma, 2010). In this chapter, N represents
the number of lines in the network.
The system failure could be defined in a number of ways, such as damage to equip-
ment (for instance, an explosive failure of a cable and fall of transmission towers due
to ice loading (Kundur et al., 2004)), or destruction of certain transmission lines so that
remaining generators are not able to supply power at the required throughput (Salmeron
et al., 2004). In fact, a cascading outage might happen and trigger a sequence of one or
more network demand points not able to receive the required power. Here in this chap-
ter, we consider the term failure in a broad and general sense in the context of power
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grid systems.
In a stochastic setting, this power flow outage can happen with a certain probability,
and when any k lines are tripped out of the N elements, we have a different value of this
probability. We refer to each choice of k lines to trip as a system configuration and we









to such a collection as the power grid system S. As previously stated, each configuration
Ci is characterized by a failure probability, which we assume can be estimated with
stochastic simulations. The objective of this proposed work is to determine whether the
system S is reliable or not, according to the following definition.
Definition 1. (Reliable Power Grid System) The system S is reliable if the failure prob-




satisfies PFi ≤ α , where α
represents a user–defined threshold.
Definition 2. (Unreliable Power Grid System) The system S is unreliable if the fail-




satisfies PFj > α ,
where α represents a user–defined threshold.
The problem is complicated by the fact that the number of simulations that we can
run to estimate the system performance in terms of failure probability is limited. As a







In this context, the PCS in the OCBA problem above is the probability of correctly
identifying the system state as reliable or unreliable when any k lines are removed. To
be more specific, the probability of identifying the system as reliable when all PFi ≤ α
and identifying the system as unreliable when there exists any configuration j such that





tions so that PCS is maximized. How we approximate and calculate this PCS will be
illustrated in later sections.
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3.3 Assumptions and Notation
As stated in the previous sections, a power-grid network system is usually modeled as a
set of nodes linked by transmission lines, where each node can be either a power plant
or a consumption point.
We aim to provide a simulation optimization perspective into the stochastic N–k
problem, more than providing a solution for the real problem. The stochastic problems






where θ is the decision variable, L(·, ·) is the sample performance of failure rate which
could be estimated through simulation output, ξ is a random variable representing the
noise integrated within the function, and J(·) represents the expected performance. We
estimate the probability of a configuration to be unreliable through simulation output
and approximate this probability with normal distribution. J¯(θi) is then also normally
distributed and we denote it as pi. Denote:
• ni: simulation budget of configuration i.
• pˆi: unbiased estimator of pi, i.e., pˆi −−−→
ni→∞
pi.
• σ2i : the variance for configuration i, i.e., σ2i =Var(L(θi,ξ )).
• s2i : the estimated sample variance related to pi, s2i −−−→ni→∞ 0.
According to the definitions in section 3.2, the system S is reliable if and only if




. If such a scenario represents the true system state, the PCS for
the stochastic N–k problem can be stated as:





. On the contrary, the system S is unreliable if there exist any configura-
tion i where pi > α , and the PCS can be defined as:
P{CS}= P(pˆ1 > α ∪ pˆ2 > α ∪·· ·∪ pˆm > α) (3.4)
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The definition of PCS is similar to the OCBA problems and pˆi can be some gen-
eralized distribution (Glynn and Juneja, 2004). We estimate pˆi with sample average
p¯i after ni simulation replications have been performed. For illustrative purpose, we






, where the sample vari-
ance decrease with increasing number of samples taken. As a result, we will formulate







Without considering the physical structure of a true power grid system, we assume
that the probability of failure of each configuration is independent from one another.
Also, the scale of the system we consider in this chapter is enumerable, meaning we
could conduct multiple replications of each configuration. When the design space is
large, instead of simulating all possible designs, some optimization search methods can
be applied to search the design space. If one is willing to compromise on the optimality,
ordinal optimization (Ho et al., 1992) suggests that we need only to sample and simu-
late a relatively small number of designs in order to find a good one. And the recently
proposed MO2TOS (Multi-fidelity Optimization with Ordinal Transformation and Op-
timal Sampling) framework (Xu et al., 2014) has demonstrated promising performance
when simulation models with different fidelity levels are available.
Though the objective of our problem is to maximize the PCS under limited simula-
tion budget, the definition of correct selection can be different. Several OCBA problems
have been defined since the pioneer work in Chen et al. (2000), where the correct se-
lection is defined as identifying the best design. In our problem, we aim to correctly
identifying the system state, being it reliable or unreliable. And this correct identifica-
tion of the system state as a whole is also different from correct classification of each
single configuration (Szechtman and Yu¨cesan, 2008). Thus, despite the problem state-
ment, the budget allocations in existing literature do not maximize our PCS as defined in
the statements (3.3)–(3.4). Hence, we will propose new probability statements leading
to novel stochastic allocation rules (SAR) in section 3.4.
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3.4 Methodology
We propose to answer the stochastic N–k problem on system reliability by interpreting
the problem as an optimal budget allocation one. In particular, we propose the following
sequential algorithm, which, at each iteration, makes use of a power grid simulator to






Algorithm 1: Sequential budget allocation for the stochastic N–k power problem
1 Initialization: number of iteration l = 0; perform n0 simulation replications for
each configuration i, i = 1, . . . ,m ;





ni,0 = m ·n0;
4 while nl < T do
5 l++ ;
6 Increase the budget according to nl = nl−1+∆ ;
7 Compute ni,l,∀i according to a predefined SAR ;
8 Perform additional max(0,ni,l−ni,l−1) simulation replications at each
configuration i;
9 Update the estimate p¯i and si for all the simulated configurations;
10 end
11 Judge whether the system is reliable or not based on the observed performance.
In Algorithm 1, the SAR is deliberately non specified as in this chapter we provide
several alternatives to allocate the budget with the aim of solving the OCBA problem in
the stochastic N–k settings.
The main challenge in developing efficient allocation rules for the described prob-
lem resides in the dualism characterizing the PCS in (3.3)-(3.4). We illustrate this in
Figure 3.2: Distribution of the failure probabilities over the m system configurations.
Figure 3.2, where the notation p[·] refers to the ordered configurations, and the ordering




. Now, let us assume that the true sys-
tem satisfies the reliable condition in equation (3.3), i.e., p[·] are all located at the left
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side of the threshold α according to the graphical representation in Figure 3.2. At the
generic l–th algorithm iteration, what we observe are the estimated averages p¯[·] and









, as it is the case in
Figure 3.2. In fact, according to Figure 3.2, the system satisfies condition (3.4) and it is,
therefore, observed to be unreliable. If simulations are available, these should idealisti-
cally be dedicated only to the systems observed unreliable until when they are corrected
back to the reliable region (which is assured only when the budget goes to ∞).
If the true system is unreliable, i.e., it satisfies equation (3.4), instead, the problem









even if the observed system is also unreliable. Two
different scenarios can happen:
1. Type I error: Reliable configurations (in the true system) are observed to be un-
reliable;
2. Type II error: Unreliable configurations (in the true system) are observed to be
reliable.
Even if it may be argued that the conclusion drawn from the observation will even-
tually be correct under both aforementioned scenarios, still, these errors constitute an
issue in terms of stability of the algorithm. In fact, if Figure 3.2 represents the generic
iteration l, in order to guarantee a consistent result, a good allocation rule should recog-
nize and resolve both error types.
In both cases, it is apparent that most of the times, configurations with associated
p particularly close to the threshold α represent a major source of uncertainty in estab-
lishing conditions (3.3)–(3.4). Hence, in general, a good allocation rule should dedicate
some budget to configurations close to the threshold in order to understand their behav-
ior.
With these three main observations in mind, we develop four SARs for the stochas-
tic N–k problem. The first SAR is called the greedy rule. It is proposed following a nat-
ural reasoning that if reliability level of the most unreliable configuration is within our
threshold α , the system of the power grid can be considered reliable. On the contrary,
if the most unreliable configuration is unreliable, so is the system. Unfortunately, the
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most unreliable configuration identified at each iteration may not actually be the most
unreliable one due to the stochastic nature of this problem. Thus, greedy rule may not
work well especially when initial sampling are biased due to stochastic noise. Instead,
OCBA rule has been known to provide an asymptotic optimal allocation to identify the
best configuration - in our case, the most unreliable configuration. So it is proposed as
our second SAR. However, we are interested in not only identifying the most unreli-
able configuration, but also the comparison with threshold α . The third rule OCBA-α
aims to correctly identifying if each configuration is reliable or not as compared to the
threshold. Recall that we can safely say the system is unreliable if any configuration
has unreliability larger than α , and we do not need to find all unreliable configurations,
OCBA-α rule is more conservative than necessary in this regard. We finally come up
with the forth rule - asymptotic optimal allocation rule as we call it, which considers
both scenarios: 1) every configuration is reliable thus the system is reliable - in which
case we want to make sure all configurations have failure probabilities smaller than α;
and 2) there exist one or more unreliable configuration(s) so that the system is unreli-
able - in which case we only have to identify one configuration that has larger than α
failure probability.
In the following sections, the four rules will be illustrated and their performance
will be commented in a theoretical setting first followed by the empirical numerical
performance in section 3.5.
3.4.1 Allocation Rule I: Greedy Rule
A natural SAR would be to focus on the configuration with the highest observed proba-
bility to be unreliable, i.e., the additional budget is entirely assigned to the configuration
satisfying:
i ∈ arg max
i=1,...,m
P(pˆi > α) .
Such a configuration is p¯[m] in Figure 3.2. Considering the normality assumption on the
simulation output, we can formulate this rule as follows:
Definition 3. (Greedy Rule) At iteration l > 0, allocate all the additional budget ∆ to
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the configuration i∗, i.e., ni∗ = ∆;ni = 0,∀i 6= i∗, where:









In order to better illustrate how the budget is assigned to different configurations,
in Figure 3.3, we put a circle above the estimated distribution of each configuration
having area proportional to the allocated budget according to the estimates available
at a certain iteration of the algorithm. As it can be observed, the additional budget
(a) Allocation in case of system observed to be reliable
(b) Allocation in case of system observed to be unreliable
Figure 3.3: Greedy rule allocation
is entirely dedicated to the configuration with the largest posterior probability to be
unreliable, regardless of whether the system is observed to be reliable (Figure 3.3(a)),
or not (Figure 3.3(b)). Also noticing that greedy allocation does not necessarily allocate
the additional budget to the design with the largest mean observed failure probability,
but allocate to the one with largest tail probability, as is shown in 3.3(b).
Despite the simplicity of this rule, one of the major drawback is that the Type II
error will be particularly hard to identify, i.e., it will likely be not effective in the case
an unreliable system is misclassified, due to the fact that the rule always focus on a
single worst configuration at each iteration.
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3.4.2 Allocation Rule II: OCBA Rule
In order to avoid the aforementioned issue, rule II attempts to treat the problem in (3.2)
as the allocation problem presented in Chen et al. (2000). Specifically, we maximize the
probability to identify the most unreliable configuration, i.e., with the maximum true pi,
namely:
b = arg max
i=1,...,m
pi
where p is the true failure probability. In order to apply such an approach we need to
carefully consider the role of the threshold α . Indeed, the allocation will be influenced
by the fact that the best is the threshold itself or there exist configurations with largest
failure probability. In order to do this, we interpret the threshold α as a degenerate
configuration indexed with m+1 characterized by pˆm+1 = pm+1 = α (and s2m+1 = 0).
Under this setting, the total number of configurations to consider is m+1 and OCBA
is applied to identify the configuration b just defined.
At the generic iteration l, we evaluate the best system bl as the one satisfying bl =
argmaxi=1,...,m p¯i. The following holds:
Theorem 1. Let the derived b satisfy b = m+1, in such a case, the PCS is defined as:
P{CS}= P(pˆm+1 > pˆi, i 6= m+1) (3.6)






∀i, j 6= m+1
nm+1 = 0 (3.7)
Now, consider b 6= m+1, in such a case, the PCS is defined as:
P{CS}= P((pˆb > pˆi, i 6= b)∩ pˆb > α) (3.8)
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nm+1 = 0 (3.10)
Proof. See Addendix A.1.
As it can be observed in Figure 3.4(a), if the system is observed to be reliable, the
budget is allocated according to noise to signal ratio taking as reference configuration
the one maximizing the probability of failure. The distribution is particularly similar in
the unreliable case displayed in 3.4(b). Such a distribution answers to the issues raised
in the previous rule. However, a slower convergence rate might characterize this SAR
under certain scenarios.
(a) Allocation in case of system observed to be reliable
(b) Allocation in case of system observed to be unreliable
Figure 3.4: OCBA rule allocation
Despite the SAR just presented solves the issue mentioned for the first allocation
by fostering the distribution of the replications, still we notice that one of the desired
characteristics of the budget allocation mentioned in section 3.4, i.e., little attention is
given to those configurations around the threshold α , even though those are the critical
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ones in guaranteeing the algorithm stability and determining Type I and Type II errors.
OCBA–α , presented in the next section, answers to this requirement.
3.4.3 Allocation Rule III: OCBA–α Rule
OCBA–α was designed with the purpose of minimizing the Type I and Type II errors.
At iteration l, a Type I error occurs when a set of reliable configurations are observed
to be unreliable, whereas a Type II error occurs when a set of unreliable configurations
are observed to be reliable.
Theorem 2. Let S be the set of observed reliable configurations, and let S¯, be its con-
jugate, i.e., S¯∩S= {0}. Let, eI and eII represent the probabilities of Type I and Type II
error, respectively:
eI = 1−P(∩i∈S¯ (pˆi > α))
eII = 1−P(∩i∈S (pˆi ≤ α))
Let probability of false selection P{FS}= 1−P{CS} be:











∀i, j 6= b 6= α
Proof. See Addendix A.2.
Also in this case we show the graph of the budget allocation. As opposed to the
case reported in Figure 3.4(b), Figure 3.5 shows that a larger budget is allocated to
the configurations closer to the threshold, i.e., independently from the system being
observed reliable or not, the simulation replications are allocated according to the noise
to signal ratio, where the signal is computed considering α as a threshold (instead of
the best system as in the previous rules).
The main issue of the OCBA–α rule is related to the fact that is requires the identi-
fication of the state (reliable or unreliable) of each configuration. Although, as already
stated, this is recommended in order to guarantee the stability of the allocation rule, the
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Figure 3.5: OCBA–α allocation
efficiency of Algorithm 1 might suffer and the procedure might require a considerable
budget. In fact, in order to establish whether the system is reliable or not, the SAR
should efficiently identify at least one system satisfying the P(pi > α) and it should not
spend simulation effort in order to identify reliable systems.
3.4.4 Allocation Rule IV: Asymptotic Optimal Allocation Rule
In order to improve the efficiency of OCBA–α while paying enough attention to the
critical configurations around the threshold, we propose next the asymptotic optimal
allocation rule. Similar to Allocation II, this is an hybrid rule and it tries to enhance
performance by considering the aforementioned aspects.
Rule IV considers two scenarios: (1) true system is reliable, (2) true system is
unreliable and it applies the allocation rule as follows:
Theorem 3. Let us assume that the true N–k system is reliable, in such a case, the PCS
can be formulated as follows:
PCS = 1−P(∪i pˆi > α) (3.12)












P(pˆi < α) (3.14)
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and (3.14) is maximized with:





Proof. See Addendix A.3.
Not surprisingly, the result in (3.13) is identical to (3.7). In fact, when the system is
observed to be reliable, this corresponds to the case b=α in the context of Allocation II.
On the other hand, (3.15) tells that the whole available budget at each algorithm iteration
is allocated to the configuration with the largest failure probability. This second aspect
differentiates the rule from OCBA and it should increase the efficiency of the approach.
As in the previous cases, we show a graphical illustration of the allocation of sim-
ulation replications. Figure 3.6 shows that the rule represents a hybrid characteristic of
OCBA (section 3.4.2) applied when the system is observed to be reliable and the greedy
allocation (section 3.4.1) applied when the system is observed to be unreliable.
(a) Allocation in case of system observed to be reliable
(b) Allocation in case of system observed to be unreliable
Figure 3.6: Asymptotic optimal rule allocation
3.5 Numerical Experiments
In this section, we first investigate the behavior of the different rules presented in section
3.4 under same conditions, in order to observe the difference between the theoretical and
empirical performance.
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We first perform a theoretical comparison of all the allocation rules proposed. In
theoretical performance computation, we assume the simulation result is unbiased with
known mean and variance and compute PCS as the number of simulation replications




= 100, in all
the following experiments. The experimental conditions are reported in Table 3.1. In
each experiment, the probability of failure for each reliable configuration is randomly
generated from the interval provided in column 3 and the probability of failure for any
unreliable configuration is randomly generated within the interval from column 4.
Experiment Reliable pi, i ∈ S pi, i ∈ S¯
# Configurations
1 100 [0.005,0.025] -
2 100 [0.005,0.05] -
3 99 [0.005,0.025] [0.05,0.09]
4 99 [0.005,0.05] [0.05,0.09]
5 99 [0.005,0.05] [0.05,0.06]
6 95 [0.005,0.05] [0.05,0.09]
7 95 [0.005,0.05] [0.05,0.06]
Table 3.1: Scenarios for Empirical Testing
According to Table 3.1, the following responses are analyzed to characterize the
rules:
• System reliable or unreliable;
• The reliability level of all configurations when system is reliable or the level of
unreliability of the unreliable configurations (pi randomly generated within the
interval of experiment);
• The percentage of reliable configurations when the system is unreliable (high
99%, low 95%).
The empirical experiments assume we do not know the true mean and variance of
each configuration performance and they are estimated and updated through simulation
output, thus are subject of bias especially when simulation budget is not large enough.
The experiment schedule setting is also same as shown in 3.1.
For all the graphic presentations of the numerical results in the following sections,
we denote asymptotic optimal allocation rule as ”OCBA-*” in the legend for short. We
also present equal allocation (EA) for comparative purposes.
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3.5.1 Theoretical Results
Since the failure probabilities follows normal distribution and we know the mean and






can now directly compute PCS as the number of simulation replications increases as
opposed to approximating it in the empirical cases. We first analyze theoretical PCS
calculated as:
P{CS}=ΠiP(pi ≤ α) (3.16)
when system is reliable, and
P{CS}= 1−ΠiP(pi ≤ α) (3.17)
when system is unreliable.
As can be seen from Figure 3.7, when system is reliable, rule 2,3 and 4 have the
same performance. This should be clear from the fact that the most unreliable configura-
tion in the reliable zone receives most of the simulation budget and other configurations
receive budgets according to ratios in all these three rules when system is reliable.
All our proposed rules give higher PCS than equal allocation (EA) and greedy rule
has the highest convergence rate of PCS because all the additional budget is allocated to
the most-unreliable configuration at each iteration. It is easy to see by comparing Figure
3.7(a) and Figure 3.7(b), and also intuitive, that we can be more confident about system
reliability with the same simulation budget when reliability level of each configuration
is higher in a system.
When system is unreliable (Figure 3.8), asymptotic optimal and greedy rule perform
the best as all the additional budget is allocated to the most unreliable configuration. It
is more confident to draw the conclusion that this configuration is unreliable thus the
system is unreliable. The other two rules (together with EA) show some learning pattern
that theoretical PCS drops at first and then adjusted upward. For greedy and asymptotic
optimal allocation rules, simulation budget is allocated to the most unreliable config-
uration once the system is deemed unreliable, so it is easy for these rules to correctly
identify the system as unreliable. However, for the other rules that allocate simulation
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(a) Testing Scenario 1: 100 reliable configurations in [0.005,0.025]
(b) Testing Scenario 2: 100 reliable configurations in [0.005,0.05]
Figure 3.7: Theoretical PCS when system is reliable
budget to the configurations on both sides of the threshold, once an unreliable config-
uration is wrongly classified as reliable due to the probabilistic nature of the problem,
it takes more time to correct them back, causing PCS to drop first. But eventually they
will be corrected back, bringing PCS up again with the increment of simulation budget.
The level of PCS is generally high and even higher when the reliable configura-
tions are relatively less reliable (Figure 3.8(b)). This is due to the fact that less reliable
configurations in the reliable zone helps to boost theoretical PCS in Equation 3.17.
When we further increase the percentage of unreliable configurations from 1% to
5%, it becomes easier to identify an unreliable system, and we are even more confi-
dent with same simulation budget that we have an unreliable system as shown in Figure
3.9. Also, it can be concluded by comparing 3.9(a) to 3.9(b) that it is easier to jus-
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(a) Testing Scenario 3: 99 reliable configurations in [0.005,0.025] and 1 unre-
liable in [0.05,0.09]
(b) Testing Scenario 4: 99 reliable configurations in [0.005,0.05] and 1 unreli-
able in [0.05,0.09]
Figure 3.8: Theoretical PCS when system is unreliable (1% configurations unreliable)
tify an unreliable system when the unreliable configurations are unreliable with higher
probabilities.
To conclude, greedy rule seems best in theoretical PCS analysis. Asymptotic opti-
mal rule follows. Theoretical PCS of all four proposed rules converge faster than EA,
showing advantage of SAR than simple equal allocation of computing budget.
However, if real mean and variance of each configuration is unknown in advance,
which is the real case, the situation would become more complicated. It may take some
time for the rules to “learn” whether the system is reliable or unreliable and allocate
computing budget accordingly.
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(a) Testing Scenario 6: 95 reliable configurations in [0.005,0.05] and 5 unreli-
able in [0.05,0.09]
(b) Testing Scenario 7: 95 reliable configurations in [0.005,0.05] and 5 unreli-
able in [0.05,0.06]
Figure 3.9: Theoretical PCS when system is unreliable (5% configurations unreliable)
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3.5.2 Empirical Results
In the empirical numerical experiments, we estimate PCS by counting the number of
times we successfully identify the system (as reliable or unreliable) out of 1000 in-
dependent replications of each budget allocation procedure. PCS is then obtained by
dividing this number by 1000, representing the correct selection frequency.
When the system is reliable, greedy rule performs the best, followed by asymptotic
optimal rule (Figure 3.10). In fact, when all the budget is allocated to the most unreli-
able configuration in greedy rule, it is the most effective rule in correcting the reliable
configurations that are wrongly classified as unreliable. The asymptotic optimal rule is
also performing well because when the system is observed to be unreliable, it will ef-
fectively correct the wrong observations just as the greedy rule does. When the system
is observed to be reliable, the configuration with largest mean p¯i, not necessarily the
one with largest unreliable probability, is brought out by following OCBA algorithm,
resulting in a slower convergence rate of PCS than greedy rule.
Both the original OCBA and OCBA-α rules converge slower since they tend to
allocate more budget to those more reliable configurations compared with previous two
rules. However, they are more effective than EA since they put more emphasis on the
configurations either with largest mean unreliability value or are closer to threshold with
larger observed variances.
Figure 3.10: Empirical PCS - Testing Scenario 2: 100 reliable configurations in
[0.005,0.05]
When 1 configuration out of 100 is unreliable and the failure probabilities of reliable
designs are not close to the threshold (Figure 3.11), asymptotic optimal rule converges
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the fastest, followed by OCBA-α and OCBA rule. As we expect, the asymptotic opti-
mal rule can allocate simulation budget more efficiently when some configurations are
reliable and some are not.
Figure 3.11: Empirical PCS - Testing Scenario 3: 99 reliable configurations in
[0.005,0.025] and 1 unreliable in [0.05,0.09]
However, the problem becomes complicated when the reliable designs are closer to
the threshold (Figure 3.12). The overall trend of the correct identification rate for the
rules is the same. It decreases first since the rules are correcting some misclassified
reliable configuration, and increases after some iterations due to the discovery of the
real unreliable configurations.
EA seems to give the highest PCS not because it is more accurate but due to its
slower learning process and it can actually drop down at later phases, which is not a
desired characteristic. Greedy rule, which previously gives good results in theoretical
PCS analysis, could be trapped due to initial sampling bias in empirical experiments.
Though this effect could be reduced by increasing initial number of samples, it is not
eliminated. The other three rules represent the learning pattern we previous described
and asymptotic optimal rule is the most sensitive one among these three, in the sense
that PCS drops sharply at earlier stage and quickly converges back.
To conclude, when the system is reliable, greedy and asymptotic optimal rule gives
faster convergence rate than the others. When the system is unreliable, asymptotic opti-
mal, OCBA-α and OCBA rule can quickly correct for the misclassified configurations.
Given that the system reliability state is unknown in advance, we would recommend the
asymptotic optimal rule due to its faster convergence rate when the system is reliable
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Figure 3.12: Empirical PCS - Testing Scenario 5: 99 reliable configurations in
[0.005,0.05] and 1 unreliable in [0.05,0.06]
and sensitive response when the system is unreliable.
3.5.3 A Power System Test Case
We now test the allocation rules on a simulation model of the IEEE-14 network (Figure
3.13). This network has 20 lines. The network is first simulated using the probabilistic
cascading blackout model described in Shortle (2013). The simulation starts by tripping
a specific line (say, line 1). Such a failure may result in the tripping of other lines, which
may cause additional lines to trip, and so forth. This process continues until no new lines
are tripped, at which point the cascading blackout stops. Since large-scale failures may
be rare, a variance-reduction technique called splitting is used to obtain estimates of the
failure probabilities in a reasonable amount of time. Further details of the cascading
model and simulation approach are given in Shortle (2013) and Shortle et al. (2014).
Table 3.2 shows the simulated failure probabilities of no less than 6, 12, and 15 lines
given that a specific line is tripped. Zero values indicate events that were never observed
in the simulation. The model is simulated under the assumption that the average line
capacities are twice the load on each line (see Shortle et al. (2014) for a discussion of
how line capacities are defined and specified in the model).
The model is simulated for a long time, so these probabilities can be treated as
the true failure probabilities for each of the 20 cases. The exact simulation parameters
used to generate the results are not critical, since once the results are obtained, the
distributions of these values can be treated as fixed inputs to the methods of this chapter.
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Figure 3.13: IEEE 14-Bus System Case
We assume normal distribution of these inputs in this numerical experiment, however, as
noted previously, other generalized distributions could also apply. The main observation
from Table 3.2 is that the failure probabilities cover several orders of magnitude and can
vary substantially depending on which line is tripped first.
We set α = 0.1 and alter our definition of system failure as more than 6, 12, and 15
line failures, respectively. Thus, the system is considered unreliable when the criteria is
no more than 6 line failure with 4 configurations out of 20 have the failure probability
larger than α . Similarly, when the system failure criteria is more than 12 line failure,
the system is unreliable with one unreliable configuration; when the criteria is more
than 15 line failure, the system is reliable. We continue to estimate PCS by counting
the frequency that we successfully identify the system as reliable or not out of 1000
independent replications.
When we take ”no more than 6 line failure” as our standard, scenario 3, 4, 7, and 10
have higher than 0.1 probability to have more than 6 failed lines, thus the system should
be considered unreliable. As previously illustrated in Section 3.5.1, identification of an
unreliable system becomes easier with the increase of the number of unreliable config-
urations in the system. So all allocation rules can easily detect this unreliable system
(Figure 3.14) and no significant difference exist except for the greedy rule (which does
not converge to 1 in P{CS} as other rules do).
When ”no more than 12 line failure” is taken as our standard, the system is still
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Scenario
(N–1) n = 6 n = 12 n = 15
1 1.00E-99 0 0
2 0.0080 0.0004 0.0003
3 0.1353 0.1151 0.0736
4 0.1517 0.0715 0.0503
5 0.0065 0.0008 0.0006
6 0.0001 0 0
7 0.1284 0.0284 0.0086
8 0.0983 0 0
9 0.0193 0 0
10 0.1315 0.0001 0
11 0.0013 0.0001 2.50E-05
12 0.0006 3.55E-05 1.13E-05
13 0.0026 3.88E-05 3.75E-05
14 0 0 0
15 0.0654 0 0
16 0.0012 4.55E-09 0
17 0.0088 9.84E-06 0
18 0.0004 2.67E-05 1.74E-06
19 1.19E-05 6.08E-08 3.93E-08
20 0.0005 2.70E-05 2.24E-07
Table 3.2: Pr{# line failures ≥ n}
unreliable but with only one unreliable configuration - scenario 3. We see from the
result in Figure 3.15 that asymptotic optimal rule performs the best, followed by OCBA-
α and OCBA rules. Also notice that, the second and third largest probability of having
more than or equal to 12 line failure is around 0.07 and 0.03, which are not very close to
the threshold α = 0.1, so the case where ”reliable but close to threshold configurations
helps to identify the unreliable system” as discussed in 3.5.2 does not occur.
The computational savings of each rule compared to EA to reach the same level of
P{CS} is shown in Table 3.3 and 3.4. As can be seen from the tables, three proposed
SARs (except for greedy rule which fails to converge in P{CS}) have shown substantial
computational savings compared to EA, with asymptotic optimal rule perform the best.
Asymptotic
SAR Greedy OCBA OCBA-α Optimal
Computational Savings 75.7% 82.2% 83.4% 83.9%
Table 3.3: Computational Savings of SARs Compared to EA with P{CS} = 0.9
Finally, when the system is reliable in the sense that the probability of more than
15 line failure is less than 0.1 for each configuration, asymptotic optimal, OCBA-α
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Figure 3.14: PCS - IEEE-14 Network with no more than 6 line failure
Figure 3.15: PCS - IEEE-14 Network with no more than 12 line failure
and OCBA rules converges in similar rates with asymptotic optimal rule being slightly
better.
Again, the computational savings of each rule compared to EA is shown in Table
3.5.
To conclude, when the failure probability of the reliable configurations are not very
close to the threshold we adopt, better simulation efficiency can be achieved when we
apply the asymptotic optimal rule to allocate simulation budget.
Asymptotic
SAR Greedy OCBA OCBA-α Optimal
Computational Savings - 86.9% 87.8% 88.9%
Table 3.4: Computational Savings of SARs Compared to EA with P{CS} = 0.95
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Figure 3.16: PCS - IEEE-14 Network with no more than 15 line failure
Asymptotic
SAR Greedy OCBA OCBA-α Optimal
Computational Savings 52.9% 50.0% 53.6% 53.6%
Table 3.5: Computational Savings of SARs Compared to EA with P{CS} = 0.95 - No
More Than 15 Line Failure
3.6 Conclusion
In this chapter, we bring the traditional N–k problem for power systems to the stochas-
tic environment. We provide a simulation optimization perspective to the problem on
system reliability by forming the N–k problem as a stochastic one whose failure rate
could be estimated through complicated simulation model. OCBA framework is in-
corporated to enhance our ability to judge whether the whole system is reliable within
certain threshold when simulation models are available.
Theoretical analysis and numerical experiments proves that the probability of cor-
rectly identifying the system reliability state is increased by applying OCBA allocation
rules in the simulation budget allocation process.
However, when a actual power grid is considered and the number of configurations
becomes enumerable, some search algorithms would have to be incorporated. Correla-





based on Multiple Weights
4.1 Introduction
Plenty of search algorithms have been developed for solving large-scale simulation op-
timization problems as described in section 2.1. One category of well-known search
algorithms, often referred to as metaheuristics, depends mainly on stochastic sampling
within carefully designed neighborhood structures. Examples of popular metaheuris-
tics include simulated annealing (Kirkpatrick et al., 1983), genetic algorithms (Back,
1996), and particle swarm optimization (PSO) (Eberhart and Kennedy, 1995). Raska
and Ulrych (2015) provide an inclusive comparison of several optimization methods
with various evaluation criteria.
The goal of multi-objective optimization, as stated by Parsopoulos and Vrahatis
(2002), is to detect the highest possible number of Pareto optimal solutions that corre-
spond to an adequately spread Pareto front, with the smallest possible deviation from the
true Pareto front. To improve the convergent rate to the true Pareto front and achieve
better spread along the Pareto front, a new multi-objective PSO algorithm based on
weighted scalarizing functions (MPSOws) (Lee et al., 2014) is proposed and tested.
The new algorithm can be used to solve multi-objective global optimization problems
with real-number decision variables and objectives. MPSOws has shown improvements
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in terms of both convergence to the Pareto front and diversity of the observed optimal
solutions, compared against some well-known multi-objective optimization algorithms
in deterministic environment.
Experiments in the deterministic case assume that solutions can be evaluated with
sufficient accuracy. However, many realistic optimization problems are stochastic.
Therefore, some simulation allocation rules need to be applied to allow one solution
to be evaluated multiple times, such that we can increase the chance of making the
correct decision. A simple way is to equally allocate simulation runs to each solution
until the measure of selection quality is observed to reach the desired level. Obviously,
this should not be our best choice. Alternatively, the multi-objective OCBA (MOCBA)
concept can be applied to utilize simulation runs most efficiently (Lee et al., 2010b).
In this chapter, we develop a MOCBA algorithm in stochastic environment based
on multiple weights (MOCBAmw) assigned to each particle in MPSOws, in order to
maximize the probability of correct selection (PCS) of the global best (gbest) for each
individual particle from the perspective of all weights, under limited computing bud-
get. We hope that by improving the PCS of gbest in each iteration of the MPSOws
procedure, better convergence can be achieved under the stochastic environment.
The rest of this chapter is organized as follows. In section 4.2, some relevant lit-
eratures are reviewed. Detailed discussion of the MPSOws algorithm in deterministic
case is presented in section 4.3. We formulate our MOCBA problem for the MPSOws
approach in section 4.4. The way to maximize PCS of gbest based on multiple weights
is modeled from the perspective of large deviation theory in section 4.5, and we derives
the asymptotically optimal simulation allocation rule that maximize the approximated
PCS. Section 4.6 presents some numerical experiments comparing the implementations
with equal allocation. Section 4.7 concludes the whole chapter.
4.2 Review
In this section, we review some of the topics concerning multi-objective stochastic sim-
ulation optimization problems, namely, the work on multi-objective particle swarm op-
timization (MOPSO) and MOCBA.
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4.2.1 Multi-objective Particle Swarm Optimization
Particle swarm optimization (PSO) is one of the popular population-based evolutionary
techniques for optimization problems. Inspired by the simulation of the social behav-
ior of swarm intelligence and the concept of evolutionary computation, Eberhart and
Kennedy (1995) developed the foundational model of PSO as a method to search for
global optimum of single objective problems. A swarm is formed by certain number
of particles, each particle moves from one solution in the search space to another based
on the location information of both the best solution that it has visited personally and
the best solution that is visited by any of the particles that this particle can communi-
cate with, and the formula used to update the velocity of particles was also introduced.
To control the balance between exploration and exploitation, improvements have been
made to the update equation of velocity function (Clerc and Kennedy, 2002; Shi and
Eberhart, 1998). Bratton and Kennedy (2007) summarized different versions of PSO
and defined a standard PSO algorithm. We hereby adopt this version.
In most common implementations of PSO, particles move through the search space
using a combination of an attraction to the best solution that they individually have
found (pbest), and an attraction to the best solution that any particle in their neigh-
borhood has found (gbest). An individual particle i, i = 1,2, · · · ,m is composed of
three vectors: its position in the D-dimensional search space at the t-th iteration X ti =
(xti1,x
t





i2, · · · , ptiD) and its velocity V ti = (vti1,vti2, · · · ,vtiD). Particles were originally
initialized in a uniform random manner throughout the search space; velocity is also
randomly initialized.
These particles then move throughout the search space by a fairly simple set of
update equations. The algorithm updates the entire swarm at each time step by updating











where in the original equations, c is a constant with the value of 2.0, ε1 and ε2 are
independent random numbers uniquely generated at every update for each individual
47
dimension d = 1 to D, and Ptgd is the best position found by any neighbor of the particle
at the t-th iteration in dimension d.
Since then, PSO has become a popular research topic and has been studied from
many aspects. There exist various PSO approaches in solving multi-objective optimiza-
tion problems. Objective function aggregation approaches (Yager, 1988), which convert
a multi-objective problem into a single-objective one by aggregating multiple objectives
with specific weight schedules, are one of the main branches. The reason behind is that,
a Pareto optimal solution to a multi-objective optimization problem can be an optimal
solution of a scalar optimization problem in which the objective is an aggregation func-
tion of all individual objectives.
If the weights remain fixed during each run of the algorithm, it is called Con-
ventional Weighted Aggregation (CWA) (Jin et al., 2001). It is the most simple and
straightforward approach, yet is subject to two major drawbacks: 1) only a single solu-
tion can be obtained per replication for a specific weight schedule, so the algorithm has
to be applied repeatedly with different weight schedules in order to get various Pareto
optimal solutions; 2) it is unable to attain solutions in concave regions of the Pareto
front. To cope with these disadvantages, Evolutionary Dynamic Weighted Aggregation
(EDWA) is proposed to deal with multi-objective optimization problems with concave
Pareto front (Parsopoulos and Vrahatis, 2002). The dynamic change of weight sched-
ules forces the particles to trace along the Pareto front. However, efficiency on problems
with more than two objectives has not been fully investigated. Instead of changing the
weights dynamically, while still obtaining a population of Pareto optimal solutions each
single replication of the algorithm, Baumgartner et al. (2004) consider assigning differ-
ent weight schedules to the swarm. Particles yielding the best objective function value
for each weighted sum become a swarm leader. The swarm is then randomly parti-
tioned into subswarms with equal number of particles in each subswarm, and swarm
leaders are used to guide the movement of particles in their own subswarm. Moreover,
a gradient-based scheme is combined to detect the Pareto optimal solutions. However,
the authors give no clue on how the different weights should be set.
On the other hand, Zhang and Li (2007) propose a multi-objective evolutionary
algorithm based on decomposition (MOEA/D). By decomposing a multi-objective op-
timization problem into a number of scalar optimization sub-problems and optimiz-
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ing them simultaneously, multiple optimal solutions can be found. Several popular
methods for constructing aggregation functions are applied, namely, weighted sum ap-
proach, the Tchebycheff approach, and boundary intersection approach. The feasibility
of incorporating decomposition strategy into MOEA framework is attested, and effi-
ciency is shown to be higher or similar to NSGA-II on a number test problems. Sub-
sequently, Peng and Zhang (2008) and Al Moubayed et al. (2010) both integrate PSO
into MOEA/D and propose decomposition-based multi-objective PSO. Like MOEA/D,
each particle carry one unique weight vector, therefore, has a unique search direction
defined by its weight vector. Tchebycheff method is applied to construct aggregation
functions of each decomposed single-objective optimization sub-problems. However,
the way of defining gbest and pbest differ, so is the archiving method.
To improve the convergence rate to the true Pareto front and achieve better spread
along the Pareto front, a new MOPSO algorithm based on weighted scalarizing func-
tions (MPSOws) (Lee et al., 2014) is proposed and tested. Various decomposition meth-
ods, including those tested in MOEA/D, are compared. MPSOws has shown faster
convergence to the Pareto front and better diversity compared with some well-known
multi-objective optimization algorithms in the deterministic environment. As MPSOws
will be the search algorithm with which we perform stochastic simulation optimization,
details of this algorithm will be presented in Section 4.3.
Experiments in deterministic case assume that solutions can be evaluated with suf-
ficient accuracy, in the sense that no false selection of gbest and pbest is made in each
iteration. However, many realistic optimization problems are stochastic. In simulation
optimization where evaluation error occurs, this assumption can be violated. Therefore,
some simulation allocation rule needs to be applied to allow one solution to be evaluated
multiple times, such that we can increase the chance of making the correct decision.
4.2.2 Multi-objective Optimal Computing Budget Allocation
As a popular R&S procedure, the OCBA framework is proposed to enhance the simula-
tion efficiency by intelligently allocating replications to each alternative solution based
on mean and variance. OCBA shows that the computing budget allocated to any non-
best design is proportional to its variance and inversely proportional to its difference
from the best design (we call this noise-to-signal ratio rule). And allocation of best
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design follows the sum rule (see Chen et al. (2000) for details).
Even though the fundamental OCBA framework is proposed for selecting the best
alternative with just one objective, OCBA procedures for solving multi-objective prob-
lems have been developed. For MOCBA problems, direct cardinal comparison may not
be applicable as multiple objectives may compete one another and we are not able to
find a single best solution that simultaneously optimizes all the objectives. The transfor-
mation approach, which converts multi-objective problems into single-objective ones by
aggregating the performance measures using a functional form is indifferent from the
fundamental single-objective problems, and there is no consensus about the value of the
weights (Chen and Lee, 2010).
The concept of Pareto optimality is employed instead, where the goodness of a de-
sign is measured in terms of domination (Lee et al., 2004, 2010b; Teng et al., 2007).
Because of the underlying complexity in cross comparisons of designs, all designs can
be grouped by the roles they are playing, either dominating or being dominated. For
designs playing the role of dominating, each of them is dominating multiple designs,
and thus multiple comparisons are incurred, the related allocation follows the sum of
weighted variance rule, where the variance rules out the comparisons for significant dif-
ferences; for designs playing the role of being dominated, each design is only dominated
by one design, and hence the individual comparison is incurred, the related allocation
follows the noise-to-signal ratio rule.
The MOCBA procedures have also been extended in several other ways. Lee et al.
(2007) explore how to optimally allocate the computing budget when the measure of
selection quality is the expected opportunity cost. Branke and Gamer (2007) transform
multiple objectives into single objective by proposing an interactive procedure to update
the weight distribution. Teng et al. (2010) address how to determine the probability of
non-dominance, how to define the Pareto set, and how to derive allocation rules for
the simulation replication when the indifference-zone concept is introduced into the
MOCBA framework.
However, our problem here differs from existing MOCBA work in that we are not
aiming to maximize PCS of the Pareto set. By taking MPSOws into the stochastic en-
vironment, we would like to maximize the PCS of finding the gbest for each individual
particle from the perspective of all weights.
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4.2.3 Multi-objective Computing Budget Allocation for Multi-objective
Particle Swarm Optimization
When faced with difficult simulation optimization problems, the integration of OCBA
and search algorithms is better than either OCBA or search algorithm alone. Some good
reviews on application of OCBA to simulation optimization problems by integrating
with search algorithms can be found in Lee et al. (2010a) and Xu et al. (2015).
Lee et al. (2006) propose a framework for the integration of MOCBA with search
algorithms. OCBA is applied to determine the budget allocation among candidate so-
lutions generated by search algorithms at each iteration. The fitness values estimated
through sampling are employed to guide the search of next iteration. Most papers on
the integration of OCBA with search algorithms actually follow this basic idea.
Pan et al. (2006) directly apply OCBA to the single-objective PSO and obtain some
improvement in computational efficiency. Rada-Vilela et al. (2013) and Rada-Vilela
et al. (2015) apply OCBA in the sampling process while directing some budget to the
searching process. Zhang et al. (2011) derive a new simulation allocation rule specifi-
cally for PSO to better satisfy the real demand of PSO by considering the selection of
both gbest and pbest. Horng et al. (2012) formulate the problem of wafer probe testing
as a MOPSO problem and apply refined OCBA into the search.
In this chapter, we incorporate MOCBA into the MPSOws algorithm to improve
its efficiency under noisy environment. As mentioned previously, this problem differs
from existing MOCBA problem setting, hence MOCBA can not directly apply. In the
following sections, we define our problem and develop the MOCBAmw algorithm un-
der the stochastic environment based on multiple weights assigned to each particle in
MPSOws, in which objectives are scalarized by different sets of weights, to maximize
PCS of gbest under limited computing budget. We hope that by improving PCS of gbest
in each iteration of the MPSOws procedure, better convergence can be achieved under
the stochastic environment.
4.3 MPSOws
We first briefly recap the MPSOws algorithm in the deterministic case as it is the search
algorithm we will integrate with MOCBA. Lee et al. (2014) propose a PSO algorithm
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based on particle–dependent scalarization. In MPSOws, particles with unique weight
vectors are used to search for solutions in the objective space. During each iteration,
particles share their own objective values among the swarm so as to make better use of
the computation effort. At the same time, since particles have different sets of weights,
the value each of them associates to the others differs from particle to particle. As a
result, the evaluated global best one particle may differ for each particle in the swarm.
MPSOws starts with N particles and stops once the maximum number of iterations
K is reached. The initial locations xi, i = 1, . . . ,N, xi ∈ X⊆ℜd are randomly selected.
Each particle is assigned a weight {w1,w2, . . . ,wm}, where m is the number of objective
functions. Therefore, each particle has an unique search direction defined by its weight
vector, not like the PSO algorithms for single objective optimization. The objectives are
evaluated, i.e., Fi = ( f1(xi), . . . , fm(xi)). The weight vector is assigned in the way that
gives the best aggregated fitness value for the initial generation. Finally, each particle
sets itself as both personal best, i.e., pbesti← xi and global best, i.e., gbesti← xi.
At each iteration, the velocity of each particle is modified according to the values
of the pbesti and gbesti. In particular, we use the method in Nebro et al. (2009) (see
algorithm 2) to perform the update. The main feature of this velocity update approach
is that it constructs the velocity using χ , a constriction factor, determined according a
probability distribution. It also limits the velocity between the lower and upper bound
of the velocity allowed, i.e., vl and vu. In the algorithm, ω is a constant which mimics
the inertia of particle to continue with its current velocity. Further, the location can be
perturbed using a mutation operator (γ) inherited from genetic algorithms. According
to the new location, the pbest and the gbest will be updated based on the scalarized
function values g(F (xi) ,wh) of the particles. In particular, we evaluate any particle
i with all weight vectors and update gbest for particle i with x∗i , if g(F(x
∗
i ),wh) ≤
g(F(gbesth),wh) where i∗ = argmini∈{1,...,N}g(F(xi),wh).
A number of weighted scalarizing functions have been tested during the construc-
tion of MPSOws. For instance, Simple Weighted Aggregation (SWA), Weight Com-
promise Programming (WCP), Tchebycheff Method (TCH) and Penalized Boundary
Intersection (PBI) are discussed in Lee et al. (2014). In this chapter, SWA is applied
to the stochastic case in later sections. When the weight vector wh is set, the SWA
function (Jin et al., 2001) returns a scalar value which is the weighted sum of each ob-
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Algorithm 2: The speed constrained velocity function (Nebro et al., 2009)
1 Generate r1 and r2 from the uniform distribution (0,1) ;
2 Generate c1 and c2 from the uniform distribution (1.5,2.5) ;
3 if c1+ c2 ≤ 4 then
4 χ ← 1 ;
5 end
6 else
7 ρ ← c1+ c2 ;















12 return vh .
jective value f ( j) with respect to w( j). This can be considered the simplest and most
intuitive way of converting a multi-objective problem into N single objective optimiza-
tion sub-problems. For any particle h, the weighted scalarizing function by SWA has
the form




f ( j) ·w( j)h . (4.3)
At each iteration, The non-dominated solution obtained by the algorithm is stored
in a solution set called external archive. To save the computational resources needed
by the optimizer, not every non-dominated solution found during the iterations need to
be stored in the archive. Since scalarizing methods such as SWA cannot guarantee the
diversity and uniformity of solutions, careful selection of non-dominated solutions into
the external archive is important for MPSOws. An archiving method that is widely used
for multi-objective PSO is the crowding distance archiving (Raquel and Naval Jr., 2005).
This method works very well for 2-d problems but performance quickly deteriorates
when dealing with higher dimensional problems (Kukkonen and Deb, 2006). In our
study, we combine the advantages of k-nearest neighbour (KNN) archiving (Kukkonen
and Deb, 2006) and ε-dominance archiving (Laumanns et al., 2002). We name the
hybrid method as ε-KNN archive. As described by Algorithm 3, when a new solution
x is to be inserted to the archive ζ , it checks the existing solutions and removes those
that are ε–dominated by the new solution. Once the maximum capacity of the archive
is reached, a shrinking is performed: the sum of the Euclidean distance to k–nearest
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neighbours for each solution is computed and the solution with the smallest related
value is removed. Empirical evidence has shown that ε-KNN archive performs better
than the traditional crowding distance archive in terms of dominated hypervolume of
the Pareto front (Lee et al., 2014).
Algorithm 3: The ε-KNN external archive procedure
1 forall the z ∈ ζ do
2 if F(x) ε-dominates F(z) and they are in different boxes then
3 Remove z from ζ ;
4 end




9 Add x into ζ ;
10 if ‖ζ‖> external archive capacity then
11 Calculate the KNN distance for each z ∈ ζ ;
12 Remove the solution with the minimum sum of KNN distance ;
13 end
The overall algorithm is summarized in Algorithm 4.
Algorithm 4: MPSOws
1 Set the iteration count k = 1;
2 forall the i ∈ {1, . . . ,N} do
3 assign a weight vector wh to the particle i ;
4 initialize xi← x by randomly selecting x ∈ [l,u] and evaluate F(xi) ;
5 vi← 0, pbesti← xi, gbesti← xi;
6 end
7 while k < K do
8 k← k+1 ;
9 insert xi into the external archive ζ which stores the non-dominated
solutions;
10 forall the i ∈ {1, . . . ,N} do
11 update pbesti← xi if g(F(xi),wh)< g(F(pbesti),wh) ;
12 update gbesti← xi∗ if g(F(xi∗),wh)< g(F(gbesti),wh) where
i∗ = argmini∈{1,...,N} g(F(xi),wh) ;
13 update vi by velocity function, considering pbesti and gbesti ;




4.4 Problem Formulation of MOCBA for MPSOws
4.4.1 MOCBAmw
When we consider MPSOws under stochastic environment, the objective values Fi =
( f1(xi), . . . , fm(xi)) are subject to noise so that the scalarized function values g(F (xi) ,wh)
can not be estimated accurately, leading to possible incorrect selection of gbest parti-
cles through the search process in the MPSOws algorithm. Thus, multiple replications
are needed to better estimate the scalarized function values before moving to the next
generation. Instead of dividing total simulation budget equally among all particles in
each generation, we aim to allocate the computing budget in such a way that PCS of the
gbest particles are maximized.
We denote µih as the expectation of scalarized function value of particle i weighted
by weight vector wh, which is estimated by sample mean X¯ih through simulation, and its
variance σ2ih is estimated by sample variance. We can then transform the multi-objective
problem into a single scalar by simple weighted average method, i.e., X¯ih =∑ml=1 whlX¯ihl ,







We would like to identify the gbest particles from the perspective of various weights
assigned to each particle. Let α = (α1,α2, ...,αk), in which ∑ki=1αi = 1 and αi ≥ 0 for
all i = 1,2, ...,N, denote the proportion of the total computing budget T allocated to
each particle. The PCS can be formulated as
P{CS}= P{∩h(X¯bwh (αbwh T )< X¯i(αiT )
f or i 6= bwh , h = 1,2, ...,N},
(4.4)
where bwh is the gbest particle identified with wh, any other particle is denoted as i for
simplicity. In the situation of MPSOws, the number of different gbest will be much
smaller than the total number of particles.
Our aim is to find the optimal allocation rule α∗ such that the probability of cor-
rectly select each gbest design corresponding to different sets of weights is maximized
under the total computing budget constraint, which equals to minimize the probability
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of falsely selecting the best design alternative in any case,
P{FS}= P{∪h(X¯bwh (αbwh T )≥ X¯i(αiT )
f or i 6= bwh , h = 1,2, ...,N}.
(4.5)
4.5 Asymptotic Optimal Simulation Allocation Rule
4.5.1 Approximate Probability of False Selection




P{X¯bwh (αbwh T )≥ X¯i(αiT )}, (4.6)
and bounded above by
s · (k−1) max
i=1,2,...,s
i 6=bwh
P{X¯bwh (αbwh T )≥ X¯i(αiT )}. (4.7)
For any given bwh and i 6= bwh , there exists a rate function Rbwh ,i such that
lim
T→∞







Rbwh ,i(αbwh ,αi). (4.9)
The expression of Rbwh ,i(αbwh ,αi) is difficult to obtain in general. However, under
the assumption of normal distribution, it can be expressed as follows,









4.5.2 Asymptotic Optimal Allocation Rules
Let f (α) = min
i=1,2,...,s
i 6=bwh
Rbwh ,i(αbwh ,αi). Being a minimum of concave functions, f (·) is con-
cave for α ≥ 0. The original problem of maximizing the convergence rate of P{FS}
can be transformed into solving the concave programming problem: max f (α) subject









s.t. Rb1,i(αb1 ,αi)≥ z, i 6= b1
Rb2,i(αb2 ,αi)≥ z, i 6= b2
...




αi = 1 and αi ≥ 0.
We use Lagrangian method to derive the optimal asymptotic allocation rule for














ηiαi. Applying KKT conditions, we obtain the theorem below.



















































d) λ1i(z−Rb1,i(αb1 ,αi)) = 0, i 6= b1; λ2i(z−Rb2,i(αb2 ,αi)) = 0, i 6= b2; . . . ; λki(z−





αi = 1 and αi ≥ 0, ∀i;
f) λ1i ≥ 0, λ2i ≥ 0, . . . ,λki ≥ 0,∀i.
Based on the theorem above, we can get the following two lemmas.
Lemma 1. We call the rate function satisfying Rbe,i(αbe ,αi) = z the effective rate func-




































Proof. See Addendix B.1.
Lemma 2. We call the noise-to-signal ratio calculated according to the effective rate
function the effective noise-to-signal ratio. As k→∞, α∗iα∗j =
(e f f ective noise−to−signal ratio o f i)2
(e f f ective noise−to−signal ratio o f j)2 .
Proof. See Addendix B.2.
Lemma 1 tells us that the budget allocated to any non-gbest particle should be much
smaller than any identified gbest particle. While Lemma 2 shows that any non-gbest
particles with the same effective rate function should follow the effective noise-to-signal
ratios. The allocation rules according to our derivation can thus be summarized as
follows:
Step 1: Particles with the same identified effective rate function in any generation
can be treated as a group.
Step 2: Any non-gbest particles in a group follows effective noise-to-signal ratio
with their identified gbest.
Step 3: Any gbest particle follows the sum rule of all the particles that identified it
as their gbest.
4.5.3 Sequential Allocation Procedure
A heuristic sequential allocation procedure is provided here to apply the allocation rules.
For any generation of particles derived from MPSOws, each particle is initially sampled
n0 times in the first stage. We estimate the mean and variance of each particle according
to the weights assigned. Since we are considering the problem under the stochastic
environment, more replications are needed to get a better estimation.
Suppose we have a total budget T to be allocated for each generation. We then
allocate the budget in the sequential approach according to the optimal ratio α∗ =
(α∗1 ,α∗2 , . . . ,α∗k ) till total budget T is exhausted. Specifically, the allocation ratio be-
tween any two non-gbest particles follows the square of noise-to-signal ratio rule. For
any gbest particle, we apply the sum rule of those particles who identify it as gbest
particle, as is common in the usual OCBA problems.
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The position of next generation of particles in MPSOws is updated with the mean
value estimated following the allocation schedule above.
Algorithm 5: MOCBA for MPSOws (MOCBAmw)
1 for any generation of population from MPSOws do
2 Initial n0 replications for each particle;
3 Calculate the weighted sample mean and variance for each according to the
weights assigned;
4 while T is not exhausted do
5 Calculate α∗ according to the Lemmas and the 3 steps described in the
last section;
6 Allocate additional replications according to α∗;
7 Update the sample mean and variance of each particle.
8 end




In this section, we compare the performance of our proposed algorithm - MOCBAmw
- with the equal allocation (EA) rule. We first illustrate the improvement of PCS with
our proposed MOCBAmw through two simplified 3-design test scenarios. Then, func-
tion optimization problems with noise are constructed based on 2-dimensional testing
problems proposed by Zitzler et al. (2000) and 3-dimensional testing problems in Deb
et al. (2002b).
4.6.1 3-design Test Cases
In this test case, we consider a problem with 3 designs, where each design is evaluated
in 2 objectives. We consider two different scenarios, where scenario I is the case with
the same variance for each objective of each design, and scenario II is the case with
different variances for individual designs. The true response values for scenario I are
listed in Table 4.1. The simulation output of each replication for each design is gen-
erated as random numbers from the related normal distribution for each objective. In
this scenario, the standard deviation is assumed to be the same for each objective of all
designs. The designs spread in the design space are shown in Figure 4.1.
We conduct 1000 independent experiments for MOCBAmw and EA. The perfor-
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Index Obj.1 StdDev.1 Obj.2 StdDev.2
1 1 5 2 5
2 3 5 1 5
3 5 5 5 5
Table 4.1: Design Information for the 3-design Case I.
Figure 4.1: Disign Spread for the 3-design Case I.
mance of each allocation rule is tested under an increasing number of total computing
budgets, from 60 to 600 with a step increase of 60.
Suppose we set equal weightage to the two objectives, w = (1/2,1/2), it is easily
seen that design 1 outperforms the other two. PCS is defined as correctly identifying
the first design. The numerical result is shown in Figure 4.2, where the X-axis denotes
an increased number of computing budgets and the Y-axis denotes the corresponding
probability of correct selection.
We can see that both allocation rules obtain higher probability of correct selec-
tion when the computing budget increases. This is intuitive since estimation of ordinal
comparisons can be more accurate with more simulation replications. With the same
simulation budget, the probability of correct selection of MOCBAmw is always higher
than that of EA, and converge faster to 1 than EA does. The comparison can also be
made in terms of the total computing budgets to achieve a certain level of PCS, and the
result is shown in Table 4.2. We see that to achieve the same level of probability of
correct selection, MOCBAmw always needs fewer simulation budgets than EA, and the
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Figure 4.2: Comparison of PCS for the 3-design Case I.
savings are quite substantial. For this specific 3-design case, MOCBAmw can save as
much as 40% of the computational effort compared with EA.
PCS MOCBAmw EA Savings
0.70 120 180 33.3%
0.75 180 300 40.0%
0.80 300 480 37.5%
Table 4.2: Comparison of Simulation Budget for the 3-design Case I.
For the second test, the true response values for the 3-design case with different
variance are listed in Table 4.3.
Index Obj.1 StdDev.1 Obj.2 StdDev.2
1 1 5 2 5
2 3 5 1 5
3 5 3 5 3
Table 4.3: Design Information for the 3-design Case II.
The same simulation procedures are conducted as is done for scenario I and the
simulation outputs are illustrated in Figure 4.3 and Table 4.4. The results are similar to
that of scenario I, where MOCBAmw can achieve a higher PCS with a fixed number of
simulation budgets. To achieve the same level of PCS, MOCBAmw can always make
substantial savings.
61
Figure 4.3: Comparison of PCS for the 3-design Case II.
PCS MOCBAmw EA Savings
0.70 180 240 25.0%
0.75 240 360 33.3%
0.80 360 480 25.0%
Table 4.4: Comparison of Simulation Budget for the 3-design Case II.
4.6.2 MOCBA for MPSOws: Bi-Objective Problems
We now move on to test the efficiency of our MOCBA rules for MPSOws. The param-
eters are set as follows: swarm size N = 100, maximum number of generation is set
to K = 300 as the stopping criteria, noise magnitude (see Pan et al. (2006)) for both
MOCBAmw and EA are initially set to 0.1. The computing budget for each iteration is
increased geometrically therefore the noise is reduced geometrically along the number
of iterations. T0 = 1000 represents initial total number of replications to be allocated
in each generation among all particles, and n0 = 10. All the experiments below make
comparisons by running each configuration 30 times using different random seed each
time. The median of hypervolume indicator in all replications is used to plot the com-
parison graph between MOCBAmw and EA. Deterministic end-state hypervolume is
shown as a reference benchmark.
The first set of testing problems have two objectives to be minimized. The Pareto
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fronts are 2-dimensional.
Minimize T (x) = ( f1(x1), f2(x))
sub ject to f2(x) = g(x2, . . . ,xm)h( f (x1),g(x2, . . . ,xm))
where x = (x1, . . . ,xm)
Details of the four testing functions considered here (namely, ZDT1, ZDT2, ZDT3, and
ZDT6) are provided in the Appendix C.1.
Results are illustrated in Figure 4.4 with the number of generation k being the x-
axis and hypervolume covered by the approximated Pareto front on the y-axis. It can
be seen from the graphs that for all the ZDT test problems presented here, MOCBAmw
converges faster than EA under the same noise settings. Towards the end of simulation,
both MOCBAmw and EA converges to the deterministic hypervolume due to the in-
crease in simulation budget. As the computing budget is increased geometrically, both
algorithm converges to the deterministic hypervolume in the end.
4.6.3 MOCBA for MPSOws: Tri-Objective Problems
The second set of testing problems are proposed by Deb et al. (2002b). These problems
have three objectives to be minimized. The Pareto fronts are 3-dimensional. We illus-
trate 3-dimension problem with testing problem DTLZ 2 (details of this testing problem
are provided in Appendix C.2). Comparison of performance between MOCBAmw and
EA could be find in Figure 4.5.
As we can see from Figure 4.5, MOCBAmw also shows a great potential in solving
tri-objective problems in addition to the proven performance in bi-objective simulation
optimization problems. The testing results for DTLZ 2 show that MOCBAmw has a
faster convergence rate than EA under the same noise settings. To be more specific,
MOCBAmw method outperforms EA in each iteration and in the end converges to a







Figure 4.4: Bi-Objective Problems
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Figure 4.5: Tri-Objective Problem: DTLZ 2.
4.7 Conclusions
MPSOws algorithm uses weighted scalarizing functions to breakdown a multi-objective
optimization problem into a number of single objective problems and solves them si-
multaneously. Particles are assigned different weight vectors which make them prefer
different regions in the objective space.
In this chapter, we develop a MOCBA algorithm for MPSOws under the stochastic
environment based on multiple weights assigned to each particle in MPSOws. By intel-
ligently allocating computing budget among all particles instead of EA, we are able to
improve the probability of correctly selecting the gbest designs under limited computing
budget. By improving PCS of gbest in each iteration of the MPSOws procedure, better
convergence can be achieved under the stochastic environment. Testing results from
bi-objective ZDT problems and tri-objective DTLZ problems have shown that OCBA









With the rapid growth of computing technology in the past few decades, computer sim-
ulation has offered a faster and cheaper alternative than time- and resource-consuming
physical prototyping (Xu et al., 2015). Still, full-featured computer simulation models,
which provide quite accurate performance estimations of candidate designs (or, high-
fidelity models as we call it in this chapter), can be computationally time consuming.
Simulation optimization (Fu, 2002; Xu et al., 2015) has thus attracted much research
attention due to its broad application to searching for optimal or near optimal solutions
efficiently.
When the scale of the problem is small, i.e., all candidate designs can be enumer-
ated and simulated to find the optimal solution, R&S procedures such as OCBA (Chen
and Lee, 2010; Chen et al., 2000) can be applied to significantly enhance the simulation
efficiency. For large-scale problems, simulation of all alternative designs to a certain
level of accuracy becomes infeasible, so that some sorts of search algorithms are often
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incorporated with OCBA to find the optimal solution with a high chance (He et al.,
2010; Xiao and Lee, 2014). Alternatively, when the design alternatives can still be
enumerated and evaluated through some low-fidelity models (e.g., analytical approxi-
mation or coarser-grained simulation models), the Multi-fidelity Optimization with Or-
dinal Transformation and Optimal Sampling (MO2TOS) framework (Xu et al., 2014)
provides a systematic, efficient, and robust procedure to solve these medium-scale sim-
ulation optimization problems.
As is illustrated in Figure 5.1 (Xu et al., 2014), MO2TOS consists of two novel pro-
cedures: ordinal transformation (OT) and optimal sampling (OS). Low-fidelity model
is first performed to get a rough estimation of all solutions. Based on ranking of all
solutions evaluated with low-fidelity model, the original solution space is transformed
into an ordinal one. The solutions are then equally divided into groups based on ranking
indices. Equal partition after OT has been proven to reduce group variance while mak-
ing the groups more distinguishable from each other, as compared to other partitioning
methods on the original solution space. These two properties make it possible to in-
crease the efficiency of sampling and OS strategy based on OCBA is then applied to de-
cide the allocation of limited high-fidelity simulation budget. The MO2TOS framework
has demonstrated promising performance through theoretical analysis and numerical
experiments in solving medium-scale simulation optimization problems when multi-
fidelity models are available. More recently, Qiu and Song (2016) derive the theoretical
convergence rate of MO2TOS and compare its efficiency with other methods. The nu-
merical results validate the efficiency and convergence pattern of MO2TOS for uniform
or normal distribution of low-fidelity estimations. Zhang et al. (2016) further improve
the quality of OT by considering the optimal linear combination of multiple low-fidelity
models. The new model through combination has increased correlation with the high-
fidelity model, thus is beneficial to OT.
Due to the proven efficiency of the MO2TOS framework in solving single-objective
simulation optimization problems, we would like to further extend this framework to
deal with multi-objective simulation optimization problems, which is quite common
in practice especially when conflicting objectives are of concern. Given that it is not
practical to perform high-fidelity simulation of all designs considering the scale of a
problem, the goal of multi-objective optimization in our case is to sample the highest
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Figure 5.1: Flowchart of the MO2TOS framework (Xu et al., 2014)
possible number of Pareto optimal solutions from the population. Many algorithms have
been proposed to search for the Pareto set, including Deb et al. (2002a) and Lee et al.
(2014), but no algorithms exist have considered the potential benefit of incorporating
multi-fidelity models.
The two problems we need to answer when extending the MO2TOS framework to
solving multi-objective problems are: 1) how to perform multi-objective OT, and 2)
how to find a proper index, based on which we can design an OS strategy to decide the
allocation of limited high-fidelity sampling budget. As first part of the study (Li et al.,
2015b), we adopt non-dominated sorting (NS) with crowding distance as an effective
method to do the ranking of conflicting objectives, and propose to apply a probabilistic
method called truncated geometric selection (TGS) to do the sampling based on rank-
ing of solutions from the results of high-fidelity simulation. After that, we propose
a more systematic approach to do the multi-objective OT and OS (Liu et al., 2016).
More specifically, for multi-objective OT, we first adjust the ranking process for the
cases when the low-fidelity model provides a pool estimation of any objective such
that the correlation between the results of low- and high-fidelity models are negative.
For multi-objective OS, we use the average marginal hypervolume (MHv) (Mostaghim
et al., 2007) of the samples within each group as the index to show relative performance
of the group. To be consistent with the hypervolume concept in the multi-objective
OS, we combine NS with MHv as the ranking method in multi-objective OT. Moreover,
OCBA with exponential distribution assumption is derived to efficiently allocate the
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sampling budget of high-fidelity simulation.
The rest of this chapter is organized as follows. We first define our problem in
Section 5.2. In Section 5.3, we present the two versions of MO-MO2TOS algorithm to-
gether with the discussion of multi-objective OT and OS in details. Section 5.4 presents
some numerical experiments to show the performance of MO-MO2TOS. Section 5.5
concludes the chapter.
5.2 Problem Statement
Before proceeding to the problem statement of MO-MO2TOS, we first introduce some
notations below:
• N: total number of feasible solutions;
• H: number of objectives;
• K: number of groups partitioned;
• x: an alternative solution defined on the solution space Θ;
• f (x): the result of the high-fidelity simulation model evaluated at solution x, i.e.,
f (x) =
[
f (1)(x), . . . , f (H)(x)
]
;
• g(x): the result of the low-fidelity simulation model evaluated at solution x, i.e.,
g(x) =
[
g(1)(x), . . . ,g(H)(x)
]
;
• δ (x): the bias of low-fidelity model at solution x.
For multi-objective optimization problems, it is almost impossible to find a single
best solution for all objectives, the detection of Pareto optimal solutions becomes the
main goal (Parsopoulos and Vrahatis, 2008). According to the concept of Pareto domi-
nance,
f (y)≺ f (x) ⇐⇒∀l ∈ {1, . . . ,H}, f (l)(y)≤ f (l)(x) and ∃l ∈ {1, . . . ,H},
f (l)(y)< f (l)(x).
(5.1)
and we are aiming to find the Pareto set Π in Θ, i.e.,
Π(Θ)≡ {@y ∈Θ, f (y)≺ f (x)}. (5.2)
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Now we consider the multi-objective simulation optimization problem as follows.
For a multi-objective problem with H conflicting objectives, N feasible solutions ex-
ist. We have a low-fidelity model that is capable of providing us estimations of all N
feasible solutions, g(x), with unknown bias, δ (x). We also have a high-fidelity model
which can provide accurate evaluation of the solutions, f (x). In this work, we assume
that simulation noise of the high-fidelity model is negligible, either because we run the
simulation long enough or we run enough replications. We thus have the following
relation:
f (x) = g(x)+δ (x). (5.3)
However, due to the scale of the problem and limited computing budget, we cannot run
high-fidelity model for all feasible solutions. The problem thus arise: how to efficiently
sample from the solution space given the evaluation of the low-fidelity model so that
we have the highest probability of assigning limited high-fidelity simulation budget to
Pareto optimal solutions?
5.3 The MO-MO2TOS Framework, Algorithm and Analysis
We now present the MO-MO2TOS framework following the same structure as MO2TOS
(Xu et al., 2014). Low-fidelity model is first run to evaluate all objectives of all solu-
tions. Multi-objective OT based on Pareto dominance concept is performed before par-
titioning alternative solutions into equal-sized groups. Additional sampling budget of
the high-fidelity model is allocated according to the multi-objective OS rule. The pro-
cedures continue until all sampling budget has been allocated. Flowchart of this process
is shown in Figure 5.2.
We present in section 5.3.1 the first version of MO-MO2TOS algorithm with prob-
abilistic sampling that guarantee the higher ranked solutions from the step of multi-
objective OT have larger probabilities to be sampled. Realizing that the hurdle in this
multi-objective case is when there exists negative correlation between low-fidelity esti-
mations and accurate high-fidelity evaluations for some objectives, we modify the MO-
MO2TOS algorithm with correlation adjustment in the procedure of multi-objective OT.
We further replace the probabilistic sampling approach with some indexing based on the
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Figure 5.2: Flowchart of the MO-MO2TOS framework
MHv concept in section 5.3.3.
5.3.1 MO-MO2TOS with TGS
For multi-objective OT, the low-fidelity model is first used to evaluate all candidate
solutions, as we are considering some medium-scale problems with finite solution set.
Although estimates from low-fidelity models are usually biased, the computing cost
is considered negligible comparing with high-fidelity models. Same as in the single-
objective MO2TOS, we transform the original solution space into an one-dimensional
ordinal space. While the transformation in single-objective case is quite straightfor-
ward, ranking of solutions with multiple objectives is complicated by the concept of
dominance. We transform the original solution space into an one-dimensional ordinal
space according to NS and crowding distance as the ranking criteria, same as in NSGA-
II (Deb et al., 2002a), based on the results from the low-fidelity model.
According to NS, solutions are first ranked into Pareto layers. Solutions in lower
ranked layers are dominated by higher ranked layers, and solutions in the same layer
are not dominated by each other. The concept of Pareto layers is illustrated in Figure
5.3 (Wang et al., 2015a).
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Figure 5.3: Pareto Layers
Within the same Pareto layer, we apply the concept of crowding distance to do the
ranking. Deb et al. (2002a) suggest to consider each of the objectives independently,
and sum the distances between the nearest solutions that have respectively smaller and
greater value for the objective. For the two-objective case, the calculation of the crowd-
ing distance is illustrated in Figure 5.4, where crowding distance is simply measured as
a normalized L1 distance between neighboring solutions b and c. For more objectives,
the nearest neighbor solutions may change for each objective and the algorithm can be
find in Deb et al. (2002a). The crowding distance reflects the density around a solution
in the corresponding Pareto layer, and the solution with lower density has higher rank
in the layer. Solutions in less crowded area have larger value of crowding distance, thus
are ranked higher showing greater importance.
The pseudo code of multi-objective OT with NS and crowding distance ranking
is presented in Algorithm 6. After this ordinal transformation, we can then equally
partition all solutions into groups on the ordinal space.
The next step is to sample among groups (OS-1) and within the selected group (OS-
2) to decide allocation of high-fidelity simulation budget. We propose to sample accord-
ing to geometric distributions that have larger probabilities to sample from groups with
higher ranking and truncate the general geometric distributions into the range within
0 to K so that the probability of sampling from one of K groups sums to 1. Thus the
process is called truncated geometric selection (TGS). Ranking of a group is decided
by average ranking of the samples taken from the group so far. Within each group,
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Figure 5.4: Crowding Distance
Algorithm 6: Multi-objective OT Procedure with NS and crowding distance
1 forall the x ∈Θ do
2 Evaluate x with the low-fidelity model to obtain g(x);
3 end
4 Non-dominated Sorting: Sort all solutions based on g(x) into non-dominated
Pareto tiers;
5 Crowding Distance Sorting: For solutions within the same tier, calculate
crowding distance of each solution and rank from highest to lowest;
6 Ranking: Rank all N solutions based on non-dominated sorting (first criteria)
and crowding distance sorting (second criteria);
7 Partition: Partition the ranked solutions into K equally divided groups.
we also apply TGS to decide which design to sample. Designs that have been sam-
pled are removed from the sampling space because we assume the high-fidelity model
provides accurate evaluation so that additional replications are not needed. TGS proce-
dure is demonstrated in Figure 5.5 and this probabilistic sampling approach is applied
twice both in the selection of group to sample from and in deciding the specific design
to sample within the selected group. The multi-objective OS procedure is illustrated
in Algorithm 7. Details of multi-objective OS with TGS, including the influence of
parameter p on OS-1 and OS-2 are discussed in Li et al. (2015b).
74
Figure 5.5: Procedure of TGS with parameter p = 0.2,0.5,0.8
Algorithm 7: Multi-objective OS Procedure with TGS
1 Initial Sampling: Randomly sample n0 solutions from each of the K groups and
perform high-fidelity simulation (denote this initial sampling set as S0);
2 E← S0, S←Θ\S0
3 while Simulation budget T is not exhausted do
4 (OS-1): Sample group k∗ ∈ K with TGS according to group ranking;
5 (OS-2): Sample x∗ ∈Θk∗ with TGS according to the ranking of solutions
with in group k∗;
6 E← S∪{x∗}, S← S\{x∗};
7 end
8 Return E of sampling solutions.
5.3.2 Analysis of Correlation between Low-fidelity Estimation and High-
fidelity Evaluation
As the result of MO-MO2TOS with TGS (Li et al., 2015b), we see that the performance
is not improved much more than random sampling when there exist some negative cor-
relations between models for some objectives. To analyze the impact of correlation
between low-fidelity estimates (g(x) = [g(1)(x), . . . ,g(H)(x)]) and high-fidelity evalu-
ation ( f (x) =
[
f (1)(x), . . . , f (H)(x)
]
) for every objective, we consider a bi-objective
minimization problem on the solution space Θ where N = 10000. The results of the
high-fidelity simulation model evaluated at solution x,
f (x) =
[




are randomly generated from standard normal distribution, i.e., f (1)(x)∼N (0,1) and
f (2)(x)∼N (0,1). Figure 5.6 shows the distribution of solutions in the objective space
colored in Pareto layers.
Figure 5.6: Objective Values of High-fidelity Model






We hypothetically assume the low-fidelity values follow the form:
g(1)(x) = a1 · f (1)(x)+ ε1, in which ε1 ∼N (0,1), (5.6)
g(2)(x) = a2 · f (2)(x)+ ε2, in which ε2 ∼N (0,1). (5.7)
This simple problem formation gives us the chance to test for various correlation sce-
nario of each objective between low- and high-fidelity model results by changing co-
efficients a1 and a2. In particular, we can classify the entire experiment scenario into
three main categories: 1) positive correlation for both objectives; 2) positive and nega-
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tive correlation mixture; and 3) negative correlation for both objectives. Different noise
levels can also be tested by changing σ1 and σ2, but we set σ1 = σ2 = 0.2 to focus on
the sign of correlation first. In Figure 5.7, extreme cases of positive and negative cor-
relations are tested, i.e. a1 = ±1 and a2 = ±1. The distribution of solutions estimated
with low-fidelity model is shown in the objective space. The color for each solution as
evaluated with high-fidelity model and displayed in Figure 5.6 is kept for that specific
solution and displayed with results from low-fidelity model to show the transformation
of the solution space.
Figure 5.7: Objective Values of Low-fidelity Model
To be more specific, ranking of all solutions from the low-fidelity model is plotted
against ranking from the high-fidelity model in Figure 5.8. When a1 = a2 = 1, the
ranking of two models are strongly positively correlated, meaning that highly ranked
solutions after multi-objective OT process have higher probability to be Pareto optimal
solutions. The problem is complicated when results from two models are negatively
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correlated for some objectives. While negative correlation in the single-objective case
is less of a concern as the MO2TOS algorithm will direct sampling emphasis to lower-
ranking solutions once the evaluation results from high-fidelity simulation model are
available. The existence of negative correlation presents great challenge to the multi-
objective case as solutions within higher-ranked Pareto layers are spread out to different
layers with low-fidelity estimation. The problem is partially relieved when correlations
between models of all objectives are negatively correlated so that majority of higher-
ranked Pareto layers are categorized into lower-ranked Pareto layers. Although they
still spread across various layers, sampling emphasized on lower-ranked layers helps in
this case.
Figure 5.8: Ranking Relation of Solutions with Low- and High-fidelity Models
Given that negative correlation of any objective value between results evaluated
with low- and high-fidelity model constitute the major impediment in MO-MO2TOS,
and initial n0 samples from each group provide us the recourse to start estimation of cor-
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relations, we propose to add a sign-flipping step whenever negative correlation between
low- and high-fidelity results is detected for any objective. Details will be illustrated in
the following section.
5.3.3 MO-MO2TOS with Correlation Adjustment and MHv-Indexed OS
As demonstrated in the previous section, another aspect we need to consider when ex-
tending OT to multi-objective cases is the quality of the low-fidelity model. While it
is proved in Xu et al. (2014) that MO2TOS works well even when the correlation be-
tween low- and high-fidelity model is negative, negative correlation between g(l)(x) and
f (l)(x) of any objective l could significantly transform the shape and ranking of the ac-
tual Pareto optimal solutions of our interest. Knowing that negative correlation of any
objective value between low- and high-fidelity models can be harmful to our ranking
process, we propose to first multiply g(l)(x) from low-fidelity model by −1 when nega-
tive correlation of any objective l is detected before partitioning. We now illustrate the
multi-objective OT procedure with correlation adjustment in Algorithm 8.
Algorithm 8: Multi-objective Correlation-adjusted OT Procedure
1 forall the x ∈Θ do
2 Evaluate x with the low-fidelity model to obtain g(x);
3 end
4 Randomly sample K ·n0 solutions from the solution space and perform
high-fidelity simulation;
5 for l = 1, . . . ,H do





10 Non-dominated Sorting: Sort all solutions based on g(x) into non-dominated
Pareto tiers;
11 MHv Sorting: For solutions within the same tier, calculate MHv with respect to
its Pareto tier for each solution and rank from highest to lowest;
12 Ranking: Rank all N solutions based on non-dominated sorting (first criteria)
and MHv sorting (second criteria);
13 Partition: Partition the ranked solutions into K equally divided groups.
After equal partition of the ranked solutions, we first take initial sampling of n0 ran-
dom solutions from each group to get an estimation of the group performance (recall
that we have K ·n0 initial samples from the population before correlation adjustment, so
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we add additional samples for the groups less than n0 initial samples and leave the extra
samples for further use if needed). Based on OT and accurate estimation of initial sam-
pled solutions from the high-fidelity model, we would like to design an efficient multi-
objective OS strategy that intelligently decides the allocation of additional sampling
budget so that the Pareto optimal solutions have higher probabilities to be sampled.
When deciding which group to sample from for an addition sampling budget, we
aim to maximize the probability of correctly selecting the group that the added solu-
tion has the greatest potential to improve the current Pareto front. We characterize this
improvement with the MHv concept as illustrated in Figure 5.10. While dominated
hypervolume (Figure 5.9) is a common quality measure for Pareto fronts, marginal hy-
pervolume measures the marginal contribution of each individual solution to the Pareto
layer.
Figure 5.9: Dominated Hypervolume
For an additional sample taken from each group, we assume the expected increment
of this additional sample to the total dominated hypervolume follows the distribution
with group average MHv and variance of MHv of existing samples within the group.
Then OCBA rules can be directly applied.
For an additional sample taken from each group, we can better assume the MHv
increment follows exponential distribution with group MHv mean and we calculate
group average MHv as described in Algorithm 9 for current samples. This assumption
is limited in two aspects: 1) distribution of MHv for samples within each group is not
strictly exponential as MHv of majority samples equals 0, i.e., they are not on the current
Pareto front; and 2) with the increase of number of samples taken, MHv of Pareto
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Figure 5.10: Marginal Hypervolume
optimal solutions tend to decrease in trend as the frontier becomes more crowded so that
group average MHv also tends to decrease (thus not constant in nature). Despite these
limitations, we still adopt the exponential assumption because it better approximates
our case than normal assumption commonly taken.




s.t. N1+N2+ · · ·+NK = T
Fom the perspective of large deviation theory (Glynn and Juneja, 2004), there exist
some rate function G j(·, ·) such that the convergence rate of P{FS} (the probability of







G j(α1,α j) (5.9)
Following the derivation (details are shown in Appendix D.1), we find that for exponen-






and G j(α1, ph) equals
α1+α j
1+λ jα j/λ1α1




−α j−α j log α1+α jα j +λ1α1/λ j
(5.11)
Although we do not have closed-form allocation rules as in the case of normal
assumption, we can solve for the minimization problem of the rates for all groups, i.e.,
solve the problem min
2≤ j≤K
G j(α1,α j) numerically for all α j, j = 1, . . . ,K.
Once the sampling group is selected, we apply TGS (Li et al., 2015b) to decide
which solution to take in the selected group. The multi-objective OS process discussed
as above is illustrated in Algorithm 9.
Algorithm 9: Multi-objective Marginal Hypervolune-based OS Procedure
1 Group selection: while Simulation budget T is not exhausted do
2 Identify current Pareto front based on high-fidelity simulation results;
3 for Sampled solutions i = 1, . . . ,n j in Group j = 1, . . . ,K do
4 if Solution i is on the current Pareto front then
5 Calculate MHvi, j;
6 else Mhvi, j = 0;
7 end
8 Calculate the average of MHvi, j for all solution i in group j, denoted as
λ j;
9 end
10 Select the group according to α j by solving min
2≤ j≤K
G j(α1,α j), with the rate
function expressed in Equation 5.11;




Following the structure of numerical test-case design in section 5.3.2, we consider an
optimization problem defined on the solution space Θ= {1, . . . ,N}, where N = 10000.
We consider two objectives, i.e., H = 2, so that the objective values associated with the
high-fidelity model is shown in equation 5.4. Without loss of generality, we consider
minimization problem of both objectives. We test both convex and concave Pareto front
as shown in Figure 5.11, i.e., f (1)(x) and f (2)(x) are randomly generated in such a way
that the objective values are evenly distributed in the area.
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(a) Test Problem 1 (b) Test Problem 2
Figure 5.11: Convex and Concave Pareto Front of the Objective Space
Then the estimation of solutions from the low-fidelity model is constructed as fol-
lows shown in equation 5.6 and 5.7. This way of test problem construction gives us the
chance to test for different scenarios of the quality of low-fidelity models that will be
illustrated below.
In the following numerical tests, we partition the solution space into K = 10 groups,
and assume to have T = 1000 sampling budget for the high-fidelity model, so that only
10% of the solutions can be evaluated with the high-fidelity model. Averages of 100
i.i.d replications are plotted in each test.
5.4.1 Sampling Comparison between Two Versions of MO-MO2TOS
We first compare the sampling allocation between the two versions of MO-MO2TOS
algorithms to gain some insight.
For the first version without correlation adjustment, Pareto optimal solutions are
spread out to different layers with low-fidelity estimation, making efficient sampling
impossible as is shown in Figure 5.12(b) and 5.12(c).
After correlation adjustment, the ranking of solutions with high-fidelity simulation
and low-fidelity simulation become highly positively correlated, making it easier to
sampling from higher-ranked Pareto layers, as is illustrated in Figure 5.13.
Besides the difference in treating the correlation, MO-MO2TOS with TGS for group
sampling can start with n0 = 1 to do the group ranking while MO-MO2TOS with MHv-
based sampling need an appropriated number of initial sampling to get a good estimate
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(a) Test Problem 1: a1 = 1,a2 = 1 (b) Test Problem 1: a1 = 1,a2 =−1
(c) Test Problem 1: a1 =−1,a2 = 1 (d) Test Problem 1: a1 =−1,a2 =−1
Figure 5.12: Sampling History with TGS
of group average MHv, we recommend K ·n0 = 110 T as a general standard.
5.4.2 Efficiency Comparison
Numerical experiments in this section compares the efficiency of MO-MO2TOS with
different features as discussed in section 5.3 with random sampling. Namely, we have
first version of MO-MO2TOS which apply TGS to decide group selection (labeled as
”TGS”), MO-MO2TOS with correlation adjustment and MHv-indexed sampling with
normal assumption (labeled as ”Norm”), MO-MO2TOS with correlation adjustment and
MHv-indexed sampling with exponential distribution assumption (labeled as ”Exp”),
and random sampling (labeled as ”RND”) which equally partition all solutions on the
original space into groups and randomly sample among the groups.
We first show the impact of the correlation factor a1,a2 in four extreme scenarios,
i.e., a1 = 1,a2 = 1, a1 = 1,a2 = −1, a1 = −1,a2 = 1, and a1 = −1,a2 = −1. Noise
level is kept at σ1 = σ2 = 0.2.
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(a) Test Problem 1: a1 = 1,a2 = 1 (b) Test Problem 1: a1 = 1,a2 =−1
(c) Test Problem 1: a1 =−1,a2 = 1 (d) Test Problem 1: a1 =−1,a2 =−1
Figure 5.13: Sampling History with MHv-based Sampling
For Test Problem 1, when a1 = 1,a2 = 1 (see Figure 5.4.2), all three variations of
MO-MO2TOS perform sampling more efficient than random sampling. As is discussed
in section 5.3.2, ranking of solutions between high- and low-fidelity models are highly
positively correlated, making sampling from higher ranked solutions with low-fidelity
estimation efficient even without correlation adjustment.
When a1 = 1,a2 =−1 or a1 =−1,a2 = 1, sampling without correlation adjustment
becomes inefficient (see Figure 5.15). As is demonstrated in Figure 5.12(b) and Figure
5.12(c) from previous section, sampling without correlation adjustment resembles that
of random sampling in this case, so is the dominated hypervolume performance.
And when a1 =−1,a2 =−1, again all three variations of MO-MO2TOS can do the
sampling more efficient than random sampling. Even though TGS without correlation
adjustment is less efficient in the earlier stage, corrections are made quickly once it is
discovered that Pareto optimal solutions are mostly those ranked lower with low-fidelity
model. As can be validated with the sampling history from Figure 5.12(d), negative
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Figure 5.14: Test Problem 1: a1 = 1,a2 = 1
correlation among all objective functions between two models place less hurdle for
efficient sampling.
It can be concluded from the result of Test Problem 1 that MO-MO2TOS without
correlation adjustment in the OT step and apply TGS to do group sampling performs
well when the objective values between low- and high-fidelity models are all positively
or negatively correlated, but performs badly if some of the correlations are negative.
This can be validated by the sampling comparison in section 5.3.2, that OS-1 resembles
random sampling when some of the correlations are negative. We thus conclude that
correlation adjustment in the OT step improve the performance a lot when some correla-
tion of objectives between low- and high-fidelity models are negative so that the location
of the Pareto front are twisted with low-fidelity model. Moreover, MO-MO2TOS with
exponential distribution assumption in OCBA performs slightly better in all cases than
OCBA with normal assumption in the OS process.
We also test for different noise levels by adjusting σ1 and σ2 while keeping a1,a2
constant, larger values of σ1,σ2 is considered lower quality of the low-fidelity model.
It turns out that, even though it takes more budget to find the same level of optimal
solutions, general performance of the algorithms in comparison does not change. For
instance, when σ1 = σ2 = 0.8, result for the case of a1 = 1,a2 =−1 is shown in Figure
5.17.
Finally, we test for non-convex Pareto fronts with Test Problem 2. Similar results
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(a) a1 = 1,a2 =−1
(b) a1 =−1,a2 = 1
Figure 5.15: Test Problem 1: a1 = 1,a2 =−1 or a1 =−1,a2 = 1
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(a) a1 =−1,a2 =−1
Figure 5.16: Impact of the Correlation Factor
presented in Figure 5.18 shows that our MO-MO2TOS framework also works well with
non-convex Pareto fronts.
5.5 Conclusions
We present a framework for efficient multi-objective simulation optimization when
multi-fidelity simulation models apply. The MO-MO2TOS framework provides an easy
to implement approach to perform multi-objective OT with the low-fidelity model and
an efficient sampling method based on OCBA. We also updated OCBA rules with expo-
nential distribution assumption instead of normal distribution. Numerical experiments
are designed to test the performance of this framework, and it has been shown that MO-
MO2TOS can perform sampling more efficiently than random sampling on the original
solution space.
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(a) a1 = 1,a2 =−1
Figure 5.17: Test Results for Test Problem 1 with Higher Noise Level
(a) a1 = 1,a2 = 1 (b) a1 = 1,a2 =−1
(c) a1 =−1,a2 = 1 (d) a1 =−1,a2 =−1
Figure 5.18: Test Results for Test Problem 2 with Non-convex Frontier
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Chapter 6
Conclusion and Future Research
In this study, we explored OCBA for improving the efficiency of stochastic simulation
optimization. The framework of OCBA is extended from both theoretical aspect and
practical aspect to deal with problems of various scales and multiple objectives.
We first bring the traditional N–k problem for power systems to the stochastic en-
vironment and provide a simulation optimization perspective to the problem on system
reliability by forming the N–k problem as a stochastic one whose failure rate could be
estimated through complicated simulation model. OCBA framework is incorporated to
enhance our ability to judge whether the whole system is reliable within certain thresh-
old when simulation models are available. Theoretical analysis and numerical experi-
ments proves that the probability of correctly identifying the system reliability state is
increased by applying OCBA allocation rules in the simulation budget allocation pro-
cess. The scale under discussion falls in the range of traditional R&S approaches. When
the scale of the problem grows into consideration of a real power-grid network, some
search algorithms will have to be incorporated as the side of the N–k problem grows
enormously in number of configurations.
Then we develop a MOCBA algorithm for MPSOws under the stochastic environ-
ment based on multiple weights assigned to each particle in MPSOws. MPSOws algo-
rithm uses weighted scalarizing functions to breakdown a multi-objective optimization
problem into a number of single objective problems and solves them simultaneously.
Particles are assigned different weight vectors which make them prefer different re-
gions in the objective space. By intelligently allocating computing budget among all
particles considering the weights, we are able to improve the probability of correctly
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selecting the gbest particles under limited computing budget. By improving PCS of
gbest in each iteration of the MPSOws procedure, better convergence can be achieved
under the stochastic environment. Testing results from bi-objective ZDT problems and
tri-objective DTLZ problems have shown that OCBA has a better convergence rate and
a higher hypervolume than EA under the same noise setting.
Finally we present a framework for efficient multi-objective simulation optimization
when multi-fidelity simulation models apply. The MO-MO2TOS framework provides
an easy to implement approach to perform multi-objective OT with the low-fidelity
model and an efficient sampling method based on MHv. We also derive the OCBA
rules with exponential distribution assumption instead of normal distribution. Numeri-
cal experiments are designed to test the performance of this framework, and it has been
shown that MO-MO2TOS can perform sampling more efficiently than other methods
compared.
From theoretical aspect, this study demonstrate problem-specific formulation of
PCS under general OCBA framework and derive asymptotic optimal simulation allo-
cation rules for these problems based on the large deviation theory. We also derived
OCBA rules with exponential distribution assumption instead of normal distribution
commonly adopted to better approximate the situation in our problem. Although close-
form allocation rules are not obtainable as in the case of normal assumption, numerical
solutions proves useful in practice. Moreover, we present a framework for efficient
multi-objective simulation optimization when multi-fidelity simulation models apply.
From practitioners’ view, real-world problems can be addressed following the pro-
posed procedure and easy-to-implement simulation allocation rules. For instance, we
derive easy-to-implement simulation allocation rules among all configurations of a power
grid system to address different emphasis of the power system reliability problem at
hand. This study also ads into the literature an example of the integration of OCBA
with search algorithm in solving large-scale simulation optimization problems.
There are several limitations of this study which can lead to future research oppor-
tunities. Firstly, it is assumed that the design alternatives are simulated independently.
In reality, the performance of alternative solutions can be correlated. Considering the
stochastic N–k problem as an example, failure probability of neighboring configurations
should be correlated due to the sharing of links in the physical structure. The consid-
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eration of the correlation between designs has been studied by Fu et al. (2007). The
correlation information may be especially useful when we consider the search mecha-
nism in real large-scale power grid systems.
Secondly, the integration of OCBA with MPSOws is an example of the ”depth
process” in that we are only considering the performance evaluation, not the balance
between exploration and exploitation. Further, we emphasize the correct selection of
global best particles only, while the accuracy of personal best can also affect the search
process. A study considering both gbest and pbest for single objective PSO problems
can be find in Zhang et al. (2011).
Third, all the optimal allocations derived in this work are based on the asymptotic
framework. This framework is very useful as many nice properties can be derived in the
asymptotic sense and allows us to gain some insights into the allocation procedure. On
the other hand, the numerical results have shown that the allocation rules derived under
this framework performs well even with finite computing budget. Still, convergence
rate in finite-time should also be considered to really optimizing the simulation budget
allocation in real application.
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Appendix A
Proof of Theorems in Chapter 3
A.1 Proof of Theorem 1
Proof of Theorem 1. The allocation in 3.7 is a direct consequence of the results in Chen
et al. (2000).
The allocation in equation 3.10, can be obtained with similar steps as those in Chen
et al. (2000), considering that, due to the Bonferroni inequality, the PCS in equation 3.8





P(pˆb < pˆi)−P(pˆb < α) (A.1)
Following the same procedure as in Chen et al. (2000), we show that this lowerbound
of the PCS is maximized by (3.10).
A.2 Proof of Theorem 2















According to large deviation theory, the convergence rate of PFS is maximized when
min Gαiα(αi,α),∀i is maximized, where Gαiα is the rate function.
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∀i, j 6= b 6= α (A.3)
A.3 Proof of Theorem 3
Proof of Theorem 3. The result in (3.13) has already been proved in Theorem 1.






P(pi < α) (A.4)
Now, in the limit, P(pi < α)−−−→
T=∞
1, ∀i∈ S for any truly reliable system and P(pi < α)−−−→
T=∞
0, ∀i ∈ S¯.






































































ni = T (A.6)
The solution of this optimization problem is n[m] = T , where [m] ∈ argmaxi (p¯i−α)
2
2σ2 , i.e.,
the whole available budget at each algorithm iteration is allocated to the configuration
with the largest failure probability.
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Appendix B
Proof of Lemmas in Chapter 4
B.1 Proof of Lemma 1
Proof. Proof of Lemma 1
According to Theorem 1. d), there exist at least one equation (denoted as e,e =
1, . . . ,k) in the k equations, such that:
λei = 0 and (z−Rbe,i(αbe ,αi)) = z, i 6= be. (B.1)
According to Theorem 1. b), for






























For the sum to equal to one, we must have Lemma 1. 1).
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B.2 Proof of Lemma 2
Proof. Proof of Lemma 2

















) ∀ i, j. (B.7)
















Details of the Test Problems in
Chapter 4


















0≤ xi ≤ 1, i = 1, . . . ,n
Pareto Front:
















0≤ xi ≤ 1, i = 1, . . . ,n
Pareto Front:

















0≤ xi ≤ 1, i = 1, . . . ,n
Pareto Front:
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Figure C.3: Test Problem ZDT 3: Pareto Front
C.1.4 ZDT 6
Formulation:















0≤ xi ≤ 1, i = 1, . . . ,n
Pareto Front:
Figure C.4: Test Problem ZDT 6: Pareto Front
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0≤ xi ≤ 1, i = 1, . . . ,n
Pareto Front:
Figure C.5: Test Problem DLZT 2: Pareto Front
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Appendix D
Derivation of Allocation Rules in
Chapter 5
D.1 Derivation of OCBA with Exponential Distribution As-
sumption




s.t. N1+N2+ · · ·+NK = T.
Fom the perspective of large deviation theory Glynn and Juneja (2004), there exist some
rate function G j(·, ·) such that the convergence rate of P{FS} (the probability of false







G j(α1,α j). (D.2)
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It follow that the problem of determining the allocation that asymptotically minimizes
the probability of false selection reduces to solving the following problem:
max z (D.3)





α j ≤ 0,(2 6= j 6= d).










λ − t = 0, (D.5)
gives us




Ii(x) = (λ − 1x )x− log λλ−(λ− 1x ) = λix−1− logλix. (D.7)
We know that




= α1(λ1− 1x )+α j(λ j− 1x ) = 0, (D.9)
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G j(α1,α j) = α1(λ1
α1+α j
λ1α1+λ jα j −1− logλ1
α1+α j
λ1α1+λ jα j )
+α j(λ j
α1+α j
λ1α1+λ jα j −1− logλ j
α1+α j
λ1α1+λ jα j ). (D.11)
Although we do not have closed-form allocation rules as in the case of normal
assumption, we can solve for the minimization problem of the rates for all groups, i.e.,
solve the problem min
2≤ j≤K
G j(α1,α j) numerically for all α j, j = 1, . . . ,K.
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