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Abstract
The moment matrix of order m associated with the n-by-n complex matrix A is Km h
trAiCj−2
im
i;jD1 : We show that d  rankKn is the number of distinct eigenvalues of A, d D
max fm D 1; : : : ; nVKm is nonsingularg, and there is a unique (d C 1)-vector a 

ai−1
dC1
iD1
such that KdC1a D 0 and ad D 1. The entries of a are the coefficients of the unique monic
polynomial of degree d whose zeroes are exactly the distinct eigenvalues of A. This polyno-
mial, which can be computed rationally by Gaussian elimination, annihilates A if and only
if A is diagonalizable. The minimal polynomial of A has distinct zeroes if and only if the
moment matrix of its companion matrix is nonsingular. The Gram matrix of order m asso-
ciated with A is Lm 
h
trAi−1
(
A
j−1im
i;jD1. We observe that   rankLn is the degree
of the minimal polynomial of A, whose coefficients are the entries of the unique .C 1/-
vector b D bi−1C1iD1 such that LC1b D 0 and b D 1. Properties of the moment and Gram
matrices coalesce when A is normal. © 1999 Elsevier Science Inc. All rights reserved.
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1. The moment matrix and a full-rank factorization
Throughout this note, we consider a given n-by-n complex matrix A (we write
A 2 Mn) that has exactly d distinct eigenvalues 1; : : : ; d with respective algebraic
multiplicities 1; : : : ; d . Thus, 1 6 d 6 n, each integer i > 1, and 1 C    C d D
n. For basic concepts and notation, we refer to [2]. By the minimal polynomial of d
distinct complex numbers z1; : : : ; zd we mean the unique monic polynomial ’ .t/ of
degree d whose zeroes are z1; : : : ; zd , that is, ’ .t/ D .t − z1/    .t − zd/. We write
A  NAT for the adjoint (conjugate transpose) of A.
For each m D 1; 2; : : : the moment matrix of order m associated with A is the
m-by-m complex symmetric matrix (a Hankel matrix)
Km 
h
trAiCj−2
im
i;jD1 D

iCj−2
m
i;jD1 ;
where A0  In is the n-by-n identity matrix and k D trAk DPdiD1 iki is the
sum of the kth powers of the eigenvalues of A. For each k D 1; : : : ; d consider the
m-vector
v
.m/
k 
2666664
1
k
2k
:::
m−1k
3777775
formed from powers of the eigenvalue k , and use these vectors to construct the
m-by-d Vandermonde matrix
Vm 
h
v
.m/
1 : : : v
.m/
d
i
:
Finally, let
D 
2641 0. .
.
0 d
375
denote the d-by-d diagonal matrix formed from the respective algebraic multiplicit-
ies of the eigenvalues 1; : : : ; d .
Notice that the leading principal submatrix of Vm of size min fm; dg is a nonsin-
gular square Vandermonde matrix; consequently, Vm has full row rank m if m 6 d
and has full column rank d ifm > d . Of course, the diagonal matrix D is nonsingular.
Our basic observation is the following full-rank factorization of the moment matrix.
Theorem 1. For eachm D 1; 2; : : : ;
Km D VmDV Tm (1)
and both Vm (m-by-d) and D (d-by-d) have full rank.
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Proof. Compute
KmD
h
trAiCj−2
im
i;jD1
D
"
dX
kD1
k
iCj−2
k
#m
i;jD1
D
dX
kD1
kv
.m/
k

v
.m/
k
T D VmDV Tm: 
2. Rank of the moment matrix and the distinct eigenvalues of A
Form D d , the factorization (1) shows that the moment matrixKd is nonsingular
since it is the product of three nonsingular matrices. For all m > d , each of the three
factors in (1) has rank d, soKm is singular and rankKm 6 d < m; butKd is a leading
principal submatrix of Km, so rankKm > d . Thus, rankKm D d whenever m > d;
in particular, rankKn D d and rankKnC1 D d 6 n < nC 1, so KnC1 is always sin-
gular. We summarize these observation, which link the rank of Kn to the number of
distinct eigenvalues of A and give a simple rational algorithm to determine the latter
quantity.
Theorem 2. (a) A has exactly rankKn distinct eigenvalues; (b) KnC1 is singular;
(c) A has exactly d distinct eigenvalues if and only if KnC1;Kn; : : : ; and KdC1 are
all singular, but Kd is nonsingular; (d) the number of distinct eigenvalues of A is
d D max fm D 1; : : : ; nVKm is nonsingularg; and (e) rankKm D d wheneverm >
d .
Although one can determine the number of distinct eigenvalues of A by finding
the first nonsingular matrix in the sequenceKn;Kn−1;Kn−2; : : : ; the following ex-
ample shows that one might not be able to do so by finding the first singular matrix
in the sequenceK1;K2;K3; : : : and then backing up by one:
Example 1. Consider n D 4 and
A D
2664
1 0 0 0
0 −1 0 0
0 0 0 1
0 0 −1 0
3775 ; (2)
which has eigenvalues1 and i, and compute
K5 D
266664
4 0 0 0 4
0 0 0 4 0
0 0 4 0 0
0 4 0 0 0
4 0 0 0 4
377775 :
156 R.A. Horn, A. K. Lopatin / Linear Algebra and its Applications 299 (1999) 153–163
Then K1 is nonsingular (as always), and although K2 and K3 are singular, K4 is
nonsingular; K5 is, of course, singular. Thus, Theorem 2 ensures that A has exactly
four distinct eigenvalues. Notice that not all the eigenvalues of A are real, and that
K4 is not positive semidefinite.
If all the eigenvalues of A are real (even if A is not real), then each moment matrix
Km is real and symmetric, but the factorization in (1) shows that we can make a much
stronger statement: In this case, each Km is actually positive semidefinite, Km is
positive definite if 1 6 m 6 d , andKdC1 is singular. The phenomenon demonstrated
in Example 1—that is,Kr is singular for some r < d—cannot occur, since a positive
definite matrix cannot have a singular principal submatrix.
Theorem 3. Suppose all the eigenvalues of A are real. Then (a) Km is real, sym-
metric, and positive semidefinite for all m D 1; 2; : : :; (b) A has exactly d distinct
eigenvalues if and only if K1;K2; : : : ; and Kd are all nonsingular but KdC1 is
singular; (c) the number of distinct eigenvalues of A is
dDmax fm D 1; : : : ; nV Km is nonsingularg
Dmin fm D 1; : : : ; nC 1V Km is singularg − 1:
3. A minimal polynomial for the eigenvalues of A
We now know how to determine d, the number of distinct eigenvalues of A, by
testing leading principal submatrices of Kn for singularity. We also know that Kd is
nonsingular, andKdC1 is singular and has rank d, so its nullspace is one-dimensional.
Let a D ai−1dC1iD1 be a nonzero (d C 1)-vector such that
KdC1a D 0; (3)
so a is uniquely determined up to a nonzero scalar factor. If ad D 0, then there is
some nonzero d-vector x such that
a D

x
0

and 0 D KdC1a D

Kd 
 
 
x
0

D

Kdx


D

0
0

;
so Kdx D 0, which is impossible since Kd is nonsingular.
Thus, there is a unique vector a D ai−1dC1iD1 such that ad D 1 and KdC1a D 0.
Using the factorization in (1), we write
KdC1a D VdC1DV TdC1a D 0;
and since both VdC1 and D have full column rank it follows that
V TdC1a D
h
v
.m/
1 : : : v
.m/
d
iT
a D
h
aTv
.dC1/
i
id
iD1 D
"
dX
kD0
ak
k
i
#d
iD1
D 0; (4)
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so
Pd
kD0 akki D 0 for i D 1; : : : ; d . If we set
’ .t/  td C ad−1td−1 C    C a1t C a0; (5)
then (4) says that ’ .1/ D    D ’ .d/ D 0. Thus, the d zeroes of the d-degree
monic polynomial ’ .t/ are exactly the d distinct eigenvalues of A.
The monic polynomial in (5)—determined by solving the homogeneous equations
(3), which can be accomplished entirely with rational operations such as Gaussian
elimination—is a polynomial of least degree that has as its (simple) zeroes all of
the distinct eigenvalues of A. It may, therefore, be easier to use it, rather than the
characteristic polynomial, to compute the eigenvalues of A. Moreover, since A is
diagonalizable if and only if ’ .t/ is its minimal polynomial, we also have at hand a
rational test to determine whether A is diagonalizable: just check whether ’ .A/ D 0.
Of course, if d D n (that is, if Kn is nonsingular), then ’ .t/ is the characteristic and
minimal polynomial of A, and we have a determinant-free algorithm to compute it.
We summarize our observations in:
Theorem 4. (a) The homogeneous linear system KdC1a D 0 has a unique solution
a D ai−1dC1iD1 such that ad D 1; (b) the d zeroes of the monic polynomial ’ .t/ 
td C ad−1td−1 C    C a1t C a0 are all of the distinct eigenvalues of A; (c) ’ .A/ D
0 if and only if A is diagonalizable.
Notice that the test for diagonalizability in Theorem 4(c) involves only rational
computations, does not require any knowledge of the eigenvalues of A, and produces
a polynomial of minimum degree (it is always a divisor of the minimal polynomial
of A) whose annihilation of A is a definitive test for diagonalizability.
Example 2. Consider the matrix [4, Appendix]
A D
266664
−2 −1 −1 3 2
−4 1 −1 3 2
1 1 0 −3 −2
−4 −2 −1 5 1
4 1 1 −3 0
377775 ;
whose moment matrix of order 5 is
K5 D
266664
5 4 14 22 50
4 14 22 50 94
14 22 50 94 194
22 50 94 194 382
50 94 194 382 770
377775 :
One checks that K5;K4, and K3 are singular, but K2 is nonsingular (detK2 D 54).
Thus, Theorem 4 ensures that A has two distinct eigenvalues. A solution of
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K3a D 0 is aT D
−2 −1 1, so ’.t/ D t2 − t − 2 D .t C 1/ .t − 2/ is the min-
imal polynomial of the distinct eigenvalues of A, which are −1 and 2. Also,
’.A/ D A2 − A− 2I D
266664
3 −3 3 0 −3
3 −3 3 0 −3
−3 3 −3 0 3
3 −6 3 0 −6
−3 3 −3 0 3
377775 =D 0;
so A is not diagonalizable.
In the preceding example, it is actually not necessary to do any rank or determin-
ant computations in order to obtain the desired information about the eigenvalues of
A; one can proceed entirely by Gaussian elimination. A straightforward computation
yields a basis for the nullspace of K5:266664
−2
−1
1
0
0
377775 ;
266664
−2
−3
0
1
0
377775 ;
266664
−6
−5
0
0
1
377775 ;
which tells us immediately that rankK5 D 2, so A must have exactly two distinct
eigenvalues. Notice also that the set of subvectors formed from the last three entries
of these three basis vectors is linearly independent, so it is a basis for C3; this is
typical, and is significant since the underlying principle here permits us to compute a
minimal polynomial for the distinct eigenvalues of A (and hence also to compute their
number) entirely by Gaussian elimination without any determinant computations.
Theorem 5. Suppose m > d is given (one can always take m D nC 1, for ex-
ample). Let 1; : : : ;  be a basis for the nullspace ofKm, and for each i D 1; : : : ; ,
partition
i D

xi
yi

; where xi 2 Cm− and yi 2 C :
Then (a) Km is singular and d D m− ; (b) fy1; : : : ; yg is an independent set; (c)
there are unique scalars 1; : : : ;  such that 1y1 C    C y D

1 0 : : : 0
T;
(d) ’ .t/ D td C ad−1td−1 C    C a1t C a0 is the minimal polynomial of the distinct
eigenvalues of A, where a D ai−1diD1  1x1 C    C x .
Proof. The assertion (a) is clear from Theorem 2(d) and the rank-nullity formula.
The assertion (b) follows from an argument similar to that following (3): If the set
fy1; : : : ; yg were dependent, let 1; : : : ;  be scalars, not all zero, such that 1y1 C
   C y D 0, and let   11 C    C  , so  has the partitioned form T D
xT 0

, where x D 1x1 C    C x . But then
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0 D
X
iD1
iKmi D Km D

Kd 
 
 
x
0

D

Kdx


;
so Kdx D 0, which means that x D 0 (since Kd is nonsingular) and hence
11 C    C  D

1x1 C    C x
1y1 C    C y

D

0
0

D 0;
which is incompatible with the assumption that not all i are zero. The assertion in
(c) is now clear, since fy1; : : : ; yg is a basis for C ; the final assertion (d) follows as
in the argument involving (4). 
The assertions in (b) and (c) of the preceding theorem are intended to be a con-
structive statement of the fact that there is a unique vector  in the nullspace of Km
that has the form T D a0 a1    ad 1 0    0.
4. Distinct zeroes of a given polynomial
Because the eigenvalues of the companion matrix of a given polynomial p.t/
are exactly the zeroes of p.t/, applying our results about the moment matrix to the
companion matrix gives a rational means to determine the number of distinct zeroes
of p.t/. In this case, the entries of the moment matrix associated with the companion
matrix can be determined by a simple recursive algorithm involving the coefficients
of the polynomial p.t/.
Theorem 6. Let p.t/ D tm C am−1tm C    C a1t C a0 be a given monic polyno-
mial of degree m, and let
C D

0 −a0
Im−1 

; T  −a1 −a2 : : : −am−2 −am−1T ;
be the companion matrix of p.t/. Let Km D

tr CiCj−2
m
i;jD1 D

iCj−2
m
i;jD1 be
the moment matrix of order m associated with C, where 0  m. Then (a) rankKm
is the number of distinct zeroes of p.t/; (b) p.t/ has m distinct zeroes if and only
if Km is nonsingular; (c) the minimal polynomial of the zeroes of p.t/ may be
computed with the procedure described in Theorem 4; and (d) the entries of Km
may be computed with the recursive formulae:
k D −.k−1am−1 C k−2am−2 C    C 1am−kC1 C kam−k/;
k D 1; 2; : : : ;m (6)
mCk D −.mCk−1am−1 C mCk−2am−2 C    C kC1a1 C ka0/;
k D 1; 2; : : : ;m− 2:
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Proof. The assertions in (a) and (b) follow immediately from Theorem 2; the recur-
sions in (d) are the classical Newton identities [2, Problem 11 in Section 1.2]. 
If a given polynomial is the minimal polynomial of a matrix, then distinctness of
its zeroes is equivalent to diagonalizability of the matrix. Thus, we have in hand a
rational criterion for diagonalizability of a matrix whose characteristic polynomial is
known.
Corollary 1. Let a given matrix A 2 Mn have minimal polynomial ’A.t/ of degree
. Then A is diagonalizable if and only if the moment matrix of order  associated
with the companion matrix of ’A.t/ is nonsingular.
Obtaining the entries of the moment matrix with the Newton identities (6) is
typically much less laborious than computing traces of powers of the companion
matrix.
5. The Gram matrix and minimal polynomial of A
Let  be the degree of the minimal polynomial of A, so that
dim Span
n
I;A;A2; : : : ; Am−1
o
D

m if m 6 ;
 if m > :
The Gram matrix of

I;A;A2; : : : ; Am−1
}
with respect to the Frobenius inner product
is the m-by-m Hermitian matrix
Lm 
h
trAi−1
(
A
j−1im
i;jD1 ;
which we call the Gram matrix of order m associated with A. Of course, the Frobenius
inner product of X and Y is hX;Y iF  trXY ; the Frobenius norm of X is kXkF 
.trXX/1=2. We know that, like any Gram matrix, Lm is positive semidefinite and
rankLm D dim Span

I;A;A2; : : : ; Am−1
} [2, Theorem 7.2.10]. Thus,Lm is nonsin-
gular (actually, positive definite) for each m D 1; : : : ;  and is singular and positive
semidefinite for all m > C 1, that is,
Dmax fm D 1; : : : ; n V Lm is nonsingularg
Dmin fm D 1; : : : ; nC 1 V Lm is singularg − 1:
Moreover, since  6 n, we know that rankLn D .
Just as in Section 3, we can inquire into the significance of the one-dimensional
nullspace of LC1. Suppose b 

bi−1
C1
iD1 is a nonzero .C 1/-vector such that
LC1b D 0, and suppose b D 0, that is, bT D
 ObT 0T with Ob 2 C. Then 0 D
bLC1b D ObL Ob, so L Ob D 0 and hence Ob D 0 since L is positive definite. This
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contradiction shows that there is a unique vector b  bi−1C1iD1 such that b D 1
and LC1b D 0. For this vector, we have:
0 D bLC1b D
∥∥∥∥∥∥
C1X
iD1
Nbi−1Ai−1
∥∥∥∥∥∥
2
F
;
so ’A.t/  t C Nb−1t−1 C    C Nb1t C Nb0 is the minimal polynomial of A.
We summarize these observations about the Gram matrix in:
Theorem 7. (a) Lm is positive semidefinite for each m D 1; 2; : : : and is singular
for all m > nC 1; (b) the minimum polynomial of A has degree   rankLn; (c)
 D max fm D 1; : : : ; n: Lm is nonsingularg D min fm D 1; : : : ; nC 1: Lm is
singularg − 1; (d) the homogeneous linear system LC1b D 0 has a unique solu-
tion b  bi−1C1iD1 such that b D 1; (e) ’A.t/  t C Nb−1t−1 C    C Nb1t C Nb0
is the minimal polynomial of A.
Example 3. The Gram matrix of order 5 associated with the matrix A in Example 2
is
L5 D
266664
5 4 14 22 50
4 139 84 407 494
14 84 283 694 1845
22 407 694 2507 5380
50 494 1845 5380 14119
377775 :
One checks that L5 is singular, but L4 is nonsingular (detL5 D 57; 999; 240). Thus,
Theorem 7 ensures that the minimum polynomial of A has degree 4. A solution
of L5b D 0 is b D

4 4 −3 −2 1T, so ’A.t/ D t4 − 2t3 − 3t2 C 4t C 4 is
the minimal polynomial of A.
The parallelism between the properties of the moment matrix Km and the Gram
matrix Lm is apparent: the former gives information about the distinct eigenvalues
of A, while the latter gives information about the minimal polynomial of A. There is,
of course, an analog of Theorem 5 in this context.
Any means to determine the least value of m such that

I;A;A2; : : : ; Am−1
}
is a
dependent set in Mn (and a linear dependence relation) yields an algorithm for com-
puting the minimal polynomial of A. We have described a rational means to do this
based on the Gram matrix and Frobenius inner product. Another rational algorithm
to do this is described in [2, Problem 5, Section 3.3]; it relies on orthogonalization to
detect dependence. A third rational algorithm, described in [1, Section 1], is based
on the observation that it suffices to determine, for each unit basis vector ek 2 Cn,
the least value of m such that

ek;Aek;A
2ek; : : : ; Am−1ek
}
is a dependent set in
Cn (and a linear dependence relation); the n respective linear dependence relations
give the coefficients of n polynomials, whose least common multiple is the minimal
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polynomial of A. Of course, the Gram matrix and ordinary Euclidean inner product
can be used to determine the respective linear dependence relations in the latter
algorithm.
If one has in hand an algorithm to determine the minimal polynomial of A, then
one additional step yields an algorithm to determine whether A is diagonalizable:
test the minimal polynomial to see whether all its zeroes are distinct (simple). One
could, for example, check whether the minimum polynomial and its derivative are
relatively prime; a rational test of this type is described in [1, Section 2].
Another rational means to test the minimal polynomial for distinct roots is to use
the criterion in our Corollary 1. For example, we have determined that the minimal
polynomial of the matrix A in Example 2 is ’A.t/ D t4 − 2t3 − 3t2 C 4t C 4. The
Newton identities (6) give 1 D 2, 2 D 10, 3 D 14, 4 D 34, 5 D 62, and 6 D
130, so the moment matrix of the companion matrix of ’A.t/ is
K4 D
2664
4 2 10 14
2 10 14 34
10 14 34 62
14 34 62 130
3775 :
This is singular, so A is not diagonalizable. In fact, rankK4 D 2, and K3a D 0 for
a D −2 −1 1T ; so Theorem 4 ensures that the minimal polynomial of the
roots of the companion matrix of A is ’.t/ D t2 − 2t − 1 D .t C 1/.t − 2/. This
confirms what we found in Example 2 with a different moment matrix; A has two
distinct eigenvalues.
The degree of the minimal polynomial of A is, of course, never less than the
number of its distinct eigenvalues, but if A is normal these two numbers are equal
and the information provided by the moment matrix and Gram matrix is essentially
the same. If A is normal, and U 2 Mn is a unitary matrix such that UAU D K is
diagonal, then trAi−1 .A/j−1 D trKi−1 NKj−1, so
Lm D
h
trKi−1 NKj−1
im
i;jD1 D VmDV

m (7)
has a full-rank factorization analogous to that of the moment matrix. The assertions
in the following theorem now requires no elaboration.
Theorem 8. Suppose A is normal. Then (a) Lm is Hermitian and positive semi-
definite, and Lm D VmDV m for all m D 1; 2; : : :; (b) A has exactly rankLn distinct
eigenvalues; (c) the number of distinct eigenvalues of A is
d D max fm D 1; : : : ; nVLm is nonsingularg
D min fm D 1; : : : ; nC 1VLm is singularg − 1I
(d) for each given m > d , rankLm D d and there is a unique vector  2 Cm such
thatLm D 0 and T D

a0 a1    ad 1 0    0

. The monic polynomial
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’ .t/ D td C ad−1td−1 C    C a1t C a0 is the minimal polynomial of the distinct
eigenvalues of A.
Of course, the cases m D d C 1 and m D nC 1 in Theorem 8(d) are of special
interest, as in the preceding section.
Example 4. Consider the normal matrix A in (2). Then
L5 D
266664
4 0 0 0 4
0 4 0 0 0
0 0 4 0 0
0 0 0 4 0
4 0 0 0 4
377775 ;
which is indeed positive semidefinite; its leading principal submatrices L1; : : : ; L4
are all positive definite. As asserted in Theorem 8, A has four distinct eigenvalues.
The unique solution toL5a D 0 such that a5 D 1 is given by aT D
−1 0 0 0 1,
so the minimal polynomial of the distinct eigenvalues of A is ’ .t/ D t4 − 1.
A moment matrix of the form (7) (in which the positive diagonal entries of D need
not be integers) appears in a different context in [3].
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