This paper describes a robust hybrid artificial neural network (ANN) methodology which can offer a superior performance for the important process engineering problems. The method incorporates a hybrid artificial neural network and differential evolution technique (ANN-DE) for the efficient tuning of ANN meta parameters. The algorithm has been applied for the prediction of the hold up of the solid liquid slurry flow. A comparison with selected correlations in the literature showed that the developed ANN correlation noticeably improved the prediction of hold up over a wide range of operating conditions, physical properties, and pipe diameters.
In the last decade, artificial neural networks (ANNs) have emerged as attractive tools for nonlinear process modeling especially in situations where the development of phenomenological or conventional regression models becomes impractical or cumbersome. ANN is a computer modeling approach that learns from examples through iterations without requiring a prior knowledge of the relationships of process parameters and is, consequently, capable of adapting to a changing environment. It is also capable of dealing with uncertainties, noisy data, and non-linear relationships [1] .
ANN modeling has been known as "effortless computation" and readily used extensively due to their model-free approximation capabilities of complex decision-making processes. The advantages of an ANN--based model are: (i) it can be constructed solely from the historic process input-output data (example set), (ii) detailed knowledge of the process phenomenology is unnecessary for the model development, (iii) a properly trained model possesses an excellent generalization ability owing to which it can accurately predict outputs for a new input data set and (iv) even multiple input-multiple output (MIMO) nonlinear relationships can be approximated simultaneously and easily [1] .
Owing to their several attractive characteristics, ANNs have been widely used in chemical engineering applications such as steady state and dynamic process modeling, process identification, yield maximization, nonlinear control, and fault detection and diagnosis (see, e.g. [2] [3] [4] [5] ).
The most widely utilized ANN paradigm is the multi-layered perceptron (MLP) that approximates nonlinear relationships existing between an input set of data (causal process variables) and the corresponding output (dependent variables) data set. A three-layer MLP with a single intermediate (hidden) layer housing a sufficiently large number of nodes (also termed neurons or processing elements) can approximate (map) any nonlinear computable function to an arbitrary degree of accuracy. It learns the approximation through a numerical procedure called "network training" wherein network parameters (weights) are adjustted iteratively so that the network, in response to the input patterns in an example set, accurately produces the corresponding outputs. There are a number of algorithms [1] -each possessing certain positive characteristics -to train an MLP network, e.g. the most popular error-back-propagation (EBP), Quickprop and Resilient Back-propagation (RPROP) [6] . The training of an ANN involves minimizing a nonlinear error function (e.g., root-mean-squared-error, RMSE) that may possess several local minima. Thus, it becomes necessary to employ a heuristic procedure involving mul-tiple training runs to obtain an optimal ANN model parameters (weights) of which correspond to the global or the deepest local minimum of the error function. The building of a back-propagation network involved the specification of the number of hidden layers and the number of neurons in each hidden layer. In addition, several parameters including the learning rule, the transfer function, the learning coefficient ratio, the random number seed, the error minimization algorithm, and the number of learning cycles had to be specified [2] .
The existing software implementations of ANN regression usually treat these ANN meta-parameters as user-defined inputs. For a non-expert user it is a very difficult task to choose these parameters as he has no prior knowledge of these parameters for his data. In such a situation, users normally rely on a trial-and-error method. Such an approach, apart from consuming the enormous time, may not really obtain the best possible performance.
This study is motivated by a growing popularity of ANN for the process modeling and regression problems. However, many ANN regression application studies are performed by "expert" users having good understanding of ANN methodology. Since the quality of ANN models depends on a proper setting of ANN architecture and ANN meta-parameters, the main issue for practitioners trying to apply ANN regression is how to set these parameter values (to ensure good generalization performance) for a given data set. Non--expert users face difficulty to find the optimum ANN architecture and are confused about how to choose the ANN meta parameters. Whereas the existing sources [1, [7] [8] [9] on ANN regression give some recommendations on the appropriate setting of ANN parameters, there is clearly no consensus and plenty of contradictory opinions. Also, there are a lot of ANN algorithms available in literature [1] with their respecttive advantages. Some algorithms require less computation time and computer storage requirement; some others have a more accurate prediction capability. It is difficult for a non-expert user to choose the best (robust, accurate and fast) algorithm for his case. The present paper addresses this issue and develops a new hybrid procedure to find the optimum ANN architecture and tune the ANN parameters and thus relieve the "non-expert" users.
Basically, the setting of the optimum ANN architecture and tuning of ANN meta parameters can be viewed mathematically as an optimization problem where test set errors (generalization error) have to be minimized. In the recent years, Differential Evolution (DEs) that are the members of the stochastic opti-mization formalisms have been used with a great success in solving problems involving very large search spaces. The DEs were originally developed as the genetic engineering models mimicking the population evolution in natural systems. Specifically, DE like a genetic algorithm (GA) enforces the "survival-of-thefittest" and "genetic propagation of characteristics" principles of the biological evolution for searching the solution space of an optimization problem. DE has been used to design several complex digital filters [10] and to design fuzzy logic controllers [11] . DE can also be used for parameter estimations, e.g. Babu and Sastry [12] used DE for the estimation of the effective heat transfer parameters in trickle-bed reactors using radial temperature profile measurements. They concluded that DE takes less computational time to converge compared to the existing techniques without compromising with the accuracy of the parameter estimates.
In this paper, we present a hybrid ANN-DE approach, which not only relieves the user from choosing these meta-parameters but also finds out the optimum values of these parameters to minimize the generalization error. The strategy (henceforth referred to as "ANN-DE") uses an ANN as the nonlinear process modeling paradigm, and the DE for optimizing the meta-parameters of the ANN model so that an improved prediction performance is realized. In the present work, we illustrate the ANN-DE approach by applying it for predicting the hold up of the solid-liquid flow.
ARTIFICIAL NEURAL NETWORK (ANN) MODELING
Neural networks are computer algorithms inspired by the way the information is processed in the nervous system. An ANN is a massively parallel-distributed processor that has a natural propensity for storing experimental knowledge and making it available. An important difference between neural networks and standard Information Technology (IT) solutions is their ability to learn (Baughman and Liu, 1995) . This learning property has yielded a new generation of algorithms. An ANN paradigm is composed of a large number of highly interconnected processing elements, analogous to biological neurons that are tied together with weighted connections that are analogous to synapses. Learning in biological systems involves adjustments to the synaptic connections between the neurons. This is true for ANNs as well. Learning typically occurs through training or exposure to a true set of input/output data where the training algorithm iteratively adjusts the connection weights. These connection weights represent the knowledge necessary to solve a specific problem.
Network architecture
The MLP network used in the model development is depicted in Fig. 1 . As shown, the network usually consists of three layers of nodes. The layers described as input, hidden and output layers, comprise N, L and K number of processing nodes, respectively. Each node in the input (hidden) layer is linked to all the nodes in the hidden (output) layer using weighted connections. In addition to the N and L number of input and hidden nodes, the MLP architecture also houses a bias node (with fixed output of +1) in its input and hidden layers; the bias nodes are also connected to all the nodes in the subsequent layer and they provide additional adjustable parameters (weights) for the model fitting. The number of nodes (N) in the MLP network input layer is equal to the number of inputs in the process whereas the number of output nodes (K) equals the number of the process outputs. However, the number of hidden nodes (L) is an adjustable parameter magnitude of which is determined by issues, such as the desired approximation and generalization capabilities of the network model.
Training
Training a network consists of an iterative process in which the network is given the desired inputs along with the correct outputs for those inputs. It then seeks to alter its weights to try and produce the cor-rect output (within a reasonable error margin). If it succeeds, it has learned the training set and is ready to perform upon previously unseen data. If it fails to produce the correct output it re-reads the input and again tries to produce the correct output. The weights are slightly adjusted during each iteration through the training set (known as a training cycle) until the appropriate weights have been established. Depending upon the complexity of the task to be learned, many thousands of training cycles may be needed for the network to correctly identify the training set. Once the output is correct the weights can be used with the same network on unseen data to examine how well it performs.
Back propagation algorithm (BPA)
The back propagation algorithm modifies network weights to minimize the mean squared error between the desired and the actual outputs of the network. Back propagation uses supervised learning in which the network is trained using data for which the input, as well as desired outputs, is known (Baughman and Liu, 1995). Once trained, the network weights are frozen and can be used to compute the output values for the new input samples.
The feed forward process involves presenting the input data to input layer neurons that pass the input values onto the first hidden layer. Each of the hidden layer nodes computes a weighted sum of its input and passes the sum through its activation function and presents the result to the output layer. The goal is to find a set of weights that minimize the mean squared error. A typical back propagation algorithm can be given as follows:
The MLP network is a nonlinear function-mapping device that determines the K dimensional nonlinear function vector f, where f: X → Y. Here, X is a set of N-dimensional input vectors (X = {x p }; p = 1,2, …,P and x = [x 1 ,x 2 ,…,x n ,…,x N ] T ), and Y is the set of corresponding K-dimensional output vectors (Y = {y p }; p = 1,2,…,P where y = [y 1 ,y 2 ,…,y k, …,y K ] T ). The precise form of f is determined by: (i) network topology, (ii) choice of the activation function used for computing outputs of the hidden and output nodes and (iii) network weight matrices W H and W O (they refer to the weights between input and hidden nodes, and hidden and output nodes, respectively). Thus, the nonlinear mapping can be expressed as:
where, W = {W H ,W O }. This equation suggests that y is a function of x, which is parametrized by W. It is now possible to write the closed-form expression of the input-output relationship approximated by the three-layered MLP as:
where y k refers to the kth network output; 1 f and 2 f denote the nonlinear activation functions; 0 lk w refers to the weight between lth hidden node and kth output node; 0 nl w is the weight between nth input and lth hidden node, and x n represents the nth network input.
Note that in Eq. (2) the bias node is indexed as the zeroth node in the respective layer. In order that an MLP network approximates the nonlinear relationship existing between the process inputs and outputs, it needs to be trained in a manner such that a prespecified error function is minimized. In essence, the MLP-training procedure aims at obtaining an optimal set (W) of the network weight matrices W H and W O , which minimize an error function. The commonly employed error function is the average absolute relative error (AARE) defined as:
The most widely used formalism for the AARE minimization is the error-back-propagation (EBP) algorithm utilizing a gradient-descent technique known as the generalized delta rule (GDR) (Baughman and Liu, 1995) . In the EBP methodology, the weight matrix set, W, is initially randomized. Thereafter, an input vector from the training set is applied to the network's input nodes and the outputs of the hidden and output nodes are computed. The outputs are computed as follows. First the weighted-sum of all the node-specific inputs is evaluated, which is then transformed using a nonlinear activation function, such as the logistic sigmoid. The outputs from the output nodes are then compared with their target values and the differrence is used to compute the AARE defined in Eq. 
Generalizability
Neural learning is considered successful only if the system can perform well on test data on which the system has not been trained. This capability of a network is called generalizability. Given a large network, it is possible that repeated training iterations successsively improve the performance of the network on the training data, e.g. by "memorizing" training samples, but the resulting network may perform poorly on the test data (unseen data). This phenomenon is called "overtraining". The proposed solution is to constantly monitor the performance of the network on the test data. Hecht-Nielsen [13] proposes that the weight should be adjusted only on the basis of the training set, but the error should be monitored on the test set.
Here we apply the same strategy: training continues as long as the error on the test set continues to decrease and is terminated if the error on the test set increases. Training may thus be halted even if the network performance on the training set continues to improve.
Tuning parameters of ANN
It is well known that ANN generalization performance (estimation accuracy) depends on a good setting of meta-parameters listed below.
1. No of nodes in hidden layer: the number of nodes in hidden layer has a profound effect on ANN performance. Too few nodes could not learn the relationship in data properly and too large number of nodes increases the network complexity and execution time. From literature, it is found that the optimal number of nodes in a hidden layer is normally calculated by the trial and error method. Such an approach, apart from consuming enormous time, may not really obtain the best possible performance.
2. The activation functions in the input layer: each hidden node and output node applies the acti-vation function to its net input. Five types of the activation function, reported in literature and used in this work, are shown in Table 1 There is no consensus in literature on which type of the activation function is to be used and it depends on the type of input training data and the case under investigation. For a new user it is difficult to choose the activation function for his data as he has no guidelines on what to choose. Multilayer networks typically use sigmoid transfer functions in the hidden layers. Sigmoid functions are characterized by the fact that their slope must approach zero, as the input gets larger. This causes a problem when using the steepest descent to train a multilayer network with sigmoid functions, since the gradient can have a very small magnitude; and therefore, it causes small changes in the weights and biases, even though the weights and biases are far from their optimal values.
3. The activation function of the output layer: the same remarks of the input activation are applicable for it.
4. The learning rate: the performance of the back propagation algorithm can be improved if we estimate the optimal learning rate. For a new user choosing the optimal learning rate is very difficult. The learning rate is multiplied with the negative of the gradient to determine the changes to the weights and biases. The larger the learning rate, the bigger the step. If the learning rate is made too large, the algorithm becomes unstable. If the learning rate is set too small, the algorithm takes a long time to converge.
Apart from the above 4 parameters, the ANN performance also depends upon the training algorithm used for back propagation. Over the years, different researchers have developed many ANN training algorithms to reduce the execution time and computer storage requirements. There are several different back propagation training algorithms published in literature. Fig. 3 shows some of those algorithms used in the present study. They have a variety of different computation and storage requirements, and no algorithm is best suited to all locations. The basic differences between these algorithms are how they handle the weight up-gradation in Eqs. (1) and (2) to reduce error and how they modify the learning rate (η) to reduce the convergence time.
Most of the available ANN software applications require the above four parameters from user. Otherwise, in absence of user input, the software automatically calculated the above parameters on trial and error basis. This needs a long execution time to explore all the combinations of the above parameters to really find the best possible solutions. In the present paper we use a differential evolution technique to find out the optimum solution.
DIFFERENTIAL EVOLUTION (DE): AT A GLANCE
Having developed an ANN-based process model, a DE algorithm is used to optimize the Ndimensional input space of the ANN model. Conventionally, various deterministic gradient-based methods are used for performing optimization of the phenomenological models. Most of these methods require that the objective function should simultaneously satisfy the smoothness, continuity, and differentiability criteria. Although the nonlinear relationships approximated by an ANN model can be expressed in the form of generic closed-form expressions, the objective function(s) derived thereby cannot be guaranteed to satisfy the smoothness criteria. Thus, the gradient-based methods cannot be efficiently used for optimizing the input space of an ANN model and, therefore, it becomes necessary to explore alternative optimization formalisms, which are lenient towards the form of the objective function.
In the recent years, Differential Evolution (DE) that are members of the stochastic optimization formalisms have been used with a great success in solving problems involving very large search spaces. The DEs were originally developed as the genetic engineering models mimicking the population evolution in natural systems. Specifically, DE like genetic algorithm (GA) enforce the "survival-of-the-fittest" and "genetic propagation of characteristics" principles of biological evolution for searching the solution space of an optimization problem. The principal features possessed by the DEs are: (i) they require only scalar values and not the second-and/or first-order derivatives of the objective function, (ii) the capability to handle nonlinear and noisy objective functions, (iii) they perform global search and thus are more likely to arrive at or near the global optimum and (iv) DEs do not impose pre-conditions, such as smoothness, dif-ferentiability and continuity, on the form of the objecttive function.
Differential Evolution (DE), an improved version of GA, is an exceptionally simple evolution strategy that is significantly faster and robust at numerical optimization and is more likely to find a function's true global optimum. Unlike simple GA that uses a binary coding for representing problem parameters, DE uses real coding of floating point numbers. The mutation operator here is the addition instead of bit-wise flipping used in GA. And DE uses non-uniform crossover and tournament selection operators to create new solution strings. Among the DEs advantages are its simple structure, ease of use, speed and robustness. It can be used for optimizing functions with real variables and many local optima.
This paper demonstrates a successful application of DE to the practical optimization problem. As already stated, DE in principle is similar to GA. So, as in GA, we use a population of points in our search for the optimum. The population size is denoted by NP.
The dimension of each vector is denoted by D. The main operation is the NP number of competitions that are to be carried out to decide the next generation.
To start with, we have a population of NP vectors within the range of the objective function. We select one of these NP vectors as our target vector. We then randomly select two vectors from the population and find the difference between them (vector subtraction). This difference is multiplied by a factor F (specified at the start) and added to the third randomly selected vector. The result is called the noisy random vector. Subsequently, the crossover is performed between the target vector and noisy random vector to produce the trial vector. Then, a competition between the trial vector and target vector is performed and the winner is replaced into the population.
The same procedure is carried out NP times to decide the next generation of vectors. This sequence is continued till some convergence criterion is met. This summarizes the basic procedure carried out in differential evolution. The details of this procedure are described below.
Steps performed in DE Assume that the objective function is of D dimensions and that it has to be optimized. The weighting constants F and the crossover constant CR are specified.
Step 1. Generate NP random vectors as the initial population: generate (NP×D) random numbers and linearize the range between 0 and 1 to cover the entire range of the function. From these (NP×D) numbers, generate NP random vectors, each of dimension D, by mapping the random numbers over the range of the function.
Step 2. Choose a target vector from the population of size NP: first generate a random number between 0 and 1. From the value of the random number decide which population member is to be selected as the target vector (Xi) (a linear mapping rule can be used).
Step 3. Choose two vectors from the population at random and find the weighted difference: Generate two random numbers. Decide which two population members are to be selected (Xa,Xb). Find the vector difference between the two vectors (Xa -Xb). Multiply this difference by F to obtain the weighted difference.
Weighted difference = F (Xa -Xb)
Step 4. Find the noisy random vector: generate a random number. Choose the third random vector from the population (Xc). Add this vector to the weighted difference to obtain the noisy random vector (X'c).
Step 5. Perform the crossover between Xi and X'c to find Xt, the trial vector: generate D random numbers. For each of the D dimensions, if the random number is greater than CR, copy from Xi into the trial vector; if the random number is less than CR, copy the value from X'c into the trial vector.
Step 6. Calculate the cost of the trial vector and the target vector: for a minimization problem, calculate the function value directly and this is the cost. the value of f(x) and this yields the profit. In case the cost is calculated, the vector that yields the lower cost replaces the population member in the initial population. In case the profit is calculated, the vector with the greater profit replaces the population member in the initial population.
Steps 1-6 are continued till some stopping criterion is met. This may be of two kinds. One may be some convergence criterion that states that the error in the minimum or maximum between two previous generations should be less than some specified value. The other may be an upper bound on the number of generations. The stopping criterion may be a combination of the two. Either way, once the stopping criterion is met, the computations are terminated.
Choosing DE key parameters NP, F, and CR is seldom difficult and some general guidelines are available. Normally, NP ought to be about 5 to 10 times the number of parameters in a vector. As for F, it lies in the range 0.4 to 1.0. Initially, F = 0.5 can be tried and then F and/or NP is increased if the population converges prematurely. A good first choice for CR is 0.1, but in general CR should be as large as possible (Price and Storn, 1997) .
DE has already been successfully applied for solving several complex problems and is now being identified as a potential source for the accurate and faster optimization.
DE-BASED OPTIMIZATION OF ANN MODELS
There are different measures by which ANN performance is assessed, the validation and leave-one--out error estimates being the most commonly used one. Here, we divide the total available data as training data (75% of data) and test data (25% data chosen randomly). While ANN algorithm was trained on the training data but the ANN performance is estimated on the test data.
The statistical analysis of ANN prediction is based on the following performance criteria:
1. The average absolute relative error (AARE) on the test data should be minimum: (correspond to five activation function in Table 1 ), x3 = output layer activation function {1,2,3,4,5} (correspond to five activation function in Table 1 ), x4 = = learning rate {0 to 5}, x5 = training algorithm {1,2,…,8} (correspond to eight training algorithm as per Fig. 3) .
The objective function is minimization of average absolute relative error (AARE) on the test set and X is a solution string representing a design con- Fig. 3 .
The total number of design combinations with these variables is 100×5×5×5×8 = 100000. This means that if an exhaustive search is to be performed it will take at the maximum 1000000 function evaluations before arriving at the global minimum AARE for the test set ( assuming 5 trials for arriving at the optimum learning rate). So, the strategy which takes few function evaluations is the best one. Considering the minimization of AARE as the objective function, a differrential evolution technique is applied to find the optimum design configuration of ANN model. The methodology adopted is shown in Fig. 4 . A matlab program was made by combining the matlab neural network toolbox and a differential evolution algorithm. This matlab program was used throughout the project.
CASE STUDY: PREDICTION OF HOLD UP IN SOLID-LIQUID SLURRY FLOW
The hybrid ANN-DE algorithm has been applied for the prediction of the hold up of the solid-liquid slurry flow. The hold up case study was chosen as a phenomenological model that is not available for it and very few published correlations are available to predict the hold up in slurry pipelines.
Background and importance of hold up
The transportation of slurries through a pipeline is common in solid handling, mineral, hydrocarbon and petrochemical industries as the use of the pipeline ensures a dust free environment, demands substantially less space, makes the full automation possible and requires less operating staff. On the other hand, higher operational pressures and considerable demands are needed for the high quality of the pumping equipment and control system. Due to cut throat global competition, process industries are now forced to reduce the power consumption of the slurry transport to remain competitive in the world market. A slurry pipeline design requires the pressure drop predicttion which in turn depends on the hold up. This case study develops a hybrid ANN-DE technique to minimize the power consumption in the slurry transport in a long pipeline by predicting the hold up accurately.
Hold up
To understand the hold up phenomena it is very important to know the different flow regimes of the slurry flow. There are four main flow regimes in a horizontal pipeline flow ( Fig. 5) [14] . These are:
1. flow with a stationary bed; 2. flow with a moving bed and saltation (with or without suspension); 3. heterogeneous mixture with all solids in suspension; 4. Pseudo homogeneous or homogeneous mixtures with all solids in suspension.
The tendency that the solid particles have to settle under the influence of gravity has a significant effect on the behavior of the slurry that is transported in a horizontal pipeline. The settling tendency leads to a significant gradation in the concentration of solids in the slurry. The concentration of solids is higher in the lower sections of the horizontal pipe. The extent of the accumulation of solids in the lower section depends strongly on the velocity of the slurry in the pipeline. The higher the velocity, the higher the turbulence level and the greater the ability of the carrier fluid to keep the particles in suspension. It is the upward motion of eddy currents transverse to the main direction of the slurry flow that is responsible for maintaining the particles in suspension. At very high turbulence levels the suspension is almost homogeneous with very good dispersion of the solids while at low turbulence levels the particles settle towards the floor of the channel and can in fact remain in contact with the flow and are transported as a sliding bed under the influence of the pressure gradient in the fluid. Between these two extremes of behavior, two other more or less clearly defined flow regimes can be identified. When the turbulence level is not high to prevent any deposition of particles on the floor of the channel, the flow regime is described as being a heterogeneous suspension. As the velocity of the slurry is reduced further, a distinct mode of transport known as saltation develops. In the saltation regimes, there is a visible layer of particles on the floor of the channel and these are being continually picked up by turbulent eddies and dropped to the floor again further down the pipeline.
The solids therefore spend some of their time on the floor and the rest in the suspension in the flowing fluid. Under saltation conditions, the concentration of solids is strongly non-uniform.
The previous section describes how different layers of solids move at different speeds from the bottom, having coarser particles, to the finer particles at the top layer in the horizontal pipe. Hold-ups are due to the velocity slip of layers of particles of larger sizes, particularly in the moving bed flow pattern.
Newitt [15] conducted speed measurements of a slurry mixture in a horizontal pipe. In the case of light plexiglas pipe, zircon or fine sand did not result in local slip; particles and water moved at the same speed. However, for coarse sand and gravel, they observed asymmetric suspension and a sliding bed. They also observed that in the upper layers of the horizontal pipe, the concentrations of larger particles were the same as for finer solids, but were marked by differences in the magnitude of the discharge rate of the lower layers.
Thus, in the solid-liquid multiphase flow, the separate phases move at different average velocities and the in-situ concentrations are not same as the concentrations in which the phases are introduced or removed from the system. The variation of in-situ concentrations from the supply concentrations is referred to as hold up phenomenon. The hold up effect is measured by the hold up ratio, given by the ratio of the average in-situ concentration and mean discharge concentration In the homogeneous suspension flow regime, it is common to assume that hold up is negligible and therefore in-situ and the input concentrations are considered identical. This is not practically correct but is a suitable approximation in many cases. Hold up has been clearly observed, especially in the flow regimes involving bed formation. For coarse particles, the difference in fluid and particle mean velocities are quite appreciable and this difference is referred to as the slip velocity. It is probable that a large contribution to the apparent slip velocity is due to the fluid flowing at high velocity through the portion of low solids concentration in the pipe. Obviously the hold up plays an important role in the failure of many empirical correlations in predicting a head loss in flow regimes involveing bed formation.
To facilitate the reduction of power consumption in the slurry transport, there is a need for a model that can predict the hold up and slurry pressure drop over a wide range of operating conditions, physical properties and particle size distributions. A successful predictive model with the sound understanding of the fundamentals of the particle laden turbulent flow (Fig.  6 ), including all significant interactions, has not yet been fully developed till today as seen from various literatures [17] [18] [19] [20] . Despite poor understanding of the solid liquid slurry flow, different researchers at differrent point of time try to predict the hold up and came up with few correlations [16, 19, 20] . Table 7 to 1987 [21] [22] [23] [24] ) was listed and summarized in PhD thesis of Hsu [16] . Rest of the data was collected from Govier and Aziz [19] and Kaushal and Tomita [20] .
For all of the above empirical equations, when exposed to these collected hold up data for different systems, it was found that they predicted the hold up above 25% error on an average (refer Table 7 ). This may be due to the fact that empirical equations derived for the coal water slurry flow may be not fitted well for the sand water slurry and vice versa. One of the motivations of the present work is to develop a general hold up correlation which will reduce this prediction error.
To facilitate the optimization of power consumption in the slurry transport, the accurate prediction of hold up is very crucial. Once one can accurately predict the hold up, the slurry velocity can be maintained to reduce this hold up to minimize the pressure drop and power consumption. The industry needs quick and easily implement able solutions. The model derived from the first principle is no doubt the best solution. But in the scenario where the basic principles of the hold up model for accounting all the interactions for slurry flow are absent, the numerical model may be promising to give some quick, easy solutions for slurry hold up prediction.
This paper presents a systematic approach using robust hybrid ANN-DE techniques to build a hold up correlation from available experimental data. This correlation has been derived from a broad experimental data bank collected from the open literature (800 measurements covering a wide range of pipe dimensions, operating conditions and physical properties).
Development of the artificial neural network based correlation
The development of the ANN-based correlation was started with the collection of a large databank. The next step was to perform an artificial neural network, and to validate it statistically.
Collection of data
As mentioned earlier, over the years researchers have simply quantified the hold up of the slurry flow in a pipeline. In this work, about 800 experimental points have been collected from 7 sources of open literature spanning the years 1973-2002. The data were screened for incompleteness, redundancies and evident inaccuracies. This wide range of database includes experimental information from different physiccal systems to develop a unified correlation for the hold up. Table 2 indicates the wide range of the collected databank for the hold up. Table 2 . System and parameter studied [16, 19, [20] [21] [22] [23] [24] ; slurry system: coal water, copper ore water, sand water, gypsum water, glass propanol and gravel water 
Identification of input parameters
After the extensive literature survey, all physical parameters that influence the hold up are put in a socalled "wish-list". Based on different combinations of inputs, a trial and error method was used to finalize the input set which gives a reasonable low prediction error (AARE) when exposed to artificial neural network.
Based on the above analysis, the input variables such as pipe diameter, particle diameter, solids concentration, solid and liquid density and viscosity of flowing medium have been finalized to predict the hold up in a slurry pipeline. Table 3 shows some typical data used for artificial neural network.
RESULTS AND DISCUSSION

Prediction performance of hybrid ANN-DE model
As the magnitude of inputs and outputs greatly differ from each other, they are normalized in -1 to +1 scale. 75% of total dataset was chosen randomly for training and the rest 25% was selected for validation and testing.
Nine parameters were identified as input (Table  3) for ANN and the hold up is put as a target. These data were then exposed to a hybrid ANN-DE model described above. After optimization of five ANN parameters described above, the model output was summarized in Table 4 . Out of all the possibilities, Fletcher Reeves update algorithm with six nodes in a hidden layer and a log sigmoidal and linear function in the input and output layer has emerged as the best solution (with the lowest AARE and σ along with the highest correlation coefficient, R) for the present case. The low AARE (2.5%) may be considered as an excellent prediction performance considering the poor understanding of the slurry flow phenomena and a large databank for training comprising various systems. The parity plot of the experimental and predicted hold up is shown in Figure 7 as a goodness of the hybrid ANN-DE performance. The weight, bias and final equations to calculate the hold up for any solid liquid slurry flow in pipelines are summarized in Table 5 . After predicting the hold up accurately, the slurry velocity can be maintained to reduce this hold up to minimize the pressure drop and power consumption. In a separate study, we exposed the same dataset to ANN algorithm only (without the DE algorithm) and tried to optimize different parameters based on the exhaustive search. We found out that it was not possible to reach the best solutions starting from arbitrary initial conditions. The optimum choice of the learning rate is especially very difficult to arrive at after starting with some discrete value. Many times the solutions got stuck up in sub optimal local minima. These experiments justified the use of a hybrid technique for ANN parameter tuning. The best prediction after the exhaustive search along with ANN parameters was summarized in Table 6 . From the Table, it is clear that even after 100000 runs, the ANN algorithm is unable to locate the global minima and the time of execution is 4 h in Pentium 4 processor. On the other hand, the hybrid ANN-DE technique is able to locate the global minima with 2000 runs within 1 h. The prediction accuracy is also much better. Moreover, it relieves the non-expert users to choose the different parameters and find optimum ANN meta parameters with a good accuracy. Comparison with other published correlations All the 800 experimental data collected from open literature were also exposed to different formulas and correlations for the hold up available in open literature and AARE were calculated for each of them (Table 7) . From Table 7 , it is evident that the predicttion error of the hold up has reduced considerably in the present work. Table 7 . Performance of different correlations to predict the hold up Sl no.
