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I. INTRODUCTION 
By a system of periodic differential equations referred to in the title 
we mean a system of the form f(t, U, u’) = 0, where u = u(t), u’ = du/dt, 
and f(t, u, v) = f(t + r, u, w). Our particular approach will be to break up 
the vector u into two vector components so that our system becomes 
f(t, X, y, x’, y’) = 0, where x is an m-dimensional vector, y  is n-dimensional, 
and f  is m + n dimensional. Either m or n may be zero, in which case the 
system is independent of x or y  respectively. We shall impose conditions only 
on x which, however, will yield properties valid for y  as well. 
Throughout the paper, we shall assume that there exists a unique solution 
through any prescribed point in a region in (t, X, y) space, and that the varia- 
bles always remain in this region. These requirements will not be explicitly 
stated. In the first part of the paper we shall discuss systems of arbitrary 
order. In the second part, these results will be specialized to second order 
scalar differential equations. 
II. SYSTEMS OF PERIODIC DIFFERENTIAL EQUATIONS 
LEMMA 1. Consider the m + n dimensional system f(t, x, y, x’, y’) = 0, 
where f(t, x,y, u, u) = 0 implies f(-t, -x,y, u, -v) = 0. If  x(O) = 0, then 
x(t) = -x(-t) and y(t) = y(-t). 
PROOF: Let t(t) = -x(-t) and T(t) = y(-t). Then ([, 7) is a solution 
of the system, for 
0 = f(-t, x(-t), Y(-q, x’(-t), Y’(-a 
= f(-4 -E, 7, E’, -rl’), 
whence f(t, .$,q, E’, r]‘) = 0. Moreover, since x(0) = 0, we have (MO), v(O)) = 
(x(O), y(0)). By the uniqueness of the solution, (6,~) = (x, y). 
We now impose periodicity and apply a similar proof. 
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THEOREM 1. Suppose that, in addition to satisfying the hypotheses of 
Lemma l,f(4 x, y, u, v> =f(t + T, x, y, 21, v). I f  x(O) = x(&r/2) = 0 for some 
integer k, then x(t + kz-) = x(t), y(t + Rr) = y(t). 
PROOF: Let t(t) = x(t + km), q(t) = y(t + b). Let t = -&r/2; then 
E( -b/2) = x(k7~/2) = -4 -&r/2) =0 and 71(-&r/2) = y(&r/2) = y( -b/2) 
from Lemma 1. By the periodicity off, (5, T) is a solution of the system. Thus 
(t, 7) = (x, y) from the uniqueness of the solution through the point 
(--R+w, y( --KdW. 
I f  the system depends only on t and x or t and y, the other variable can be 
shown to be a periodic function of t with period V. The proof in the first 
case is trivial under much weaker hypotheses. In the other case, when the 
system is independent of X, we have the following immediate corollary, 
which shows that all solutions are periodic simply as a result of the properties 
of the system, i.e., without any restrictions imposed on the solution. 
COROLLARY 1. Consider the system f(t, y, y’) = 0, where f(t, y, v) = 0 
implies f(-t, y, -v) = 0. If  f(t, y, v) = f(t + T, y, v), then y(t + T) = y(t). 
In the particular case where the system is linear and homogeneous, the 
corresponding result has been established in [l] as a generalization of a 
theorem of DemidoviE [2]. However this has the defect, which Theorem 1 
corrects, of not being applicable to a linear equation of order greater than one. 
Instead of removing the dependence of the system on X, if we eliminate t 
the resulting system is automatically periodic. 
COROLLARY 2. Consider the system f(x, y, x’, y’) = 0, where f(x, y, u, v) = 0 
implies f( -x, y, u, -v) = 0. If  x(a) = x(b) = 0, then x(t + 2(b - a)) = 
x(t), y(t + 2(b - a)) = r(t). 
PROOF. Let f(t) = x(t + a), T(t) = y(t + a) and apply Theorem 1. 
To illustrate the foregoing, consider the system x’ =yIy2, yl’ = --xy2, 
yZ’ = -cxyl, with initial values x(0) = 0, ~~(0) = ~~(0) = 1. Here c is a 
constant between 0 and 1. The system satisfies the conditions of Lemma 1, 
so that x is odd and y  = (rl, yJ is even. Moreover, if, as is known from other 
considerations, x(t) vanishes at a point t = t, # 0, then not only is x periodic 
but y  as well, and with period 2t, from Corollary 2. Indeed, the components 
of the solution x, yl, yZ are the Jacobi elliptic functions sn t, cn t, dn t respec- 
tively [3]. 
III. THE SECOND ORDER SCALAR DIFFERENTIAL EQUATION 
We make the observation that the preceding result apply, as in the above 
example, to the m + n dimensional system x’ = v(t, X, y), y’ = #(t, X, y) 
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if dt, X, y) = q(--t, -x, y), 1,4(t, X, y) = -4(--t, -x, y) and v and 4 are 
periodic in t. The first three theorems of this section then follow easily from 
Theorem 1. The case of autonomous equations perhaps deserves special 
mention; this will be done in the corollaries. 
THEOREM 2. Ifx” = +(t,x,x’) = -$(-t, -x,x’) = t,h(t + n,x,x’) and 
x(0) = x(hj2) = 0 f or some integer K, then x(t + h) = x(t). 
PROOF: Let x’ = y and apply Theorem 1. 
For an autonomous equation, the existence of any two zeros implies 
periodicity of the solution. 
COROLLARY 3. If X” = $(X, X’) = -+(-X, X’) U?Zd X(Q) = x(b) = 0, then 
x(t + 2(b - u)) = x(t). 
PROOF: Let x’ = y and apply Corollary 2. 
By reversing the roles of x and y we obtain analogous results involving the 
zeros of the derivatives. 
THEOREM 3. If y” = cp(t, y, y’) = v( -4 y, -y’) = p)(t + VT, y, y’) and 
y’(0) = y’(kn/2) = 0, then y(t + h) = y(t). 
PROOF: Let y’ = x and apply Theorem 1. 
COROLLARY 4. If y” = &‘, y’) = t&Y, -J”) U?Zd J”(U) = y’(b) = 0, the7i 
r(t + w - 4) =rw 
PROOF: Let y’ = x and apply Corollary 2. 
THEOREM 4. If x” = +(t, x, x’) = -$(-t, -x, x’) = #(-t, x, -x’) = 
#(t + m, x, x’) and x(0) = X’(T) = 0, then x(t + 4~) = x(t). 
PROOF: Let x’ =y; then y’ = $I(& X, y) = -#(-t, -x, y). From Lem- 
ma 1, x(0) = 0 implies x(t) = -x(--t). Now let T(t) = x(t + n) and 
S(t) = I’. Then since 1(, is periodic, we obtain the system 5’ = $((t, 7, 5) = 
f(-t, 3, -0, 7’ = 5. Ag ain from Lemma 1, ((0) = 0 implies v(t) = 7(-f); 
x’(O) = 0 implies x(t + V) = x(-t + TIT). Then x(t + 2~) = 
Z&t + ?7) + 7r) = x(-t) = -x(t), and x(t + 4n) = -x(t + 27r) =x(t). 
We note that with obvious modifications, this proof is valid for the more 
general boundary values X(M) = x’(mr) = 0, in which case x(t + 4(m - nb) 
= x(t). 
COROLLARY 5. If x” = I&X, x’) = -1+4(-x, x’) = #(x, -4) und x(a) = 
x’(b) = 0, then x(t + 4@ - a)) = x(t). 
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PROOF: Let t(t) = x(t + u) and apply Theorem 4. 
In the case of a Sturm-Liouville differential equation (TX’)’ + (p + hq)x = 0 
with Y > 0, the hypotheses of the preceding theorems are satisfied if p, 4, 
and Y are even and periodic. If q > 0, it is well known that there exists a 
sequence of eigenvalues h such that the boundary values x(0) = X’(T) = 0 
are satisfied. Moreover, t(t) = x(t + ) r is a linearly independent solution 
of the differential equation, having the boundary values 5(-n) = r(O) = 0. 
Then from Theorem 4 and the comment following it, for these eigenvalues 
all solutions are periodic with period 4 r. This result can also be immediately 
derived from Floquet’s theory [4]. 
THEOREM 5. Let x” =f(x, x’) =f(x + m, f) = -f(-x, x’). If x‘ # 0, 
thenx(-t + c) = -x(t + c) andx =x(O) + Jog(s) ds whereg(t) = g(t + T), 
for suitable constants c and T. 
PROOF: Letting y(x) = x’(t) we obtain 
t- c = 
I 
’ ds/y(s), (1) 
0 
where c = -Ji”’ &/y(s). M oreover the substitution gives us the differential 
equation Y’(X) = f(x, W, and from Lemma 1, y(x) = y( -x). Then 
-(t - c) = (-t + 2~) - c = &” ds/y(s), and x(-t + 2~) = -x(t), or 
x(-t + c) = -x(t + c). To derive the integral representation for x, we 
note that y(x) = r(x + 7r ) f rom Corollary 1 and apply this periodicity to (l), 
obtaining t - c = s,“” 
this becomes 
ds/y(s) - c o%(s). Letting t = dx> = c + c dM), 
p)(x + r> = QJ(4 + T (2) 
where T = cp(n) - c. Taking the inverse functions of both sides of (2), we 
obtain x(t) + v = x(t + T), whence dtjdx = #(x(t)) = #(x(t) + r) = 
p)‘(x(t + T)). Setting g(t) = l/$(x(t)) completes the proof. 
The solution may be written in the form x(t) = x(0) + got + h(t) where 
h(t) = h(t + T) = -4(--t) and go is a suitable constant, for 
x - x(0) = f g(s) ds 
0 
= s 1 k(4 - go1 ds + got 
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fo; any constant g,. Letting g, be the mean value of g(t), we obtain 
l0 k(s) - g,] ds = 0 and 
s 
t+T zzz MS) - go1 ds T 
-1 
ttT 
- MS) - 801 ds 
0 
= h(t + T). 
Moreover, the oddness of h(t) follows immediately from the evenness of g(t). 
We note that the preceding results apply in particular to solutions of 
the LiCnard equation x” +f(x)x’ + g(x) = 0 if f(x) and g(x) are odd and 
periodic, and x’ # 0. 
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