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$\mathrm{G}.\mathrm{K}$ .Pedersen [12] $[11, 10]$
Hansen-Pedersen’s theorem. Let $n$ be an integer with $n\geq 2$ . Then,
(A) A continuous function $f$ on I is convex if and only if
Tr $(f( \sum_{k=1}^{n}C_{k}^{*}A_{k}C_{k}))\leq$ Tr $( \sum_{k=1}^{n}C_{k}^{*}f(A_{k})C_{k})$
hold for all selfadjoint matrices $A_{k}$ with $\sigma(A_{k})\subset \mathrm{I}$ and matrices $C_{k}$ with $\sum_{k=1}^{n}C_{k}^{*}C_{k}=1$ .
(B) The following conditions are all equivalent to that $f$ is operator convex on I:
1. $f( \sum_{k=1}^{n}C_{k}^{*}A_{k}C_{k})\leq\sum_{k=1}^{n}C_{k}^{*}f(A_{k})C_{k}$ hold for all selfadjoint $A_{k}$ with $\sigma(A_{k})\subset \mathrm{I}$ and
$C_{k}$ with $\sum_{k=1}^{n}C_{k}^{*}C_{k}=1$ .
2. $f(C^{*}AC)\leq C’ f(A)C$ hold for all selfadjoint $A$ with $\sigma(A)\subset$ I and isometries $C$ .
3. $Pf(PAP+s(1 -P))\leq Pf(A)P$ for all selfacljoint operators $A$ with $\sigma(A)\subset \mathrm{I}$ ,





Tr $\circ f$ [17] ( ) :
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von Neumann’s $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ inequality. If $f$ is convex on $\mathrm{I}$ , then
($f$ ( $(1-t)A+tB))\leq \mathrm{T}\mathrm{r}((1-t)f(A)+tf(B))$
for all $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}$ class selfadjoint operators $A$ and $B$ with $\sigma$(A), $\sigma(B)\subset$ I
Jensen Brown- [4]
:
Brown-Kosaki inequality. If $f$ is convex and continuous on $[0, \infty)$ with $f(0)=0$,
then
$\tau(f(C*AC))$ $\leq\tau$ ( $C*$ f(A)C)
for any positive $A$ , contractive $C$ and $\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{e}\tau$ on asemi-fimite von Neumann algebra.
Hansen-Pesersen [11]
Hansen-Pedersen-Jensen inequality. Let $f$ be $a$ (continuous) real function on $[0, r)$ .
Then the following conditions are equivalent:
(1) $f$ is operator convex and $f(0)\leq 0$ .
(2) $f(C^{*}AC)\leq C^{*}f(A)C$ for all positive operators $A\leq r$ and contractions $C$ .
(3) $f(C^{*}AC +D*BD)$ $\leq C^{*}f(A)C+D^{*}f(B)D$ for all positive operators $A_{f}B\leq r$ and
operators $C$ and $D$ with $C^{*}C$ $+D” D$ $\leq 1$ .
(4) $f(PAP)\leq Pf(A)P$ for all positive operators $A\leq r$ and projections $P$
$r=\infty\text{ }f$ \leq 0 :
(5) -fis operator monotone.
Davis [6] Choi [5] (see also Ando [1]) :
Davis-Choi-Jensen inequ lity. Let $\Phi$ be $a$ unital positive linear map between C
algebras $A$, B. If $f$ is an operator convex function on an interval $\mathrm{I}$, then
$f(\Phi(A))\leq\Phi(f(A))$








$\tau(X)=\sum_{k=1}^{n}\alpha_{k}$ $\langle$Xe$k$ , $e_{k}\rangle$
( $\alpha_{k}\geq 0$ $\{e_{k}\}$ $A$ CONS )
$\alpha_{k}$ 1
-F $f$ $f$ (A)
Theorem 1. Let $f$ be a real conhnuous fanction on an interval $\mathrm{I}_{;}$ $A$ and $A_{k}n\cross$ n
selfadjoint matrices with $\sigma$ (A), $\sigma$ (A$k$ ) $\subset$ Iand $n\geq m$ ($n$ and $m$ are arbitrary). Then the
following conditions are mutually equivalent:
(i) $f$ is convex.
.(ii) $\tau f(C*AC)$ $\leq\tau C^{*}$ f(A)C for all $n\cross$ m $isometr\dot{\nu}esC$ and eigenfunctionals $\tau$ for
$C^{*}AC$ .
(iii) $\tau$f $( \sum_{k=1}^{N}C_{k}^{*}A_{k}C_{k})\leq\tau\sum_{k=}^{n}1$ $C_{k}^{*}f(A_{k})C_{k}$ for all $n\mathrm{x}m$ matrices $C_{k}$ with $\sum_{k}C_{k}^{*}C_{k}=$
$1_{m}$ and eigenfunctionals $\tau$ for $\sum_{k=}^{N}1$ $C_{k}^{*}A_{k}C_{k}$ .
(iv) $\tau f(\Phi(A))\leq\tau\Phi(f(A))$ for all unital positive linear maps $\Phi$ between matrix-algebras
and eigenfunctionals $\tau$ for $\Phi$ (A).
(v) $\tau$f$( \sum_{k=1}^{N}P_{k}A_{k}P_{k})\leq\tau\sum_{k=}^{n}1$ $P_{k}f(A_{k})$ for all projections $P_{k}$ with $\sum_{k}P_{k}=1_{n}$ and
eigenfunctionals $\tau$ for $\sum$A$=1P_{k}A_{k}P_{k}$ .
(vi) Tr $\circ f$ is operator convex on I.
Proof. $(\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i})$ : It suffices to show the case that $\tau$ is avector state for an eigenvector $x$
of $C^{*}AC$ . For a spectral decomposition $A= \sum_{j}t_{j}E_{j}$ , we have
$\sum_{j}\langle E_{j}Cx, Cx\rangle=\langle C^{*}Cx_{7}x\rangle=\langle x, x\rangle=1$
and thereby the numerical Jensen’s inequality implies
$\langle f(C^{*}AC)x, x\rangle=f(\langle C^{*}ACx, x\rangle)=f(\{\sum_{j}t_{j}$EjCx, $Cx \})=f(\sum_{j}t_{j}\langle E_{j}Cx, Cx\rangle)$
$\leq\sum_{j}f(t_{j})\langle E_{j}Cx, Cx\rangle=\{\sum_{j}f(t_{j})E{}_{j}Cx,$ $C\prime x\}=\langle C^{*}f(A)Cx, x\rangle$ .
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$(\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i}\mathrm{i})$ : We have (iii) applying (ii) for
$C=(\begin{array}{l}C_{1}\vdots C_{N}\end{array})$ , $A=(\begin{array}{lll}A_{1} \ddots A_{N}\end{array})$
$(\mathrm{i}\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{v})$ : For a spectral decomposition $A= \sum_{k}t_{k}E_{k}$ and $C_{k}=\sqrt{\Phi(E_{k})}$, it follows
from (iii) that
$\tau$f$(\Phi(A))=\tau$f $( \sum_{k}t_{k}\Phi(E_{k}))\leq\tau\sum_{k}f(t_{k})\Phi(E_{k})=\tau\Phi(\sum_{k}f(t_{k})E_{k})=\tau\Phi$ (f(A)).
$(\mathrm{i}\mathrm{v})\Rightarrow(\mathrm{v})$ : Clear.
$(\mathrm{v})\Rightarrow$ ( $\mathrm{v}$i): Let $\sigma(A),$ $\sigma(B)\subset$ I. For
$X=(\begin{array}{ll}A 00 B\end{array}),$ $P_{1}=(\begin{array}{ll}1 00 0\end{array})$ ${}_{:}P_{2}=P_{1}^{[perp]},$ $U= \frac{1}{\sqrt{2}}(\begin{array}{l}1-1\mathrm{l}1\end{array})-$
’
the operator $U$ is unitaries, so that
$2 \mathrm{H}f(\frac{A+B}{2})=$ Tr $(^{f(\frac{A+B}{02})}$ $f( \frac{A+B0}{2}))=\mathrm{R}f(P_{1}U^{*}XUP_{1}+P_{2}U^{*}XUP_{2})$
$\leq$ Tr $(P_{1}f(U^{*}XU)P_{1}+P_{2}f(U^{*}XU)P_{2})=$ Tr $(P_{1}U^{*}f(X)UP_{1}+P_{2}U^{*}f(X)UP_{2})$
$=$ Tr( $\frac{f(A)+f(B)0}{2})=2\mathrm{T}\mathrm{r}\frac{f(A)+f(B)}{2}$ .
Thus the continuity of $f$ implies (vi), cf.[ll].
$(\mathrm{v}\mathrm{i})\Rightarrow(\mathrm{i})$ : (i) is the 1-dimensional case of (vi).
Remark 1. As in Hansen-Pedersen’s theorem (A), the above theorem holds even if $\tau$ is
Tr abne. Actually, suppose (ii) holds for $\tau=$ Tr only:
$(\mathrm{i}\mathrm{i}’)$ Tr $f(C^{*}AC)\leq \mathrm{T}\mathrm{r}C^{*}f(A)C$ for all $n\cross m$ isometries $C$ .
We may assume that $C^{*}AC$ is diagonal. Let $C_{k}$ be aunit eigenvector of $A$ whose nonzero
entries are the $k$-th one only and $\tau(k)$ be the eigenfunctional for $C_{k}$ . Then
$\tau$(k) $f(C^{*}AC)=$ Tr $C_{k}^{*}f(C^{*}AC)C_{k}=$ Tr $f(C_{k}^{*}C^{*}ACC_{k})\leq \mathrm{T}\mathrm{r}C_{k}^{*}C*$f(A)CQ $=\tau(k)C*$ f(A)C,
For all eigenfunctionals $\tau$ , we can choose nonnegative numbers $\alpha_{k}$ with $\tau=\sum 7=1$ $\alpha_{j^{\mathcal{T}}(j)}$ ,
so that (ii) holds for all $\tau$ .
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majorization
$A$ $N_{k}(A)= \sum_{j=1}^{k}.t$j , $A$
weakly majorizes $B$ $(A\prec wB)$ $N_{k^{n}}(A)\leq N_{k}$ (B) $(\forall k=1,2, ..., n)$
$k=n$ $A$ majorizes $B(A\prec B)$
$f$ isotone $A\prec B\Rightarrow f(A)\prec wf$ (B) strongly
isotone $A\prec wB\Rightarrow f(A)\prec wf(B)$ $A\prec B$
$A= \sum_{j}a$j $U_{j}^{*}BU$j $U_{j}$ $\sum_{j}a_{j}=1$ $aj>0$
cf. [2]
Jensen .$\cdot$
Corollary 2. A continuous function $f$ is convex if and only if $f$ is isotone. Moreover,
suppose that $f$ is increasing. Then $f$ is convex if and only if $f$ is strongly isotone.
Proof. Suppose $f$ is convex and $A\prec B$ . We may assume $A=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(t_{1}, \ldots,t_{n})$ such that
$f(t_{i})$ is decreasing. Then there exist unitaries $U_{j}$ and positive weights $a_{j}$ with $A=$
$\sum$ a$j$ U$j*BUj$ . Putting $\tau_{k}=\sum;=1$ $\tau(j)$ in the above remark, then $\tau_{k}$ is an eigenfunctional
for $A$ and $\tau_{k}(f(A))=N_{k}(f(A))$ . For selfadjoint $X,$ $\tau_{k}(X)\leq N_{k}(X)$ in general (e.g. by
the Courant-Fisher minimax theorem). It follows from Theorem 1 that
$N_{k}(f(A))=\tau$k $(f(A))= \tau_{k^{\mathrm{s}}}f(\sum a_{j}U_{j}^{*}BU_{j})\leq\tau$k $\sum ajU_{j}^{*}f(B)Uj\leq N_{k}(\sum a_{j}U_{j}^{*}f(B)Uj)$
and hence $f(A) \prec w\sum a_{j}U_{j}^{*}f(B)U_{j}\prec$ f(B).
Next suppose $f$ is an increasing convex function and $A=\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(t_{1}, \ldots,t_{n})\prec wB$ . Take
$B’\equiv \mathrm{d}\mathrm{i}$ag(sl, $\ldots,$ $s_{n}$ ) $=U^{*}BU$ for some unitary $U$ where $s_{j}$ themselves are decreasing.
Then putting
$B_{0}=B’- \mathrm{d}\mathrm{i}\mathrm{a}\mathrm{g}(0, \ldots, 0, \sum_{j}(s_{j} -tj))\leq B’$
,
we have Tr $A=$ Tr $B_{0}$ and $A\prec B_{0}$ . Since $f(A)\prec wf(B_{0})\leq f(B’)$ by monotonicity of $f$
for diagonal matrices, we have $f(A)\prec wf(B’)=f(U^{*}BU)$ and hence $f(A)\prec wf(B)$ .
Conversely suppose $f$ is isotone. Considering
$A=((x+y)/2 (x+y)/2)$ $\prec B=(x y)$
for $x,$ $y\in \mathrm{I}$ , we have
2$f( \frac{x+y}{2})=$ rr $f(A)\leq$ Tr $f(B)=f(x)+f(y)$ ,
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and hence $f$ is convex by the continuity if $f$ . Suppose $f$ is strongly isotone. Then the
above argument also shows $f$ is convex. Considering 1-dimensional case, we have $f$ is
increasing.
( (iv) [15, The03.3]
) :
Theorem 3. Let $f$ be a real function on an interval $\mathrm{I},$ $A$ or $A_{k}$ a selfadjoint operator
with $\sigma$(A), $\sigma$ (A$k$ ) $\subset \mathrm{I}_{f}$ and $H$ or $K$ a Hilbert space. Then the following conditions are
mutually equivalent:
(i) $f$ is operator convex on I.
(ii) $f(C^{*}AC)\leq C^{*}f(A)C$ for all $A\in B(H)$ and $isomet_{7}\dot{\mathrm{v}}esC\in B(K, H)$ .
$(\mathrm{i}\mathrm{i}’)f(C^{*}AC)\leq C^{*}f(A)C$ for all $A$ and isometries $C$ in $B(H)$ .
(iii) $f( \sum_{k=1}^{n}C_{k}^{*}A_{k}C_{k})\leq\sum_{k=}^{n}1$ $C_{k}^{*}f(A_{k})C_{k^{\wedge}}for$ all $A_{k}\in B(H)$ and $C_{k}\in B(K, H)$ with
$\sum_{k}C_{k}^{*}C_{k}=1_{K}$ .
$( \mathrm{i}\mathrm{i}\mathrm{i}’)f(\sum_{k=1}^{n}C_{k}^{*}A_{k}C_{k})\leq\sum_{k=}^{n}1$ $C_{k}^{*}f(A_{k})C_{k}$ for all $A_{kf}C_{k}\in B(H)$ with $\sum$k $C_{k}^{*}C_{k}=1_{H}$ .
(iv) $f(\Phi(A))\leq\Phi(f(A))$ for all unital positive linear map $\Phi$ between $C^{*}$-algebras $A,$ $B$
and all $A\in A$ .
(v) $f( \sum_{k=1}^{n}P_{k}A_{k}P_{k})\leq\sum_{k=}^{n}1$ $P_{k}f(A_{k})P_{k}$ for all $A_{k}$ , and projections $t_{k}\in B(H)$ with
$\sum_{k}.P_{k}=1_{H}$ .
Proof. $(\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i})$ : Take $B=B^{*}\in B(K)$ with $\sigma(B)\in$ I. For $P=\sqrt{1_{H}-CC^{*}}$ , putting
$X=(\begin{array}{ll}A 00 B\end{array})$ $\in B(H\oplus K),$ $U=(\begin{array}{ll}C P0 -C^{*}\end{array}),$ $V=(\begin{array}{ll}C -P0 C^{*}\end{array})$ $\in B(K\oplus H, H\oplus K)$ ,
we have
$C^{*}P$ $=\sqrt{1_{K}-C^{*}C}C^{*}=0\in B(H, K),$ $PC=C\sqrt{1_{K}-C^{*}C}=0\in B(K, H)$ ,
so that both $U$ and $V$ are unitaries. Since
$U^{*}XU=(\begin{array}{ll}C^{*}AC C^{*}AFPAC PAP+CBC^{*}\end{array}),$ $V^{*}XV=(\begin{array}{ll}C^{*}AC -C^{*}AP-PAC PAP+CBC^{*}\end{array}),$
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then the operator convexity of $f$. implies




Thus we have (ii) by seeing the $(1, 1)$-cOmpOnents.
(ii) $\Rightarrow(\mathrm{i}\mathrm{i}\mathrm{i})$ : Putting
$\tilde{A}=(\begin{array}{lll}A_{1} \ddots A_{n}\end{array})$ $\in B(H\oplus\cdots\oplus H),$ $\tilde{C}=(\begin{array}{l}C_{1}\vdots C_{n}\end{array})$ $\in B(K, H\oplus\cdots\oplus H),$
we have $\tilde{C}^{*}C$ $=1_{K}$ . It follows from (ii) that
$f( \sum_{k=1}^{n}C_{k}^{*}.A_{k}C_{k})=f(\tilde{C}^{*}\tilde{A}\tilde{C})\leq\overline{C}^{*}f(\overline{A})\overline{C}=\sum_{k=1}^{n}C_{k}^{*}f(A_{k})C_{k}$ .
$(\mathrm{i}\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{v})$ : Considering the universal enveloping von Neumann algebras and the uniquely
extended linear map, we may assume that $A$ is avon Neumann algebra. Thereby aselfad-
joint operator $A\in A$ can be approximated uniformly by a simple function $A’= \sum_{k}t_{k}E_{k}$
where $\{E_{k}\}$ is a decomposition of the unit $1_{A}$ . Since $\sum$k $\Phi$(E$k$ ) $=1_{B}$ by the unitality of
$\Phi$ , then applying (iii) to $C_{k}=\sqrt{\Phi(E_{k})}$ , we have
$f( \Phi(A’))=f(\sum_{k}t_{k}\Phi(E_{k}))\leq\sum_{k}f(t_{k})\Phi(E_{k})=\Phi(\sum_{k}f(t_{k})E_{k})=\Phi$ (f(A$’$ )).
The continuity of $\Phi$ imphes (iv).
The implications (iv) $\Rightarrow$Oi) $\Rightarrow$(ii’) $\Rightarrow$(i), $(\mathrm{i}\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i}\mathrm{i}’)$$\Rightarrow$ (i)and $(\mathrm{i}\mathrm{i}\mathrm{i}’)\Rightarrow(\mathrm{v})$ are clear. So
the following ixnplication completes the proof:
$(\mathrm{v})\Rightarrow(\mathrm{i})$ : Putting




$\leq PU^{*}f(X)UP+(1-P)U^{*}f(X)U(1-P))=((1-t)f(A)+tf(B) (1-t) f(B)+tf(A))$
so that $f$ is operator convex.
Remark 2. Modifying the proof in [7], we can also show $(\mathrm{i}\mathrm{i}’)\Rightarrow(\mathrm{i}\mathrm{i}\mathrm{i}’)\mathrm{d}\dot{\mathrm{n}}$ectly. In fact, we





), $\tilde{V}=(^{C}\mathit{0}_{0}^{1}..\cdot 2$ $.001.$
. $\cdot$ 0. $\cdot$ ..
$)\in B(H \oplus H \oplus\cdot..)$ ,
we have $\tilde{V}^{*}\tilde{V}=1$ and
( A2C2) $f(A_{2})$ $...)=f(\tilde{V}^{*}\tilde{X}\tilde{V})\leq\tilde{V}^{*}f(\tilde{X})\tilde{V}$
$=(^{C_{1}^{*}f(A_{1})C_{1}+C_{2}^{*}f(A_{2})C_{2}}$ $f(A_{2})$ $...)$
Remark 3. Theorem 3includes the above two Jensen’s operator inequalities. An essential
part of the proof for the Hansen-Pedersen-Jensen inequality is to show that (1) implies
(2). In fact, suppose (1) and $C^{*}C$ $\leq 1$ . Then, putting $D=\sqrt{1-C^{*}C}$ , we have by $(\mathrm{i}\mathrm{i}\mathrm{i}’)$
and $f(0)\leq 0$ that





( ( ) ) [1, COr.II.2.1] ) :
Theorem 4. For a conhnuous Jdnction $f$ with $\lim_{xarrow\infty}f(x)>$ -oo (resp., $\lim_{xarrow-\infty}f(x)<$
$\infty)$ , the following conditions are equivalent :
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(1) $f$ is operator concave (resp., convex) on $(\alpha, \infty)$ (resp., $(-\infty, \alpha)$ 2.
(2) $f$ is operator monotone on $(\alpha, \infty)$ (resp., $(-\infty,$ $\alpha$)).
Proof. It suffices to show the case $f$ is concave on $(\alpha, \infty)$ since -f$(-x)$ is convex on
$(-\infty, \alpha)$ . Suppose (1). Let $\alpha\leq A\leq B$ . For $0<t<1$ , we have
$t(B- \alpha)+\alpha=tA+(1-t)(\frac{t}{1-t}(B-A)+\alpha)$
and
$\alpha\leq t(B-\alpha)+\alpha,$ $\frac{t}{1-t}(B-A)+\alpha$ .
So the operator concavity implies
$f$ $(t(B-\alpha)+a)$ $\geq tf(A)+(1-t)f(\frac{t}{1-t}(B-A)+\alpha)\geq tf(A)+(1-t)m$
where $m$ is a lower bound and hence $f(B)\geq f(A)$ by $tarrow 1$ .
Conversely suppose (2). Putting $D=\sqrt{1-CC^{*}}$ for a fixed isometry $C$,
$X=(\begin{array}{ll}A 00 \alpha\end{array})$ and $U=(\begin{array}{ll}C D0 -C^{*}\end{array}),$
we have $U$ is unitary. For sufficiently large $M>$ a and small $\epsilon>0$ , we have
$U^{*}XU=(\begin{array}{ll}C^{*}AC C^{*}ADDAC DAD+\alpha CC^{*}\end{array})$ $\leq(\begin{array}{ll}C^{*}\mathrm{A}C+\epsilon 00 M\end{array})$ $\equiv X_{M,\epsilon}$ .
$DAC$ $DAD+\alpha CC^{*}l-1$ 0 $M$
Thereby the operator monotonicity implies
$(\begin{array}{ll}C^{*}f(A)C C^{*}f(A)DDf(A)C Df(A)D+f(\alpha)CC^{*}\end{array})=f(U^{*}XU)\leq f(X)$”$\epsilon$ ) $=\{$ $f(C^{*}AC+\epsilon)0$ $f(M)0)$
Observing $(1,1)$ -component and tending $\epsilonarrow 0$ , we have C’ $f(A)C\leq f(C^{*}AC)$ , namely
$f$ is operator concave by Theorem 3. $\square$
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