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1. Introduction. 
Let r be a measurable gambling house defined on a Borel set of 
fortunes F. Starting with fortune f, a gambler chooses a strategy a 
available to him. The strategy a induces a probability measure on the 
product space H = F X F x ••• of histories of fortunes and the gambler 
is paid Jgda, the expectation of g under a, where g is some utility 
function on H. Let Mg(f) be the sup Jgda taken over all measurable 
strategies "essentially" available at f and let r (f) be the same g 
supremum taken over all strategies a available at f. The function 
Mg is well-defined when g is a bounded, Borel measurable function and 
it is shown below that, in this case, M is universally measurable. g 
The function r is well-defined if g is bounded and finitary. If g 
g is bounded, finitary, and Borel, then both functions are well-defined 
and seen to be equal. Thus a gambler can do just as well when restricted 
to measurable strategies for these problems. 
These results seem to contain most of the known results on the measur-
ability of the return function and the adequacy of measurable strategies 
(the techniques used owe much to those originated by Strauch), but the 
problem which motivated this research nevertheless remains open. That is, 
do good measurable strategies exist for measurable problems with a 
measurable utility function of the type studied by Dubins and Savage? 
(If so, the return function is measurable.) 
Some progress is made on this question. Let u be a bounded 
function on. F and a a strategy. Then u(a) is defined to be 
lim sup Ju(ft)da, where thelim sup is over all stop rules t. It is 
t - a:, 
shown that for u and a measurable, it is equivalent to take the lim 
sup over all measurable stop rules and also u(a) = Ju*da where 
is a bounded, measurable function on H. By the result previously 
* u 
* Mu is universally measurable. The question remaining mentioned, 
is whether 
and Savage. 
* Mu is the optimal return function V studied by Dubins 
For expository reasons, the results for u{a) are presented 
first. However, the reader who wishes may skim section 2 and skip to 
sections 4 and 5 for the results outlined in the first paragraph. 
2. Measurable Strategies. 
Let F be a set and let G be the set of all gambles on F. 
That is, G is the set of all finitely additive probability measures 
defined on all subsets of F. A strategy a is a sequeq.ce oo, a1,··· 
where a0 e G and, for n ~ 1, an maps F X • • • X F (n-factors) 
into G. Let H be the countably infinite product F X F X ••• and 
let g be a bounded, finitary function on H. Then Jgdo was 
defined in [ 2] . 
Now suppose B is a Borel field of subsets of F. Let a be a 
strategy and suppose ao restricted to B is countably additive and, 
for every n> 1 and every n-tuple (fl, ••• ' f ) of elements of F, n 
a ( f • • • f ) is countably additive. n l' , n Suppose also that, for every 
n > 1 and ·every Be B, a(£ ••• f )(B) 
n l' ' n is a Bx··· x B (n-factors) -
measurable function of (£1 , ... , fn). Then a is said to be a measurable 
strategy. 
by om Denote u~ the product Borel field BX BX••• of subsets of 
H. A measurable strategy a naturally induces a countably additive 
measure ~=~(a) m on 9. That is, the ~-marginal distribution of 
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fl is and, for every (£1 , ••. , f ), the conditional ao µ,-distribution n 
of fn+l given ( f •.. f ) is a (f .•• f ). (Here ao and 1' , n n l' ' n 
a (f ,···, f) n 1 n have been tacitly identified with their restrictions to 
B. Where it is not harmful, such identifications will be made below also.) 
The relationship between the measure a .defined on the finitary 
subsets of H and the measure co µ defined on B was discussed in [10], 
but a simpler and more general analysis is given here. Some related 
work is also in [5]. 
Theorem 1: ~ g1 ~ .! bounded, finitary function ..2!! H and let 
82 be.!. bounded, Seo-measurable function~ H. !! a is.!. measurable 
strategy and 81 < g2 , !h!!! J81da :5,f82dµ. (Hence, g1 2: g2 implies 
J 81da 2: Jg2dµ.) 
Proof: The proof is by induction on the structure of 8i· The theorem 
is certainly true for of structure O; i.e. for a constant 
function. Now assume it is true for functions of structure less than 
a and suppose the structure of 81 is a. If 81 ~ 82 , then 
81f1 ~ 82f1 for all fl in F (recall that, for any function g 
H and f in F, gf is the function on H defined by 8f{f1,···) 
= 8(f, £1,···)). Let µ[fl] denote the measure on Bc:o induced by 
the conditional strategy a[f1 ]. Then µ[f1 ] is a version of the 
regular conditional distribution of µ, given £1 and, using the 
inductive assumption, we have 
on 
Corollary: If 8 is bounded, finitary, ~ measurable, !h!!! J gda = Jgdµ, •. 
The following proposition is elementary. 
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Proposition: ~ L be .!. linear space of functions ,2!!. ~ ~ H ~ 
~ X and Y be linear subspaces. Suppose S and T are linear 
functionals~ X and Y, respectively, such that, !2!. ever_y x e X 
and y e: Y, if x < y, ~ Sx < Ty. ~ there .!! ~ .!!!?,!l-negative 
linear functional V on L J!!!£h V restricted~ X is S .!!!5! V 
restricted !_2 Y is T. 
Proof: F.or x e: X and ye Y, let V(x + y) = Sx + Ty. Then V is 
easily seen to be well-defined on the space spanned by X and Y and 
non-negative there. Now extend V to the rest of L. CJ 
It follows from Theorem 1 and the proposition that there is a 
finitely additive probability measure which extends both a and µ. 
Abusing language for the sake of convenience, we shall denote by cr one 
such extension. Thus a restricted to Bm is and a is count-
ably additive on Bm. 
Now if cr is a measurable strategy and P = (f . . . f ) 1' ' n is any 
partial history, then the conditional strategy cr[p] is measurable. 
Thus cr[p] induces a countably additive measure on B= which, using 
the agreed upon convention, we again denote by cr[p]. Let t be any 
stop rule and recall that pt(h) = (f1 ,···, ft(h))' where, as usual, 
h = (f1 , f 2 ,···). The formula 
was given in [2], p.51, for g bounded and finitary. If a is 
measurable, then (1) also holds for every g which is bounded and 
measurable. The proof, as suggested in [2], is by induction on the 
structure of The formula specializes to give 
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(2) o (A) = J a [ p /h ) ](Apt (h) ) do (h) 
where A(f •·· f ) = ((f .. ···):(f •·· f f ,···) e A}. 1 ' ' n n+ 1 ., 1 ' ' n ' n+ 1 
This equation holds for A finitary or measurable. Since every 
CX) 
countably additive probability measure on B is induced by some 
measurable strategy, these formulae may have some interest other 
than their application in the next section. 
3. The Dubins and Savage utility of a measurable strategy. 
In this section, a is a fixed measurable strategy and u is 
a bounded B-measurable function on F. The function u is called 
the utilit~ function and Dubins and Savage [2) define the utility of 
O' by u(o) = lim sup u(o, t), where u ( a , t ) = f u ( ft ) do and the 
t - co 
lim sup is taken over all stop rules t . Denote by ~(o) the same 
lim sup taken over 2=-measurable stop rules t. (Stop rules are taken 
to be everywhere finite in (2), but u(o) would be the same if we 
permitted stop rules which are finite almost surely.) The result of 
this section is a formula for u(a) and ~(o), which also proves that 
they are equal. (The interested reader can see that our argument proves 
that lim sup u(o, t) taken over all measurable, positive integer-
t -t CX) 
valued functions has the same value.) 
Most of the work is done in the case when u is non-negative and 
simple. So, until further notice, assume u is of the form 
(1) 
m 
E 
i=l 
ai 1A. 
l. 
where a > · · ·> a > 0 1 M 
and the Ai. are pairwise disjoint sets in B. 
Theorem 1: Let u be_!! in (1) and let Bi= {(f1 , £2 ,···):fk e: Ai for 
infinitely many k} for i = 1, · · • , M. Then 
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u(a) = ;;(a) = a1a(B1 ) + a2a(B2 - B1 ) + · · · + ama(J\r - (B1 U · · · U BM_ 1)). 1-i 
This theorem is a generalization of Theorem 2 of [10]. The proof 
will be given in several lemmas. 
Let h = (f1 , f 2 , ••• ) and for each positive integer N and for 
i = 1,···, M, define 
EN 
i = {h: fk e: Ai for some k > N}, 
F! 
i 
~, 
N 
= u FO = ~-1. j=l 
Suppose the gambler must play for N days and then may stop 
whenever he pleases. He would prefer to stop at a fortune in A1 and 
receive a1 ; the next best thing would be to stop in A2 and receive 
a2; and so forth. This idea suggests our first lemma. 
Lemma 1: ~ every positive integer N, 
.... 
... 
~ 
.... 
... 
.... 
.... 
...i 
M N N 
sup u(a, t) S _E aia(E1 - F1_1 ). 
1 
~N ~1 ~ 
~, the supremum may ~ taken ~ ,!ll. integer - valued functions t 
1.2! which u(ft) .!! a-integrable. 
Proof: If t > N, then 
= -
u(a, t) = Ju(ft) da 
= J u(ft) da 
E~ • • •UE: 
M 
= E f u{ft) do 
i=l E!-F! 
1 1.-l 
M N N D < E a1a(E. - F. 1 ). i=l l. 1.-
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-Now let B. be as in Theorem 1 and define, for i = 1, ... , M, l. 
i 
c. = u Bk, co=~, l. k=l 
D. = B. - c. 1' l. l. l.-
M 
E = E a.cr(D.). 
i=l l. l. 
If the gambler must play for an arbitrarily long time, it would 
be best to have a history h in B1 . For then he can find fortunes 
in Al arbitrarily far in the future. If Bl is not possible, he 
would prefer B2 and so on as reflected in the next lemma. 
Lemma 2: u(cr) ~ E and ~(cr)<E. 
Proof: Notice that, for every positive integer N, u(cr) < sup u(cr, 
t~N 
t). 
E! N Also, the sets and F. 1 decrease to B. and C. 1' respectively, l. 1- l. l.-
as N -+ co. 'lhese sets are 00 countably additive 2 measurable and a is 
on B00 • Hence, a(E! - F! 1)-+ cr(B. - C. 1 ) as N - co for i = l,···, N. l. l. - l. l.-
Now apply Lemma 1 to see u(cr) ~ E. 
'Ibe proof for ~(o) is the same. D 
'Ibe next two lemmas help to establish the reverse of the inequalities 
in Lemma 2. 
Lemma 3: !2!. every positive integer N, sup u(a, t) > E. ~ the 
t~N 
supremum may be taken ~ all measurable stop rules t. 
Proof: We construct a measurable stop rule t such that t > N and 
u(a, t) is arbitarily close to E. Let £ > O. 
Set NO = N and inductively define measurable, (possibly) 
incomplete stop rules t 1 ,···, tM and intege~s N1 ,···, ~ as follows: 
For i = 1,···, M, let 
- 7 -
= m if there is no such k. 
Using countable additivity, choose Ni> Ni-l 
< a[ti < N.] +£::. 
- 1. 
so that o[t. < =] 
1. 
Then, for i = l,···, M, (ti< m] ::>Bi::> D .• 
- - l. 
Hence, 
and 
Now define 
t = t A • • • A t A N_ -0 1 M -"M 
Then t is a measurable stop rule and t ~ N. Notice that if t. < N., 
l. l. 
then t < N. and 
1. 
for some j < i. 
Now we can compute 
M 
u ( a , t ) > . E JD. u (ft ) do 
l.=l 1. 
M 
> E J u(ft) do 
i=l n1n[ t .< N.] l. l. 
M 
> E a1 (a(Di)-€}. i=l 
So u(ft) = u(ft ) =a.> a .. j J - 1. 
Since I:: was arbitrary, the proof is complete. 0 
Lemma 4: For any stop~ s, sup u(a, t) > E. ~ ~ supremum 
t~s 
is ~ all stop rules t. 
Proof: Let f > O. 
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Let p = (f1 ,···, fn) be a partial history. By Lemma 3, there is, 
for every p, a stop rule t(p) such that 
M 
u ( a [ p ], t ( p ) ) ~ I: a icr [ p ]( D. ) - £ 
. 1 1 1= 
M 
= _E a1a[p](D1p) - ~· • 1=1 
The last equation uses the fact that Dip= {(fn+l'···):(£1,···, fn,fn+1,···) € Di} 
= D., for every p and for i = 1,···, M. 
1 
Recall that ps(h) = (£1 ,···, fs(h)) and let t be the stop rule 
which is the composition of s with the family t(p (h)). 
s 
That is, 
t(h) = s(h) + t{p 9 (h))(fs(h)+l'
000
) 
for h in H. Then, by formulae (1) and (2) of section 2, 
u(a, t) = fu(a[p (h)], t{p (h))) da(h) 
s s 
M 
> J{ I: aia[p (h)](D.p (h)) -E} dcr(h) 
i=l S 1 S 
M 
= E aicr(Di) -E. P 
i=l 
Since u(o) = inf sup u{o, t), it follows from Lemma 4 that u(a) 2:: E. 
s t~s 
Now ~(a) equals the same expression except that the infimum and supremum 
are over measurable stop rules. Let s be a measurable stop rule. Then, 
for any E. > 0, there is an integer N such that a [ s < N] > 1 - € . 
It is easy to see that sup u{o, t) 2: sup u{o, t) - 2£ suplul, and, hence, 
t~s t~N 
~(a) = inf sup u{o, t). 
N t~N 
So, by Lemma 3, ~(o) 2: E. 
This completes the proof of Theorem 1. 
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Now to any real-valued function u on F, we associate a function 
* u on H defined by 
* u (f1 , f 2 ,···) = lim sup u{fn)• 
n-,a, 
Theorem 2: ~ u be~ bounded, measurable function~ F. Then 
- r* u{a) = u(a) =Juda. 
Proof: ntere is no loss of generality in assuming u is non-negative. 
= 
(If not, add a sufficiently large constant to u and check that no harm 
is done.) So assume u > 0 and choose a sequence u 
n 
of non-negative 
simple functions converging uniformly to u. The desired equations 
hold for the u by Theorem 1. Now pass to the limit. 0 
n 
After I showed lbeorem 1 to Lester Dubins, he pointed out that the 
expression there could be interpreted as the integral of * u as in 
Theorem 2. 
A digression on a "Fatou ,!g,Uation" 
The previous result shows that in the setting above, the integral 
and lim sup over the directed set of stop rules commute. The usual 
inequality of Fatou might lead us not to expect equality in general. 
Here we show that the setting above is fairly general and that lbeorem 2 
includes the following result. 
Theorem 3: Let Xi, ~, · · · ~ .! uniformly bounded sequence of random 
variables .2!!. .!. probability space _!.!!!! let y* = lim sup Xn. Then 
n --t CCI 
* EY = lim sup EXt 
t ..... co 
where ~ lim .!!!I?. .!! taken ~ the ~ of measurable 
stop rules with respect !2 the X -process. 
n 
Proof: Let B be a uniform bound on the X. We can assume that the 
n 
probability space is the space of sequences O = ((x1 , x2 , ... ): 
lxil ~ B, i = 1, 2,···}, and Xn is the nth coordinate map. 
- 10 -
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Set · fn = (x1 ,···, xn). Let a0 be the distribution of x1 and 
let on(f1 ,···, fn) be the conditional distribution of (x1 , ... , xn+l) 
• 
given {Xi,···, Xn) = (x1,···, xn). Thus we are, in effect, taking F 
to be all finite sequences (x1 , ... , xn) with fxif < B for all i. 
Define the utility function by u{x1 , .•• , x) = x. n. . n 
There is a natural correspondence between stop rules. Let s 
be a stop rule on H. The corresponding stop rule t on O is given by 
Since a gives probability 1 to histories of the form (x1 , (x1 , x2 ),···), 
the map is essentially a one-one correspondence. Moreover, the random 
variables u{f) 
s 
and Xt have the same distribution. Likewise * u 
* and Y have the same distribution. The desired result now follows 
from Theorem 2. tJ 
I have not checked whether the boundedness assumption is essential, 
but one would hope that it could be weakened somewhat. 
4. A lemma. 
In this section, a lemma needed for the sequel is proved and a 
few conventions are made about notation. 
If (X, B(X)) is a measurable space, denote by @(X) the collection 
of countably additive probability measures defined on B(X) and let 
I:(X) be the smallest a-field of subsets of @(X) which makes p -+ p(A) 
a measurable function of p for each A in B(X) (cf. [l]). 
Lemma: ~ (X, B(X)) _!ill! (Y, B(Y)) be measurable spaces and ~ 
g be!. real-valued measurable function defined ~·the product Xx Y. 
Suppose also that g is bounded from below ~). Then the map 
- 11 -
{x, p) -+ Jg (y) dp(y) 
X 
is measurab],e from X x @{Y) _E.2 !h! reals. (Here g (y) = g(x, y).) 
X 
Proof: 
g t g. 
n 
Choose a sequence 
Then, for every 
g of simple functions on XX Y such that 
n 
(x, p), 
J(g ) dp t Jg dp. n X X 
Thus we can assume g is simple and, in fact, we may as well assume 
g = lA is the indicator of a measurable subset of Xx Y. 
Now let a be the collection of sets A for which (x, p) -+ p(A ) 
X 
is measurable. (Here, Ax= {y:(x, y) e.A}.) Then a is a monotone class 
which contains the field of disjoint unions of measurable rectangles.Q 
(The lemma could be stated and proved with M(Y) (the set of finite 
signed measures on ~(Y)) in place of @(Y) and would then be a 
generalization of 2.2 of [1].) 
In what follows, we deal mainly with Borel~, which we take to 
mean a Borel subset of a complete separable metric space. Let X be 
a Borel set and B(X) the Borel subsets of x. If @(X) is given 
the usual weak topology (see, for example, chapter II of [4]), then 
@(X) has the structure of a Borel set. It is not difficult to see 
that the .a-field of Borel subsets of @(X) is the a-field ~(X) 
defined above. 
5. Basic results on measurability. 
In the remainder, we assume the setting of a measurable gambling 
house as defined in [7]. That is, F is assumed to be a Borel subset 
of a complete, separable metric space and B to be the Borel subsets of 
F. A gambling house r on F assigns to each f in F a non-void 
set r(f) of gambles r defined on all subsets of F. Let p(r) 
- 12 -
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denote the restriction of any gamble r to 8. The house r is 
called measurable if, for every fin F and every r in r(f), 
p(r) is countably additive and if the set r' = ((£, p(7)):1 € r(f)} 
is in the product a-field 8 x E(r). In the sequel r is often written 
for p(r). 
A strategy a is available at f in r if a0 e: r(f) and, 
for every (f1 ,···, f ), a (f1 ,···, f) e r(f ). A natural class of n n n n 
stochastic processes is the set of measurable strategies available at 
some f in r. This set may be empty, however (see [8] and (9]). 
So we consider the measurable strategies a such that ao e r(f) and, 
for every n > O, a ( f • • • n 1' ' f ) e: r( f ) n n a-almost surely. Such 
a C1 is said to be essentiallI available at f in r o 
Remark:. As pointed out in (9), there are measurable strategies available 
in r iff there is a measurable map a:F -+@(F) such that a(f) e: r(f) 
for every £. If such a map exists, then eve~y measurable strategy 
a which is essentially available at f in r · induces the same distri-
bution on H as some measurable strategy a available at f in r. 
To get a, just change the values of the 
whenever a (£1 ,···, f) 4 r(f ). n n n 
a (f • • • f ) 
n 1' ' n to be a(f ) n 
Denote by r 00(f) the set of all measurable strategies a 
essentially available at f in r. Let µ(a) be the probability 
measure induced by a on 800 (see section 2) and set 
r00 = {(f, µ(a)):a e r00(£)}. 
Recall that @(H) denotes the set of probability measures on the Borel 
00 
sets B of H. 
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Theorem 1: ~ ~ r= is .! Borel subset of F x r'(H). 
Proof: Essentially the same as 'Iheorem 2.1 of [9]. 0 
Now let g map H to the reals. 'Ihink of g as a utility 
function. For g bounded below {say) and measurable, we can study 
the optimal return function 
M { f) = sup J gdo , g 
where the supremum is over all o e rm(f). 
Theorem ·2: 'Ihe function M is universally measurable (i.e. measurable 
- g - -
with respect !£ the completion of any measure .2!! the Borel ~ of F) 
if g is bounded below and measurable. 
This result is closely related to Strauch's Theorem 7.1 in [6] 
which our theorem includes. Using Theorem 1, we could essentially 
repeat Strauch's proof. Instead we prove Theorem 3 below which includes 
Theorem 2. 
Examples: To illustrate Theorem 2 above, let r be a sequence of 
n 
non-negative measurable functions on F. In gambling and dynamic 
programming problems, the function g is often one of the following 
forms: 
Er (f ), lim sup r (f ), 
n n n n 
Now recall that (gf)(f1 , ..• ) = g(f, f1 ,···) by definition. 
Theorem 3: '!he function f ~ M(gf)(f) is universally measurable if 
g is bounded below and measurable. 
Proof: For any real number a, the set {f:M(gf)(f) > a} is the 
projection of the set ((f, p):p e rm(£), f(gf)dp > a). By Theorem 1 
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and the lemma of section 4, the latter set is Borel. So its projection 
is analytic and, hence, universally measurable by a famous result of 
Kuratowski. iJ 
Now, for any bounded, finitary function g on H and f in F, set 
r 8 (f) = sup J gda, 
where the supremum is over all strategies a available at f. 
Theorem 4: If g is bounded, finitary, and measurable, then r = M. 
- -- - g g 
Proof: Certainly, 
= 
M < r g - g since any strategy a essentially avail-
able induces the same distribution on H as some strategy a', which 
is available. To get a', just change a to make it available on 
those partial histories where it is not. By assumption, the changes 
take place on a set of a-measure zero. 
The proof of the opposite inequality is by induction on the structure 
of g. The result is clear for g of structure zero. So assume it is 
true for all functions of structure less than a and suppose g has 
structure a. 
Fix f in F and€ > o. Choose a strategy a available at f 
such that 
f gda > r (f) -£. g 
Then notice that 
Jgda = J{J(gf1 )da[£1 ]} da0 (£1 ) 
::5Jr(gf1)(f1) dao(fl) 
= JM(gfl)(fl) dao(fl). 
- 15 -
The last equation is by the inductive assumption. Now, by Theorem 
6.3 of [3], there is a measurable map o:F-+ O(H) such that 
ao{ fl :o(fl )_ e rc»(fl) and J(gf1 )da(f1 ) > M(gf1
)(f1 ) -E J = 
(To apply the theorem cited, use the fact that, by Theorem 3, M(gf
1
)(f1 ) 
differs from some Borel measurable function on a set of ao measure 
1. 
zero.) Now let a' be that measurable strategy whose initial gamble is 
ao and whose conditional strategy given fl corresponds to o(fl). Then 
a' is essentially available at f, and we have 
Mg(f) ~ J gda' = J'[f (gf1 )da(f1 )} da0(£1 ) 
~ f{M(gf )(£1 ) -€} da0(£1 ) > rg(f) - 2£. o 1 
Theorem 4 generalizes Theorem 2.2 of [9], which, as pointed out 
there, implies Strauch's result in [7] on the measurability of the 
return function V for measurable, leavable gambling problems. 
Now consider a measurable gambling problem with a utility function 
of the type studied in section 3. That is, let u be a bounded, 
measurable-function onF and let u(a) be as in section 3. For f in 
F, let Q(f) be the sup u(o) taken over all measurable strategies 
a essentially available at f in r, and let V(f) denote the same 
supremum taken over all strategies a available at f in ro 
Theorem 5: The function Q y_ universally measurable. 
ft.ru2f: By Theorem 2 of section 3, we see that 
Theorem 2 of this section. D 
* Q = Mu • Now apply 
The question remaining is whether Q = V. Certainly, Q < V (see 
the first paragraph of the proof of :rtieorem 4). ·Thus to prove equality, 
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it is enough to find nearly optimal measurable strategies essentially 
available. Equalitywas proved for leavable houses by Strauch in [7] 
and for houses with a goal by the author in (10]. The construction of 
good measurable strategies given in (10] can, with some effort, be 
adapted to handle the case when u is the indicator of a countable 
set. It is possible that a more sophisticated adaptation would handle 
the general case. 
One is also tempted to apply 'lbeorem 4 since * Q = Mu • 
* * u is not finitary and ru has not been given a meaning. 
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