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I. INTRODUCTION 
We shall be interested in studying optimal control problems in which the 
state space is infinite dimensional. Examples of such problems are provided 
by systems with “distributed parameters,” systems with time delays, and 
certain classes of stochastic systems including several types of diffusion 
processes. We shall attempt to develop results analogous to those for finite 
dimensional systems (see, for example, [l-4]). 
As an introduction to this study, we shall consider, in this paper, the pro- 
blem of transferring a linear system from one state to another in minimum 
time with a limitation on available control power. It has been shown that the 
time-optimal control is (generally) “bang-bang,” i.e., it uses all the control 
power available at each instant of time. A crucial step in the proof of this 
result is the demonstration of the closure of the set of states which are 
attainable from a given state within a specified time. This will be the main 
result of this paper. 
II. CONVENTIONS AND NOTATION 
Let X and Q be real Banach spaces and let E = [to , t;] be a given closed 
interval on the real line. We shall use the theory of integration of Banach 
space valued functions as developed in [5, p. 101 ff.]. All integrals on E will 
be taken with respect o Lebesgue measure and we shall denote the integral of an 
X or 9 valued functionf(T) on E by JIif(7) d7. If o is an element of a Banach 
* Operated with support from U.S. Army, Navy, and Air Force. 
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space, then we denote the norm of w by (1 z, 11. We denote by L,(E, Q) the 
space of equivalence classes? of Lebesgue measureable functions f on E to Q 
such that iIf 11~ is integrable; and, in a similar manner, we denote by 
L,(E, X), p > 1 the space of equivalence classes of Lebesgue measurable 
functions f on E to X such that 11 f(7) I/ p is integrable. If f is an element of 
either L,(E, J2) or L,(E, X), then we use 11 f IjD to denote the norm off. 
We let P(Q, X) denote the space of continuous linear transformations of Q 
into X and, similarly, we let Z’(X, X) denote the space of continuous linear 
transformations of X into itself. 
If A is a subset of a Banach space, then we let co(A) denote the convex hull 
of A and we let A denote the strong closure of A. Finally, we say that a 
bounded function f from E into a Banach space is regulated if it has one-sided 
limits at every point [6, p. 1391 or equivalently, if it is the limit of a uniformly 
convergent sequence of step functions. 
III. THE FIRST BASIC LEMMA 
Let U be a closed, bounded, convex subset of 52 and let @ = {u: u is a 
measurable function on E to Q with U(T) E U for all T in E}. We call the ele- 
ments of @ admtis&Ze controls. Let K(T, w) be a mapping of E x Q into X 
such that the following conditions are satisfied: 
(a) For each fixed 7 in E, the mapping K, of Q into X given by 
K,(w) = K(7,w) is linear. 
(b) ThereisanM>Osuchthat liK(~,w)Ij<M/]w//. 
(c) For each fixed w in Q, the mapping K, of E into X given by 
K,(T) = K(T, w) is regulated. 
(d) Iff(7) is a measurable function on E to Q, then K(T,~(T)) is a measur- 
able mapping of E into X. 
We note that iff is an element of L,(E, Sz), then K(T, f(T)) is an element of 
L,(E, X) by virtue of conditions (c) and (d) and [5, Theorem 22, p. 1171. 
If w is a subset of L,(E, Q), then we let &(E, %‘) be the subset of X defined 
by 
d(E, W) = 1 j:: K(T, W(T)) dT : w E w-1 (1) 
We observe that &(E, 0) is defined since every admissible control u is in 
1 Two measurable functions are equivalent if they differ by a null function. We shall 
usually slur over the distinction between a function f and its equivalence class. 
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L,(E, Q) as the boundedness of U implies that I] U(T) 11 is uniformly bounded 
on E. 
We assume from now on that the space L,(E, Q) is rejlexive.2 
LEMMA 1. &‘(E, @) is closed in X. 
PROOF. We first note that @ is a bounded subset of L,(E, Q). For, let 
N > 0 be such that U is contained in the sphere of radius N about the 
origin in 9. Then, u an element of % implies that 11 U(T) [I2 < N2 for all T 
in E and hence that (1 U(T) (I2 is integrable with 
(2) 
We next observe that % is a closed subset of L,(E, 52). For, suppose that u, 
is a sequence in % which converges to an element v in L,(E, .Q). Then ?c, 
converges to v in measure [5, Theorem 6, p. 1221 and it follows that a sub- 
sequence II, k converges to v almost everywhere [5, corollary 13 and Theorem 
15, p. 1501. Since u is closed in 52, v(T) is an element of u for almost all 7 
in E. In other words, v differs from an element of % by a null function, and 
so v is an element of % (where we recall that the elements of L,(E, Q) are, 
strictly speaking, equivalence classes). 
Since U is convex, it follows from condition (a) on K that 4 is convex. 
Therefore 9 is weakly-closed in L,(E, Q) [5, Theorem 13, p. 4221 and hence 
is weakly-compact in L,(E, Q) as L,(E, 52) is reflexive [5, Corollary 8, p. 4251. 
In view of the Holder inequality [5, Lemma 2, p. 1191 and the fact that the 
measure of E is finite, we can assert that L,(E, Q) is contained in L,(E, Q). 
Now we let $ be the mapping of L,(E, Q) into X defined by: 
# is a linear mapping of L,(E, Q) into X by virtue of condition (a) on K. We 
will show that the restriction of # to L,(E, Q) is continuous and, therefore, 
weakly-continuous [5, Theorem 15, p. 4221. The lemma will follow imme- 
diately since &(E, 4Y) = #(%) will then be convex and weakly-closed (being 
weakly-compact) and, therefore, closed [S, Theorem 13, p. 4221. 
* This assumption is satisfied, for example, when D is a separable, reflexive space 
[7, p. 1341, or a Hilbert space, or a finite dimensional space. 
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Now if f Is an element of L,(E, Q), then 
II #(f) II G 1; II mT9f(d) II dT 
which implies that (condition (b) on K) 
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(4) 
It follows from the Holder inequality and the inequality (5) that if g is an 
element of L,(E, Q, then 
Therefore, the restriction of # to L,(E, Q) is continuous and the proof of the 
lemma is complete. 
COROLLARY I. If U is a sphere in Q, then &(E, %) is closed. 
COROLLARY 2. If U is replaced by a family (U, : T E E) of closed, convex 
sets in Q which are all contained in a given sphere in 52, then &(E, 49) is closed 
(where Q is now the set {II: u a measurable function on E to Q with U(T) E U, 
for all 7 in E}). 
COROLLARY 3. If W is weakly-compact in L,(E, Q) (OY in L,(E, Q)), then 
&(E, W) is weakly-closed in X. 
IV. THE SECOND BASIC LEMMA 
We have shown in the course of the proof of Lemma I that the set 9 of 
admissible controls is closed, bounded, convex, and weakly-compact in 
L,(E, 52) (under the assumption that L,(E, Q) is reflexive). Let ?Y be a closed, 
bounded, weakly-compact subset of L,(E, J2) and let e(w) denote the set 
of extremal points of VV [5, p. 4391. 




d(E, co (WI)) = co (&(E, W)), 
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PROOF. Sincew is weakly-compact, it follows from a theorem of Krein- 
Smulian [S, Theorem 4, p. 4341 that co) is weakly-compact and hence 
that e(co (%‘)) = e(w) [5, Lemma 5, p. 4401. It then follows from a theo- 
rem of Krein-Milman [5, theorem 4, p. 4401 that the weak-closure of co - - 
(e(W)) is the same as the weak closure of co (YY) as co (“w) is convex. In 
view of the fact that for convex subsets of a locally convex topological vector 
space, weak and strong closure are equivalent [5, Theorem 13, p. 4221, we see 
that 
co (e(W)) = co (W) (8) 
and hence, that 
____ - 
co (77-J = co (W) (9) 
as 
co (e(W)) C co (WI) C co (W). 
We now claim that 
4E, co (VI)) = @v, co t-w;)) (10) 
In view of the proof of Lemma 1, we see that &(E, co (-W;)) is closed, 
and therefore that d(E, co (wr)) contains &(E, co (YY,)). On the other 
hand, if x is an element of &(E, co (wi)), then there is an f in co (YY,) 
with x = 4(f). If fn is a sequence of elements of co (“wr) which converges 
to f and if x,, = #( f,J, then x, is a sequence of elements of &(E, co (wr)) 
which converges to x since 9 is continuous (Eq. (6)). Hence x is in 
&(E, co (w,)) and (10) is established. 
However, it is clear from condition (a) on K that 
d(E, co p-1)) = co (JqE, WI)) (11) 
The lemma is an immediate consequence of the relations (9), (lo), and (11). 
COROLLARY 4. If &‘(E, W,) is convex and closed, then 
WE,wJ = d(E, -kcc) 
and hence &(E, W) is closed. 
PROOF. If zf(E, wr) is convex and closed, then 
zZ(E, WI) = &(E, WI) = co @‘(E, WI)) = &(E, co (WI)) 
= d(E, co (WI)) = co (zf(E, W)). 
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Therefore, G’(E,~#‘“,) contains z?(E, YP”) and since zz?(E, 9”) contains 
&(E, vi), the corollary is proved. 
COROLLARY 5. If X and 52 are Jinite dimensional, if U is a sphere or a cube 
and if & = {u: u E 9.! and U(T) E e(U) f or a 11 7 in E}, then &(E, &) = &(E, 92). 
PROOF. Since it is well-known that &(E, 8) is closed and convex (see, 
for example, [8, 3, 4]), it will suffice to show that e(@) is contained in @. 
Suppose that u is an element of 9Y which is not equivalent to an element of &, 
then there is a set of positive measure E1 contained in E for which U(T) $ e(U). 
It follows that there is an w # 0 in Q such that U(T) + w and U(T) - w 
are in U for 7 in a set of positive measure E, contained in E, . If hi and ha are 
defined by 
then h, and h, are in 9, are not both equivalent to u; and have the property 
that 
&h,++h,=u (13) 
Thus, II is not an element of e(s) which shows that the complement of 4 in Q 
is contained in the complement of e(%) in 4 and the corollary is established. 
We observe that Corollary 5 is the basis for the “bang-bang” principle 
(see, for example, [3]). We shall derive a result which is analogous to this 
corollary in the next section. 
V. A WEAK-DENSITY LEMMA 
Suppose that U is a closed, bounded, convex, weakly-compact subset of Q 
and let E and 9 be as in Section III. Let 4 be the subset of 42 defined by 
Then we have: 
& = {u E 4: U(T) E e(U) for all T in E} (14) 
LEMMA 3. The weak&sure of zzZ(E, %?) is &(E, %). 
PROOF. Let s(O) denote the set of simple functions in Q. If x = #(II) 
with u in 9, then there is a sequence Us in ~(92) such that u, converges 
weakly to u (since s(9) is strongly dense in a). Since $J is weakly-continuous, 
2 
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it follows that #(l(n) converges weakly to #(u) = X. We will show that if 
y E A?(,?$ s(%!)), then there is a sequace yn in &‘(E, @) which converges 
weakly to y. It will follow that the weak-closure of &(E, &) contains the 
weak-closure of &(E, s(e)) which contains &‘(E, a). The lemma will then 
be an immediate consequence of the fact that &(2(E, %) is weakly-closed. 
If y E &(E, s(%)), then there is a simple function f in r(e) with y = z/(f). 
Suppose that 
f=&Xi (15) 
where xi is the characteristic function of a measurable set Ei contained in E, 
Ein Ej is empty for i #j, lJy=, Ei = E, and the wi are elements of U. We 
shall show that there is a sequence h$ in L,(E, Q) such that h;(7) = 0 if 
7 $ Ei and hi(~) E e(U) if 7 E Ei and such that hk converges weakly to the 
function wixi . Then the sequence h, = J$=i hi will converge weakly to 
f and h,(T) = h;(T) f or 7 E Ei will imply that h,(T) E e(U) for all 7 in E 
(i.e., that h, E &). 
Consider, for example, wal . Since U is weakly-compact and convex, it 
follows that there is a sequence hi in co (e(U)) which converges strongly to 




akj>O, za:,=l, and wEi E e(U). 
j-1 
We set 
Then it follows that g: converges strongly to wlxl . Let hk be the sequence 
hi = h:, , hf, = hi, , -a., ht: = h& , ht:+, = hiI , e-v, etc. (17) 
We claim that hk converges weakly to wixi . It will be sufficient to show that 
wixi is an element of co {h& , h&+, , **a} for every m [5, Exercise 43, p. 4391. 
However, for every m, there is a K,(m) such that K > K,(m) implies that gk 
is an element of co {h; , e**} from which our claim follows. We note that 
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h;(7) = 0, if 7 4 Er and that Z&(T) E e(U) for 7 in Er . We may construct 
the sequences hk for i = 2, ..*, n in a similar manner and the lemma is 
established. 
In view of this lemma, let us look at the following rather interesting 
example. 
Example 1. Let Q be the space of real numbers with the norm of an 
elementwofQgivenby //w]j = d&. Let U={w~52: /jw//< l> 
and let X be the space L,([O, 2771, Q). Let 4n be an orthonormal system on 
[0, 271, n = 0, & 1, **a and let 
and suppose that the &, are uniformly bounded. Let E be the interval 
[0,2~] and define the mapping Kn(7, w) of E x R into X as follows: 
It is easy to see that KJT, w) satisfies the conditions (a), (b), (c), and (d) of 
Section III. If we let z,& be the mapping of X into itself defined by 
then it follows that & converges to the identity Z in 9(X, X) [5, Exercise 3, 
p. 3581. Let c be a small positive number and suppose that I] #So - Z / 1 < 6. 
We set K(7, w) = Kn0(7, w) and # = I,&~. We now claim that 
&(E, %?) # ~+?3, +Y), 
Let~(T)=~forallTinE.Thenu~~andweclaimthatIIu-~~~,:~O 
for all ii in 9%? for we have, for any ti, 
11 u - ti (1; = i; 1 u(s) - d(s) la ds (204 
2 ,: I I 44 I - I w I I2 ds (2Ob) 
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This implies that I/(U) # 4(C) f or any a in 8 since: if there were a 0, such 
that #(u) = #(z&J, then (1 ($ - 1) (U - ~2s) 1 I2 = I] u - 6, /I2 would be no 
greaterthanII~--Il.IIu--Ei0l/awhichisnogreaterthanE.IIu--ti,(I,. 
This example shows that the “bang-bang” principle [3, 41 is not valid for 
infinite dimensional systems even in the case where .C2 and X are separable 
Hilbert spaces. 
VI. LINEAR SYSTEMS 
Suppose that we are given a controlled system whose behavior is described 
by a trajectory x(t, v) in X of the form 
where the following conditions are satisfied: 
(a) D(s), s > to is a linear homeomorphism of X into itself such that the 
mapping s -+ a(s) of [to , m) into 9(X, X) is regulated and bounded on 
every bounded subinterval of [to , a). 
(fl) K satisfies the conditions (a), (b), (c), and (d) of Section III on every 
subinterval [to , tr] of [to , 00). 
(y) f(~) is a regulated function on [to , 00) to X which is bounded on 
every bounded subinterval of [to , 00). 
(6) V(T) is a measurable mapping of every subinterval [to, tr] of [to , m) 
into G such that V(T) E v for all 7 where V is a closed, bounded, convex, 
weakly-compact subset of Q containing the origin of Q. 
A function v which satisfies condition (6) will be called an admissible control 
and we let Y denote the set of admissible controls. Let l(T) be a regulated 
function on [to , 03) to X with ((to) # x0 . 
PROPOSITION 1 [3]. If there is a t, > to such that x(tl , v) = [(tJ for some 
v in V, then there is a v* in V such that 
x(t*, v*) = f(t*) for some t* > to (22) 
and 
x(t, v) f 5(t) (23) 
for to < t < t* and all v in V. 
The proof is essentially the same as that given for a similar result in [3, 
p. 81 and is, therefore, omitted. 
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COROLLARY 6. I~&T) = 0, and ;ff(T) = 0, then the time optimal control 
problem for the system (21) has a solution for a given initial state x0 # 0 if 
and only if there is a t, > t, such that - x,, is an element of d([to , tl], 9’). 
Therefore, we see that the question of whether or not the time optimal 
control problem for systems of the form (21) has a solution is intimately 
related to the problem of determining the set 
4Y) = lJ JJq[to ,4, 0 
t>tO 
This problem will be examined in a later paper on controllability. 
COROLLARY 7 [2]. If f(~) and f(T) are identically zero, if 52 = X, zf the 
origin is an interior point of V, if@(t) = etA where A is an invertible element of 
3(X, X) which has the property that 
fi= /I etA // = 0 (24) 
and if K(T, W(T)) = emTA V(T), then the time optimal control problem has a solu- 
tion. 
PROOF. We suppose for simplicity that to = 0 and we let x0 # 0 be a 
given initial state. Let t* > 0 be such that 
implies that w is in V. Such a t* exists in view of (24) and the assumption 
that the origin is an interior point of Y. We set 
w* = 2 (et*A)n+l Ax, 
7L=O 
(264 
=e t *A(I - et*A)-l Ax, (26b) 
Then w* is in V and the function v*(T) = w* for r in [0, t*] is in V. We 
claim that 
t* 
- x0 = I e-rA V*(T) d7 0 
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To see this, we observe that 
s t* 0 e-** V*(T) d7 = J‘I* e-** w*& 
t*2 = t*w* - 2! Am* + l *a 
= A-1(1 _ e-t**) w* 
(28b) 
(284 
= A-f(et** - 1) (1 - et**)--l Ax, 
= - x0 
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