Abstract. Let the random variable Z n,k denote the number of increasing subsequences of length k in a random permutation from S n , the symmetric group of permutations of {1, ..., n}. We show that V ar(Z n,k n ) = o((EZ n,k n ) 2 ) as n → ∞ if and only if k n = o(n 2 5 ). In particular then, the weak law of large numbers holds for Z n,k n if k n = o(n 2 5 ); that is, lim n→∞
1. Introduction and Statement of Results. Let S n denote the symmetric group of permutations of {1, ..., n}. By introducing the uniform probability measure U n on S n , one can consider σ ∈ S n as a random permutation. Probabilities and expectations according to U n will frequently be denoted by the generic notation P and E respectively. The problem of analyzing the distribution of the length, L n , of the longest increasing subsequence in a random permutation from S n has a long and distinguished history; see [1] and references therein. In particular, the work of Logan and Shepp [6] together with that of Vershik and Kerov [8] show that EL n ∼ 2n ≤ x) = F (x), where F is an explicitly identifiable function.
There doesn't seem to be any literature on the random variable Z n,k = Z n,k (σ), which we define to be the number of increasing subsequences of length k in a permutation σ ∈ S n . Thus, for example, if σ = , where the sum is over the n k distinct increasing subsequences of length k. Since the probability that a random permutation fixes any particular increasing sequence of length k is 1 k! , it follows that the expected value of Z n,k is given by (1.1) EZ n,k = n k k! .
One can consider k to depend on n in which case we write k n . We are interested in a law of large numbers of the form Z n,k n EZ n,k n → 1 in probability, for appropriate choices of k n . Of course, in light of the above cited works on the longest increasingsubsequence, such a result cannot hold for k n ≥ cn (For the case k n = cn .) In particular then, it follows from (1.2) that lim n→∞ EZ n,k n = ∞, if k n ≤ cn The law of large numbers for Z n,k n is in fact equivalent to a certain approximation result for the uniform measure, which we now describe. Recall that for probability measures P 1 and P 2 on S n , the total variation norm is defined by ||P 1 − P 2 || ≡ max A⊂S n (P 1 (A) − P 2 (A)) = 1 2 σ∈S n |P 1 (σ) − P 2 (σ)|. For x 1 < x 2 < ... < x k n , let U n;x 1 ,x 2 ,...,x k n denote the uniform measure on permutations which have {x 1 , x 2 , ..., x k n } as an increasing sequence; that is U n;x 1 ,x 2 ,...,x k n is uniform on B n x 1 ,x 2 ,...,x k n . Note that U n;x 1 ,x 2 ,...,x k n is defined by U n;
. Now define the probability measure µ n;k n on S n by µ n;k n = 1
Equivalently,
The measure µ n;k n can be realized concretely as follows. Consider n cards, numbered from 1 to n, and laid out on a table from left to right in increasing order.
Place a black mark on k n of the cards, chosen at random. Pick up all the cards without black marks and then randomly insert them between the k n cards with black marks that remain on the table. The resulting distribution is µ n;k n .Proposition 1. The law of large numbers holds for Z n,k n ; that is
if and only if
The proof of Proposition 1 appears at the end of this section.
The measure µ n;k n corresponds to ignoring a set of k n random cards and randomizing the rest of the cards. How many random cards can one afford to ignore like this and maintain asymptotic randomness? Corollary 2 below shows that one can afford to ignore k n = o(n For the law of large numbers we will use Chebyshev's inequality. The calculation of the second moment is nontrivial because it involves expectations of the form E1 B n x 1 ,...,x k n 1 B n y 1 ,...,y k n , and these expectations depend rather intimately on the relative positions of {x 1 , x 2 , ...., x k n } and {y 1 , y 2 , ...., y k n }. We begin with the explicit form of the second moment of Z n,k for any k ≤ n.
Proposition 2.
where
In order to evaluate the asymptotic behavior of Var(Z n,k n ), one must be able to adequately evaluate the asymptotic behavior of A(k n − j, j). In fact, it turns out that we need a good lower bound for A(k n − 1, 1) and a good upper bound for 4
A(k n − j, j), for all j = 1, 2, ...k n . We were able to interpret
2 as the sum of certain expected occupation times of the horizontal axis for the standard, simple, symmetric two-dimensional random walk starting from the origin and conditioned on returning to the origin at the 2N -th step. This characterization was sufficient to obtain the appropriate bounds to prove the following theorem.
for constants c 3 , c 4 > 0.
iii. If lim n→∞ n − 2 5 k n = ∞ and lim sup n→∞ n
Part (i) of Corollary 1 follows immediately from Chebyshev's inequality and Theorem 1-i. The proof of part (ii) of Corollary 1 appears below.
Corollary 1 and Proposition 1 yield immediately the following approximation result. 5
In light of the above results, we pose the following question:
Open Question: Presumably there exists a critical exponent l c such that the law of large numbers holds for Z n,n l with l < l c and does not hold for l > l c . What is
In section two we prove Proposition 2 and in section 3 we prove Theorem 1.
Lemmas 2 and 3, which appear in section 3 and give the key estimates on A(N, j)
used in the proof of Theorem 1, are proved in section four.
The literature on increasing subsequences in random permutations in a context other than that of the largest such subsequence is very scarce. The random variable Z n , defined as the total number of increasing subsequences of all possible lengths in a random permutation, was studied in [5] . Both EZ n and V ar(Z n ) were calculated explicitly and evaluated asymptotically. It turns out that V ar(Z n ) is of a larger order than (EZ n ) 2 , so it is not possible to apply Chebyshev's inequality and obtain a law of large numbers. However, the authors were able to show that
converges in probability and in mean to a positive constant. In [3] , the random variable Z n,k actually appears in a different guise. Equation (1.1) appears there as well as an upper bound for EZ n,cn ; however, this random variable is not the object of study in that paper. In [7] , inversions-which are decreasing subsequences of length 2-are studied, and a central limit theorem is proved.
We conclude this section with the proofs of Corollary 1-ii and Proposition 1.
Proof of Corollary 1-ii. Assume to the contrary that the result is not true. Then
goes to 0 in probability. By taking a further subsequence if necessary, we may assume
, we obtain a contradiction in the former case. Thus, it remains to consider the latter case. In this case, it follows from Theorem 1-ii that
) is bounded 6 away from 0 and ∞. Using this along with the assumption that
→ 0 in probability, we conclude that
for some ρ > 0. However, since the second moments of the
are equal to 1, this quotient is uniformly bounded. The uniform boundedness along with (1.6) contradict the fact that the first moment of
is 0.
Proof of Proposition 1. For ǫ ∈ (0, 1), define
We claim that (1.4) holds if and only if
We first show the sufficiency of (1.7). Since lim n→∞ U n (D n,ǫ,k n ) = 1, it follows from the definition of D n,ǫ,k n that lim inf n→∞ µ n;k n (D n,ǫ,k n ) ≥ 1 − ǫ, and thus
Thus, for any A n ⊂ S n , we have
By the definition of D n,ǫ,k n , the first term on the right hand side of (1.9) is no greater than ǫ. By (1.7) and (1.8), the lim sup of the second term on the right hand side of (1.9) is no greater than ǫ. Since ǫ > 0 is arbitrary, we conclude that
Since the sets {A n } are arbitrary, this proves (1.4).
We now show the necessity of (1.7). Let
If (1.7) does not hold, then we may assume without loss of generality that there exists a δ > 0 and an
for all n, which shows that (1.4) does not hold.
To complete the proof of the proposition then, it remains to prove that (1.7)
holds if and only if the law of large numbers holds. Using (1.3) for the first equality below, and using (1.1) for the second equality, we have
From (1.10), it follows that (1.7) holds if and only if the law of large numbers holds for Z n,k n .
Proof of Proposition 2.
From the definition of Z n,k , it follows that
where the sum is over the n k
intimately on the relative positions of {x 1 , x 2 , ..., x k } and {y 1 , y 2 , ..., y k }.
Let j ∈ {0, 1, ..., k}. For any particular subset A ⊂ {1, 2, ..., n} satisfying |A| = 2k−j, there are
Of course, it follows that |{x 1 , x 2 , ..., x k } ∩ {y 1 , y 2 , ..., y k }| = j. We will say that such a pair B , {m r } j r=0 be the corresponding interlacing numbers. Then
Proof. Without loss of generality, we may assume that n = 2k − j, since only the relative positions of the 2k − j distinct points in the set {x 1 , x 2 , ..., 
2) and the fact that there are n 2k−j distinct subsets A ⊂ {1, 2, ..., n} such that |A| = 2k − j, we obtain the formula for EZ 2 n,k in Proposition 2.
3. Proof of Theorem 1. Similar to (2.1), we can write the variance of Z n,k n in the form
where the sum is over the
The number of pairs {x 1 , x 2 , ..., x k n }, {y 1 , y 2 , ..., y k n } which are not disjoint is equal
2 ), then a simple calculation reveals that
3)
where the final equality follows from (1.1). On the other hand, if it is not true that
2 ), then the left hand side of (3.3) will be O((EZ n,k n ) 2 ). In light of this last remark along with (3.1)-(3.3), the theorem will be proved once we show that
if k n is as in part (i);
is bounded from 0 and ∞ if k n is as in part (ii);
By Proposition 2 and its proof, it follows that
, where A(N, j) is as in (1.5).
Using this with (3.4) and the fact that EZ n,k n = ( n k n ) k n ! , the proof will be complete if we show that
is bounded from 0 and ∞ if k n is as in part (ii) ;
It remains therefore to analyze the left hand side of (3.5). In the next section we will prove the following key estimates:
In particular, since A(N, j) is increasing in N , one has
Lemma 3. There exists a constant C > 0 such that
We now use Lemma 2 to show that (3.5-a) and the part of (3.5-b) concerning boundedness from ∞ hold. Afterwards, we will use Lemma 3 to show that (3.5-c) and the part of (3.5-b) concerning boundedness from 0 hold.
In light of Lemma 2, it suffices to show that (3.5-a) and the part of (3.5-b) concerning boundedness from ∞ hold with A(k n −j, j) replaced by C j 1
it follows that (3.5-a) (respectively the part of (3.5-b) concerning boundedness from ∞) will hold if we show that
, if k n is as in part (i) (respectively, bounded if k n is as in part (ii)).
Simplifying and making some cancellations, we have
We have
for positive constants b 1 , b 2 . (For the lower bound, we have used the fact that k n is of an order not larger than n 1 2 . The upper bound holds as long as k n ≤ cn for some c < 1.) We also have
From (3.6)-(3.8) we have
for some C > 0. Since
< ∞, it follows from (3.9) that
is O(
n ) as n → ∞, if k n is as in part (i), and is bounded if k n is as in part (ii). This proves (3.5-a) and the part of (3.5-b) concerning boundedness from ∞.
We now turn to (3.5-c) and the part of (3.5-b) concerning boundedness from 0. The term in (3.5-b,c) corresponding to j = 1 is
2 . Using the bound on A(k n − 1, 1) from Lemma 3, it follows that for the part of (3.5-b) concerning boundedness from 0, it is enough to show that lim inf n→∞ C(n, k n ) > 0, when k n is as in part (ii), and for (3.5-c) it is enough to show that lim n→∞ C(n, k n ) = ∞, when k n is as in part (iii). Simplifying and making some cancellations, we have
Using this with (3.7) gives
Thus, the above stated inequalities indeed hold.
Proofs of Lemmas 2 and 3.
Proof of Lemma 2. The first step of the proof is to develop a probabilistic representation for A(N, j). The next step of the proof is to estimate P (D s 0 ,s 1 ,...,s j ). For this we will need several lemmas.
be a one-dimensional random walk which takes jumps of ±1 with probability 1 4 each, and remains in its place with probability 1 2 . Then there exit constants C 1 , C 2 > 0 such that
, for n ≥ 1.
Proof. A direct calculation gives
We rewrite this as (4.3)
By Stirling's approximation, there exist positive constants c 1 , c 2 such that
Thus, from (4.3) and (4.4) we have
Now let S n be a random variable distributed according to Binom(n, 2 ). Then we have (4.6)
By standard large deviations estimates, P (|
| > ǫ) decays exponentially in n for each ǫ > 0. Using this along with (4.5) and (4.6) and leaving to the reader the little argument to accommodate the requirement in (4.6) that S n be even, we conclude that there exist constants C 1 , C 2 > 0 such that
be a simple, symmetric one-dimensional random walk.
i. There exists a constant C 0 > 0 such that
), for all a ∈ Z and all n ≥ 1.
ii. Let L > 0. There exists a constant c L > 0 such that for all sufficiently large n,
Proof. The lemma follows from the local central limit theorem. It can be proved via a direct calculation, using Stirling's approximation. (See, for example, [4, page 65 ].)
be a simple, symmetric two-dimensional random walk.
i. There exist constants c 1 , c 2 > 0 such that
, for all a ∈ Z and all n ≥ 1.
ii. There exists a constant c 3 > 0 such that
Proof. Let H n and V n denote respectively the number of horizontal and the number of vertical steps made by the random walk {(X · ,Ŷ · )} during its first n steps. Then we have (4.7)
where {Ẑ n } is as in Lemma 5. Since H n and V n are each distributed like Binom(n ,   1 2 ), a standard large deviations estimate gives (4.8)
n ≤ j ≤ n, it follows from (4.7), (4.8) and 
Choosing c 1 sufficiently large and c 2 > 0 sufficiently small, part (i) follows from (4.9) along with the fact that we need only consider |a| ≤ n.
For part (ii), note that
Also, we have P (H n and V n are even, H n ≥ 1 4 n, V n ≥ 1 4 n) ≥ C, for some C > 0 independent of n. Finally, P (Ẑ 2j = 0|Ẑ 0 = 0) can be bounded from below as in Lemma 5-ii. Part (ii) follows from these observations. 16
We can now estimate P (D s 0 ,s 1 ,...,s j ).
Lemma 7. Letŝ r = s r + 1. There exists a constant c > 0 such that
Proof. Let {X n ,Ŷ n } ∞ n=0 be a simple, symmetric two-dimensional random walk.
Recalling that t j = 2N , it follows by definition that (4.11)
By the Markov property, we have (4.12)
Note that the process {Ŷ n } in isolation is a one-dimensional random walk distributed according to the distribution of {Z n } in Lemma 4. Thus, letting t −1 = 0, we have from (4.12) (4.13)
. From Lemma 6-ii, it follows that
N . Using these facts along with (4.11) and (4.13), it follows that if we show that (4.14)
, for some C > 0 and s j = 2N − t j−1 ≥ 1, then we will obtain (4.10) withŝ r replaced by s ′ r . By increasing the constant c in (4.10), one can always replace s ′ r byŝ r .
Thus, it remains to prove (4.14).
By the Markov property, we have
As in the proof of Lemma 6, let H n denote the number of horizontal steps taken by the random walk {X(·),Ŷ (·)} during its first n steps. Let
and let W be distributed like µ. Then ν is distributed likeẐ W , where {Ẑ n } is a simple, symmetric one-dimensional random walk, starting from 0 and independent of W . We will show later that for some γ, C > 0,
By Lemma 5-i, it follows that (4.17)
From (4.16) and (4.17) we conclude that
Since ν(a) = 0, if a > t j−1 , it follows from (4.18) that
for some k 1 , k 2 > 0. From (4.15), (4.19) and Lemma 6-i, we obtain (4.20)
For an appropriateĈ > 0, the right hand side of (4.20) can be bounded from above
)dx. Evaluating this integral gives the estimate in (4.14). Thus, to complete the proof of the lemma, it remains to prove (4.16).
We mention that it is intuitive that P (H t j−1 ≤ γt j−1 |Ŷ t 0 = ···Ŷ t j−1 =X 0 =Ŷ 0 = 0) ≤ P (H t j−1 ≤ γt j−1 ), and this would then give (4.16). The intuition comes from the fact that the smaller H t j−1 is, the more moves {Ŷ n } makes, and the more moves {Ŷ n } makes, the more difficult it is for it to have the prescribed zeroes. However, a proof of this is rather complicated and quite tedious. It turns out that a rather crude estimate will suffice in order to obtain (4.16). We have
By a standard large deviations estimate, (To see this, note that P (H t j−1 = 0) = (
) t j−1 = exp(−(log 2)t j−1 ).) By Lemma 4, we have
Since the {s .
We can now complete the proof of Lemma 2. From (4.2) and (4.10), we have
. Thus it follows from the above inequality that
The replacement ofŝ j byŜ j was made for technical reasons which will become clear below. Making the substitutions x r = s r 2N andx r =ŝ r 2N , for r = 0, ..., j, and X j =Ŝ j 2N , we rewrite the right hand side of (4.24) as (4.25)
Let C x 0 ,x 1 ,...,x j−1 denote the hyper-cube 
To see that (4.26) holds, note thatx r ≥ y r , r = 0, ..., j − 1, for (y 0 , y 1 , ..., y j−1 ) ∈ C x 0 ,x 1 ,...,x j−1 . Also,
for (y 0 , y 1 , ..., y j−1 ) ∈ C x 0 ,x 1 ,...,x j−1 .
In light of these facts it follows that the sum on the right hand side of (4.25) is dominated by a certain lower Riemann sum for S .
The inequality for A(N, j) in Lemma 2 follows from (4.30). It is trivial to check that A(N, j) is increasing in N ; thus, the inequality for A(k − j, j) in Lemma 2 holds as stated.
Proof of Lemma 3. To prove the lemma we will need the following lemma, which complements Lemma 6. for a ∈ Z satisfying |a| ≤ L √ n.
Proof. Let H n , V n be as in the proof of Lemma 6, and let {Ẑ n } be as in Lemma 5.
We have (4.31) P ((X 2n ,Ŷ 2n ) = (0, 0)|(X 0 ,Ŷ 0 ) = (2a, 0)) = j+k=n P (Ẑ 2j = 0|Ẑ 0 = 2a)P (Ẑ 2k = 0|Ẑ 0 = 0) × P (H n = j, V n = k).
The proof of the lemma follows easily from (4.31), (4.8) and Lemma 5-ii.
We can now prove Lemma 3. Let {(X n ,Ŷ n )} denote a simple, symmetric two- k], we have (4.33)
P (Ŷ 2m = 0,X 2m = 2r|X 0 =Ŷ 0 = 0)× P (X 2k−2 =Ŷ 2k−2 = 0|X 0 =Ŷ 0 =Ŷ 2m = 0,X 2m = 2r) P (X 2k−2 =Ŷ 2k−2 = 0|X 0 =Ŷ 0 = 0) .
We have P (X 2k−2 =Ŷ 2k−2 = 0|X 0 =Ŷ 0 =Ŷ 2m = 0,X 2m = 2r) = P (X 2k−2−2m = Y 2k−2−2m = 0|X 0 = 2r,Ŷ 0 = 0). Thus, in light of the above-specified range of m and of r, it follows from Lemma 8 and Lemma 6-i that for sufficiently large k,
is bounded from below by a positive constant. By Lemma 8 and the above-specified bound on m, it also follows that P (Ŷ 2m = 0,X 2m = 2r|X 0 =Ŷ 0 = 0) is bounded from below by C k , for some C > 0. Thus, we conclude from (4.33) that for sufficiently large k, for some C 2 > 0 and k sufficiently large. This is clearly equivalent to the lemma.
