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Abstract
We give examples of discontinuous solutions of linear, degenerate elliptic equations with divergence structure. These solve
positively conjectures of De Giorgi.
© 2008 Elsevier Masson SAS. All rights reserved.
Résumé
Nous présentons des exemples de solutions discontinues d’équations elliptiques linéaires dégénérées sous forme divergence.
Ce faisant, nous apportons une réponse positive à certaines conjectures formulées par De Giorgi.
© 2008 Elsevier Masson SAS. All rights reserved.
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1. Introduction
We consider the second order, linear, elliptic equation with divergence structure,
div
(
A(x)∇u(x))= 0, (1)
where A(x) = [aij (x)]i,j=1,2,...,n is a symmetric matrix with measurable coefficients, defined in a domain Ω ⊂ Rn,
n 2. We assume the following ellipticity condition,
λ(x)|ξ |2  〈A(x)ξ, ξ 〉Λ(x)|ξ |2, (2)
for all ξ ∈ R2 and for almost every x ∈ Ω . Here λ(x) and Λ(x) are measurable functions, finite and positive for
almost every x ∈ Ω . Following Gilbarg and Trudinger [11], we say that Eq. (1) is uniformly elliptic, if Λ(x)/λ(x) is
essentially bounded in Ω , and that it is strictly elliptic, if λ(x) λ0 for a positive constant λ0.
If Eq. (1) is uniformly and strictly elliptic, i.e., λ(x)−1 and Λ(x) are essentially bounded, it is well known that
weak solutions are Hölder continuous. In the planar case, the study goes back to the work of Morrey [15,16], see
[26,14,22] for the study of the best Hölder continuity exponent. In higher dimensions (Rn, n 3), Hölder continuity
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Harnack inequality, due to Moser [17,18]. We refer to [13,23,24] for quasilinear elliptic equations.
On the contrary, when Eq. (1) is degenerate, i.e., λ(x)−1 is unbounded, or when Eq. (1) is singular, i.e., Λ(x) is
unbounded, finding the optimal conditions on λ(x) and Λ(x) which guarantee the continuity of weak solutions seems
to be far from settled. For the existing approaches, we refer to [19,7,4] and [8], where local conditions on λ(x),Λ(x)
are imposed, for example, that Eq. (1) is uniformly elliptic and λ(x) is a Muckenhaupt A2 weight. We also refer to
[1,12,9,2,3], where structure assumptions on the whole matrix A are made, for example, that the operator is the sum
of squares of vector fields satisfying Hörmander’s rank condition.
In 1995, De Giorgi gave a talk in Lecce, Italy, and discussed the natural question: are size assumptions on λ(x)−1
and Λ(x) sufficient to guarantee the continuity of weak solutions? He raised the following conjectures on the conti-
nuity of weak solutions of Eq. (1). The first one concerns the singular case in higher dimensions.
Conjecture 1. (See De Giorgi [6].) Let n 3. Suppose that A(x) satisfies (2) with λ(x) = 1 and with Λ(x) satisfying,∫
Ω
exp
(
Λ(x)
)
dx < ∞. (3)
Then all weak solutions of Eq. (1) are continuous in Ω .
The second one concerns the degenerate case in higher dimensions.
Conjecture 2. (See De Giorgi [6].) Let n 3. Suppose that A(x) satisfies (2) with Λ(x) = 1 and with λ(x) satisfying,∫
Ω
exp
(
λ(x)−1
)
dx < ∞. (4)
Then all weak solutions of Eq. (1) are continuous in Ω .
The third one concerns the case of singular and degenerate equations in higher dimensions.
Conjecture 3. (See De Giorgi [6].) Let n 3. Suppose that A(x) satisfies (2) with Λ(x) = λ(x)−1 satisfying,∫
Ω
exp
(
Λ(x)2
)
dx < ∞. (5)
Then all weak solutions of Eq. (1) are continuous in Ω .
The fourth one concerns the planar case, n = 2, which is different from the higher-dimensional cases.
Conjecture 4. (See De Giorgi [6].) Let n = 2. Suppose that A(x) satisfies (2) with Λ(x) = 1 and with λ(x) satisfying,∫
Ω
exp
(√
λ(x)−1
)
dx < ∞. (6)
Then all weak solutions of Eq. (1) are continuous in Ω .
Conjectures 1–3 are still open. As far as we know, the best known result is due to Trudinger [25], which is far
from the conjectures. In our opinion, one needs new ideas to deal with these challenging problems. Concerning
Conjecture 4, Onninen and the author [21] recently proved that all weak solutions of Eq. (1) are continuous under the
assumption that ∫
Ω
exp
(
α
√
λ(x)−1
)
dx < ∞,
for some constant α > 1.
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ity conditions (3), (4) and (6) are optimal to guarantee the continuity of weak solutions. For example, in Conjecture 1,
one can not replace (3) by the following weaker one,∫
Ω
exp
(
αΛ(x)1−δ
)
dx < ∞, (7)
for some δ > 0 and any α > 0. De Giorgi conjectured that one can construct a function Λ(x) satisfying the integrability
condition (7) such that Eq. (1) satisfying (2) with λ(x) = 1 and with this Λ(x) has discontinuous weak solutions.
In [6], De Giorgi even gave hints how to construct such counter examples to show the sharpness of the above
conjectures. He made the following precise conjectures. Let Ω = {x = (x1, . . . , xn) ∈ Rn: |x| < 1/e} and A,B be
subsets of Ω :
A = {x ∈ Ω: 2|xn| > |x|}, B = {x ∈ Ω: 2|xn| < |x|}.
The first conjecture would yield the sharpness of Conjecture 1.
Conjecture 5. (See De Giorgi [6].) Let n 3. For any ε > 0, define a function τ1 in Ω as follows:
τ1(x) =
{ |log |x||1+ε if x ∈ A;
1 if x ∈ B.
Then Eq. (1) with A(x) = τ1(x)I has a weak solution, discontinuous at the origin.
The second one would yield the sharpness of Conjecture 2.
Conjecture 6. (See De Giorgi [6].) Let n 3. For any ε > 0, define a function τ2 in Ω as follows:
τ2(x) =
{
1 if x ∈ A;
|log |x||−(1+ε) if x ∈ B.
Then Eq. (1) with A(x) = τ2(x)I has a weak solution, discontinuous at the origin.
The third one concerns the planar case, and would yield the sharpness of Conjecture 4.
Conjecture 7. (See De Giorgi [6].) Let n = 2. For any ε > 0, define a function τ3 in Ω as follows:
τ3(x) =
{
1 if x ∈ A;
|log |x||−(2+ε) if x ∈ B.
Then Eq. (1) with A(x) = τ3(x)I has a weak solution, discontinuous at the origin.
In this paper, we show that Conjectures 5–7 are true.
Theorem 1.1. Conjecture 5 is true.
Theorem 1.2. Conjecture 6 is true.
Theorem 1.3. Conjecture 7 is true.
Theorem 1.1 deals with the singular case in higher dimensions. It is essentially due to Franchi, Serapioni and Serra
Cassano [10, Theorem 1]. They showed that Eq. (1) with A(x) = τ˜1(x)I has a discontinuous weak solution, where
the function τ˜1(x) is not exactly the function τ1 in Conjecture 5, but comparable to it.
For the degenerate case, Theorems 1.2 and 1.3 are both new. To our knowledge, the best known result in this
direction is the following one, due to Franchi, Serapioni and Serra Cassano [10, Theorem 1]:
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τ˜3(x) =
{
(ε|x2|)γ if η|x1| |x2|;
(η|x1|)δ if η|x1| > |x2|,
where 0 < δ < γ < 1/2, 0 < ε < 1/2 and 0 < η2 < (γ + δ)/2. Then Eq. (1) with A(x) = τ˜3(x)I has a discontinuous
weak solution. As we can see, the function τ˜3(x) goes to zero much faster than the function τ3(x) in Conjecture 7, as
x approaches to the origin. So, this example is far from Conjecture 7.
To prove the theorems above, we follow the idea of De Giorgi [6] and the idea of Franchi, Serapioni and Serra
Cassano [10]. We construct a positive, continuous weak subsolution v in the upper half space Rn+ = {x ∈ Rn: xn > 0},
such that it has a zero trace on the hyperplane {x ∈ Rn: xn = 0} and that
lim
xn→0+
v(0, xn) > 0.
Then we reflect v to the lower half space so that it is odd with respect to xn. Now solve the Dirichlet problem:
div
(
A(x)∇u(x))= 0 in B(0,1),
so that u coincides with v on ∂B(0,1) in the sense of Sobolev. Then u is the desired discontinuous weak solution. So,
the essential point is to build up a weak subsolution v with the above properties. Actually, in [6], De Giorgi proposed
that we can construct such a weak subsolution for Conjecture 5 satisfying,
v(x) = xn|xn|
(
1 + b∣∣log|x|∣∣−ε), when 2|xn| = |x|,
where b > 0 is a suitable constant. In our example, the function v that we construct in the proof of Theorem 1.1
satisfies the above condition. The proofs of the theorems are given in Section 2.
As mentioned by De Giorgi in [6], solving the conjectures above will raise new questions. Indeed, for example,
in the plane, there is still a gap between Theorem 1.3 and the result mentioned above by Onninen and the author
in [21]. Theorem 1.3 only shows that the square root in the integrability condition (6) in Conjecture 4 is sharp. One
may naturally ask the following question: is there a function λ(x) satisfying,∫
Ω
exp
(
β
√
λ(x)−1
)
dx < ∞,
for a positive constant β , such that Eq. (1) satisfying (2) with Λ(x) = 1 and with this λ(x) has a discontinuous weak
solution? Of course, we require that β  1, since, otherwise, all weak solutions are continuous. Our guess is that the
answer to the above question is positive if β < 1. We may also ask similar questions in higher dimensions.
Finally, we give the definition of weak solutions of Eq. (1). Following Trudinger [25], we define the scalar products:
A(u, v) =
∫
Ω
〈
A(x)∇u,∇v〉dx;
A1(u, v) =
∫
Ω
〈
A(x)∇u,∇v〉+Λ(x)uv dx (8)
on the spaces C10(Ω), C
1(Ω), respectively. Here A(x) is a symmetric matrix satisfying (2). The weighted Sobolev
spaces, H 10 (A,Ω), H 1(A,Ω) are then defined as the completions of C10(Ω), C1(Ω) under A, A1, respec-
tively. H 10 (A,Ω) and H 1(A,Ω) are Hilbert spaces. We can now define a weak solution (weak subsolution, weak
supersolution) of Eq. (1) as a function u in H 1(A,Ω) satisfying,∫
Ω
〈
A(x)∇u,∇φ〉dx = 0 ( 0, 0), (9)
for all non-negative functions φ ∈ H 10 (A,Ω). So, the weak solutions here are variational ones. We refer to [25] for the
detailed discussions on the properties of Sobolev spaces H 10 (A,Ω) and H 1(A,Ω) and on the existence and properties
of the weak solutions.
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We first consider the planar case and prove Theorem 1.3.
Proof of Theorem 1.3. Let n = 2. We use the polar coordinates (r, θ), r  0, 0 θ < 2π , where r = |x|, x1 = r cos θ ,
x2 = r sin θ for a point x = (x1, x2) ∈ R2. Let r0 be a small number, chosen later. Define the sets:
A = {x ∈ B(0, r0): 2|x2| > |x|}, B = {x ∈ B(0, r0): 2|x2| < |x|}.
We will define a function in the upper half plane R2+ = {(r, θ): r > 0, 0 < θ < π}. Note that
A ∩ R2+ =
{
(r, θ): 0 < r < r0, π/6 < θ < 5π/6
}
,
B ∩ R2+ =
{
(r, θ): 0 < r < r0, 0 < θ < π/6, and 5π/6 < θ < π
}
.
We define a function in B(0, r0) ∩ R2+ as
v(r, θ) =
⎧⎪⎨
⎪⎩
(1 + (log 1
r
)−β)ϕ(θ) if 0 < θ < π/6;
(1 + (log 1
r
)−β)ϕ(π − θ) if 5π/6 < θ < π;
(1 + (log 1
r
)−β)ϕ(π/6) + (log 1
r
)−(2+γ )ψ(θ) if π/6 < θ < 5π/6.
Here β and γ are positive constants. We require that
0 < β < γ < ε, (10)
where ε > 0 is the constant from the function τ3(x) in Conjecture 7. Recall that τ3(x) reads in polar coordinates as
τ3(r, θ) =
{
(log 1
r
)−(2+ε) if 0 < θ < π/6 and if 5π/6 < θ < π;
1 if π/6 < θ < 5π/6,
and that it is even with respect to x2; (10) is required in order to show that the function v is a subsolution in R2+, as
we will see soon. This is the reason that we assume that ε is positive. In other words, Eq. (1) has to degenerate fast
enough so that it has discontinuous weak solutions.
In the definition of the function v, the function ϕ, defined on [0,π/6], is a smooth function with ϕ(0) = 0,
ϕ(π/6) > 0. We require that it is positive, increasing and strictly convex. For example, ϕ(θ) = θ2 will do. The func-
tion ψ , defined on [π/6,5π/6], is a smooth function with ψ(π/6) = ψ(5π/6) = 0. We require that it is positive and
that ψ ′(π/6) > 0, ψ ′(5π/6) < 0. For example, ψ(θ) = sin( 32 (θ − π/6)) will do.
While v is well defined in the upper half plane, we extend it to the whole plane such that it is odd with respect
to x2, that is, v(x1, x2) = −v(x1,−x2). Note that v is continuous outside the origin and that v vanishes on the x1 axis,
except the origin.
First, we claim that v ∈ H 1(A,B(0, r0)). Indeed, informally, we can check that the following integral is finite,
∫
B(0,r0)
τ3(x)|∇v|2 dx =
r0∫
0
2π∫
0
τ3(r, θ)
(
(∂rv)
2 + (∂θv)
2
r2
)
r dθ dr < ∞.
This is easy to check. A formal proof involves a simple approximation. We omit the details.
Next, we claim that v is a weak subsolution of the equation:
div
(
τ3(x)∇u
)= 0,
in B(0, r0)∩ R2+. Indeed, note that the function v and τ3 are piecewise smooth in A∩ R2+ and in B ∩ R2+. By an easy
argument of integration by parts, we only need to check that
(i) div(τ3(x)∇v) 0, pointwise in A ∩ R2+ and in B ∩ R2+;
(ii) on the boundary {(r, θ0): 0 < r < r0, θ0 = π/6, or θ0 = 5π/6}, the following transmission condition is satisfied:
lim
θ→θ−0
τ3(r, θ)∂θv(r, θ) lim
θ→θ+0
τ3(r, θ)∂θv(r, θ). (11)
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1
τ3
div(τ3∇v) =
{
∂rrv + r−1∂rv + r−2∂θθv + (2 + ε)(r log 1r )−1∂rv in B ∩ R2+;
∂rrv + r−1∂rv + r−2∂θθv in A ∩ R2+.
In B ∩ R2+, if 0 < θ < π/6, we have:
∂rv = βr−1
(
log
1
r
)−(1+β)
ϕ(θ);
∂rrv = β(1 + β)r−2
(
log
1
r
)−(2+β)
ϕ(θ) − βr−2
(
log
1
r
)−(1+β)
ϕ(θ);
∂θθ v =
(
1 +
(
log
1
r
)−β)
ϕ′′(θ).
Thus,
1
τ3
div(τ3∇v) = β(3 + β + ε)r−2
(
log
1
r
)−(2+β)
ϕ(θ) + r−2
(
1 +
(
log
1
r
)−β)
ϕ′′(θ)
= ϕ′′(θ)r−2 + o(r−2)> 0,
if r < r0 and r0 is small enough. The case 5π/6 < θ < π is similar to the above one.
In A∩ R2+, we have:
∂rv = βr−1
(
log
1
r
)−(1+β)
ϕ(π/6) + (2 + γ )r−1
(
log
1
r
)−(3+γ )
ψ(θ);
∂rrv = β(1 + β)r−2
(
log
1
r
)−(2+β)
ϕ(π/6) − βr−2
(
log
1
r
)−(1+β)
ϕ(π/6)
+ (2 + γ )(3 + γ )r−2
(
log
1
r
)−(4+γ )
ψ(θ) − (2 + γ )r−2
(
log
1
r
)−(3+γ )
ψ(θ);
∂θθv =
(
log
1
r
)−(2+γ )
ψ ′′(θ).
Thus
1
τ3
div(τ3∇v) = β(1 + β)r−2
(
log
1
r
)−(2+β)
ϕ(π/6)
+ (2 + γ )(3 + γ )r−2
(
log
1
r
)−(4+γ )
ψ(θ) + r−2
(
log
1
r
)−(2+γ )
ψ ′′(θ)
= β(1 + β)ϕ(π/6)r−2
(
log
1
r
)−(2+β)
+ o
(
r−2
(
log
1
r
)−(2+β))
> 0,
if r < r0 and r0 is small enough, because of our choice (10) of β and γ , 0 < β < γ . This proves (i).
To check (ii) is easy. When θ0 = π/6, we have:
lim
θ→θ−0
τ3(r, θ)∂θ v(r, θ) =
(
log
1
r
)−(2+ε)(
1 +
(
log
1
r
)−β)
ϕ′(π/6),
and
lim
θ→θ+
τ3(r, θ)∂θ v(r, θ) =
(
log
1
r
)−(2+γ )
ψ ′(π/6).0
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θ→θ−0
τ3(r, θ)∂θ v(r, θ) lim
θ→θ+0
τ3(r, θ)∂θ v(r, θ),
if r < r0 and r0 is small enough, because of our choice (10) of γ , 0 < γ < ε. The case θ0 = 5π/6 is similar. This
proves (ii), and hence the claim.
Finally, solve the Dirichlet problem: {div(τ3(x)∇u) = 0, in B(0, r0);
u − v ∈ H 10 (A,B(0, r0)).
(12)
The existence of weak solutions follows from the Riesz representation theorem. We claim that the weak solution u of
(12) is discontinuous at the origin. Indeed, first, since the equation is uniformly and strictly elliptic outside the origin,
u is continuous outside the origin. Second, since v is odd and τ3 is even with respect to x2, −u(x1,−x2) is also a
weak solution of (12). Thus u is odd with respect to x2, by the uniqueness of the solution of (12). This together with
the continuity of u outside the origin implies that u(x1,0) = 0 if x1 	= 0. Finally, because τ3(x)−1 ∈ L1(B(0, r0))
and u ∈ H 1(A,B(0, r0)), we know that u ∈ W 1,1(B(0, r0)), the unweighted Sobolev space. Thus u has a trace on
B(0, r0) ∩ {x2 = 0}, being necessarily zero, and so is v. This implies that u − v ∈ H 10 (A,B(0, r0) ∩ R2+). Since u
is a weak solution and v is a weak subsolution in B(0, r0) ∩ R2+, the comparison principle implies that u  v in
B(0, r0) ∩ R2+. Thus
lim inf
x2→0+
u(0, x2) lim
x2→0+
v(0, x2) = ϕ(π/6) > 0.
Recall that u(x1,0) = 0 if x1 	= 0. Hence u is discontinuous at the origin. This finishes the proof of Theorem 1.3. 
With minor changes of the proof above, one can prove the following more general result.
Theorem 2.1. Let Ω = {x = (x1, x2) ∈ R2: |x| < 1/e} and let α1  0 and α2 > 1 be numbers such that α1 + α2 > 2.
Define a function τ4 in Ω as follows:
τ4(x) =
{ |log |x||α1 if 2|x2| > |x|;
|log |x||−α2 if 2|x2| < |x|.
Then Eq. (1) with A(x) = τ4(x)I has a weak solution, discontinuous at the origin.
In the above theorem, we require that α2 > 1 to ensure that the function v, defined in the proof of Theorem 1.3,
belongs to the Sobolev space H 1(A,Ω), and that α1 + α2 > 2 to ensure that the function v is a weak subsolution.
Next, we consider the degenerate case in higher dimensions and prove Theorem 1.2.
Proof of Theorem 1.2. Let n 3. For a point x = (x1, . . . , xn) ∈ Rn, we let r , r  0, be r = |x|, and θ , 0 θ  π,
be the angle between the line segment [0, x] and the xn axis. let r0 be a small number, chosen later. Define the sets:
A = {x ∈ B(0, r0): 2|xn| > |x|}
= {x ∈ Rn: r < r0, 0 θ < π/3, or 2π/3 < θ  π};
B = {x ∈ B(0, r0): 2|xn| < |x|}= {x ∈ Rn: r < r0, π/3 < θ < 2π/3}.
We define a function in B(0, r0) ∩ Rn+ as
v(x) =
{
(1 + (log 1
r
)−β)ϕ(θ) if π/3 < θ < π/2;
(1 + (log 1
r
)−β)ϕ(π/3) + (log 1
r
)−(1+γ )ψ(θ) if 0 θ < π/3.
Here β and γ are positive constants such that
0 < β < γ < ε, (13)
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τ2(x) =
{
(log 1
r
)−(1+ε) if π/3 < θ < π/2;
1 if 0 θ < π/3,
and that it is even with respect to xn. In the definition of v, the function ϕ, defined on [π/3,π/2], is a smooth function
with ϕ(π/3) > 0, ϕ(π/2) = 0. We require that it is positive, decreasing and strictly convex and that
ϕ′′(θ) + (n− 2)cos θ
sin θ
ϕ′(θ) 1, for all π/3 < θ < π/2. (14)
For example, ϕ(θ) = e−αθ ∫ π/2
θ
(π/2 − t)eαt dt with α = √3(n− 2) will do. The function ψ , defined on [0,π/3], is a
smooth function with ψ(π/3) = 0. We require that it is positive and that ψ ′(π/3) < 0. For example, ψ(θ) = cos(3θ/2)
will do.
We then extend the function v to the whole space Rn such that it is odd with respect to xn. Since the functions v
and τ2 depend only on r and θ , we will write v(x) = v(r, θ) and τ2(x) = τ2(r, θ). Note that v is continuous outside the
origin and v vanishes on the hyperplane θ = π/2. The function v defined as above for the higher-dimensional cases
is similar to the function in the proof of Theorem 1.3 for the planar case. The only difference is that we have different
exponents, −(2 + γ ) and −(1 + γ ), in the functions involving ψ .
As in the proof of Theorem 1.3 for the planar case, we will show the following. First, we claim that
v ∈ H 1(A,B(0, r0)). This is easy to check. We omit the details.
Second, we claim that v is a weak subsolution of the equation:
div
(
τ2(x)∇u
)= 0,
in B(0, r0) ∩ Rn+. To prove this, we only need to check that
(i) div(τ2(x)∇v) 0, pointwise in A∩ Rn+ and in B ∩ Rn+;
(ii) on the boundary θ0 = π/3, the transmission condition is satisfied:
lim
θ→θ−0
τ2(r, θ)∂θ v(r, θ) lim
θ→θ+0
τ2(r, θ)∂θ v(r, θ). (15)
We prove (i) by direct computation as follows. Since the functions v and τ2 depend only on r and θ , we may write
the equation in the following form
1
τ2
div(τ2∇v) =
⎧⎨
⎩
∂rrv + (n − 1) ∂rvr + (n − 2) cos θsin θ ∂θ vr2 + ∂θθ vr2 + (1 + ε) ∂rvr log 1
r
in B;
∂rrv + (n − 1) ∂rvr + (n − 2) cos θsin θ ∂θ vr2 + ∂θθ vr2 in A.
In B ∩ Rn+, that is, r < r0, π/3 < θ < π/2, we have:
∂rv = βr−1
(
log
1
r
)−(1+β)
ϕ(θ);
∂θv =
(
1 +
(
log
1
r
)−β)
ϕ′(θ);
∂rrv = β(1 + β)r−2
(
log
1
r
)−(2+β)
ϕ(θ) − βr−2
(
log
1
r
)−(1+β)
ϕ(θ);
∂θθ v =
(
1 +
(
log
1
r
)−β)
ϕ′′(θ),
and hence,
1
div(τ2∇v) = β(2 + β + ε)r−2
(
log
1
)−(2+β)
ϕ(θ)
τ2 r
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(
log
1
r
)−(1+β)
ϕ(θ)
+
(
ϕ′′(θ) + (n − 2)cos θ
sin θ
ϕ′(θ)
)
r−2
(
1 +
(
log
1
r
)−β)
 r−2 + o(r−2)> 0,
if r < r0 and r0 is small enough. In the last step, we used (14).
In A∩ Rn+, that is, r < r0,0 θ < π/3, we have:
∂rv = βr−1
(
log
1
r
)−(1+β)
ϕ(π/3) + (1 + γ )r−1
(
log
1
r
)−(2+γ )
ψ(θ);
∂rrv = β(1 + β)r−2
(
log
1
r
)−(2+β)
ϕ(π/3) − βr−2
(
log
1
r
)−(1+β)
ϕ(π/3)
+ (1 + γ )(2 + γ )r−2
(
log
1
r
)−(3+γ )
ψ(θ) − (1 + γ )r−2
(
log
1
r
)−(2+γ )
ψ(θ);
∂θv =
(
log
1
r
)−(1+γ )
ψ ′(θ);
∂θθv =
(
log
1
r
)−(1+γ )
ψ ′′(θ).
Thus,
1
τ2
div(τ2∇v) = ∂rrv + (n− 1)∂rv
r
+ (n− 2)cos θ
sin θ
∂θv
r2
+ ∂θθ v
r2
= (n − 2)βϕ(π/3)r−2
(
log
1
r
)−(1+β)
+ o
(
r−2
(
log
1
r
)−(1+β))
> 0,
if r < r0 and r0 is small enough. Here we used (13), 0 < β < γ . This proves (i).
To check (ii) is easy. We have:
lim
θ→θ+0
τ2(r, θ)∂θ v(r, θ) =
(
log
1
r
)−(1+ε)(
1 +
(
log
1
r
)−β)
ϕ′(π/3),
and
lim
θ→θ−0
τ2(r, θ)∂θ v(r, θ) =
(
log
1
r
)−(1+γ )
ψ ′(π/3).
Recall that ϕ′(π/3) < 0, ψ ′(π/3) < 0 and that (13) requires 0 < β < γ < ε. Hence,
lim
θ→θ−0
τ2(r, θ)∂θ v(r, θ) lim
θ→θ+0
τ2(r, θ)∂θ v(r, θ),
if r < r0 and r0 is small enough. This proves (ii), and hence the claim.
Finally, solve the Dirichlet problem: {div(τ2(x)∇u) = 0, in B(0, r0);
u− v ∈ H 10 (A,B(0, r0)).
Then the weak solution u is the desired discontinuous one. The proof is the same as that in the proof of Theorem 1.3.
We omit the details. This finishes the proof of Theorem 1.2. 
Finally, we consider the singular case in higher dimensions and prove Theorem 1.1.
40 X. Zhong / J. Math. Pures Appl. 90 (2008) 31–41Proof of Theorem 1.1. The proof is similar to that of Theorem 1.2 in the degenerate case. We only give the main
line of the proof. Let r, θ and the sets A,B be as in the proof of Theorem 1.2. Let v, defined on B(0, r0)∩ Rn+, be the
same function as in the proof of Theorem 1.2,
v(x) =
{
(1 + (log 1
r
)−β)ϕ(θ) if π/3 < θ < π/2;
(1 + (log 1
r
)−β)ϕ(π/3) + (log 1
r
)−(1+γ )ψ(θ) if 0 θ < π/3,
where 0 < β < γ < ε, and ϕ and ψ are functions as in the proof of Theorem 1.2. We claim that v is a weak subsolution
of the equation:
div
(
τ1(x)∇u
)= 0,
in B(0, r0) ∩ Rn+, where τ1(x) is the function defined as in Conjecture 5:
τ1(x) =
{1 if x ∈ B;
(log 1
r
)1+ε if x ∈ A.
This can be checked by direct computation as in the proof of Theorem 1.2. We omit the details. Then the weak solution
of the equation: {div(τ1(x)∇u) = 0, in B(0, r0);
u − v ∈ H 10 (A,B(0, r0))
is the desired discontinuous one. This finishes the proof of Theorem 1.1. 
With minor changes of the proof above, one can generalize Theorems 1.2 and 1.1 to the degenerate and singular
case, which shows the sharpness of Conjecture 3.
Theorem 2.2. Let Ω = {x = (x1, . . . , xn) ∈ Rn: |x| < 1/e}, n 3, and let α1  0 and α2  0 be numbers such that
α1 + α2 > 1. Define a function τ5 in Ω as follows
τ5(x) =
{ |log |x||α1 if 2|xn| > |x|;
|log |x||−α2 if 2|xn| < |x|.
Then Eq. (1) with A(x) = τ5(x)I has a weak solution, discontinuous at the origin.
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