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Fluktuacije spektralnega oblikovnega faktorja v brcani Isingovi verigi
Izvleček
Glavni cilj te magistrske naloge je raziskati fluktuacije spektralnega oblikovnega
faktorja brcanega Isingovega modela, ki je v samo-dualni točki in jih primerjati z
napovedmi iz teorije naključnih matrik, ki velja za pokazatelja kaosa v kvantnih
sistemih. Za izračun fluktuacij je ključna nova metoda, ki sloni na dualnosti med
propagacijo sistema v času in kraju. Preden so predstavljeni rezultati, so opisani
ključni pojmi iz teorije naključnih matrik. Posebna pozornost je posvečena tudi
povezavi med omenjeno teorijo in kvantnim kaosom. V nadaljevanju je definiran
obravnavani brcan Isingov model in nato je podrobneje opisana samo-dualnost, ki
je značilna zanj. Del naloge, ki se posveča rezultatom se začne z izračunom sledi
Floquetovega operatorja, ki dodatno potrdi ujemanje med povprečjem spektralnega
oblikovnega faktorja in rezultatom, ki velja za naključne matrike. Nato je z enako
metodo izračunana še variacija. Ti rezultati so preverjeni z uporabo dveh nume-
ričnih metod, Monte-Carlo simulacijami in potenčno metodo, ki je uporabljena za
iskanje lastnih vektorjev dualnega propagatorja. Na koncu je predstavljena tudi na-
poved za višje momente oblikovnega faktorja. Rezultati so presenetljivi, saj kažejo,
da se fluktuacije ne ujemajo z napovedmi iz teorije naključnih matrik. Izkaže se,
da so kljub ujemanju povprečja višji momenti večji od napovedi. To odstopanje je
zanimivo, saj v splošnem velja, da imajo kaotični mnogodelčni sistemi spektralno
statistiko, ki je enaka tisti, ki jo opazimo pri naključnih matrikah.
Ključne besede: Kvantni kaos, teorija naključnih matrik, spektralni oblikovni fak-
tor, brcana Isingova spinska veriga, mnogodelčna kvantna mehanika.

Fluctuations of the spectral form factor in the kicked Ising chain
Abstract
The main goal of this thesis is to study the fluctuations of the kicked Ising spin
chain and then compare the results to the predictions of random matrix theory
(RMT), which is believed to be an indicator of quantum chaos. This is achieved by
applying a recently discovered method based on the duality between the propagation
in time and in space. Before the results are presented, some relevant concepts from
RMT will be introduced. In addition to the general introduction of this theory,
the connection to quantum chaos is also discussed. The thesis continues with the
definition of the kicked Ising model and the space-time duality.
By investigating the model at the self-dual point, where transfer matrix is unitary
in both space and time, we calculate the first power of the trace of the Floquet
propagator and it further confirms the previously obtained result for the averaged
spectral form factor (SFF). Then the same steps are used to estimate the variance
of the SFF. These results are further tested by two numerical methods, the Monte-
Carlo simulations and the power method, which is applied to the dual quantum
propagator. The predictions for all higher-order moments are also presented at the
end.
Our results show that, contrary to the expectations, the fluctuations of the self-
dual kicked Ising model do not agree with the results obtained in the scope of RMT.
These findings are interesting due to the fact that it is believed that non-integrable
chaotic quantum many-body systems generally agree with random matrix theory
predictions.
Keywords: Quantum chaos, Random matrix theory, Spectral form factor, Kicked
Ising spin chain, Many-body quantum physics.

Contents
List of figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
List of tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.1 Chaos in classical systems . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Theory of random matrices . . . . . . . . . . . . . . . . . . . . . . . . 21
2.1 Three Gaussian ensembles . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Probability density for matrix elements . . . . . . . . . . . . . . . . . 22
2.3 The three circular ensembles . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Spectrum as a two dimensional gas . . . . . . . . . . . . . . . . . . . 25
2.5 Spectral fluctuations . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Level spacing distribution . . . . . . . . . . . . . . . . . . . . 27
2.5.2 Spectral form factor . . . . . . . . . . . . . . . . . . . . . . . 28
3 Quantum chaos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Hamiltonians and antiunitary symmetries . . . . . . . . . . . . . . . . 31
3.2 Floquet systems and antiunitary symmetries . . . . . . . . . . . . . . 33
3.3 From single particle to many-body quantum chaos . . . . . . . . . . . 36
3.3.1 Integrable systems . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.2 Chaotic systems . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3.3 Many-body systems . . . . . . . . . . . . . . . . . . . . . . . . 38
4 Space-time duality and the kicked Ising model . . . . . . . . . . . . 39
4.1 The kicked Ising model . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 The space-time duality . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 The self-dual point . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.4 Dual-unitary lattice models . . . . . . . . . . . . . . . . . . . . . . . 43
5 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.1 Monte-Carlo simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 45
5.2 Power method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
6 First moment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.1 Numerical simulations of 〈Tr(F tKI)〉 . . . . . . . . . . . . . . . . . . . 49
6.2 Analytical results for 〈Tr(F tKI)〉 . . . . . . . . . . . . . . . . . . . . . 50
7 Variance and other higher-order moments of the spectral form
factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
11
7.1 Monte-Carlo simulations of 〈|Tr(F tKI)|4〉 . . . . . . . . . . . . . . . . 55
7.2 Analytical treatment of the variance . . . . . . . . . . . . . . . . . . 57
7.3 Numerically enumerated eigenvectors . . . . . . . . . . . . . . . . . . 61
7.3.1 Odd times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.3.2 Even times . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.4 Higher moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Appendix A RMT variance of the spectral from factor . . . . . . . . 75
Appendix B Vectors with unit eigenvalues . . . . . . . . . . . . . . . . 77
Appendix C Additional derivations . . . . . . . . . . . . . . . . . . . . . 81
Razširjeni povzetek v slovenskem jeziku . . . . . . . . . . . . . . . . . . 83
8.1 Uvod . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
8.2 Teorija naključnih matrik in kvantni kaos . . . . . . . . . . . . . . . . 83
8.2.1 Gaussovski in krožni ansambli . . . . . . . . . . . . . . . . . . 83
8.2.2 Spektralne fluktuacije . . . . . . . . . . . . . . . . . . . . . . . 84
8.2.3 Simetrija na obrat časa . . . . . . . . . . . . . . . . . . . . . . 85
8.2.4 Kvantni kaos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
8.3 Brcan Isingov model in časovno-prostorska dualnost . . . . . . . . . . 86
8.3.1 Brcana Isingova spinska veriga . . . . . . . . . . . . . . . . . . 86
8.3.2 Zamenjava prostora in časa . . . . . . . . . . . . . . . . . . . 87
8.4 Rezultati . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
8.4.1 Numerične metode . . . . . . . . . . . . . . . . . . . . . . . . 88
8.4.2 Prvi moment . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
8.4.3 Višji momenti . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
8.5 Zaključek . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
List of figures
1.1 Sinai billiard and kicked rotor. . . . . . . . . . . . . . . . . . . . . . . 20
2.1 Random matrix ensembles as a 2D Coulomb gas. . . . . . . . . . . . 26
2.2 Level spacing distribution. . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Average and variance of the SFF. . . . . . . . . . . . . . . . . . . . . 30
3.1 Time reversal symmetry and RMT ensembles. . . . . . . . . . . . . . 35
4.1 Space-time duality of the kicked Ising model. . . . . . . . . . . . . . . 42
4.2 The two-step time evolution governed by local unitary gates. . . . . . 44
5.1 Numerically computed averaged SFF. . . . . . . . . . . . . . . . . . . 46
5.2 Numerically calculated average SFF with different σ and M . . . . . . 47
6.1 Numerical results for the |〈Tr(F tKI(h))〉|. . . . . . . . . . . . . . . . . 50
7.1 Monte-Carlo simulations of the average and the variance of Spectral
form factor (SFF). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7.2 Comparison of the variance obtained by the Monte-Carlo simulation
and the power method. . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.3 Different moments of the Tr(F tKI(h)). . . . . . . . . . . . . . . . . . 67
8.1 Monte-Carlo simulacija |〈Tr(F tKI(h))〉|. . . . . . . . . . . . . . . . . . 89
8.2 Monte-Carlo simulacija druge in četrte potence sledi Floquetovega
operatorja. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91




6.1 Eigenvalues with a unit magnitude of a dual transfer matrix. . . . . . 50
7.1 Number of eigenvectors with unimodular eigenvalues. . . . . . . . . . 61
7.2 Operators used in the zero momentum subspaces. . . . . . . . . . . . 64
7.3 Properties of different types of sectors. . . . . . . . . . . . . . . . . . 65
7.4 Comparison between the dual KI and the Random matrix theory
(RMT) results for different moments. . . . . . . . . . . . . . . . . . . 67
B.1 Eigenvectors with unit eigenvalues for t = 2 and t = 3. . . . . . . . . 77
B.2 Table of eigenvectors with unit eigenvalues for t = 4 and t = 5. . . . . 78
B.3 Table of eigenvectors for t = 6. . . . . . . . . . . . . . . . . . . . . . . 79
B.4 Table of eigenvectors for t = 7. . . . . . . . . . . . . . . . . . . . . . . 80
8.1 Lastne vrednosti z absolutno vrednostjo ena za prvi moment Floque-
tovega operatorja. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89





Scientists have been researching chaotic systems for more than a century. The first
observations regarding the chaotic dynamics were made by Henry Poincaré in 1880s.
He studied the well-known three body problem, inspired by the motion of celestial
bodies. In the following decades, many physicists and mathematicians were making
contributions to the theory of dynamical systems, which includes the study of chaos.
By the time quantum mechanics was discovered, it was clear that chaos plays
an important role in the dynamics of classical systems and it was therefore logical
to question what kind of fingerprint this large-scale chaotic behaviour leaves in the
quantum world.
This question remains partially unanswered to this day. Most of the research on this
topic was made for one particle quantum systems in the second half of the twentieth
century. The well-known quantum chaos conjecture was given by Bohigas, Giannoni
and Schmit and it states that one particle quantum systems with chaotic classical
limit show spectral statistics that is in agreement with the one obtained for random
matrices.
However, some quantum many-body systems do not posses a well-defined clas-
sical limit. This is one of the reasons why so little is known about chaos in this
type of models. Even though the numerical simulations confirm that the random
matrices play a similar role as in one particle case, analytical results for spin 1/2
systems emerged only in recent years [1][2][3].
The study of such chaotic systems is complicated due to the complexity arising
from the interactions between many constituents and the fact that there is no general
method that could be used to obtain the exact solutions.
Therefore, the newly introduced method that can produce exact results in the
thermodynamic limit for locally interacting spin systems is an important step to-
wards the better understanding of quantum chaos and its connection with random
matrix theory (RMT). This method was introduced by Bertini, Kos and Prosen in
[4] and it can be applied to a special group of systems, which are self-dual, mean-
ing that the transfer matrix is unitary in both space and time directions. In the
mentioned article, this method is applied to the one-dimensional chain of spins 1/2
in a longitudinal magnetic field that interact via the Ising interaction and are pe-
riodically perturbed by a transverse magnetic field. This kind of system can be
considered a minimal model for quantum chaos. The analytical results obtained for
the spectral form factor (SFF) agree with RMT. However, only an average of the
observed quantity was studied.
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The aim of this thesis is to extend the results to higher-order moments and
therefore further test the hypothesis that the observed self-dual kicked Ising model
agrees with the RMT predictions, since only by obtaining a full distribution of the
SFF can this connection be confirmed.
This is achieved by using the novel method based on the self-duality of the kicked
Ising model. Alongside the analytical work, numerical simulations are also used. By
testing this connection, a better understanding of the many-body quantum chaos
can be established.
Before the results are presented in the second part of the thesis, the general
theoretical background is given. First, the focus is on random matrices. Since the
main topic is the connection between the chaotic many-body quantum spin systems
and the theory of random matrices, it is necessary that the basic concepts and
results from this theory, such as three Gaussian and three circular ensembles, the
probability distributions of the elements, level spacing distribution, and SFF, are
first introduced.
The following chapter 3 explains how the theory that focuses on statistical prop-
erties of the spectra of random matrices can be used to study physical systems.
To understand this connection, the antiunitary symmetries are defined and special
attention is given to Floquet systems. The chapter ends with a brief review of the
role of chaos in quantum systems.
The last chapter before the results are presented deals with a more specific theory
which is needed for further reading. First, the kicked Ising model is defined. The
chapter 4 continues with the introduction of the space-time duality. Before the end
of the chapter, a broader set of systems which are also self-dual is introduced.
The chapter 5 describes two numerical methods, the Monte-Carlo simulation and
the duality based power method, which are used later.
The chapters 6 and 7 contain new results regarding SFF of the self-dual kicked
Ising model. First, the self-duality method is used in order to obtain the lower
bound for the first trace of the Floquet operator, which is needed to obtain the
result for the connected averaged SFF. The analytical computations, which point
to the conclusion that the result equals to zero for odd times and to one for even
times, are supported by numerical simulations. When these observations are used
to compute the connected SFF, the result completely agrees with the predictions
from RMT.
However, the chapter 7 indicates that the complete distribution of the SFF differs
from expectations. The presented calculations indicate that the second moment
grows as 12t2, which is larger than the result of RMT, 8t2. This finding is supported
by numerical data as well. In the final part, some thoughts on the expected values
of the n-th moment of the SFF (〈K(t)n) are given. It seems to grow in time as
(2n− 1)!!(2t)n, as opposed to the random matrix prediction n!(2t)n.
In order to put the discussion about quantum chaos into perspective, the next
section first briefly introduces the concept of classical chaos.
1.1 Chaos in classical systems
Classical chaos is a property of classical systems and is studied in the scope of the
theory of dynamical systems. As the name suggests, the central objects under the
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study are the so-called dynamical systems that are defined as a deterministic math-
ematical prescription for evolving the system forward in time [5]. This definition is
quite general and describes a plethora of systems. For example, there are dynamical
systems with continuous and discrete time, they can be one- or multi-dimensional,
some of them are dissipative and others conserve energy. What they all have in
common is that, given an initial state of the system, we can use given equations
to uniquely determine its temporal evolution. Therefore, we can introduce two key
concepts, namely the trajectory or the orbit and the phase space. The latter is a
space with a dimension determined by the system’s number of degrees of freedom
and consists of all possible states of the system. The former is simply a path through
the phase space that describes the evolution of some initial state. The two mentioned
concepts are central to the classical theory of dynamical systems and consequently
to the classical chaos.
Through the study of different types of dynamical systems, it became apparent
that they can exhibit two different types of motion as well as their combinations. On
the one hand, a system can display irregular or chaotic dynamics, which means
that the separation between two initial conditions will grow exponentially with time.
The rate of the separation between two nearby orbits is mathematically described
with the Lyapunov exponents. Without the loss of generality, we can concentrate
on the systems with discrete time [5]. We choose two initial points in phase space,
x0 and y0, that are separated by δ0. After n iteration steps, we get two new points









If the maximal Lyapunov exponent is calculated in some region of phase space and it
is greater than zero, this indicates an exponential separation of orbits. Furthermore,
the dynamical system under consideration displays chaotic motion in that region.
Deterministic chaos can be defined in a global sense as well, if we demand that for a
randomly chosen orbit there exists probability greater than zero, that the maximal
Lyapunov exponent will be non-zero [6]∫
dµ(x)Θ(λmax(x)) > 0, (1.2)
where the integral is carried out over the phase space, µ is an invariant measure
and Θ(x) stands for the Heaviside step function that equals one if x > 0, and zero
otherwise.
The exponential sensitivity to initial conditions has a direct practical conse-
quence: it makes the predictions for the behaviour of chaotic systems for long time
intervals impossible. In numerical simulations, for example, the initial condition is
always subject to some numerical error that exponentially grows during the time
evolution and renders the simulation useless at some point.
Many systems can behave chaotically. However, for the sake of the following
discussion about quantum systems it is useful to focus on the Hamiltonian or con-
servative systems, those that have a symplectic structure and preserve the volume
of the phase space. A much-studied example would be a system called billiard. Such
system consists of a point-like mass that moves freely in a plane bounded by some
shape. The collisions between the mass and the boundary are elastic. Such system
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has a Hamiltonian that is not explicitly time dependent and can display chaotic
behaviour if the boundary has a certain shape. The Sinai billiard, an example of a
Periodic kick
Figure 1.1: Left: Illustration of a chaotic Sinai billiard. The particle can move in a two-dimensional
space between the outer boundary and the circular obstacle in the middle. The collisions with walls
are elastic. Right: An example of a system that has a time dependent Hamiltonian. The rod can
freely move around the pivot and is periodically kicked on one end. There is no gravitational field.
For sufficiently strong kicks, this system displays chaotic behaviour.
chaotic billiard, is depicted in Figure 1.1 on the left side. The mass can freely move
between the square boundary and the circular obstacle in the centre.
The Hamiltonian can also have an explicit time dependence. An example of such
a system is a kicked rotor that consists of a rod that is fastened on one end to a
frictionless pivot and periodically kicked on the other end in a vertical direction [5].
This system is shown on the right side of Figure 1.1. A kicked rotor is chaotic for
sufficiently large strengths of vertical kicks.
In contrast to the irregular motion of chaotic systems, regular motion is typical
for integrable systems. The focus will be on Hamiltonian systems, which are
completely determined by the function H(q,p, t). The dimension N of q or p
stands for the number of degrees of freedom. Systems of this kind are said to be
integrable if the number of degrees of freedom is the same as the number of the
independent conserved quantities that have vanishing mutual Poisson brackets [7].
The existence of the N constants of motion restricts the dynamics in a 2N -
dimensional phase space to the N -dimensional surface, which turns out to be a
torus. This implies that if the initial condition is chosen on a specific torus, the
orbit will stay on this torus forever. Furthermore, one can always make a change of
variables from p and q to a new set of variables, which greatly simplifies the problem
at hand. This means that the integrable systems are in principle always solvable.
Chaotic and integrable dynamics are just two extremes. In general, a system can
display a mixture of both. In the classical sense, the irregular, regular, and mixed
motions are thoroughly investigated. As will be seen in the next chapters, the same




Theory of random matrices
Knowing that classical mechanics should emerge as a limiting case of quantum me-
chanics, it is reasonable to question the existence of chaos in quantum mechanical
systems. However, the first problem that arises is that quantum mechanics obeys
the uncertainty principle and therefore neither the orbits nor the phase space can
be defined. The fact that we cannot know the exact values of the momentum and
position at the same time in the quantum world, makes it impossible to transfer the
definition of classical chaos into the quantum realm.
Due to the lack of clarity concerning the role of chaos in quantum mechanics,
researchers tried to study quantum versions of classically chaotic systems. They
observed something very intriguing. They discovered that theory of random matrices
can be used as an indicator of chaos in quantum systems. In order to explain this
connection, one must first understand what this theory is. This chapter is meant to
review some relevant concepts of such theory.
2.1 Three Gaussian ensembles
The main objects of RMT are, as the name suggests, random matrices. More pre-
cisely, they are matrices with elements drawn at random from some probability
distribution. If we produce many such matrices, we get an ensemble. Every matrix
has its own spectrum and by considering spectra of all the matrices in an ensemble
we can calculate their statistical properties.
However, it turns out that it is important to distinguish between matrices of dif-
ferent symmetry classes. One can take several approaches but it is the most common
to concentrate on Hermitian matrices (H† = H), since they represent Hamiltoni-
ans in quantum mechanics. Furthermore, when symmetry-based classes of random
matrices were first addressed by Wigner in the 1950’ [8][9] the Hermitian matrices
were the ones he analysed. Since then this subject has been thoroughly studied and
the results reviewed here can be found in numerous dedicated monographs, see eg.
[10, 11, 12].
The Hermitian matrices can be divided into three classes: only Hermitian with-
out additional properties, real and symmetric and Hermitian and symplectic. The
last type is probably the least familiar and will be discussed later on. The sym-
metry class is determined by looking at what kind of transformations preserve the
properties of each type of matrices. Such transformations are called canonical trans-
formations and they must preserve the eigenvalues of the matrix as well as its Her-
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micity and any additional properties that may apply [10]. It is known from linear
algebra that the eigenvalues of a square matrix A remain the same if it undergoes
the similarity transformation
A′ = U−1AU, (2.1)
where U must be invertible. For the Hermicity to remain intact, it is enough that
the transformation U can be expressed as a unitary matrix, which means that
U †U = UU † = 1. Therefore, the matrix group that constitutes the canonical
transformations for arbitrary Hermitian matrices is a group of unitary matrices.
This is also the name of the first random matrix ensemble, the Gaussian unitary
ensemble (GUE).
If the Hermitian matrix is real, the canonical transformations should leave the
matrix entries real. The unitary matrices are not suitable in this case. It turns out
that the elements of the orthogonal group compose the group of canonical trans-
formations for real and symmetric matrices. Therefore, the name of the second
ensemble is the Gaussian orthogonal ensemble (GOE).
The last ensemble is called the Gaussian symplectic ensemble (GSE). The
reason is that in this case the group of transformations is the unitary symplectic
group. The matrices S from this group are defined by the condition STJS = J ,





as well as unitarity SS† = 1. GUE, GOE and GSE form the three Gaussian
ensembles of Hermitian matrices. It should be mentioned that each of the ensem-
bles can be associated with Hamiltonians that have certain type of time-reversal
symmetry. This connection is very important and is discussed in Ch. 3.
In the following section, the joint probability densities for the matrix elements
will be introduced and consequently the reason why they are called Gaussian will
become clear.
2.2 Probability density for matrix elements
When talking about random matrices, the first thing that needs to be specified is the
probability distribution for their elements. In the case of the Hermitian matrices,
the probability distribution can be obtained by specifying two requirements. The
first one was already explained: the matrices belonging to one ensemble should be
invariant under the corresponding canonical transformations. The second require-
ment is that the elements of random matrices should be statistically independent
[13]. The consequence of the statistical independence is that the joint probability
density P (H) that we are looking for is a product of functions which depend only
on one variable. The invariance under transformations implies that the probabil-
ity for belonging to one volume element P (H)dH is invariant under the canonical
transformations: unitary, orthogonal, or symplectic, depending on the ensemble in
question [12].
In the orthogonal case, the invariance requirement is
P (H ′)dH ′ = P (H)dH, H ′ = O−1HO, (2.3)
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where O is an orthogonal matrix. Denoting the probability density for one element






In the above expression the product runs only over half of the elements, since the
matrix is symmetric. The derivation of P (H) can be well explained in the case of
(2× 2) matrices as is in [10]. This matrix has elements Hij where i, j ∈ {1, 2} and
H12 = H21. The infinitesimal rotation for an angle ϑ is written as
O =






If the terms quadratic in ϑ are neglected, the transformed H ′ = OTHO looks like
H ′ =
 H11 + 2H12ϑ H12 −H11ϑ+H22ϑ
H12 −H11ϑ+H22ϑ H22 − 2H12ϑ
 . (2.6)
Using the two requirements (2.3) and (2.4), and making the approximation Pij(Hij+
dHij) ≈ P (Hij) + dHij dPijdHij , it brings us to the
















The angle ϑ was chosen arbitrarily and the result can therefore not be dependent
on it. This yields three differential equations for the three unknown functions Pij.
The solutions are of the Gaussian form [10]
P (H) = C exp[−A(H211 +H222 + 2H212)−B(H11 +H22)], (2.8)
where A, B and C are constants and B can vanish if the energy scale is chosen so
that H11 +H22 = 0. Therefore, the result can be rewritten as
P (H) = Ce−ATrH
2
. (2.9)
The joint probability density function for the remaining two ensembles, GUE and
GSE can be derived in a similar fashion and the result also has a Gaussian form
(2.9). This explains why the three ensembles are named Gaussian.
The above calculation was carried out for (2× 2) matrices, because it is simpler
than the general derivation for (N × N) matrices, but the result holds for any
dimensionality. The general derivation is carried out for example in [12].
This result tells us how the elements in random matrices belonging to Gaussian
ensembles are distributed. It is important to note that this distribution is obtained
only by imposing the invariance under the canonical transformations and the sta-
tistical independence.
Once the joint probability for the elements is known, a change of variables is
necessary in order to get the result for the joint probability of eigenvalues. More
specifically, the given matrix can be diagonalized by the canonical transformation.
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In the above example of (2 × 2) real Hermitian matrix, such transformation is a
rotation for an angle ϑ, as is specified in (2.5). The elements of the matrix are
expressed in terms of the eigenvalues E+ and E−, which are the new variables, as
H11 = E+ cos
2 ϑ+ E− sin2 ϑ,
H11 = E+ sin
2 ϑ+ E− cos2 ϑ,
H12 = (E+ − E−) cosϑ sinϑ.
(2.10)
However, due to the change of the variables the Jacobian determinant must also be
added
J = |E+ − E−|. (2.11)
The resulting reduced probability density of the eigenvalues becomes
P (E+, E−) = C|E+ − E−|e−A(E2++E2−). (2.12)
In this particular example, the parameter ϑ is conveniently cancelled out, which is
not always true. In general, the additional parameters should be integrated over in
order to obtain the reduced probability density for the eigenvalues.
This result can be generalized for matrices of higher dimensions [14]
P (E) = const
N∏
µ<ν=1




where β depends on the type of the ensemble, it takes the values β = 1, 2 and 4 for
GOE, GUE, and GSE respectively.
The distribution of the eigenvalues is the starting point for the calculation of
different spectral properties. For example, the density of states averaged over the
ensemble is given by [10]
〈ρ(E)〉 =
∫
dE2...dENP (E,E2, ..., EN). (2.14)




1− E2 for |E| < 1,
0 for |E| > 1.
(2.15)
The above result was first derived by Wigner and it is known as Wigner’s semicircle
law.
This section introduced the basic properties of the three Gaussian ensembles. In
the next section, the three new ensembles will be discussed.
2.3 The three circular ensembles
It is natural to start with the study of the Hermitian matrices, due to the fact that
a large part of quantum mechanics is based on Hamiltonians, which belong to this
category. However, Dyson later discovered [13] that if one considers unitary instead
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of Hermitian random matrices, there are still three ensembles but some calculations
are mathematically easier to handle. Furthermore, the assumption of the statistical
independence (2.4), which cannot be rigorously justified, is not needed anymore
[12][13]. These three ensembles based on the unitary matrices are called circular
ensembles; circular unitary ensemble (CUE), circular orthogonal ensemble
(COE) and circular symplectic ensemble (CSE).
The circular orthogonal ensemble is composed of unitary symmetric matrices O.
They can be written as a product O = UUT , where U is an unitary matrix. The
circular unitary ensemble consists of arbitrary unitary matrices. Finally, the circular
symplectic ensemble contains self-dual unitary quaternion matrices [12] and since
they are not relevant for later discussion, they will not be further explained.
An important property of unitary matrices is that their eigenvalues lie on the
unit circle. In other words they are of the form eiϕ where ϕ ∈ (0, 2pi]. The fact
that they are restricted, as opposed to the eigenvalues of Hermitian matrices, makes
mathematical analysis easier.
Compared to the Hermitian matrices, the simplifications can be seen in the fact
that the circular ensembles are homogenous, the joint distribution of eigenvalues











|e−iϕk − e−iϕj |β, (2.16)
here β takes values 1, 2 and 4 for COE, CUE, and CSE respectively. CN,β is a
constant. Furthermore, the average density of states is constant, as opposed to the
semicircular result (2.15) in the case of Gaussian ensembles [10].
Although circular ensembles are convenient for mathematical analysis, the con-
nection to quantum mechanical systems was not clear at first [13]. Their importance
became evident through the study of the special kind of Hamiltonians with explicit
time dependency, namely the Floquet systems, which will be discussed in Section
3.2.
2.4 Spectrum as a two dimensional gas
Before some important properties of the spectra of random matrices will be pre-
sented in the next section, a few words will be dedicated to the analogy between
the random matrices and a certain classical system. The introduced ensembles of
random matrices and the properties of their spectra may seem like a very abstract
mathematical problem at a first glance. However, there exists a surprising connec-
tion between them and a classical system consisting of charged particles. Wigner,
a pioneer in the field of random matrices, used the connection between the eigen-
values of random matrices and the particles of the two dimensional gas to calculate
the distribution of the eigenvalues for GOE [15]. Only a couple of years later did
Dyson explore this similarity in great detail in the same series of articles in which
he introduced circular ensembles [13][14][16][17][18]. The goal of this section is to
briefly explain this relation in order to offer an alternative understanding of RMT.
The analogy can be made for both cases, the Gaussian and the circular ensembles.
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Figure 2.1: Left: This illustration shows how the real eigenvalues of Gaussian ensembles of random
matrices can be represented as identical particles confined to a straight line. The interaction
between them is logarithmic and repulsive and the potential is quadratic. Right: In the case of
circular ensembles, the eigenvalues are constrained to the unit circle. Consequently, they can be
presented as particles with logarithmic repulsive interaction confined to a circular line.
Either way, the reformulation of the eigenvalue distribution P (E) in the form
P (E) = Ce−βH . (2.17)
is the key to unveiling the correspondence. Considering the formula for the Gaussian













log |e−iϕk − e−iϕj |. (2.19)
To interpret these results, two things should be refreshed. First, we need to remem-
ber that the electrostatic Coulomb potential in two dimensions depends logarith-
mically on the distance [19]. Second, one should recall the probability distribution
for the canonical ensemble in statistical mechanics. The canonical ensemble rep-
resents all possible states of a system in a thermal equilibrium with a heat bath
at some temperature. The probability of finding the system in some state is equal
to P = (1/Z) exp(−E/kT ), where E is the energy of the system and Z the parti-
tion function [20]. If (2.17), (2.18) and (2.19) are re-evaluated with these two facts
in mind, it can be seen that the joint probability distribution for the eigenvalues
is equivalent to the canonical distribution of identical particles in two dimensions
with logarithmic Coulomb interaction and temperature 1/β = kT with k being the
Boltzman constant [14][21]. The difference between the Gaussian and the circular
ensembles is that, in the first case, the particles are moving through the quadratic
potential, where there is no potential involved in the second case. This means that
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the eigenvalues of the matrices from circular ensembles can be thought of as loga-
rithmically interacting identical particles confined to a circle in a two dimensional
plane. The eigenvalues of Hermitian random matrices are also logarithmically inter-
acting identical particles, but they are confined to an infinite line with a quadratic
potential. The illustrations of these two systems are depicted in Fig. 2.1.
This analogy is quite useful because that it allows one to employ the standard
methods from statistical mechanics for the calculations in RMT. In addition, such
symmetry between the abstract random matrices and a concrete physical system
offers a more intuitive understanding of the topic.
With the described analogy in mind, the quantities defined in the next section
can be alternatively understood as properties of a two dimensional gas.
2.5 Spectral fluctuations
RMT allows one to make many predictions on the statistical spectra of random
matrices. Especially interesting are the phenomena connected to the spectral fluc-
tuations, since these turn out to be universal. This means that different systems
display the same fluctuations, which are defined as the departures of the eigenvalue
distribution from the uniformity [22]. This section is meant to introduce two quan-
tities, the level spacing distribution and the spectral form factor, which turn out to
be universal and are relevant for the description of physical systems with RMT.
2.5.1 Level spacing distribution
The level spacing distribution represents one of the tools which is most commonly
used in the applications of RMT. This distribution P (s) carries the information
about the spacings (s) between the adjacent eigenvalues. More precisely, the prob-
ability function for the level spacings P (s) tells us the probability P (s)ds that the
spacing between two successive levels is in an interval [s, s+ ds] [14][10]. The most
important phenomenon that is predicted by this distribution is the level repulsion.
This means that the eigenvalues are less likely to be very close together. More
specifically, the probability falls to zero as level spacing diminishes. This result is
compatible with the analogy between the eigenvalues of the random matrices and
the two dimensional gas discussed in the previous section. Since the eigenvalues
represent particles with a repulsive interaction, it is reasonable to expect that they
are very unlikely to be close together.
To see where the equations for level spacings come from, it is again useful to
investigate the case of (2× 2) matrices. In the case of the Gaussian ensembles, one
makes the change of variables P (E+, E−) → P (s = E+ − E−) in (2.13). This can














dE−C|E+ − E−|βe−A(E2++E2−)δ(s− |E+ − E−|). (2.20)
After setting the normalisation and the mean level spacing to one, we get the level
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2pi/4, β = 1 (GOE)
(32s2/pi2)e−4s
2/pi, β = 2 (GUE)
(218s4/36pi3)e−64s
2/9pi, β = 4 (GSE).
(2.21)
These formulae are surprisingly close to the asymptotic results for N → ∞, where
N is a dimension of the matrix.
Figure 2.2: The graph in the figure depicts the
Wigner’s surmise for GOE, GUE and GSE from
(2.21). As spacing goes to zero, the distributions
go to zero as well, and this phenomenon is called
level repulsion. Another interesting aspect to ob-
serve is that the symplectic ensemble displays the
strongest repulsion and the orthogonal the weak-
est.
The asymptotic behaviour is much
harder to obtain, although it was al-
ready derived in 1960’s by Mehta [14]
and Gaudin [23]. The results are the
same for the circular and the Gaussian
ensembles.
In Fig. 2.2, the level spacing distri-
butions from Eq. (2.21) are presented.
A further observation is that the rates
at which the distributions are approach-
ing zero are different for different en-
sembles. GSE has the strongest repul-
sion and GOE the weakest. This phe-
nomenon can be explained by counting
the dimensions of the appropriate ma-
trix spaces, as is explained in [12].
To complete the discussion about
level spacing distribution, we should
note that it is a local property of the
spectrum and therefore the scale on
which the levels are observed should be small enough that the mean level density is
effectively constant. On the other hand, it should be bigger than the average level
spacing, so that the sufficient number of levels is taken into the account [12][10].
2.5.2 Spectral form factor
Even though the level spacing distribution tells us some important information about
the spectrum, it is quite complicated to use in analytical calculations, due to the
fact that it depends on all n-point correlation functions and the analytical result is
known only for two dimensional matrices. A much simpler quantity in this sense
is the spectral form factor. It is defined as a Fourier transform of the two-point
correlation function [10]. The final results are the same for the Gaussian and the
circular ensembles. However, the following equations are specifically written for the
case of unitary matrices from the circular ensembles. There are two reasons for this;
they are easier to handle and later sections of this thesis deal with matrices from
the circular and not the Gaussian ensembles.
The connected two-point correlation function for energy levels in the circular
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where ρ(ϕ) stands for the spectral density. The angle ϕ and the factor 2pi are present
in the above two equations because we focused on the unitary matrices, which have
eigenvalues of the form eiϕ. The spectrum of the unitary matrix F is therefore
composed of N eigenphases ϕi, i = 1, .., N .














It can be rewritten in the terms of traces of the unitary matrix F [10]
K(t) = Tr(F t)Tr(F t)∗ = |Tr(F t)|2, t > 0, (2.25)
where ∗ denotes complex conjugation and t is an integer.
The ensemble averaged SFF 〈K(t)〉 is cumbersome to derive and therefore only
the results from [10] will be discussed. For circular unitary ensemble the average
SFF grows linearly with time until it saturates and becomes constant
〈KCUE(t)〉 =
 N2δt,0 + t; 0 ≤ t ≤ NN ; N ≤ t. (2.26)
In the case of the circular orthogonal ensemble, it gets a bit more complicated
〈KCOE(t)〉 =

N2; t = 0
2t− t∑tm=1 1m+(N−1)/2 ; 1 ≤ t ≤ N
2N − t∑Nm=1 1m+t−(N+1)/2 ; N ≤ t
(2.27)
And finally, for the circular symplectic ensemble the result is
〈KCSE(t)〉 =










N+1/2−m ; 1 ≤ t ≤ 2N
N ; 2N ≤ t.
(2.28)
These expressions are graphically depicted in Fig. 2.3 on the left panel.
The time when the average spacing between eigenphases grows to 2pi is called
the Heisenberg time. This is the timescale at which the SFF ramp observed at small






The definition for quantum chaos cannot be easily transferred from classical physics.
This is due to the fact that the classical theory is built on the concepts of the phase
space and trajectories. This chapter is meant to shed some light on the role of chaos
in quantum systems, with the help of RMT.
In 1950’s Wigner came up with a novel approach for studying spectra of nuclei
which have complex structure influenced by the strong interactions between many
constituents. Giving up on the exact predictions of the energy levels, he proposed
that one can determine the general appearance of the spectrum by applying the
results of random matrix theory [26][9][15]. The gist of his idea was to treat the
nucleus as a black box in which many particles interact in an unknown way. With
the introduction of a Hamiltonian as a random matrix, a new type of statistical
mechanics was introduced. Instead of having an ensemble of all possible states of
one known system, one renounces the knowledge of the system itself and instead
uses an ensemble of all possible systems [13].
The experimental measurements of the spectrum of a nucleus were compared to
the results obtained by RMT in order to test Wigner’s idea. The first results that
confirmed Wigner’s proposal were published a few years after the introduction of
the concept [27][28]. Furthermore, the repulsion of the energy levels was observed
not only in complex nuclei but also in atoms and molecules [29].
3.1 Hamiltonians and antiunitary symmetries
As was mentioned in the previous chapter, the three Gaussian ensembles (GOE,
GUE, and GSE) are relevant in physics because they describe Hamiltonians. The
question that remained unresolved was how to determine in which ensemble a specific
physical Hamiltonian belongs. To answer this question, one must look into the time
reversal symmetry, or more generally the antiunitary symmetry of the Hamiltonian.
A system is said to be time reversal invariant if the following holds: if we take an
initial state ψ(x, 0) and evolve it up to time t1 to get ψ(x, t1), there exists another
reversed state ψ′(x, t1) uniquely related to ψ(x, t1), which will come back to the
initial reversed state ψ′(x, 0) after further evolution for time t1 [30]. This condition
is very general and it can be applied to quantum as well as classical systems. When
dealing with a quantum system, this implies that the time evolution is governed
by the Schrödinger equation and the relation between the reversed and the original
state is given by a time reversal operator T . The above requirement can therefore
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be written as
e−iHt|ψ′(t)〉 = |ψ′(0)〉 → e−iHtTe−iHt|ψ(0)〉 = T |ψ(0)〉. (3.1)
Because this equality holds for any initial state |ψ(0)〉, we can write e−iHtT = TeiHt.
When we differentiate with respect to time, the result is
−iHT = TiH, (3.2)
where t is set to zero. This relation implies that the operator T cannot be unitary.
If this was the case, (3.2) would become HT + TH = 0 and there would be an
additional eigenstate with an eigenenergy −E for every eigenstate with an energy
E
TH|ψ〉 = ET |ψ〉 → H(T |ψ〉) = −E(T |ψ〉). (3.3)
This means that the time reversal operator must be antiunitary [30]
〈Tψ|Tϕ〉 = 〈ψ|ϕ〉∗ = 〈ϕ|ψ〉, (3.4)
where ∗ denotes complex conjugation. The antiunitarity implies that the operator
T changes the sign of the complex unit i in 3.2. Consequently, each time reversal
invariant Hamiltonian commutes with the time reversal operator [H,T ] = 0.
Another required property of T is that if it acts twice on a state, it remains
unchanged up to a phase factor T 2 = a with |a| = 1. Due to the antiunitarity, the
square of T can only equal plus or minus one [10]
T 2 = ±1. (3.5)
No further restrictions apply to the time reversal operator. As any other antiu-
nitary operator, it can be written as a product T = UK, where U is a fixed unitary
operator and K denotes complex conjugation [12]. To summarize, the time reversal
operator T is antiunitary and it squares to plus or minus unity.
In the simplest case of spinless particles, T 2 equals to plus one. If the system
under consideration is composed of particles with spin 1/2, further complications
arise. This is due to the requirement that the time reversal transformation reverses
the angular momentum which includes the spin TST−1 = −S. This cannot be
achieved by the complex conjugation alone. Conventional time reversal operator in







where σy is a Paul matrix. In this case, the square of T is minus unity if the number
of spin 1/2 particles is odd.
To connect time reversal to Gaussian ensembles, we need to consider the following
options:
· Hamiltonians without time reversal invariance,
· Hamiltonians with T 2 = 1,
· Hamiltonians with T 2 = −1, with additional geometric symmetries,
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· Hamiltonians with T 2 = −1, without additional geometric symmetries.
In the first case, we have arbitrary Hermitian matrices. As was discussed in Section
2.1, canonical transformations for such matrices are unitary. This implies that
Hamiltonians that are not symmetric under the time reversal belong to the GUE.
When Hamiltonian is invariant under the action of T
THT−1 = H → [H,T ] = 0 (3.7)
and T squares to plus one, one can always construct a basis in which the Hamiltonian
is real [10][12]. Therefore the Hamiltonian is real and symmetric and hence it belongs
to the GOE.
If T 2 = −1 and there are additional rotational symmetries, the Hamiltonian can
belong to GOE or GUE, depending on the number of additional symmetries [10].
In the case where T 2 = −1 and there are no extra symmetries, the structure of
the Hamiltonian is such that it belongs to the GSE [10][12].
The remarkable thing about this is that the time reversal symmetry is the only
thing that needs to be taken into account when the results from random matrix
theory are compared to the spectrum of the chosen Hamiltonian and no additional
parameters are needed. The fluctuations of a spectrum described by quantities like
level spacing distribution and spectral form factor are universal within the set of
systems with the same type of time reversal symmetry.
The next section will explain the same relation in the case of the Floquet systems
and circular ensembles.
3.2 Floquet systems and antiunitary symmetries
The operators belonging to the circular ensembles are called Floquet operators and
they are quantum time propagators for systems that are periodically driven. Such
systems are quantum mechanical generalizations of already mentioned classical sys-
tems (Figure 1.1) with periodical time depended Hamiltonians.
In the case of an explicit time dependent Schrödinger equation i~ψ˙(t) = H(t)ψ(t),




dt′H(t′)]}+|ψ(0)〉 = U(t, 0)|ψ(0)〉 (3.8)













N · · · e− i~H(t2) t2−t1N ; t1 > t2.
(3.9)
If the system has a periodic time dependenceH(t+τ) = H(t) with n = 0,±1,±2,±3...,
the propagator for one period τ is called the Floquet propagator U(τ) = F . With
the help of this operator, the state at any integer time can be expressed as
ψ(tτ) = F t|ψ(0)〉, (3.10)
where t plays the role of discrete time. Since the so-defined Floquet operator is
unitary, it belongs to one of the three circular ensembles. Its eigenvalues eiϕν are
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sometimes called quasi-energies or eigenphases. If the eigenvalues and eigenstates Φ
are known, the expansion in the eigenbasis makes the time evolution simple






e−itϕν 〈Φν |ψ(0)〉Φν . (3.11)
Especially interesting are periodically kicked systems where the perturbation is
turned on at integer times and the system evolves freely in between. The Hamilto-
nian of such system is described with a periodic delta function




The parameter λ is the strength of the kick by an operator V . When the perturbation
is periodically turned on, the Floquet operator has a specific form. To derive it, the
integral from Eq. (3.8) is to be carried out. Since the first part of the Hamiltonian
is not time dependent, the result is the usual time propagator F0 = e
−i
~ H0t. The
second integral is over the times when the kick is activated








δ(t′ − jτ)] = exp (−i
~
λV ). (3.13)
The complete Floquet operator is a product of the two




~ λV . (3.14)
As already indicated, the Floquet operators introduced above are unitary and
can therefore be described by circular ensembles. When dealing with the time in-
dependent Hamiltonians like in Section 3.1, the condition for the time reversal was
fulfilled if the time reversal operator T commuted with the Hamiltonian as seen in
Equation (3.2). However, when there is an explicit time dependence, a more general
condition should hold if the system is to be invariant [10]
H(t) = TH(−t)T−1. (3.15)
As explained before, given a solution of the Schrödinger equation ψ(t), the reversed
independent one is connected to the original as
|ψ′(t)〉 = T |ψ(−t)〉. (3.16)




Tψ(t) = TH(t)T−1Tψ(t)→ i~ψ′(−t) = TH(t)T−1ψ′(−t) (3.17)
where an identity T−1T was inserted on the right-hand side. In order to get the
original Schrödinger equation for the new solution ψ′(t), the equality in Eq. (3.15)
should hold.
Since the Hamiltonian of the system is uniquely related to the Floquet propaga-
tor, the condition for the time reversal invariance can be formulated for the Floquet
operator as well. This restatement makes the connection between the circular en-
sembles and the Floquet operators possible.
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Antiunitary symmetries and random matrix ensembles












Figure 3.1: This diagram shows how the type of time reversal symmetry of the Hamiltonian/Floquet
operator corresponds to the type of Gaussian/circular ensemble to which it belongs.




U+(t)ψ(0), t > 0;
U−(t)ψ(0), t < 0,
(3.18)
where the negative time ordering is just the opposite of the positive one. In the case
of the time reversal invariant Hamiltonian, both of these propagators are related as
[10]
U+(t) = TU−(−t)T−1. (3.19)
Furthermore, as shown in [10] in the case of periodically driven systems, we have
U−(−τ) = U+(τ)†. (3.20)
If we take U(τ) = F , Eq. (3.19) can be expressed as
TFT−1 = F † = F−1. (3.21)
The above equation carries the information about the way the Floquet operator
transforms under time inversion if the Hamiltonian is time reversal invariant.
The relation (3.21) makes it possible to determine the canonical transformations
that preserve the structure of F , depending on the type of the time reversal. One
must take a look at the same possibilities as in the case of the Hermitian matrices.
When a Floquet operator does not fulfil the relation (3.21) for any antiunitary
operator T , then the group of canonical transformations is again a unitary group.
Such transformations preserve unitarity and the eigenvalues of F .
It turns out that everything else is also the same as in the case of the Hermi-
tian matrices. When the relation (3.21) holds with T 2 = 1, the Floquet operator
can be made symmetric and the canonical transformations are orthogonal. When
T 2 = −1 and there are no additional geometric symmetries, the group of transfor-
mations is symplectic and if there are some additional symmetries, the canonical
transformations are either unitary or orthogonal.[10]
We summarize this and the previous section with the diagram presented in Fig.
3.1. It connects the type of time reversal symmetry with the corresponding ensemble,
unitary, orthogonal, or symplectic.
Even though the connection between random matrices and complex quantum
mechanical systems is interesting by itself, such systems are not the only ones that
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can be approximated with random matrices. The next section explains the connec-
tion between chaotic quantum systems and random matrices.
3.3 From single particle to many-body quantum chaos
Around two decades after the introduction of random matrix theory by Wigner,
Dyson, Mehta, and others, physicists were trying to answer the following question:
How are quantum systems that have chaotic classical limit different from the ones
that have an integrable classical counterpart? Numerical and analytical attempts
were made to find some evidence of chaotic motion in quantum systems that are
versions of classically chaotic ones [31][32].
Not much progress was made until Berry [33] suggested that the chaotic nature of
a system can be uncovered by looking at the distribution of level spacing between the
neighbouring states. The idea was that the spectrum of classically chaotic models
will display spectral fluctuations similar to the ones observed for the complex nuclei.
The idea was further developed by Berry [34], Casati [35], and others. In 1984,
an important conjecture was given by Bohigas, Giammoni, and Schmidt [22]. It
states that systems which are classically fully chaotic will have spectra that display
spectral fluctuations predicted by random matrix theory, no matter the fact that
these systems might not be complex many particles systems like nuclei and atoms.
Furthermore, this conjecture holds for single particle quantum systems with as little
as two degrees of freedom.
Since it is known that the spectra of the integrable systems do not agree with
the RMT predictions, the above conjecture implies that the spectral fluctuations
can be used to determine quantum chaos.
In order to obtain a more complete picture of the spectral fluctuations of quantum
systems, some attention is first devoted to the integrable models.
3.3.1 Integrable systems
It turns out that the spectra of generic integrable systems display level clustering
instead of level repulsion [36]. This means that the level spacing distribution has an
exponential form P (s) = e−s, which indicates that the probability that two levels
are very close together is high.
This probability distribution is often referred to as the Poissonian level spacing
distribution. This can be confusing, since the exponential and Poissonian distri-
butions are in general two different things. However, they are both related to the
completely random process where events are uncorrelated and the average interval
between two events is constant. Since the events are uncorrelated, the probability
for an event to happen is the same for any interval of the same length. The Poisson
distribution gives the probability that n events will happen in an interval of length
s




where λ gives the expected number of events in an interval s.
With the same random process in mind, one can give the probability density
function that carries the information about the probability that two events are
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separated by s. This distribution is continuous and has the exponential form
Pexp(interval between events=s) = e−s. (3.23)
Therefore, both the exponential and the Poissonian distributions can be used to
describe different aspects of the same random process.
In the case of the level spacing distribution, the eigenvalues are the events. As can
be understood from above explanation, the exponential nature of the level spacing
distribution in the case of generic integrable systems comes from the fact that the
eigenvalues are uncorrelated [11]. The two-point correlation function is just a delta
function in the case of uncorrelated events. Consequently, the spectral form factor
is simply a constant.
The correspondence between the generic classically integrable systems and the
exponential level spacing distribution is discussed with the semiclassical approach
by Berry and Tabor in 1976 [37].
3.3.2 Chaotic systems
The quantum chaos conjecture extends the applicability of RMT to seemingly simple
one particle systems without unknown complex interactions between particles. The
complexity arises from the chaotic nature of the underlying classical system. A
remarkable example of simple one particle systems that yet display level repulsion are
quantum billiards. In the classical limit, these are just classical billiards mentioned
in the introduction (Fig. 1.1 left).
The first partial explanation of the success of RMT for describing the spectra
of classically chaotic quantum systems was given by Berry soon after the quantum
chaos conjecture was made [38]. His idea was to use the semiclassical approximation
to derive the spectral form factor. The connection between the classical orbits and
the quantum mechanical spectrum is obtained with the help of the semiclassical
approximation introduced by Gutzwiller [7]. One of his important results is the
expression for the spectral density of a quantum system in the limit ~→ 0 expressed
only with the classical quantities. More specifically, the density of states is written
as a sum of a smooth term plus a fluctuating part that is a sum over classical periodic
orbits [39][10]








where Sp denotes the action of an orbit and Ap is an amplitude. The concept of
adding all possible classical trajectories is the same as in the Feyman path integral
formulation. However, due to the semiclassical approximation, the path integral
over all possible paths becomes a discrete sum over the periodic orbits. When




iSp/~e−iSp′/~ must be evaluated. At this point, the key observation is
that when two actions in the exponential are similar to one another, they interfere
constructively. On the other hand, when they are very different, the oscillations
are so rapid that there is no contribution from such terms. Berry only accounted
for the orbits with identical actions and obtained the result that agreed with the
RMT prediction to the first order. For the unitary ensemble this is KCUE ≈ t[38].
RMT predicts the result for the orthogonal ensemble to be just twice the result for
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the CUE KCOE ≈ 2t. This result can be easily understood in the language of the
periodic orbits. Since the systems belonging to the orthogonal ensemble are time
reversal invariant, the contributions to the sum from time reversed orbits must also
be accounted for. Consequently, a factor 2, which is present in the result for the
orthogonal case, is obtained.
In the following decades, all orders of this expansion were calculated [40][41][42]
[43][44]. Even though this derivation is a strong evidence in favour of the quantum
chaos conjecture, the rigorous proof that is not based on the semiclassical approxi-
mation exists only for a very specific type of systems, the so called fully connected
incommensurate quantum graphs [45][46].
The study of the relation between single particle systems with a chaotic classical
limit and random matrices has driven the field of quantum chaos for many years.
At present, it is quite well understood, especially in the semiclassical context. As
shown in the next section, the same cannot be said for many-body systems.
3.3.3 Many-body systems
The single particle systems mentioned in the previous section were the focus of
research about quantum chaos for decades. While only in recent years an interest
for the understanding of quantum chaos in many-body quantum systems has been
revived.
Numerical evidence showed that many-body systems will generally obey random
matrix predictions, except in special cases, for example in the Bethe ansatz inte-
grable systems. In early nineties, a two dimensional model of correlated electrons
was numerically investigated and the resulting spectral statistics were in agreement
with the Wigner’s surmise [47]. Authors proposed that the agreement with RMT
is due to the complexity arising from the interaction between many particles in the
model. Further numerical results confirmed the universality of spectral fluctuations
in many-body systems.
The first analytical explanation, a generalisation of the semiclassical one given
for one particle systems, was derived for systems consisting of bosons [48][49][50][51].
However, the copious amount of numerical results indicate that random matrix the-
ory can describe the spectral statistics of systems that do not have a well-defined
classical limit, more specifically fermionic systems composed of particles with spin
1/2. In this case, the semiclassical approach cannot be easily applied. Some an-
alytical results regarding such systems emerged only in recent years. In the case
of the fermionic systems with long range interactions, the method similar to the
semiclassical periodic orbit theory was successfully applied [2].
When the system is governed by random local unitary gates and the dimension
of the local Hilbert space is large, the analytical results for the spectral form factor
were obtained and compared to the RMT predictions [1][52].
The third type of systems for which analytical results were successfully obtained
is the fermionic spin 1/2 system with local interactions [4]. The representative of
such systems, for which the average SFF is exactly calculated, is the kicked Ising
model. The higher moments of its SFF are explored in the later chapters of this




Space-time duality and the kicked
Ising model
The first part of the thesis revolved around the general theoretical background. Here
we introduce the particular model of interest for this thesis. The important concept
of self-duality, which enables the analytical as well as numerical study of the SFF
in the thermodynamic limit, is also introduced.
4.1 The kicked Ising model
We consider a one-dimensional system composed of L spins 1/2 interacting via an
Ising interaction and immerged in a magnetic field. Every integer time the spins are
“kicked” by on the transverse magnetic field. Specifically, we consider the following
Hamiltonian (cf. 3.12)
HKI(h, t) = HI(h) + δp(t)HK , (4.1)
turning where the periodic delta function is denoted by δp(t) =
∑∞
m=−∞ δ(t−mτ).















with σzj being the Pauli matrix z acting at j-th site. The constant J determines the
strength of the interaction between two spins. The other constant hj depends on
the strength of the magnetic field in the z direction at the site j. It is important to
note that this magnetic field varies at different sites. The second term HK , which is
activated only at integer times, is an interaction with a constant transverse magnetic
field in direction x where σxj is a Pauli x matrix at the site j. The strength of the
kick is determined by the parameter bx. The boundary conditions are chosen to be
periodic σαL+1 = σα1 with α ∈ {x, y, z}.
As demonstrated in the section on Floquet systems, the Hamiltonian (4.1) yields
a Floquet operator of the form
FKI(h, t) = e
−iHKe−iHI(h). (4.3)
This model, dubbed Kicked Ising, was first introduced in [53] as a toy model for
studying stability of motion under small perturbations of the Hamiltonian. Later,
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it was further analysed in the context of quantum chaos and complexity of quantum
motion [54][55]. Depending on the parameters, the kicked Ising model can display a
wide range of dynamics. When there is no external field in the z direction (hj = 0,
∀j) the model is integrable and can be solved via the Jordan-Wigner transformation
[4]. When there is no kick bx = 0 the system is already diagonal in the eigenbasis of
the σz operator.
Since we aim to compare the spectral fluctuations of this model with RMT it
is of great importance to understand its antiunitary symmetries. In this regard we
note that the complex conjugation operator K commutes with the Hamiltonian.
The corresponding antiunitary operator that reverses the Floquet operator is then
T = eiHI(h)K. (4.4)
The requirement TFKI(h)T−1 = FKI(h)† is easily checked. Since the antiunitary
operator in this case squares to one, the system can be described by the COE.
With a simple modification, we can easily break this anti-unitary symmetry.
This is achieved by changing kicks at odd times to be in y direction instead of x





















This change results in a different Floquet operator








If the parameters bx and by are not equal, all antiunitary symmetries are broken and
the system will be described by the CUE.
The results in the following sections are obtained by analysing a model with
perturbations only in the x direction of (4.3), but with a slight modification. Indeed,
it is known that the SFF is not a self-averaging quantity [56]. In other words, if
we take one realisation of the kicked Ising model with fixed parameters J, bx and
h, the obtained SFF will not produce the expected result. The form factor needs
to be averaged over an ensemble of similar systems and only the average result will
display the predicted behaviour. For this reason, some kind of disorder needs to be
introduced into the model given in (4.2). One way of achieving this is by considering
the strengths of the magnetic fields in the z direction (h) to be Gaussian variables
with a mean h¯ and a variance σ2 > 0. The disorder can be turned off at the end by











2σ2 K(h, t) (4.7)
The introduced kicked Ising model is useful for studying quantum chaotic motion,
since it is quite simple, yet complex enough that it can be studied as an example of a
quantum chaotic model. Further interesting properties of this model will be revealed
in the next section, where the symmetry between time and space propagation will
be discussed.
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4.2 The space-time duality
As explained in Section 2.5.2 (cf. 2.25), the SFF can be expressed with the traces
of the Floquet operator. The trace can be expressed as a partition function Z(L, T )
of a classical two dimensional Ising model on a L× T lattice [57][4]. If the basis is




〈s|F TKI |s〉, (4.8)
where the sum goes over all basis states. This expression can be simplified if T
identities 1 =
∑







〈s1|FKFI |s2〉〈s2|FKFI |s3〉...〈sT |FKFI |s1〉, (4.9)











j ), their role is simple. Only the matrix elements of the form
〈s|FK |s〉 are left to be evaluated. To do this, the following reformulation of the kick









j=1(cos(bx) − i sin(bx)σxj ).
In this form, the matrix elements at one site j are easy to obtain
〈↓ |F jK | ↓〉 = 〈↑ |F jK | ↑〉 = cos(bx), (4.10)
and
〈↓ |F jK | ↑〉 = 〈↑ |F jK | ↓〉 = −i sin(bx). (4.11)
At this point, it useful to remember what the classical partition function for two












′sj,tsj,t+1 + hjsj,t. (4.13)
The constants J and J ′ describe the strengths of the interaction in both directions.
The term with the interaction in the spatial direction sj,tsj+1,t and the term with










j=1 hjsj,t)〈st+1|FK |st〉, (4.14)
thus in order to achieve the form (4.12)(4.13) , the remaining matrix elements from





j′ 6=j δsj′,t,sj′,t+1 ; (sj,t = sj,t+1 =↑) or (sj,t = sj,t+1 =↓)
i sin(bx)
∏
j′ 6=j δsj′,t,sj′,t+1 ; (sj,t =↑ and sj,t+1 =↓) or (sj,t =↓ or sj,t+1 =↑).
(4.15)
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with C being a constant. It turns out that this is achieved when [4]









Therefore, the final result is











where parameter J is in general complex. This result is the starting point for the
method used in the following sections.
The most important property of the above expression is that it is symmetric
under the substitution of the space and time indices j ↔ t and L ↔ T , if the
coupling parameters are also exchanged J ↔ J ′ [57]. Consequently, there is a
relation between the traces of a Floquet operator FKI(h), which propagates the













where ε has T entries equal to one ε = (1, 1, 1, ..., 1). Figure 4.1 reports the pictorial
representation of this duality. The product in (4.18) is due to the longitudinal
Figure 4.1: The trace of the Floquet propagator that evolves the spin chain of L particles to time
T can be represented as a partition function for a classical two dimensional Ising model on a lattice
of dimensions (L×T ). For the reasons stemming from the symmetry properties, the same partition
function can also represent a trace of an operator which propagates the chain of T spins to time
L.
magnetic field. In the direct picture, the magnetic field is different at every site but
is constant in time. In the dual picture, the same magnetic field is present at all
sites, but changes every time the dual operator acts on the system.
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4.3 The self-dual point
The duality relation (4.18) implies that the dual operator F˜KI could be considered as
a Floquet propagator for a system of size T . However, in general the dual operator
will not be unitary and therefore cannot represent a quantum time propagator.
The gist of the problem is the fact that the dual coupling is in general not real




log(tan bx). Since all unitary matrices are of the form e−iA, with A
being Hermitian, the imaginary parameter J ′ would spoil the unitarity of the Floquet


















If the dual operator is required to be unitary, the parameter J ′ must be real. This
implies that the second imaginary term should vanish. It is evident that this occurs if
bx = pi/4. This means that the dual operator will be unitary and therefore represent
a Floquet propagator if the following conditions are fulfilled:






The kicked Ising model with such parameters is said to be in the self-dual point.
When studying many-body systems, the goal is often to obtain the results for very
large number of particles; more specifically, in the thermodynamic limit N →∞. In
most cases, this is not realistic. However, the duality introduced above implies that
to obtain the solutions for a very large N particle system at the time T , it suffices
to take a system of the size T and propagate it to time N . This technique makes it
possible to investigate very big systems only by looking at the results for the smaller
systems at large times. This concept was first used for extending the semiclassical
periodic orbit theory to many-body systems [58].
The same duality relation is a foundation for the method used in [4] to obtain
the exact averaged spectral form factor in the kicked Ising model. It is also used
here in to compute higher moments of the SFF.
Before continuing with a more detailed explanation of this method, the existence
of the self-dual point in a wider range of models will be discussed in the next section.
4.4 Dual-unitary lattice models
The aforementioned self-duality can also be analysed in a more general sense, as in
the [3]. Consider one dimensional models defined on the lattice with an even number
of sites 2L. The dimension of the local Hilbert space can be arbitrary, but we will
focus on the case where it is two dimensional, as in the case of particles with spin
1/2.
Each step of the time evolution is divided into two parts. In the first half of the
time step, the system is evolved by the propagator composed of L local gates. Each
gate acts on the two neighbouring spins and the complete propagator is
U e = U⊗L. (4.21)
In the other half of the time step, the evolution is governed by the propagator shifted
by one site
Uo = T2LU eT †2L, (4.22)
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Figure 4.2: Illustration of the two-step time evolution. The first half of the time step is governed
by local unitary gates connecting two neighbouring spins, as depicted. In the second half of the
time step, the local unitary gates connect pairs of neighbours that were not coupled in the first
part of the time step. The black dots represent lattice sites and the violet rectangles are the local
unitary gates. Adapted from [1].
where T is a periodic translation by one site. The complete time propagator for one
time step is therefore U = UoU e. This kind of time evolution is depicted in Fig. 4.2.
Such system is said to be dual-unitary if the local gate is unitary upon exchanging
the roles of space and time. In [3] it is shown that all dual-unitary local gates can
be parametrised in the following fashion
U = eiϕ(u+ ⊗ u−) · V [D] · (v− ⊗ v+), (4.23)
with
V [D] = exp
[− i(pi
4
σx ⊗ σx + pi
4
σy ⊗ σy +Dσz ⊗ σz)], (4.24)
where D and ϕ are real parameters and v± and u± are arbitrary elements of SU(2).
For example, the discussed kicked Ising model from Eq. (4.3) in the self-dual point





σx ⊗ eipi4 σx · V [0] · eipi4 σye−ihσz ⊗ eipi4 σy . (4.25)
This kind of system was introduced to compare result from this general class to




Two different methods were used for the numerical study of the SFF. The first
one is a Monte-Carlo simulation that relies on the time propagation of a system
with longitudinal magnetic fields randomly drawn from the Gaussian probability
distribution. The average over many realisations is needed in order to obtain the
result for the SFF. The second method takes advantage of the duality property and
is essentially a diagonalization of the dual transfer matrix.
5.1 Monte-Carlo simulation
As explained in Sec. 2.5.2, the SFF can be expressed with the traces of the Floquet
operator. Consequently, the following expression is to be calculated for all basis
states s
〈s|F tKI(h)|s〉 = 〈s|(FKFI(h))t|s〉, (5.1)
where FK and FI(h) are the Floquet propagators introduced in the Eq. (4.3). The
result for the trace is then obtained by summing up all such terms. In order to obtain
an efficient simulation, the kick FK and the Ising FI(h) parts of the propagator are
to be separated. The latter is already diagonal in an eigenbasis of the operator σz
and is therefore effectively just a multiplication by a phase that depends on the basis
state.





j = (1 cos(bx) + iσ
x sin(bx))
⊗L. This equation reveals that the kick can be
implemented by acting on every spin separately with the local gates
FK =
 cos(bx) i sin(bx)
i sin(bx) cos(bx)
⊗L . (5.2)
The SFF is not self-averaging and therefore it is necessary to make an average
over many configurations of the longitudinal fields h. The simulation of the averaged
SFF in the case of a system of the length L takes O(NtL2L2L) operations, where N
is the number of realisations. One factor 2L comes from the loop needed to compute
the trace that goes over all the basis states. The factor L2L is due to the local gates
acting on spins in all basis states. This kind of approach is favourable to the direct
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result for 〈|Tr[F tKI(h)]|n〉 in the thermodynamic limit, is to consider the appropri-
ate dual transfer matrix and find all of its eigenvectors with unimodular eigenvalues.
The dual transfer matrix T, which includes the averaging over the longitudinal fields,
acts on the space Ht ⊗Ht for n = 2.
As will be explained in later chapters unimodular eigenvalues can only be one
or minus one. In addition, the transfer matrix T has a spectral gap between the
unimodular eigenvalues and other smaller eigenvalues. For this reason, the result in
the thermodynamic limit, when L→∞, is determined only by the eigenvalues ±1.
The eigenstates are obtained by taking a randomly chosen state |v〉 and acting on
it with the transfer matrix T. After a large number (L) of such steps, the obtained
vector |v′〉 = (T)L|v〉 will be a linear combination of the eigenvectors belonging to
the eigenvalues with a unit magnitude. To count how many vectors are present in
this linear combination, the projectors to the fixed momentum eigenspaces are used.
The Hilbert space Ht can be written as a direct sum of subspaces Vk with different
momenta k
Ht = ⊕t−1k=0Vk (5.5)









jkΠj, k ∈ {0, ..., t− 1}. (5.6)
with Π being a periodic translation for one site. The momenta are good quantum
numbers due to the fact that in the dual picture, where time represents the size of
the system, we have a system that is transnationally invariant in time.
These operators are used to project the vector |v′〉 to all possible subspaces with
well-defined momenta. If the resulting vector is zero, this means that there are
no eigenvectors with a unit eigenvalue in this subspace. If the result is non-zero,
more than one initial vector |v〉 is needed, since one subspace can contain more
linearly independent vectors. The number of starting vectors |v〉 must be greater
than the number of linearly independent eigenvectors in a given subspace. The SVD
algorithm is then applied in order to check how many of the projected vectors are
linearly independent.
If the eigenvalue −1 is present in a certain subspace, additional complications
arise. After projecting to a certain subspace with a fixed momentum, the vector
needs to be further projected into subspaces with eigenvalues plus or minus one.
This is achieved by applying the projectors that contain the reflection operator R.
The main advantage of this method is that it exploits the self-duality and there-
fore the results can be obtained in the thermodynamic limit. However, the size of
the vectors grows fast and we are thus restricted to small times. This is especially
problematic when higher-order moments are considered. For example, in the case
of four traces, the dimension of the Hilbert space is 16t.
Both of the described methods will be used to compute the fluctuations of the
spectral form factor and the results will be compared with the analytical results.
First, attention is given to the first power of the trace of the Floquet operator




In Ref. [4], the averaged spectral form factor for the kicked Ising model in the self-
dual point in the thermodynamic limit is determined. More specifically, for odd





2t− 1, t ≤ 5,
2t, t ≥ 7. (6.1)




〈|Tr(F tKI(h))|2〉 = 2t+ 1, t > 11. (6.2)
Since only the squared trace is taken into account, the result for the connected
averaged SFF could change if the first power of the trace is not zero
lim
L→∞
〈K(t)〉C = 〈|Tr(F tKI(h))|2〉 − |〈Tr(F tKI(h))〉|2. (6.3)
As will be indicated in this chapter, the result is indeed not zero. Instead, our





1; even t and t > 10;
0; odd t.
(6.4)
The consequence of this result is that the connected averaged SFF, as is defined in
Eq. (6.3), is the same for odd and even times. Furthermore, it equals the RMT
prediction for the COE in the limit of the large matrices 〈K(t)〉 ≈ 2t.
The rest of this chapter, is devoted to the investigation of 〈Tr(F t)〉.
6.1 Numerical simulations of 〈Tr(F tKI)〉
First we used the Monte-Carlo simulation described in Section 5.1. In the simulation,
the trace was computed as a sum over all 2L basis states and was not approximated.
The results presented in Fig. 6.1 indicate that 〈Tr(F tKI)〉 is different than zero for
even times.
Even though it seems that the data has converged for t = 2 and t = 4, the
discrepancy between the points at t = 6 is very big. This even-odd effect is due
to the presence of both positive and negative eigenvalues of T and will be observed
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2. Determine two properties of the eigenvalues of A.
3. Use 2.) to find the requirements for the eigenvectors |A〉 with unit eigenvalues.
4. Find all vectors |A〉 which satisfy them.
Step one: The integral mentioned in Eq. (4.7) can be analytically evaluated. The




























where the definition of the kicked Ising Floquet operator in the self-dual point was
inserted. The first two exponentials are constant with regard to this integral. The
other two exponents can be rearranged so that the resulting integral is of the Gaus-






























τ . The first part of the above expression is just the dual Floquet
operator with the average longitudinal field at every site, which will from now on
be denoted by F˜KI . The second operator O = e−
σ2M2z
2 is non-unitary and represents
the local Gaussian average.
Step two: The matrix A fulfils the following two properties:
· Property 1: All eigenvalues of A are at most of magnitude one.
· Property 2: Given the matrix A, geometric and algebraic multiplicity of any
eigenvalue with the unit magnitude coincide.
To prove the first property, we use the result derived in Eq. (6.7) and write
A†A = O†F˜ †KIF˜KIO = O
†O = O2, (6.8)
where the two Floquet operators in the middle vanish due to their unitarity. Next,
the matrix element 〈a|O2|a〉 is considered, where |a〉 stands for the eigenstate be-
longing to the largest eigenvalue λmax. If the state |a〉 is expanded in the eigenbasis








with on representing the eigenvalues of O. They can only take the values between
zero and one, 0 < on ≤ 1, which is a consequence of the Gaussian form of the
operator O. At the same time, this matrix element equals to the square of the
maximal eigenvalue of the operator A
〈a|O2|a〉 = 〈AA†|a〉 = |λmax|2. (6.10)
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|〈a|n〉|2 = 1. (6.11)
The second property is proved by contradiction. When the algebraic and
geometric multiplicities coincide, the corresponding Jordan block is trivial. We start
by assuming that the Jordan block belonging to the eigenvalue with an absolute value
equal to one |λ| = 1 is not trivial. Same as before, the eigenvector belonging to this
eigenvalue is denoted by |a〉. If the Jordan block is non-trivial, there exists another
vector |b〉 orthogonal to |a〉, and the following holds:
A|b〉 = λ|b〉+ α|a〉, α 6= 0. (6.12)
By calculating the matrix element 〈b|O2|b〉, we soon arrive to the contradiction
1 = |λ|2 = 〈b|O2|b〉 = 〈b|A†A|b〉 = 〈b|A†(λ|b〉+ α|a〉) =
= (〈b|λ∗ + 〈a|α∗)(λ|b〉+ α|a〉) = |λ|2 + |α|2 = 1 + |α|2 > 1.
(6.13)
Since α 6= 0, the Jordan block belonging to the unit magnitude eigenvalue must be
trivial. This second property is important due to the fact that the matrix A is not
normal
A†A = O2 in AA† = F˜KIO2F˜ †KI ⇒ A†A 6= AA†, (6.14)
and therefore no general theorem guarantees its diagonalisability.
Step three: After these two basic properties have been established, the search
for the eigenvectors |A〉 with the unit eigenvalues can proceed. A quite useful ob-
servation is that all such eigenvectors lie in the eigenspace of O, belonging to the
eigenvalue equal to one (not just with an absolute value one). This can be verified
by using Eq. (6.8) and yet again expanding |A〉 in the eigenbasis of O





Since |A〉 is normalized, the above expression can only be true if all coefficients in
the sum are zero, except the ones where on = 1. This implies that |A〉 can only be
a linear combination of the eigenvectors of O with the eigenvalue equal to one.




2 |A〉 = 1|A〉 ⇒Mz|A〉 = 0. (6.16)
In other words, all eigenvectors belonging to the unit magnitude eigenvalues will
belong to the kernel of the operator Mz.
A second requirement is obtained by inspecting the action of the matrix A on
|A〉
A|A〉 = F˜KIO|A〉 = F˜KI |A〉 ⇒ F˜KI |A〉 = eiϕ|A〉. (6.17)
The requirement (6.16) already explains why the result at odd times equals zero, as
the Monte-Carlo simulation suggests. In the dual picture, the result at odd times is
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obtained by studying the chain with odd number of spins 1/2. Their total spin in
z direction cannot be zero, and consequently the eigenstates with the unimodular
eigenvalues cannot exist. At even times, such states are realised if the number of
spins that are turned up is the same to the number of those turned down.
Step four: In order to proceed, the two requirements from (6.16) and (6.17) are
restated in terms of two new operators Mα and U
Condition 1: Mα|A〉 = 0, α ∈ {x, y, z}
















This operator consists only of Pauli σzτ matrices which means that it is diagonal in
the eigenbasis of σzτ . After acting on a state, this operator returns the parity of the
half-number of the domain walls, which happens when two adjacent spins have the
opposite sign. If all such events are counted and divided by two, the parity of the
resulting number is what the operator U returns. The number of domain walls is
always even due to the periodic boundary conditions. If there are 4n domain walls,
the half-number is even (2n) and U returns +1. In the case of 4n+ 2 domain walls,
the division by 2 results in an odd number (2n+ 1) and U returns −1.













These two equations are derived in Appendix C. Considering the action of My and
Mx on |A〉 we get






Mz |A〉 = 0. (6.21)
To derive the second condition, we start with (6.17)















τ |A〉 = eiϕ|A〉. (6.22)
Because of Condition 1,Mα|A〉 = 0, exponentials withMx andMz will only multiply
the expression by one. To obtain the operator U and the second condition, the












τ+1−1)|A〉 = ei(ϕ+pi4 t)|A〉 ⇒ U |A〉 = eiϕ′|A〉. (6.23)
The two conditions reveal some important properties of the unit eigenvalues and
eigenvectors of A. First, the unitary operator U squares to unity U2 = 1, which
restricts the possible values of ϕ′ to 0 and pi. The possible eigenvalues, which are
given by eiϕ = ei(ϕ′−
pi
4
t), can therefore only be ±1 or ±i. Since we are dealing with
even times t, we have two options:
a) t = 4n⇒ eiϕ = ±1 b) t = 4n+ 2⇒ eiϕ = ±i. (6.24)
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with n ∈ N. This restriction of the eigenvalues completely agrees with the numeri-
cally obtained eigenvalues in Table 6.1.
The next step is to identify the states |A〉. This turns out to be an easy task,






(1− Pτ,τ+T/2)| ↑↑ ... ↑, ↓↓ ... ↓〉, (6.25)








j being the transposition of the spins on sites i and j.
It can be directly checked that this state satisfies both conditions. When we act on
this state with U , the obtained eigenvalue is −1, therefore ϕ′ = pi. The momentum
of this state is equal to k = t
2
.
The two additional states that are observed at times t = 6 and t = 10, are found
to be the same two states that were also already identified in [4]. For t = 6 there is
|ψ6〉 = 1√
3














where bt/2c returns the largest integer less than or equal to t/2. This state has a
positive eigenvalue with regard to the operator U , and has a zero momentum.
The additional state at the time t = 10 is
|ψ10〉 = 1√30S−Y0(| ↑↑↑↑↓↑↓↓↓↓〉 − | ↑↑↑↑↓↑↓↓↓↓〉
−| ↑↑↑↓↑↑↓↓↓↓〉+ | ↑↑↑↓↓↑↑↓↓↓〉 − | ↑↑↓↑↓↑↓↑↓↓〉 − | ↑↑↓↑↓↑↓↓↑↓〉).
(6.27)
Again, its momentum is zero, and the eigenvalue for U is positive. No further
additional states were numerically identified for times up to 26.
Although all numerical results are completely explained by the derivation above,
there is no proof that the state |ψ〉 is truly the only state belonging to the unimodular
eigenvalue. It remains to be proven that |ψ〉 is really the only state which satisfies
the above conditions.




〈K(t)〉C = 〈|Tr(F tKI(h))|2〉 − |〈Tr(F tKI(h))〉|2 =
=
{
2t− 0 = 2t, t ≥ 7 and odd,
(2t+ 1)− 1 = 2t, t > 11 and even.
(6.28)
This result completely agrees with the prediction obtained for the random matrices,
more specifically for the COE.
However, as explained in Sec. 2.5.2, RMT predicts the Poissonian distribution of
the SFF. In order to show the complete agreement between RMT and the self-dual




Variance and other higher-order
moments of the spectral form factor
The variance of the SFF is determined by the fourth power of the trace of the
Floquet propagator, together with the averaged SFF. The analysis of the fourth
moment of the trace 〈|Tr(F t)|4〉 follows the same lines as that of the first moment,
but the technical details are more complicated, since we are dealing with four copies
of the propagator instead of just one.
The combination of the results for the second moment of the trace from [4] and
the results from the previous chapter indicate that the connected averaged SFF for
the self-dual kicked Ising model in the thermodynamic limit agrees with random
matrix theory. Based on this information, one might be tempted to speculate that
all higher moments of the SFF also agree with the prediction of RMT.
In this chapter we will show that this is not the case - the variance, as well as
all higher-order moments of the SFF, are bigger than the RMT predictions. Most
of this chapter is devoted to the variance of the SFF. The discrepancy between the
results from RMT and the self-dual kicked Ising model is first presented by data
from the Monte-Carlo simulations. The analytical calculations set the lower bound
for the variance, which agrees with the simulations and is higher than the RMT
predictions. An important part of this chapter are the numerically obtained eigen-
vectors of the dual transfer matrix. For small enough times, the eigenvectors with
the unit eigenvalues are enumerated and the general results agree with the analytical
lower bound. The last part of the chapter is dedicated to the generalization to the
higher moments of the SFF.
7.1 Monte-Carlo simulations of 〈|Tr(F tKI)|4〉
Just like in Ch. 6, we begin with the Monte-Carlo simulation. The numerical
method is exactly the same as before. The only thing making these simulations
more complicated is the fact that more realisations are needed to obtain averaged
results which do not fluctuate excessively.
Since we aim at comparing the self-dual kicked Ising model and the RMT predic-
tions, it is useful to refresh what the variance of the SFF is for the random matrix
spectra. The complete expressions are given in Appendix A, however, the duality
transformation enables us to study the SFF in the thermodynamic limit where RMT
predicts that the variance is simply the square of the average. More precisely, this
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7.2 Analytical treatment of the variance
The Monte-Carlo simulations indicate that the variance of the SFF in the self-dual
kicked Ising model does not behave as predicted. In this section, this observation
will be further confirmed, since the lower bound of this quantity will be determined
analytically.
The steps for determining the lower bound for the 〈|Tr(F tKI)|4〉 are the same
as in Chapter 6. The complications arise from the fact that we are now dealing
with four copies of the system. First, it should be mentioned that even though the
variance is given by
V ar[K(t)] = 〈|Tr(F tKI(h))|4〉 − 〈|Tr(F tKI(h))|2〉2, (7.3)
the focus is only on the first term 〈|Tr(F tKI(h))|4〉. The second term is already known
from [4]. For this reason, the expression 〈|Tr(F tKI(h))|4〉 is sometimes referred to as
the variance, although the complete variance is obtained only after the second term
is subtracted.
Step one: As previously, we evaluate the average over the longitudinal field and










This integral can again be rewritten as a Gaussian integral and the result is
B = [F˜KI ⊗ F˜ ∗KI ⊗ F˜KI ⊗ F˜ ∗KI ] · P, (7.5)
where F˜KI = F˜KI(h¯) and P represents the local Gaussian average
P = exp[−σ2
2
(Mz ⊗ 1⊗ 1⊗ 1 −1⊗Mz ⊗ 1⊗ 1+
+1⊗ 1⊗Mz ⊗ 1− 1⊗ 1⊗ 1⊗Mz)2].
(7.6)
The procedure of calculating this integral is very similar to the one used in the
case of one copy of the system. The role of hj is the same as before and the integral
can be expressed as a Gaussian integral.
Step two: It can be easily checked that both of the the properties used in Step
two of Sec. 6 still hold for the matrix B. Namely
· Property 1: All eigenvalues of B are at most of the magnitude one.
· Property 2: Given the matrix B, geometric and algebraic multiplicity of any
eigenvalue with the unit magnitude coincide.
Since the following equality is left unchanged
B†B = P† · [F˜ †KI ⊗ F˜ ∗†KI ⊗ F˜ †KI ⊗ F˜ ∗†KI ] · [F˜KI ⊗ F˜ ∗KI ⊗ F˜KI ⊗ F˜ ∗KI ] · P =
= P† · (1⊗ 1⊗ 1⊗ 1) · P = P2,
(7.7)
the proof of both properties is exactly the same as in Section 6.2.
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Step three: Another aspect which is left unchanged is the fact that the eigenvec-
tors |B〉 corresponding to the eigenvalues with the unit magnitudes belong to the
eigenspace of P with an eigenvalue equal to one. This leads to the following two
requirements for the eigenvectors |B〉:
P|B〉 = |B〉 ⇒ (M z1 −M z2 +M z3 −M z4 )|B〉 = 0(
F˜KI ⊗ F˜ ∗KI ⊗ F˜KI ⊗ F˜ ∗KI
)|B〉 = eiϕ|B〉, (7.8)
where M z2 = 1⊗Mz ⊗ 1⊗ 1 and similar for M z1 , M z3 and M z4 .
These two equalities can be reformulated in a more convenient way. In order to
achieve this, the eigenvector |B〉 is to be looked upon as a tensor acting on the space




Bi,j,k,l|i〉 ⊗ |j〉∗ ⊗ |k〉 ⊗ |l〉∗. (7.9)
The coefficients Bi,j,k,l can be viewed as elements of the tensor B. To make the
discussion easier, let’s define the new operators M¯α, F¯KI and U¯
M¯α = 1⊗Mα +Mα ⊗ 1, α ∈ {x, y, z},
F¯KI = F˜KI ⊗ F˜KI ,
U¯ = U ⊗ U.
(7.10)
The bar will be used for the operators acting on the space Ht⊗Ht. M¯z returns the
total spin in the z direction and U¯ gives the parity of the half number of domain
walls for the state from Ht ⊗Ht.
If the newly defined operators are used, (7.8) can be rewritten as






First, the commutation rule (7.11) will be confirmed. If the first line from Eq.
(7.8) is considered, we get
(M z1,3 −M z2,4)
∑
i,j,k,lBijkl|i〉 ⊗ |j〉∗ ⊗ |k〉 ⊗ |l〉∗ =
(M z1,3 −M z2,4)
∑
f,g Bfg|f〉 ⊗ |g〉∗ = 0
(7.12)
where |f〉 = |i〉 ⊗ |k〉 ∈ Ht ⊗Ht and |g〉 = |j〉 ⊗ |l〉 ∈ Ht ⊗Ht. The operator M zi,j
is just M zi + M zj . In this way, the tensor B is reinterpreted as a matrix acting on
vectors from the space Ht ⊗ Ht. The operator M zi,j returns the total spin in the z
direction of the state |i〉 ⊗ |j〉 and leaves the state unchanged. Since the total spin
of such state is given by the diagonal element of the M¯ z, we get∑
f,g
Bfg[(M¯
z)ff − (M¯ z)gg]|f〉 ⊗ |g〉∗ = 0. (7.13)





ffBfg ⇒ [B, M¯z] = 0. (7.14)
The second equation in (7.11) can be derived in a similar way, starting from the
second equation in (7.8).
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Step four: When further relations from Appendix C are taken into account, the
requirements from Equation (7.11) can be extended to
Condition 1: [B,Mα] = 0,
Condition 2: U¯BU¯ † = U¯BU¯ = eiϕB.
(7.15)
These two equations are of great importance, as they reveal the lower bound for the
variance of the SFF for the self-dual kicked Ising model, as will be seen later.
To derive the Condition 1, two relations are needed
a) ∓ M¯y = F¯KIM¯zF¯ †KI








The derivation of this expressions is explained in Appendix C.
The first of the above equalities, together with both conditions, implies that B
must commute with M¯y
















The commutation of B with M¯x is a straightforward consequence. The relation b) in
Eq. (7.16) states that the operator M¯x can be written as a function of the operators
M¯z and M¯y. Both commute with B and therefore the same holds for M¯x.
The second condition stems from the second equation of (7.11). The insertion of
the definition of the Floquet propagators yields
(e−iHKe−iHI ⊗ e−iHKe−iHI )B(eiHIeiHK ⊗ eiHIeiHK ) = eiϕ. (7.18)






























τ+1 = eiϕB. (7.19)













directly leads to the second condition in Eq. (7.15). A very relevant observation is
that the operator U¯ is real and diagonal, therefore U¯ † = U¯ .
To summarize, the counting of the unimodular eigenvalues of the spatial transfer
matrix B has been reduced to looking for all possible matrices B, which satisfy the
conditions from (7.15). The number of such matrices determines the value of the
〈|Tr(F tKI)|4〉, which gives the variance of the spectral form factor of the self-dual
kicked Ising model.
To find the number of the appropriate matrices B, we use Condition 2 to deter-
mine constrains on the possible eigenvalues. If the equality is multiplied by U¯ from
the left and the right side, we obtain the result, which, together with the original
condition, restricts the possible eigenvalues to be +1 or −1
B = e−iϕU¯BU¯ and B = eiϕU¯BU¯ ⇒
⇒ e−iϕ = eiϕ ⇒ ϕ ∈ {0, pi},
(7.20)
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where it was taken into account that U¯2 = 1. The negative eigenvalues can be
present at odd as well as even times. However, as will be presented in the next
section, they seem to be very rare.
If we focus on the eigenvalues +1, the second condition in Eq. (7.15) becomes
[U¯ , B] = 0. The lower bound for the number of eigenvectors with the eigenvalue
equal to one can be determined by finding the number of all linearly-independent
operators that commute with the set of operators {U¯ , M¯α}. Based on the article [4],
we know that the elements of the Dihedral group commute with the set of operators
{U,Mα}. The Dihedral group Gt is a symmetry group of a polygon with t vertices.
Its elements are of the form
Gt = {ΠnRm;n ∈ {0, t− 1},m ∈ {0, 1}}, (7.21)








with Pi,j being a permutation, more specifically a transposition. The number of
linearly independent elements in this representation of the Dihedral group is
|Gt| =

2t, t ≥ 6
2t− 1, t ∈ {1, 3, 4, 5},
2, t = 2.
(7.23)
The question is how many linearly-independent operators commute with {U¯ , M¯α}
if we know the number of operators commuting with {U,Mα}.





jRk ⊗ ΠlRm. (7.24)
At a first glance, one might assume that the number of such operators is just the
square of the number of elements of the Dihedral group. However, one should take
into account that the merging procedure of Eq. (7.13) can be performed in three
different ways. Due to the fact that the final two conditions (Eq. 7.15) contain only
real operators, we have three options
|i〉 ⊗ |j〉 ⊗ |k〉 ⊗ |l〉, |i〉 ⊗ |j〉 ⊗ |k〉 ⊗ |l〉, |i〉 ⊗ |j〉 ⊗ |k〉 ⊗ |l〉. (7.25)
The minus signs in front of the second and fourth term in (7.6) are not problem-
atic, since the signs change if the direction of all spins is reversed.
This results in an additional factor of 3. Namely, the lower bound for the number
of eigenvectors with the eigenvalue equal to one reads as
(Nr. of eigenvalues λ = 1) ≥

3(2t)2 = 12t2, t ≥ 6
3(2t− 1)2 = 12t2 − 12t+ 3, t ∈ {1, 3, 4, 5},
12, t = 2.
(7.26)
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As will be seen in the next section, when t is even, there are some additional
states that must be added to this result. In order to determine the final value of
〈|Tr(F tKI)|4〉, the number of eigenvectors with eigenvalues −1 must also be known.
However, the numerical simulations indicate that such eigenvectors are rare (see
Section 7.3). In addition, even if negative eigenvalues would be present, they are
added to the result when L is even and are subtracted when L is odd, therefore the
above result exactly holds when average over different L is considered.
The Monte-Carlo simulations from Fig. 7.1 confirm that 〈|Tr(F tKI)|4〉 grows as
12t2. As will be shown in the next chapter, some corrections of the order t are
expected in the case of even times. However, the presented derivation offers an
explanation for the unexpected behaviour of the variance.
7.3 Numerically enumerated eigenvectors
The power method based on the duality described in Ch. 4 can be used to numer-
ically count the eigenvectors belonging to the unimodular eigenvalues and further
test the result for the variance.
The Monte-Carlo simulations, as well as the analytical computation of the lower
bound for the positive eigenvalues, suggest that the variance for the studied model
differs from random matrix theory. However, it is not clear how frequent the negative
eigenvalues are. The power method can partially resolve this issue, since it allows
all eigenvectors with eigenvalues −1 to be identified for small times.
The results of this method are tables, where we see how many linearly-independent
eigenvectors with a unit magnitude eigenvalue exist in a subspace with a certain mo-
mentum. In the case of the variance, there are four copies of the system and each of
them is translationally invariant. Due to four independent translational symmetries,
the subspaces are defined with four momenta k1, k2, k3 and k4. Table 7.1 reports
Table 7.1: Number of eigenvectors with a unit eigenvalue (denoted by M) obtained via power
method. The number of eigenvalues ±1 is denoted by (±) next to the result.
t 2 3 4 5 6 7
M 14(+) 59(+) 177(+),4(-) 243(+) 507(+),132(-) 587(+)
the number of vectors with the eigenvalues ±1. Data is obtained for times lower
and equal to seven. Since we are dealing with the approach based on the space-time
duality, this corresponds to the chains with seven or less spins. The reason why the
results are obtained for only such small times is that we are dealing with four copies
of a system. Consequently, the basis of the Hilbert space grows rapidly with time
(dim(Ht ⊗Ht ⊗Ht ⊗Ht) = 16t). For time t = 7, vectors with ≈ 2.7× 108 complex
components need to be handled.
When analysing the results from Table 7.1, it must not be forgotten that there
are some anomalies present for short enough times, as already discussed in [4]. It is
reasonable to expect that the number of eigenvectors will not be exactly 12t2. It is
expected that such anomalies will disappear with higher t.
Before the results are studied into more detail, the numbers from Table 7.1
are checked by comparing them with the Monte-Carlo simulation. As opposed to
the graphs presented in the previous section, only seven points are simulated. These
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example
One option: {k1, k1, k2, k2}, k1 6= k2 6= t− k2. (7.27)
Three options: {k1, k1, k1, k1}, {k1, k1, k1, k1}, and {k1, k1, k1, k1}. (7.28)
The total number of vectors in a sector is therefore always given by the product
of two numbers. First, we need to count all possible pairs and then multiply
this by all permutations of the momenta.
3. The simple sectors are those without momentum 0 or t
2
. When one or both of
them are included, additional operators S± = 1 ± R are to be used in order
to obtain all linearly independent vectors.
These three rules explain most of the results seen in the tables. The prediction that
the number of the eigenvectors with the eigenvalue one is 12t2 can be further tested
by using these rules to count the number of the expected vectors. In order to do
this, we need to explain some additional details, which are different for odd and
even times.
7.3.1 Odd times
In all sectors where the momentum is not equal to zero and pairs are present, we
expect three or one independent vectors. As explained in [4], the operators Y0 and
Y ′0 = RY0 are linearly independent for t ≥ 6. Consequently, the operators S± = 1±R
need to be used to decompose the zero momentum subspaces.
There are two possible scenarios: all four momenta can be equal to zero {0, 0, 0, 0},
or only two momenta are equal to zero {k1, k1, 0, 0}. In the first case, we use the
following operators
S++++ = S+ ⊗ S+ ⊗ S+ ⊗ S+, S−−−− = S− ⊗ S− ⊗ S− ⊗ S−,
S−−++ = S− ⊗ S− ⊗ S+ ⊗ S+.
(7.29)
When we act with the operators S++++ or S−−−−, the pairs can be formed in three
different ways. On the other hand, when the operator S−−++ is used, we can form
two pairs in only one way. However, there are six possible permutations (S−−++,
S++−−, S−+−+, S+−+−, S+−−+ and S−++−). This means that the final expected
number of linearly independent eigenvectors is twelve.
The other possible situation is that there are two momenta equal to zero. In
that case we can use
S−−11 = S− ⊗ S− ⊗ 1⊗ 1, S++11 = S+ ⊗ S+ ⊗ 1⊗ 1. (7.30)
Given a sector where the order of momenta is fixed (0, 0, k1, k1), there is only one way
to form pairs and no possible permutations. Therefore we expect two independent
states. The above information is summarized in Table 7.2.
The next step is to sum up all of the contributions and check if the result is
indeed equal to 12t2 as expected. In order to do this, all possible pairs and also all
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Table 7.2: The table summarizes the expected number of linearly independent eigenvectors in the
sectors with zero momentum in the case of odd t.
Sector {0, 0, 0, 0} Possible pairs × Permutations
S++++ 3 × 1
S−−−− 3 × 1
S++−− 1 × 6
TOTAL 3 + 3 + 6 = 12
Sector {0, 0, k1, k1} Possible pairs × Permutations
S−−11 1 × 1
S++11 1 × 1
TOTAL 1 + 1 = 2
permutations need to be calculated for every sector. Depending on the number of
the momenta equal to each other, there are five different types of sectors: {k, k, k, k},
{k, k, k, k′}, {k, k, k′, k′}, {k, k, k′, k′′} and {k, k′k′′k′′′}.
First, the number of sectors with non-zero eigenvectors belonging to a certain
type needs to be determined. This means that only the sectors where there is at
least one way to make pairs are counted. The results are gathered in Table 7.3 in the
column titled #of sectors. The column Pairings contains the information about the
number of ways we can form pairs and the last column Perm. tells us the number
of possible permutations.
Even though the permutations are the same for all subspaces belonging to a
certain type, the number of ways to make pairs is not. For this reason, all different
options in each type of sector are addressed. To obtain the final result one must
correctly sum up all contributions from Table 7.3. For every type one must multiply
# of sectors× Pairings× Perm. and then sum up all the terms. The result is
〈|Tr(F tKI)|4〉odd = 12t2. (7.31)
This result is in agreement with the Monte-Carlo simulations, as well as the an-
alytical lower bound determined in the previous section. This count of linearly
independent eigenvectors is an alternative way to understand why the result for the
variance in the case of the self-dual kicked Ising model is 8t2 and not 4t2 as RMT
predicts.
However, examining carefully the tables in Appendix B, it becomes clear that
the number of observed eigenvectors is actually not 12t2 for small odd times t = 3,
t = 5 and t = 7. The first thing that needs to be taken into account is that the
operators Y0 and RY0 are not linearly independent for t = 3 and t = 5. The number
of expected vectors is therefore lower and is equal to 12t2 − 12t + 3. For t = 5, the
result is 243 and it matches this prediction exactly. For t = 7, we expect 12t2 = 588
vectors. The obtained result is 587, one vector is missing. It turns out that the
missing vector is in sector (0, 0, 0, 0). More specifically, when using the operator
S−−−−, we obtain only two linearly independent vectors instead of three.
To summarize, by looking at the results for times t = 3, t = 5, and t = 7, it
looks like there are no negative eigenvalues at odd times and the expected result is
12t2. There are some vectors missing, but this is likely just a consequence of small
t.
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Table 7.3: The table contains the information about different types of sectors. The column #of
sectors tells us how many sectors with non-zero eigenvectors with a unimodular eigenvalues are of
a certain type. In the column Pairings, we see the number of ways in which one can construct two
pairs in a sector. The last column contains the possible permutations.
Type # of sectors ’Pairings’ Perm.
k, k′ /∈ {0, t/2}, k 6= k′ and k 6= −k′ Odd Even Odd Even
{•, •, •, •}
{0, 0, 0, 0} 1 1 12 12
1{t/2, t/2, t/2, t/2} / 1 / 27
{k, k, k, k} t− 1 t− 2 3 3
{•, •, •, •′} {k, k, k,−k} t− 1 t− 2 3 3 4







{k, k, 0, 0} (t− 1) (t− 2) 2 2
{t/2, t/2, k, k} / t− 2 / 3
{t/2, t/2, 0, 0} / 1 / 6





{•, •, •′, •′′}





12{t/2, t/2, k,−k} / t−2
2
/ 3











Some difficulties arise when t is even. First, there is an additional projector Z =
|ψ〉〈ψ| onto the subspace with the momentum k = t/2, where |ψ〉 is the same state
that appeared in Ch. 6 (see Eq. (6.25)). Furthermore, if t ≥ 4, there are two linearly
independent projectors {Yt/2, Y ′t/2 = RYt/2} to the subspace with k = t/2. Conse-
quently, all operators from Table 7.2 are also applicable in sectors {t/2, t/2, t/2, t/2}
and {t/2, t/2, k, k′}.
Some additional projectors can be constructed by using the operator Z. The pro-
jectors S±⊗S±⊗Z⊗Z and Z⊗Z⊗Z⊗Z need to be used in sector {t/2, t/2, t/2, t/2}.
When only two of the momenta are t/2, the additional projectors are Z⊗Z⊗1⊗1.
Apart from the complications in sector {t/2, t/2, t/2, t/2}, there are some addi-
tional special states for t = 6, t = 8 and t = 10 [4]. One can count the vectors in
the same way as was done for odd times. The permutations are the same as before,
but the number of sectors of a certain type is different, which can be seen in Table








}, where one can expect
27 eigenvectors with an eigenvalue equal to +1. This number can be understood
by adding the projectors with the operator Z to the twelve options analysed in the
previous subsection for the sector {0, 0, 0, 0}. In addition, there are twelve options
of the type S± ⊗ S± ⊗ Z ⊗ Z and three options Z ⊗ Z ⊗ Z ⊗ Z. By considering
the results in the tables from Appendix B, one can see that for t = 4 and t = 6,
there are four eigenvectors with an eigenvalue −1 in this sector. These vectors are
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obtained by projectors S−−−+ when t = 4 and with projectors S+++− when t = 6.
If these four vectors are present at all times, we find
〈Tr(F tKI)|4〉 = 12t2 + 12t− 24 + 27− 4 = 12t2 + 12t− 1. (7.32)
But it is not clear if this negative eigenvectors also exists for larger times.
Even though the additional states complicate the analysis for even times, the
leading term is still 12t2, as can also be seen in the Monte-Carlo simulation. Due to
the states that are present for t = 6, t = 8, and t = 10, the typical behaviour could
be seen only considering t > 10.
The linear correctionO(t) could possibly be checked numerically trough a Monte-
Carlo simulation if the fluctuations were small enough. However, the simulations
presented in this work are not sufficiently accurate.
7.4 Higher moments
After noticing that the results for the variance for the self-dual kicked Ising model do
not agree with the predictions of RMT, it is only natural to question the behaviour
of higher-order moments.
By observing the results for the variance, one can predict the result for any higher
moment of the SFF. It seems that the result is determined by all possible ways to join
operators into pairs. The two conditions from (7.15) remain unchanged, regardless
of the number of traces that are considered. What changes is the definition of the
operators with bars. In the case of the variance, these operators {U¯ .M¯α} act on
the space Ht ⊗ Ht = (C2)⊗t ⊗ (C2)⊗t. To write these conditions in the same form
for 2n traces one would need to define barred operators acting on the vector space
H⊗nt . The number of possible ways in which we can divide the 2n spaces in half
determines the final result. This is equivalent to the number of ways in which n
pairs can be formed.
When there are only two copies of the propagator, the result is known to be 2t.
There is only one possible way to make a pair
• • −→ 〈|Tr(F tKI(h))|2〉 = 1(2t). (7.33)
When dealing with four copies, one can make pairs in three ways:
• • • • −→ 〈|Tr(F tKI(h))|4〉 = 3(2t)2. (7.34)
If there are 2n copies of the system, the number of possible connections is
(2n− 1)!! −→ 〈|Tr(F tKI(h))|2n〉 = (2n− 1)!!(2t)n, (7.35)
where x!! = x(x− 2)(x− 4)(x− 6)....
This result would change if the matrices in the condition (7.15) were not all real.
In a general model, which is not a self-dual kicked Ising, this would happen. For
example, in (7.15), the † would remain on two of the operators U and only pairs of
the type U †U could be formed. When there are only two operators, nothing changes.
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The highest two curves represent the 〈|Tr(F tKI(h))|6〉. As predicted, the red
crosses, which represent the kicked Ising model, agree with the curve y = 120t3 and
not with the y = 48t3, as is the case for the dual-unitary model with local gates. The
problem with higher moments is that many more realisations are needed in order to
obtain results that do not fluctuate excessively.
With this graph, the current chapter is concluded. Its aim was to present different
arguments in support of the observation that the fluctuations of the kicked Ising




This thesis explored the connection between the self-dual kicked Ising model and
random matrix theory, which is believed to be an indicator of quantum chaos. More
specifically, this was done by obtaining the higher-order moments of the spectral
form factor. Since the theory of random matrices plays an important role in this
work, the beginning chapters were dedicated to explaining some basic results from
the theory, as well as establishing the relation between the random matrices and
quantum chaos.
After introducing relevant concepts from the theory, results for the distribution of
the SFF were presented. We used a recently discovered method based on the duality
between the propagation in the time and space directions. It was first applied to
obtain the lower bound for the first moment of the trace, which is needed to compute
the connected spectral form factor. It was shown that the result must be zero for odd
times and is at least equal to one for even times. These findings are supported by
Monte-Carlo simulations, as well as the diagonalization of the dual transfer matrix.
This result was expected and it only further confirms that the averaged SFF obeys
the RMT prediction.
More interesting are the results presented in Ch. 7, which concern the variance of
the SFF. The Monte-Carlo simulations indicate that the fluctuations for the self-dual
kicked Ising model are larger than those obtained for the random matrices. This is
further confirmed by the duality-based method, which gives the lower bound for the
number of eigenvalues equal to plus one. This surprising result is also supported by
the eigenvectors with unimodular eigenvalues obtained by the power method applied
to the dual transfer matrix.
The presented findings are interesting due to the fact that, based on previous
research, it was assumed that the fluctuations would also be in agreement with
RMT. It seems that this kind of behaviour is specific for the kicked Ising model in
the self-dual point. The simulations for the same model out of the self-dual point,
as well as the dual-unitary lattice model, show the agreement with the RMT result.
It should be stated that there is no rigorous proof that our result is also the upper
bound for the fluctuations. But nonetheless the analytical calculations establish that
at least on average the fluctuations of the SFF for the self-dual kicked Ising model are
indeed higher than expected. It seems that a complete proof could be constructed
in the future in a similar way as already done for the averaged SFF.
Another question that remains open is about the anomalous eigenvectors that
were observed for small t. Although most of the results are explained by the general
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rules, which are believed to hold for larger t, there are some exceptions for small
times that still await an explanation.
In more general sense, one can wonder if there is a larger group of self-dual
models that display such anomalous fluctuations. There might even be a special
random matrix ensemble, which reproduces such results.
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Appendix A
RMT variance of the spectral from
factor
In Ch. 2, the spectral form factor is introduced, however the expressions for the
variance are given only in the limit N →∞. In this appendix, the complete results
are given. The following formulae are taken from [24].















Similar to the average SFF, the result for the unitary ensemble is the simplest one
V ar[KCUE(t)] = 〈|TrF tCUE|4〉 − 〈|TrF tCUE|2〉2 =

n2; 0 < n ≤ N/2,
n2 − 2n+N ; N/2 < n ≤ N,
N2 −N ; n ≥ N.
(A.2)
Since the equations describing the variances of COE and CSE are rather complicated,
the results for the variance minus the average squared are given instead. For the
orthogonal ensemble, we get
V ar[KCOE(t)]− 〈KCOE〉2 =
=

8n(fN−n − 12fNN−n − 14fN+nN−n )− 2n2gNN−n; 0 < n ≤ N/2,
8n(fN−n + f
n




fn0 − 14fN+nN − 2n2gN0 − 8N ; n ≥ N.
(A.3)
Lastly, the variance for the symplectic ensemble is
























−n−N/2 +N − n; N/2 < n ≤ N,
−N ; n ≥ N.
(A.4)
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Appendix B
Vectors with unit eigenvalues
The tables that contain the information about the number of linearly independent
eigenvectors belonging to the eigenvalues +1 or−1 are discussed in Sec. 7.3. Because
these tables are very long, they are included as an appendix. The tables are presented
for times t ∈ {2, 3, 4, 5, 6, 7}. The first column specifies the subspace defined by the
four momenta. Because it turns out that the number of vectors in a sector is the
same regardless of the order of the momenta, each combination of four k-s is found
only once in each table. The red numbers tell us what the number of all possible
permutations of a certain set of momenta is. The number of permutations can only
be 1, 4, 6, 12, or 24, depending on how many of k-s are the same.
The black number is just the number of linearly independent vectors in a specific
subspace. If there is no sign beside the number, this means that only eigenvalues +1
were found in this sector. If any negative eigenvalues −1 were observed, there is a
sign (−) beside the number of such eigenvalues and the sign (+) beside the number
of eigenvectors belonging to the positive eigenvalue.
Table B.1: Eigenvectors with unit eigenvalues for t = 2 (left table) and t = 3 (right table).
(k1, k2, k3, k4) D × P
(0, 0, 0, 0) 3 ×1
(0, 0, 0, 1) 1 ×4
(0, 0, 1, 1) 1 ×6
(1, 1, 1, 1) 1 ×1
(1, 1, 1, 0) 0
TOTAL (T = 2) 14
(k1, k2, k3, k4) D × P
(0, 0, 1, 2) 1 ×12
(0, 0, 1, 1) 1 ×6
(0, 0, 2, 2) 1 ×6
(1, 1, 1, 1) 2 ×1
(1, 1, 1, 2) 2 ×4
(1, 1, 2, 2) 2 ×6
(2, 2, 2, 1) 2 ×4
(2, 2, 2, 2) 2 ×1
(0, 0, 0, 0) 3 ×1
TOTAL (T = 3) 59
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Table B.2: The number of eigenvectors corresponding to the unimodular eigenvalues for t = 4 (left
table) and t = 5 (right table). For t = 4 in sector (2, 2, 2, 2), there are four eigenvalues −1, which
is denoted by (−).
(k1, k2, k3, k4) D × P
(1, 1, 1, 2) 1 ×4
(3, 3, 3, 2) 1 ×4
(0, 0, 3, 3) 1 ×6
(0, 0, 1, 1) 1 ×6
(1, 2, 3, 3) 1 ×12
(1, 1, 3, 2) 1 ×12
(0, 0, 3, 1) 1 ×12
(0, 0, 2, 2) 2 ×6
(1, 1, 2, 2) 2 ×6
(1, 2, 2, 3) 2 ×12
(2, 2, 3, 3) 2 ×6
(1, 3, 1, 1) 3 ×4
(1, 1, 3, 3) 3 ×6
(1, 3, 3, 3) 3 ×4
(1, 1, 1, 1) 3 ×1
(3, 3, 3, 3) 3 ×1
(0, 0, 0, 0) 3 ×1
(2, 2, 2, 2) 10(+)+4(−)×1
TOTAL (T = 4) 177(+)and4(−)
(k1, k2, k3, k4) D × P
(0, 0, 1, 1) 1 × 6
(0, 0, 1, 4) 1 × 12
(0, 0, 2, 2) 1 × 6
(0, 0, 2, 3) 1 × 12
(0, 0, 3, 3) 1 × 6
(0, 0, 4, 4) 1 × 6
(1, 1, 2, 2) 1 × 6
(1, 1, 2, 3) 1 × 12
(1, 1, 3, 3) 1 × 6
(1, 2, 2, 4) 1 × 12
(1, 2, 3, 4) 1 × 24
(1, 3, 3, 4) 1 × 12
(2, 2, 4, 4) 1 × 6
(2, 3, 4, 4) 1 × 12
(3, 3, 4, 4) 1 × 6
(0, 0, 0, 0) 3 × 1
(1, 1, 1, 1) 3 × 1
(1, 1, 1, 4) 3 × 4
(1, 1, 4, 4) 3 × 6
(1, 4, 4, 4) 3 × 4
(2, 2, 2, 2) 3 × 1
(2, 2, 2, 3) 3 × 4
(2, 2, 3, 3) 3 × 6
(2, 3, 3, 3) 3 × 4
(3, 3, 3, 3) 3 × 1
(4, 4, 4, 4) 3 × 1
TOTAL (T = 5) 243
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Table B.3: The number of eigenvectors corresponding to the unimodular eigenvalues for t = 6.
(k1, k2, k3, k4) D × P (k1, k2, k3, k4) D × P
(1, 1, 2, 2) 1 × 6 (2, 2, 4, 4) 3 × 6
(1, 1, 2, 4) 1 × 12 (2, 3, 3, 4) 3 × 12
(1, 1, 4, 4) 1 × 6 (2, 4, 4, 4) 3 × 4
(1, 2, 2, 5) 1 × 12 (3, 3, 4, 4) 3 × 6
(1, 2, 4, 5) 1 × 24 (3, 3, 5, 5) 3 × 6
(1, 4, 4, 5) 1 × 12 (4, 4, 4, 4) 3 × 1
(2, 2, 5, 5) 1 × 6 (5, 5, 5, 5) 3 × 1
(2, 4, 5, 5) 1 × 12 (0, 0, 0, 0) 10 ×1
(4, 4, 5, 5) 1 × 6 (0, 0, 3, 3) 6 ×6
(0, 0, 1, 5) 2 × 12 (3, 3, 3, 3) 25(+) + 4(−)× 1
(0, 0, 2, 2) 2 × 6 (0, 3, 3, 3) 4(-) +1(+) ×4
(0, 0, 2, 4) 2 × 12 (0, 0, 0, 3) 4(-) ×4
(0, 0, 4, 4) 2 × 6 (2, 2, 3, 3) 3 × 6
(0, 0, 5, 5) 2 × 6 (2, 2, 2, 4) 3 × 4
(0, 0, 1, 1) 2 × 6 (2, 2, 2, 2) 3 × 1
(1, 1, 1, 1) 3 × 1 (1, 5, 5, 5) 3 × 4
(1, 1, 1, 5) 3 × 4 (1, 3, 3, 5) 3 × 12
(1, 1, 3, 3) 3 × 6 (1, 1, 5, 5) 3 × 6
(0, 3, 1, 1) 1(−) × 12 (0, 3, 2, 2) 1(−) × 12
(0, 3, 4, 4) 1(−) × 12 (0, 3, 5, 5) 1(−) × 12
(0, 3, 1, 5) 1(−) × 24 (0, 3, 2, 4) 1(−) × 24
TOTAL (T = 6) 507(+) + 132(-)
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Table B.4: Eigenvectors belonging to the unit eigenvalues for t = 7.
(k1, k2, k3, k4) D × P (k1, k2, k3, k4) D × P
(1, 1, 2, 2) 1 × 6 (0, 0, 0, 0) 11 × 1
(1, 1, 2, 5) 1 × 12 (0, 0, 1, 1) 2 × 6
(1, 1, 3, 3) 1 × 6 (0, 0, 2, 2) 2 × 6
(1, 1, 3, 4) 1 × 12 (0, 0, 3, 3) 2 × 6
(1, 1, 4, 4) 1 × 6 (0, 0, 4, 4) 2 × 6
(1, 1, 5, 5) 1 × 6 (0, 0, 5, 5) 2 × 6
(1, 2, 2, 6) 1 × 12 (0, 0, 6, 6) 2 × 6
(1, 2, 5, 6) 1 × 24 (6, 6, 6, 6) 3 × 1
(1, 3, 3, 6) 1 × 12 (5, 5, 5, 5) 3 × 1
(1, 3, 4, 6) 1 × 24 (4, 4, 4, 4) 3 × 1
(1, 4, 4, 6) 1 × 12 (3, 4, 4, 4) 3 × 4
(1, 5, 5, 6) 1 × 12 (3, 3, 4, 4) 3 × 6
(2, 2, 3, 3) 1 × 6 (3, 3, 3, 4) 3 × 4
(2, 2, 3, 4) 1 × 12 (3, 3, 3, 3) 3 × 1
(2, 2, 4, 4) 1 × 6 (2, 5, 5, 5) 3 × 4
(2, 2, 6, 6) 1 × 6 (2, 2, 5, 5) 3 × 6
(2, 3, 3, 5) 1 × 12 (2, 2, 2, 5) 3 × 4
(2, 3, 4, 5) 1 × 24 (2, 2, 2, 2) 3 × 1
(2, 4, 4, 5) 1 × 12 (1, 6, 6, 6) 3 × 4
(2, 5, 6, 6) 1 × 12 (1, 1, 6, 6) 3 × 6
(3, 3, 5, 5) 1 × 6 (1, 1, 1, 6) 3 × 4
(3, 3, 6, 6) 1 × 6 (1, 1, 1, 1) 3 × 1
(3, 4, 5, 5) 1 × 12 (0, 0, 3, 4) 2 × 12
(3, 4, 6, 6) 1 × 12 (0, 0, 2, 5) 2 × 12
(4, 4, 5, 5) 1 × 6 (0, 0, 1, 6) 2 × 12
(4, 4, 6, 6) 1 × 6 (5, 5, 6, 6) 1 × 6




In Ch. 6, two equalities that contain Pauli matrices are used (see Eq. 6.20). Here,
their derivation is presented. The first equality is
F˜KIMzF˜
†
KI = ∓My. (C.1)




































































After multiplying the brackets and using the relations between the Pauli matrices,


























)σzj ] = Mx.
(C.8)
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Appendix C. Additional derivations
The same two relations that were just derived also hold for operators
{U¯ , M¯x, M¯y, M¯z}, which are defined in Ch. 7 where the variance of the SFF is
discussed. The two equations that are to be derived are
a) ∓ M¯y = F¯KIM¯zF¯ †KI








To check the first relation, we start with inserting the definitions of the operators
(F˜KI ⊗ F˜KI)(1⊗Mz +Mz ⊗ 1)(F˜ †KI ⊗ F˜ †KI). (C.10)
By multiplying the brackets, we come to the following expression
F˜KIF˜
†
KI ⊗ F˜KIMzF˜ †KI + F˜KIMzF˜ †KI ⊗ F˜KIF˜ †KI =
= 1⊗ (∓My) + (∓My)⊗ 1 = ∓M¯y,
(C.11)
where the unitarity of F˜KI and the relation Eq. (C.1) were used.











Mz ⊗ eipi4MzMye−ipi4Mz + eipi4MzMye−ipi4Mz ⊗ eipi4Mze−ipi4Mz ,
(C.12)







M¯z = 1⊗Mx +Mx ⊗ 1 = M¯x. (C.13)
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Razširjeni povzetek v slovenskem
jeziku
8.1 Uvod
Znanstveniki se ukvarjajo s preučevanjem kaotičnih sistemov že odkar je Henri
Poiancaré preučeval sistem treh teles. Od takrat naprej se je to področje uspešno
razvijalo in vlogo kaosa v klasičnih sistemih danes že dobro razumemo. Situacija
pa je zelo drugačna v svetu kvantne mehanike, kjer vprašanje o kaosu še ni povem
razrešeno.
Velik napredek je bil narejen v drugi polovici dvajsetega stoletja, ko so preučevali
enodelčne kvantne sisteme, ki imajo klasično kaotično limito. S pomočjo semik-
lasičnega približka, so uspešno povezali takšne sisteme s teorijo naključnih matrik
(RMT - Random matrix theory), ki se še vedno uporablja kot indikator kvantnega
kaosa. Za sisteme, ki nimajo klasične limite, povezava z RMT še vedno ni pojas-
njena.
Eden izmed pomembnih dosežkov na tem področju je bil narejen v Ljubljani, kjer
so razvili novo metodo, ki je omogočila, da so analitično pokazali ujemanje ansam-
belskega povprečja spektralnega oblikovnega faktorja (SFF - Spectral form factor)
za brcan Isingov model v sebi-dualni točki z rezultatom iz RMT [4]. Odprto je ostalo
vprašanje ujemanja fluktuacij oblikovnega faktorja.
Namen tega magistrskega dela je torej raziskati ujemanje višjih momentov ob-
likovnega faktorja z napovedjo iz RMT. Analitične rezultate, ki temeljijo na dual-
nosti med propagacijo v času in prostoru, dopolnjujejo tudi numerične Monte-Carlo
simulacije.
V začetnem delu so na kratko predstavljeni pomembni koncepti iz RMT. Nato sta
podrobneje predstavljena brcan Isingov model in njegova samo-dualna točka. V
zadnjem delu so prikazani analitični in numerični rezultati, ki nakazujejo, da se višji
momenti spektralnega oblikovnega faktorja ne ujemajo z napovedjo iz RMT.
8.2 Teorija naključnih matrik in kvantni kaos
8.2.1 Gaussovski in krožni ansambli
Kot nakazuje že ime, se teorija naključnih matrik ukvarja z matrikami, katerih ele-
menti so naključna števila. Če se omejimo na Hermitske matrike, je smiselno defini-
rati tri ansamble: Gaussovski ortogonalni ansambel (GOE), Gaussovski unitarni
ansambel (GUE) in Gaussovski simplektični ansambel (GSE). V prvega izmed treh
spadajo Hermitske matrike, ki so realne in simetrične, v GUE so splošne Hermitske
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matrike in v GSE najdemo Hermitske simplektične matrike. Imena ansamblov nam
povedo, kakšne transformacije so kanonične za matrike iz tega ansambla. To pomeni,
da ohranjajo lastne vrednosti in simetrijske lastnosti matrik, na primer realnost el-
ementov.
Elementi takšnih naključnih matrik so porazdeljeni Gaussovsko [10]
P (H) = Ce−ATrH
2
, (8.14)
kjer sta A in C konstanti in H je naključna matrika. Do tega zaključka lahko
pridemo, če upoštevamo le dva osnovna pogoja. Matrike morajo biti invariantne
na kanonične transformacije in elementi matrik morajo biti statistično neodvisni.
Glede na to, da se naključne matrike uporabljajo za modeliranje fizikalnih sistemov,
moramo vedeti, v kateri ansambel spada določen sistem. Pri tem je ključna simetrija
sistema na obrat časa, ki bo predstavljena kasneje.
Izkaže pa, da je poleg Hermitskih matrik vredno raziskati raziskati tudi uni-
tarne matrike. V tem primeru spet dobimo tri ansamble, razlika je le ta, da niso
več Gaussovski ampak krožni: krožni ortogonalni ansambel (COE), krožni unitarni
ansambel (CUE) in krožni simplektični ansambel (CSE). Zaradi unitarnosti matrik,
so lastne vrednosti omejene na enotski krog. Ti ansambli so lažji za matematično
obravnavo, poleg tega pa so lahko z njimi opisujemo kvantne propagatorje, ki so
unitarni.
Lastne vrednosti naključnih matrik si lahko predstavljamo tudi kot plin nabitih
delcev z logaritemsko interakcijo. V primeru Gaussovskih ansamblov je takšen plin
še v dodatnem harmonskem potencialu [13]. Ta analogija se razkrije, če si ogledamo
porazdelitev lastnih vrednosti naključnih matrik, ki jo lahko preoblikujemo tako, da
dobimo kanonično porazdelitev za identične delce v dveh dimenzijah, ki med seboj
čutijo logaritemski odboj in so v kvadratnem potencialu.
8.2.2 Spektralne fluktuacije
V sklopu RMT se preučuje različne lastnosti spektrov naključnih matrik. Posebej
zanimive so opazljivke, ki so univerzalne, torej enake za vse sisteme, ki spadajo
v določen ansambel. Ena izmed najbolj poznanih takšnih količin je porazdelitev
razmikov med sosednjima lastnima vrednostma. Porazdelitev za matrike velikosti
(2 × 2), ki je enaka za Gaussovkse in krožne ansamble, v vseh primerih značilno




2pi/4, β = 1 (GOE)
(32s2/pi2)e−4s
2/pi, β = 2 (GUE)
(218s4/36pi3)e−64s
2/9pi, β = 4 (GSE).
(8.15)
Znana je tudi porazdelitev za večje matrike, vendar se le malo razlikuje od zgornje.
Druga zanimiva univerzalna lastnost spektra je spektralni oblikovni faktor K(t),
ki je bolj praktičen za analitično obravnavo, saj vsebuje le dvotočkovno korelcijsko








8.2. Teorija naključnih matrik in kvantni kaos
















kjer je ρ(ϕ) spektralna gostota. Če imamo opravka z unitarnimi matrikami, lahko
oblikovni faktor izrazimo s sledjo matrike katere spekter opazujemo [10]
K(t) = |Tr(F t)|2. (8.18)
Glede na to, da je cilj te naloge primerjava rezultata za oblikovni faktor brcanega
Isingovega modela z rezultatom za naključne matrike, je pomembno, da poznamo
ta rezultat. Zanimala nas bo predvsem termodinamska limita, zato je pomemben







Poznana je tudi celotna porazdelitev, ki je Poissonovska, torej so višji momenti enaki
[25]
〈K(t)n〉 = n!〈K(t)〉n. (8.20)
8.2.3 Simetrija na obrat časa
Da bi lahko v celoti razumeli vlogo teorije naključnih matrik pri obravnavi kvantnega
kaosa, moramo obrazložiti še kako simetrija na obrat časa vpliva na to, v katerega
izmed treh ansamblov naključnih matrik spada določen fizikalni sistem.
Sistem je invarianten na časovni obrat, če za vsako rešitev ψ(x, t) obstaja nova
rešitev ψ′(x, t′), ki je na enoličen način povezana s prejšnjo in ob tem velja t′ = −t
[10]. Zaradi lastnosti Schrödingerjeve enačbe, ki določa časovni razvoj, mora biti
operator časovnega obrata T antiunitaren. To pomeni, da velja
〈Tψ|Tϕ〉 = 〈ψ|ψ〉∗ = 〈ϕ|ψ〉. (8.21)
Poleg tega velja še T 2 = ±1. Katerikoli operator, ki ustreza omenjenima pogojema,
predstavlja operator obrata časa. Najpreprostejši takšen operator je konjugiranje








Če Hamiltonian ne komutira z nobenim operatorjem časovnega obrata, spada v
GUE. Če komutira z operatorjem T , katerega kvadrat je plus ena, Hamiltonian spada
v GOE. Če pa velja T 2 = −1 in Hamiltonian nima nobenih dodatnih geometrijskih
simetrij, je ustrezen ansambel GSE. Če so prisotne dodatne geometrijske simetrije,
lahko spada tudi v GOE.
Situacija je podobna, če imamo opravka s Floquetovimi operatorji (F ), ki so
značilni za sisteme s periodično časovno odvisnostjo. Floquetov operator je kvant-
nomehanski časovni propagator, ki razvije sistem za eno periodo. Stanje ob poljub-
nem celoštevilskem času lahko zapišemo kot
ψ(tτ) = F t|ψ(0)〉. (8.23)
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Takšni operatorji so unitarni in zato spadajo v krožne ansamble. Če je pripadajoči
Hamiltonian invarianten na T , potem bo za Floquetov operator veljalo
TFT−1 = F−1. (8.24)
Glede na lastnosti operatorja časovnega obrata T , lahko določimo v kateri krožni
ansambel spada F . Pri tem veljajo enaka pravila kot za Hamiltonian.
8.2.4 Kvantni kaos
Kot je ugotovil Wiegner v petdesetih letih prejšnjega stoletja, lahko predstavl-
jeno znanje o naključnih matrikah uporabimo, da izvemo nekaj o kompleksnih
fizikalnih sistemih. Prvotna ideja je bila, da lahko lastnosti spektrov nekaterih jeder
določimo tako, da namesto Hamiltoniana vzamemo naključne matrike. Eksperi-
menti so potrdili, da RMT res pravilno določi razmike med sosednjimi energijskimi
nivoji kompleksnih jeder, atomov in molekul [27][29].
Prvo povezavo s kvantnim kaosom pa so odkrili nekoliko kasneje, ko so preuče-
vali kvantne enodelčne sisteme, ki imajo kaotično klasično limito. Kot je povzeto v
znani domnevi, ki so jo zapisali Bohigas, Giammoni in Schmidt, se lastnosti spek-
trov takšnih sistemov ujemajo s tistimi, ki jih opazimo pri naključnih matrikah [22].
Pri sistemih z integrabilno klasično limito opazimo drugačne spektralne fluktuacije.
Razmiki med sosednjimi energijami ne kažejo odbijanja, ampak so porazdeljeni Pois-
sonovsko oziroma eksponentno P (s) = e−s [10].
Ker lahko glede na spektralne fluktuacije razločimo sisteme, ki imajo klasično
limito kaotično in tiste, ki je nimajo, se je primerjava z rezultati iz teorije naključnih
matrik uveljavila kot ključ za določanje kvantnega kaosa.
Za enodelčne sisteme obstaja semiklasična razlaga, ki poveže kaotične sisteme z
rezultati iz RMT. Mnogo več vprašanj ostaja nerazrešenih v primeru mnogodelčnih
kvantnih sistemov. Za tiste, ki imajo definirano klasično limito, lahko spet upora-
bimo semiklasičen pristop, da razložimo povezavo z naključnimi matrikami [51]. Za
sisteme, ki takšne limite nimajo, to so predvsem sistemi s spini 1/2, pa je znanega
bolj malo. Numerični rezultati sicer potrjujejo ujemanje neintegrabilnih sistemov z
RMT, analitični rezultati pa so se pojavili šele v zadnjih letih [2][1][4].
8.3 Brcan Isingov model in časovno-prostorska du-
alnost
8.3.1 Brcana Isingova spinska veriga
Primer takšnega mnogodelčnega sistema, ki nima klasične limite je tudi enodimen-
zionalen Isingov model v longitudinalnem magnetnem polju, ki je periodično brcan
s poljem v transverzalni smeri. Hamiltonian takšnega modela lahko razdelimo na













8.3. Brcan Isingov model in časovno-prostorska dualnost





Konstanta J določa moč interakcije med sosednjimi spini, hj določa moč magnetnega
polja v smeri z na j-tem mestu verige. Parameter bx pa določa moč magnetnega
polja v transverzalni smeri, ki predstavlja brco. Celoten Hamiltonian ima torej
obliko
HKI(h, t) = HI(h) + δp(t)HK , (8.27)
kjer je δp(t) =
∑∞
m=−∞ δ(t−mτ). Če longitudinalna magnetna polja niso enaka nič,
takšen model ni integrabilen.
Ker je Hamiltonian periodično časovno odvisen, lahko zapišemo tudi Floquetov
operator
FKI(h, t) = e
−iHKe−iHI(h), (8.28)
ki bo pomemben za nadaljnje rezultate. Zato, da bomo lahko spekter tega op-
eratorja primerjali z rezultati iz RMT, je pomembno vedeti ali obstajajo kakšne
antiunitarne simetrije. Preprosto je preveriti, da pogoju iz enačbe (8.24) zadosti
operator T = eiHI(h)K. Ker je kvadrat tega operatorja enak ena, model spada k
ansamblu ortogonalnih matrik COE.
8.3.2 Zamenjava prostora in časa
Če izberemo ustrezne parametre, je brcan Isingov model v sebi-dualni točki, kjer
lahko zamenjamo vlogi prostora in časa. To točko lahko odkrijemo, če sled Flo-
quetovega operatorja zapišemo kot particijsko vsoto za klasičen dvodimenzionalen
Isingov model z dimenzijami L × T , kjer je L velikost prvotne verige, T pa število
korakov



















log(tan bx). Če si ogledamo enačbo (8.29),
lahko opazimo, da je simetrična na izmenjavo indeksov t ↔ j, če zamenjamo tudi
J ↔ J ′ in L ↔ T . Torej obstaja povezava med Floquetovim operatorjem FKI(h),













Operator F˜KI(h) v splošnem ni unitaren, lahko pa izberemo parametre tako, da je
J ′ = J = −pi
4
in bx = pi4 . V tem primeru je sistem v sebi-dualni točki, saj tudi
dualni Floquetov operator predstavlja kvantno mehanski propagator. Predstavljena
lastnost je zelo pomembna, saj omogoča točen izračun količin za sisteme v termod-
inamski limiti.
Brcan Isingov model ni edini model, ki ima takšno točko. Zanimiv primer so
dualno-unitarni modeli, ki so enodimenzionalne spinske verige iz 2L spinov, pri
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katerih je razvoj v času razdeljen na dva dela. V prvi polovici časovnega koraka se
sistem razvija z L lokalnimi unitarnimi vrati, ki povezujejo po dva sosednja spina.
V drugem delu časovnega koraka pa lokalna vrata zamaknemo za eno mesto, tako
da so z vrati povezani drugi pari spinov kot prej. Celoten propagator za eno periodo
je torej
U = UoU e, kjer je U e = U⊗L in Uo = T2LU eT †2L, (8.31)
kjer so U lokalna vrata, T2L pa periodičen premik za eno mesto. V članku [3]
je pokazano, da lahko vse sisteme iz spinov 1/2, ki imajo dualno-unitarna vrata
parametriziramo kot
U = eiϕ(u+ ⊗ u−) · V [D] · (v− ⊗ v+), (8.32)
kjer je
V [D] = exp
[− i(pi
4
σx ⊗ σx + pi
4
σy ⊗ σy +Dσz ⊗ σz)]. (8.33)
Tukaj sta D in ϕ realna parametra, v± in u± pa sta elementa SU(2).
8.4 Rezultati
Zanimali so nas numerični in analitični rezultati za različne momente sledi Floque-
tovega operatorja predstavljenega brcanega Isingovega modela v sebi-dualni točki.
Najprej je obravnavana prva potenca sledi, nato še četrta potenca, ki določa variacijo
oblikovnega faktorja. Na koncu pa je nekaj pozornosti posvečene še višjim momen-
tom.
8.4.1 Numerične metode
Pomemben del rezultatov predstavljajo Monte-Carlo simulacije oblikovnega faktorja.
Temeljijo na izračunu sledi Floquetovega propagatorja
〈s|F tKI(h)|s〉 = 〈s|(FKFI(h))t|s〉. (8.34)
Del operatorja, ki predstavlja Isingovo interakcijo je diagonalen v računski bazi, del,
ki predstavlja brco pa implementiramo s pomočjo lokalnih vrat
FK =
 cos(bx) i sin(bx)
i sin(bx) cos(bx)
 . (8.35)
Ker SFF ni ’self-averaging’ [25], moramo v model dodati nekakšen nered, da lahko
povprečimo po več ponovitvah. Magnetna polja h so zato izžrebana po Gaussovski
porazdelitvi. Celoten postopek moramo ponoviti za čim več različnih konfiguracij
magnetnih polj, da je rezultat za oblikovni faktor kar se da natančen. Da je
metoda še bolj učinkovita, za izračun sledi ne uporabimo baznih vektorjev, am-
pak M naključno izžrebanih stanj r iz množice R, pri čemer izključimo člene vsote,
pri katerih se dvakrat pojavi isti vektor r





〈r1|F tKI |r1〉〈r2|F tKI |r2〉∗, r1 6= r2. (8.36)
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kjer Pi,j označuje zamenjavo spinov na mestih i in j. Dodatni stanji, ki jih opazimo
pri t = 6 in t = 10, sta izjemi, ki jih najverjetneje ni več pri daljših časih.
Zgornji rezultat lahko do neke mere razložimo, če uporabimo podobne korake,
kot so jih uporabili že v [3]. Najprej izračunamo dualno prehodno matriko A, ki
vključuje povprečevanje po longitudinalnih magnetnih poljih hi, ki so izžrebana











Intergal lahko izračunamo in rezultat je produkt dualnega Floquetovega propaga-
torja, ki ima na vsakem mestu magnetno polje h¯ in ne-unitarne matrike O = e−
σ2M2z
2 ,
kjer jeMz vsota spinov v z smeri. Zanimajo nas lastne vrednosti matrike A, za katere
lahko pokažemo, da so po velikosti omejene z ena. Ker velja še, da so lastne vred-
nosti, ki imajo absolutno vrednost enako ena, v lastnem prostoru operatorja O, ki
pripada lastni vrednosti ena, vemo, da mora biti vsota spinov v z smeri enaka nič
Mz|A〉 = 0. Tukaj |A〉 označuje lastno stanje, ki pripada lastni vrednosti z absolutno
vrednostjo enako ena.
Zaradi tega pogoja ne moremo imeti lastnih vektorjev |A〉, ki jih sestavlja liho
število spinov. Torej rezultat za lihe čase, ki v dualni sliki pomenijo verige z lihim
številom spinov, mora biti enak nič.
Za sode čase pa lahko oblikujemo dva pogoja, katerima mora lastno stanje |A〉
ustrezati:
Pogoj 1: Mα|A〉 = 0, α ∈ {x, y, z}
Pogoj 2: U |A〉 = eiϕ|A〉, ϕ ∈ [0, 2pi),
(8.40)












τ+1 − 1). Ker
je kvadrat operatorja U enak ena, je faza ϕ omejena na 0 in pi. Iz tega sledi, da
so možne lastne vrednosti z absolutno vrednostjo enako ena {i,−i, 1,−1}, kar se
odraža tudi v tabeli 8.1. Stanje iz enačbe (8.38), ki smo ga numerično identificirali,
ustreza obema pogojema. Da bi bil rezultat v celoti dokazan, bi morali pokazati še,
da je to stanje res edino, ki ustreza tema pogojema, razen za t = 6 in t = 10, ko
imamo dodatni stanji.
8.4.3 Višji momenti
Kot je opisano, se povezan oblikovni faktor za brcan Isingov model v sebi-dualni
točki ujema z napovedjo iz teorije naključnih matrik. Glede na to, da v RMT
obstaja tudi rezultat za vse višje momente, je smiselno preveriti, ali se ti ujemajo z
napovedjo.
Na podlagi Monte-Carlo simulacije, katere rezultate vidimo na desnem grafu
slike 8.2, izgleda kot da se četrta potenca sledi Floquetovega operatorja ne ujema
z napovedjo, česar posledica je tudi neujemanje variance oblikovnega faktorja. Iz
simulacije lahko razberemo, da se četrta potenca veča približno kot 12t2 in ne kot 8t2.
Očitno je, da je to odstopanje značilno za model v sebi-dualni točki, saj rezultat za
model izven te točke, ki je prikazan z rdečo, sledi napovedi. Prav tako se z napovedjo
ujema tudi model z dualno-unitarnimi lokalnimi vrati iz enačbe (8.32), kjer je
J = 0, u+ = e
−ihσz , u− = e−i
pi
4
σx , v− = e−ihσz , v+ = 1. (8.41)
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kjer so elementi operatorja B, ki deluje na prostor Ht⊗Ht⊗Ht⊗Ht, točno določeni




Bi,j,k,l|i〉 ⊗ |j〉 ⊗ |k〉 ⊗ |l〉. (8.47)
Iščemo torej vse operatorje B, ki ustrezajo zgornjima pogojema. Iz drugega pogoja
takoj sledi, da je ϕ ∈ {0, pi}.
Če se omejimo le na pozitivne lastne vrednosti, se drugi pogoj spremeni v
[U¯ , B] = 0. Ker vemo, da vsi elementi Diedrske grupe
Gt = {ΠnRm;n ∈ {0, t− 1},m ∈ {0, 1}}, (8.48)
komutirajo z množico operatorjev {U,Mα}, lahko določimo spodnjo mejo za število
linearno neodvisnih operatorjev B, ki komutirajo z operatorji {U¯ , M¯α}. V tem













jRk ⊗ ΠlRm, (8.50)
kar pomeni, da bo spodnja meja za število lastnih vektorjev, ki pripadajo lastni
vrednosti ena, enaka trikratniku kvadrata števila elementov Diedrske grupe, kar
znaša
(Št. lastnih vrednosti λ = 1) ≥

3(2t)2 = 12t2, t ≥ 6
3(2t− 1)2 = 12t2 − 12t+ 3, t ∈ {1, 3, 4, 5},
12, t = 2.
(8.51)
Pomembno je razumeti od kje prihaja faktor 3, saj je le-ta razlog za odstopanje od
napovedi iz teorije naključnih matrik. Razlog zanj je to, da je operator U¯ v drugem
pogoju v enačbi (8.44) realnem in simetričen, zato velja U¯ = U¯ †. Zaradi tega, lahko
štiri Hilbertove prostore, ki nastopajo, združimo v pare na tri enakovredne načine.
Zgornji rezultat lahko preverimo tudi s pomočjo potenčne metode, s katero lahko
preštejemo koliko je linearno neodvisnih lastnih vektorjev, ki pripadajo lastnima
vrednostma +1 in −1.
Podrobne rezultate te metode lahko vidimo v tabelah v dodatku B, tabela 8.2 pa
povzema bistvo, torej število neodvisnih lastnih vektorjev z lastno vrednostjo ±1.
Table 8.2: M označuje število s potenčno metodo odkritih lastnih vektorjev, ki pripadajo lastni
vrednosti +1 ali −1.
t 2 3 4 5 6 7
M 14(+) 59(+) 177(+),4(-) 243(+) 507(+),132(-) 587(+)
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točki. Bistveno je opažanje, da zaradi realnosti operatorja U¯ lahko v pare združu-
jemo poljubne operatorje. Posledično dobimo predfaktor, ki je večji kot bi ga sicer
pričakovali. V primeru četrte potence je bil faktor 3 namesto 2. Pri višjih potencah
pa dobimo
〈|Tr(F tKI(h))|2n〉 = (2n− 1)!!(2t)n, (8.53)
kjer je x!! = x(x− 2)(x− 4)(x− 6).... Če operatorji ne bi bili realni, bi pričakovali
rezultat
〈|Tr(F tKI(h))|2n〉 = n!(2t)n. (8.54)
Ponovno lahko uporabimo Monte-Carlo simulacijo in preverimo kakšen je rezultat za
šesto potenco sledi Floquetovega operatorja. Za brcan Isingov model v sebi-dualni
točki bi pričakovali rezultat 120t3, namesto 48t3, kar velja za naključne matrike.
Desni graf na sliki 8.3 prikazuje rezultate, ki so v skladu s temi pričakovanji. Po-
leg šeste potence vidimo še rezultate za drugo in prvo potenco. Vsi se skladajo s
pričakovanji.
8.5 Zaključek
Namen naloge je bil, da bolj podrobno raziščemo povezavo med brcanim Isingovim
modelom in teorijo naključnih matrik. S pomočjo Monte-Carlo simulacij, analitičnih
izračunov in potenčne metode smo poskusili čimbolj natančno oceniti fluktuacije
tega modela in jih primerjati z napovedjo iz RMT.
Ugotovitve so precej zanimive, saj vsi rezultati kažejo, da so fluktuacije večje kot
jih pričakujemo. Simulacije kažejo, da je za četrto potenco Floquetovega operatorja
odvisnost od časa 12t2. To pomeni, da je varianca enaka 8t2 in ne 4t2. Z analitičnimi
argumenti smo uspeli pokazati, da je spodnja meja za varianco oblikovnega faktorja
8t2, če predpostavimo, da ni vektorjev z negativnimi lastnimi vrednostmi, ki bi se
pojavljali pri vseh časih. Lastni vektorji, ki smo jih našli s potenčno metodo tudi
potrjujejo, da je vodilni člen 12t2, pri sodih časih pa dobimo še linearne popravke.
Prikazana je napoved za vrednosti višjih momentov oblikovnega faktorja, ki je pre-
verjena s simulacijo za primer šeste potence sledi Floquetovega operatorja.
Tako v primeru prve kot tudi četrte potence manjka dokaz, da je spodnja meja
enaka zgornji. Tega bi se lahko lotili v prihodnosti s podobnim dokazom kot je bil
uporabljen v primeru povprečja oblikovnega faktorja.
Zanimivo vprašanje, ki ostaja odprto je, ali obstajajo še kakšni modeli, ki imajo
takšne fluktuacije in ali mogoče obstaja celo poseben ansambel naključnih matrik,
ki jih opisuje.
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