We propose and analyze a spatioetemporal correlation method to improve forecast performance of solar irradiance using gridded satellite-derived global horizontal irradiance (GHI) data. Forecast models are developed for seven locations in California to predict 1-h averaged GHI 1, 2 and 3 h ahead of time. The seven locations were chosen to represent a diverse set of maritime, mediterranean, arid and semi-arid micro-climates. Ground stations from the California Irrigation Management Information System were used to obtain solar irradiance time-series from the points of interest. In this method, firstly, we define areas with the highest correlated time-series between the satellite-derived data and the ground data. Secondly, we select satellite-derived data from these regions as exogenous variables to several forecast models (linear models, Artificial Neural Networks, Support Vector Regression) to predict GHI at the seven locations. The results show that using linear forecasting models and a genetic algorithm to optimize the selection of multiple time-lagged exogenous variables results in significant forecasting improvements over other benchmark models.
Introduction
Large-scale utilization of solar energy for power generation requires advanced forecasting technologies to handle the variability of this weather-dependent resource. Several research groups have developed forecast algorithms and methodologies to predict ground irradiance at different forecasting horizons, ranging from minutes out to days ahead into the future [1] .
The numerical tools that ingest relevant ground telemetry, remote sensing data and numerical weather prediction results typically include simple deterministic models with complex preprocessing steps, stochastic time series models such as AR, ARMA and ARIMA, machine learning tools such as Artificial Neural Networks, K-Nearest-Neighbors, Supported Vector Regression, and many other post-processing algorithms [1e4] . Most existing operational models use only local data and are limited to observe variations in the input variables in a single point in space, and are "blind" to the motion of weather systems across the earth's surface. A few recent studies employed spatially distributed data to cover small regions in space. Lonij et al. [5] use data from a network of 80 rooftop sensors in Tucson, AZ, Yang et al. [6] use a network of 10 sensors in Singapore and So € zen et al. [7] train a neural network for 12 ground stations spread over Turkey.
In both cases the researchers reported substantially improvements to the forecast skill. The drawback for such approach is that, a network of ground sensors is costly to deploy and maintain due to required regular maintenance. When no such ground truth data is available, is it possible to find some useful approximations to irradiance measurements as Pelland et al. [8] have done by using spatially distributed irradiance forecast from the Canadian Meteorological Centre. Al-Alawi and Al-Hinai in Ref. [9] developed a neural network based forecasting model to predict the global radiation for remote locations in Oman, where ground-based measurements are not available.
In a similar way to these authors, we explore in this work simple forecast models that include irradiance data from locations in the vicinity of the point of interest. Here gridded data comes, not from a numerical weather prediction, but from models that ingest satellite images to estimate the solar irradiance at the ground level. Such models have grown in accuracy in recent years (see for instance [10, 11] ). Moreover, such data will even be more accurate in the near future with GOES-R, the next generation of geosynchronous environmental satellites by NOAA, that will increase the frequency of full-disk imagery from 30 min to 5 min [12] .
The objective of this paper is to introduce a forecasting approach that improves the prediction accuracy of ground measured irradiance data throughout the state of California through the use of exogenous satellite-derived variables. Two main aspects are explored by the proposed methodology. First is to investigate how exogenous input data obtained by difference source than a groundbased sensor at the point of interest affect the forecast of the measured observations. It is important to identify the seeking area around the vicinity of a ground location where a model can search for exogenous input data. Secondly, the time latency of both the endogenous and exogenous inputs plays a crucial role in the forecasting performance, as well as the optimization of selecting a number of exogenous variables from different time lags. Given a large dataset of gridded satellite data, we propose a time-lagged correlation analysis between the ground measured times series and the gridded data to define potential seeking regions based on the degree of correlation. We study different types of forecasting models including the persistent model, Artificial Neural Networks (ANN), Support Vector Regression (SVR), linear models using a variety of time-lagged input data and a linear model optimized by Genetic Algorithms (GA). The latter provided the best forecast accuracy for forecast horizons up to 3 h ahead, with respect to any ground location and evaluated on different periodic partitions of an independent testing subset.
The remainder of the paper is organized in four parts: in Section x2, the case study will be presented. Section x3 is devoted to a description of the time-lagged correlation analysis and the developed models. Section x4 analyses the experimental results. The conclusion is reported in Section x5.
Case study

CIMIS ground data
Ground-based hourly irradiance data used in this study were obtained from 7 weather stations operated by California Irrigation Management Information System (CIMIS). A network of 120 automated weather stations throughout the entire state of California constitute the CIMIS program managed by the Office of Water Use Efficiency (OWUE), California Department of Water Resources (DWR). Aiming to assist in the efficient management of irrigation water resources, DWR and the University of California, Davis established the CIMIS program in 1982. The CIMIS weather stations are located at key agricultural and municipal sites to either measure various meteorological data on an hourly basis or calculate them from measure values. The weather stations are equipped to measure data such as solar radiation, air and soil temperature, relative humidity, precipitation, and wind speed and wind direction. In the present study, we selected seven weather stations located at distinct sites in California, from the north to the south as well as at coastal and inland sites (Fig. 1) . The wide range of stations was based on the estimated solar variability that each location experiences and their geographic proximity to regions where antipodal climatic conditions occur. For instance, San Diego is exposed to the marine layer of the Pacific ocean which substantially affects solar variability, whereas Merced, located in the Central Valley of California and has hot, dry, cloudless summers and notably low solar variability. Table 2 summarizes geographical information for the sites used. Solar radiation data were obtained for a 45-month period from January 2009 to September 2012. The total solar radiation that reaches each weather station is measured by a LI200S Li-Cor photovoltaic pyranometer. The 60 readings per minute are then averaged to hourly data and published on the CMIS portal. The error accuracy of the Li-Cor pyranometer is within ±5% under natural sunlight conditions.
The ground data were split into training, validation and testing sets, respectively. The training set was used for the time-lagged correlation calculations and the estimation of the model parameters, the validation set was used for the parameter optimization and the testing was applied for evaluating the generalization capacity over independent data. The three data sets were created with the following algorithm: the 1st week of every month was assigned to the validation set, the 2nd to testing and the remaining data were used for training. This resulted in a typical data partition with 50% for training and 25% for validation and testing, respectively. This splitting algorithm ensures that all the subsets share similar seasonal trends.
Satellite-derived data
In addition to the CIMIS data, we use gridded data values of GHI for the state of California provided by the SolarAnywhere ® [13] . The Enhanced Resolution dataset, for the same period as the CIMIS dataset, consists of satellite-derived GHI data on an approximately 0.01 + resolution grid both in latitude and longitude and a 30 min time sampling rate. SolarAnywhere ® global and direct irradiance values are derived from the SUNY semi-empirical satellite-to-irradiance model, which relies on imagery collected from the GOES-W and GOES-E satellites in conjunction with other meteorological data sources [14, 15] . A number of studies validates the accuracy of SUNY model at several individual locations with a typical error of the derived global and direct irradiance estimates correspond to 5% In order to reduce the large number of grid nodes we applied a median filter to all the non-overlapping windows consisted of 5 Â 5 nodes. The use of the median function is based on the consideration that adjacent nodes in the grid should have relatively smooth deviation of GHI values. Thus, every 25 km 2 region (i.e. 5 Â 5 grid) is represented by the median GHI value of the node values in the window. As the window slides over the entire image, the result from the median filter is assigned to a new grid, which is composed of the coordinates of the central node in each window. In order to match the 30-min satellite-derived GHI with the 1-h ground data we averaged the former dataset over 1 h intervals (±30-min). Finally, the preprocessed SolarAnywhere ® dataset, that shares common time stamps with the CIMIS dataset (Jan 2009eSept 2012), was also split into the three subsets described above.
Clear-sky model and clear-sky index
The clear-sky models (CSM) are employed by several applications in the solar engineering field to compute the expected ground irradiance for sky conditions at any location and time. In recent past a number of CSM has been presented which are associated with a variety of different climatic input parameters [1, 17] . The normalization of satellite data by the expected clear sky values constitutes an important prepossessing task where the normalized irradiance becomes independent from factors such as the geographic location, the time of year and the variability associated with deterministic solar diurnal cycle. In this study we employed the CSM proposed by Ineichen and Perez (2002) [18] which requires as the only atmospheric input the Linke turbidity factor at an airmass of 2. In contrast to other multi-parameter CSM in the literature, the selection of this model lies in the availability of broadband input parameters and the demonstrated good performance in the state of California [19] . Current research on the accuracy of diverse CSM has shown that the particular model is among the four best-performing models out of 54 CSM in total [20] . The CSM values, GHI cs , were calculated for all the nodes of the reconstructed grid domain and the hourly averaged time stamps as described in the section x2.2. The clear sky index k exo/endo , defines the normalized GHI exo/endo time series, which is calculated as: k exo=endo ðtÞ ¼ GHI exo=endo ðtÞ GHI cs ðtÞ ;
where the subscripts exo/endo indicate either the satellite-derived data (the exogenous variables) or the ground measured GHI at the CIMIS stations (the endogenous variables). Both the k exo/endo time series values vary between 0 and 1, representing fully overcast sky or completely clear conditions, respectively.
The datasets of temporal vectors GHI exo/endo and k exo/endo are created for the three time subsets described in the section x2.1. They consist of N time series vectors of the irradiance features (i.e., GHI exo/endo or K exo/endo ) for daytime periods. The number of vectors, N ¼ 16,625, results from the total number of nodes of the reconstructed~5 km Â 5 km grid and correspond only to land regions of California.
Forecasting framework
Using the datasets explained above we address a simple question: having access to gridded irradiance data (measured or modeled as in this case) can these data be used to improve irradiance forecast for a given location within the gridded data domain and how can this be done? The answer to the first part of the question is trivial: spatially distributed irradiance data should always improve the forecast accuracy. Cloud advection, for instance, cannot be detected with irradiance data from a single location but can be easily observed in gridded data. Large improvements in the forecast accuracy should be expected when such information is available.
The second part of the question has multiple possible answers and it depends on the preferences of the researcher. In the remainder of this paper we will provided our approach and assess its performance.
In general terms the forecast models here proposed are given by: 
where b kðt þ dÞ is the forecasted value at time tþd, k endo is the clearsky value at the location of interest, and k exo is the clear-sky irradiance from exogenous locations obtained from the gridded data.
Models where developed to forecast horizons d¼1,2,3 hours. The number of exogenous locations k exo,j is not defined beforehand nor is the number of time lags tÀiDt. The approximation function f can take various forms depending on the forecast model used. In this work we will explore the following tools: linear models, Artificial Neural Networks and Support Vector Regression. The dependent variable in these models is the clear-sky index and not the irradiance, given that contrary to GHI, the k time series is stationary. However, all the results and error analysis presented ahead will be in terms of irradiance, which can be obtained as b IðtÞ ¼ b kðtÞ Â I cs ðtÞ. The choice of exogenous locations and time-lagged variables to be included in Eq. (2) will be addressed bellow. The optimal set of exogenous variables and time-lagged data will be determined through a genetic algorithm. However, given that any point in the California dataset could be used as an exogenous input we propose 
Time-lagged correlation analysis
Time-lagged correlation analysis is a challenging approach of stochastic modeling to investigate the pairwise relationship between time shifted solar-irradiance time series, as a function of both the spatial distribution of the measurements sites and the time delays of the measured irradiance [21e23] .
Before developing the forecast models in detail, it is necessary to examine two essential aspects. The first is to define the spatial area characterized by significant correlation between k exo and k endo time series for different locations. The exogenous inputs to Eq. (2) will be selected from these areas. In general, it is expected that these areas will be formed by the grid nodes closest to the ground stations. The second aspect is to determine a criterion based on the correlation magnitude that will define these areas. In order to address these two issues, we performed a time-lagged correlation analysis between the k endo time series at each of the CIMIS locations with time-lagged k exo satellite-derived time series from the entire state of California. The Pearson correlation coefficient r is defined as:
with i ¼ 1,…,N, where t¼{0,1,2,3} represents the hourly time lags applied to the k exo time series, and cov and s stand for covariance and standard deviation, respectively. The "connection" between the k time series of selected ground points of interest with a large satellite-derived auxiliary dataset of antecedent data can now be interpreted by a lag-dependent Pearson correlation coefficient map. All the time series used for the correlation analyses were obtained from the training subset. While we aim to short-term forecast horizons, the time lags were defined to vary between 0 and 3 h.
A preprocessing step of the correlation analysis for each reference location requires to clean the CIMIS data from any missing values or invalid measurements and perform an overlapping match with the corresponding satellite data. Specifically, all the time stamps of an entire day are removed if a missing/invalid value during that day is detected. Although the number of overlapped data among the cases of different CIMIS locations is variable, they always exceed 90% of the initial dataset size.
The group of grid points with the largest correlation to the reference point are used to form the area wherein exogenous time series can be selected as inputs to the forecast models. Once the correlation maps for the delay t are computed and, given a threshold value r t,lim to define the set of nodes in the search area S, the later is given as: 
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and the set of exogenous variables associated to these indices is r>0.5) encloses the CIMIS station at Davis, we confine the search area to the 100 most correlated nodes, r lim ¼r 100th . The search areas for the locations Davis, McArthur and Torrey Pines (San Diego) are shown with red in Fig. 3(bed) , respectively. The blue areas indicate the nodes whose correlation with the ground data is smaller than the threshold. The shape of the search area is variable and depends on the threshold value and the location of reference. This evidence indicates the necessity of performing correlation analysis in order to accurately define the boundaries of the area of potential exogenous locations.
Linear models
The simplest class of forecast modes used in this work are linear models. The general expression for these models is given by
with k exo,ij 2K i . The coefficients A i and B ij are determined such that they minimize the error
for data points in the training data set. The minimization is done with the quasi-Newton algorithm available through the function fminunc implemented in MATLAB (R3013a). The forecast performance of the various models developed is assessed relatively to the persistence model which is given by Eq. (6) with A 1 ¼1 and all other coefficients equal to 0.
ANN
Another class of models tested here are based on ANNs. These are useful tools for approximating complicated mapping functions for problems in classification and regression [24] , and have been used extensively in solar radiation modeling and forecasting (see e.g., [25, 26] ). An ANN is a particular representation of an output y in terms of some input variables x. This representation is based on signals being sent through elements called neurons in such a way that the processing of the input signals produces an output, b k, that is sufficiently close to the desired target value of k. Neurons are arranged in layers, where the first layer contains the set of inputs, the last layer contains the output, and the layers in between, referred to as hidden layers, contain hidden neurons. This work uses feedforward neural network with N inp inputs and N hid neurons in one hidden layer with a linear output activation. The ANN forecast model can be expressed as,
where f hidden i are sigmoidal functions, such as the hyperbolic tangent function. The weights, w j,i and w i in the network were determined with the LevenbergeMarquardt numerical optimization algorithm that minimizes the mean squared error (MSE)
Support vector regression
In order to assess the performance of another family of predictors, we use an attractive approach for time series forecasting, the SVR model based on Vapnik's concepts of support vector machines (SVM) [27] . SVR method relies its popularity on characteristics such as the robust and sparse regressions, good generalization performance, unique solution compared to ANN due to the absence of local minima. The basic idea behind SVR is to transform the data x from an initial input space into a higher dimensional feature space as a means of a nonlinear mapping function F to account for nonlinearity. The transformed feature space maximizes the geometrical margins between the objects allowing the better separation. The hyperplane at the feature space is computed by the linear equation:
where <,,,> denotes the inner product, with w3R n , b3R and
Initial data x lay on the R n dimensional space, D is the target feature space, w defines a set of coefficients to be determined and b is the intercept. The regression problem is equivalent to the optimization problem stated in Ref. [27] of finding the parameter vector w and intercept b by requiring the minimization of the equation:
subject to
where the regularization parameter C determines the trade-off between the 'flatness' of f and amount up to which deviations larger than the regression margin ε are tolerated. The slack constrains x,x * are introduced to measure the distance between the input data and outside the ε-tube [28] . The solution to the regression problem requires computations of only the above mentioned inner product, which can be presented in the feature space as a kernel function:
where a i are Lagrange multipliers associated with the constrains and K(x,x i ) is the introduced kernel function. The Gaussian radial basis function (RBF) is selected among basic kernel choices, defined as:
where g is an user defined parameter that defines the kernel behavior, while x is the center of the Gaussian distribution. Here, the parameters g and C are set equal to 16 and 0.25, respectively.
Selecting exogenous variables
The models explained in the previous sections receive as inputs the clear-sky index from the ground data and the clear-sky index from the satellite gridded data. After applying the correlation analysis procedure outlined in Section 3.1 there are still hundreds of possible inputs to consider at the different time-lags with significant correlation r t,i !0.5. The first approach used to include exogenous variables in the forecast models was an brute force method in which, for each lag correlation map r t,i , all the exogenous variables in the set K t j rt,lim with r t,lim ¼{r t,1st ,r t,2nd , /,r t,50th }. The possible inputs, for those cases, are summarized by Table 1 that list  the available inputs for the 4 time lags considered (the table rows) and the N exo exogenos locations in the set K t j rt,lim (the table columns). In other words, exogenous locations with the highest 1,2,/,50 correlations within the seeking area, as it is defined in x3.1, for each lag were included in to the forecast models, the free parameters computed using the validation dataset and the error metrics computed for the testing set. This approach returned the best forecast models that use all the highest correlated (up to 50) nodes for a single time lag.
In order to involve all the time lags in the same model we used a simple search algorithm:
1. Find the best number of highly correlated exogenous data, at lag 0-h, to add to the forecast algorithm 2. Sequentially add highly correlated exogenous data from lag 1-h to the set found in the previous step and determined the number of exogenous variables (if any) that minimize the forecast error 3. Repeat step 2 for the exogenous data at lags 2-and 3-h. 
Genetic algorithms
The previous section explained a brute force method to include exogenous variables in the forecast. In this section we explain a more general approach to the problem of finding the best set of exogenous inputs based on the heuristic search tool, the genetic algorithm [29] . The GA is especially useful for problems such as this where it is not possible to map the search space analytically. In this work, the GA starts with an initial population of individuals generated randomly, each of which representing a different set of exogenous inputs. Each individual in the population is described by a binary vector with length N Lag ÂN Exo . The element i ¼ (jÀ1)N Lag þk in the one of these vectors, where j and k are the row index and column index from Table 1 , respectively, dictates the inclusion (if equal to 1) or the exclusion (if equal to 0) of the jk input into the forecast model.
All the individuals are then evaluated using the linear forecast explained above. The individuals with the lowest MSE when applied to the optimization dataset are selected as parents for the following generation. Eighty percent of offspring generation is created through crossover (bit-wise random recombination from two parents). The remainder 20% are created through mutation of randomly selected parents. In this case mutation operates by flipping a bit at some randomly chosen sites. The new generation is again classified in terms of forecast MSE and the process is repeated until there is no more improvement in the best individual or a prescribed number of generations is achieved, 100 in this case.
Due to the stochastic nature of the GA, multiple runs were performed to ensure that the final solutions do not vary significantly depending on the GA run. Fig. 4 illustrates the evolution of multiple GA runs for the location of Windsor for the 1 h forecast horizon. Each of the 10 GA runs start with a random initial population for a fixed number of 100 generations. It is notable in Fig. 4 that the short range of the generated fitness scores is mainly found within the first two standard deviations of the mean, and the upper and lower quartiles are almost included within one standard deviation. Consequently, a single run of the GAs can be used to provide a reliable and fast solution.
Forecasting results
Preprocessing and forecast models
As explained in section x2, we focus on performing our forecasting models to GHI data selected from ground locations throughout CA referred to as endogenous variables, while satellited-derived GHI data are considered as exogenous variables. A preprocessing step for only daylight timestamps includes the removal of missing values, calculation of the CSM values, normalization to clear sky index k exo/endo and division of the entire data period into training, validation and testing sets. Subsequently, all of the previously described forecasting methods are applied to predict future values of normalized GHI for 1 h, 2 h and 3 h ahead forecast horizons. The inputs were either time-lagged or synchronous endogenous ground-measured k time-series with/without exogenous variables obtained from the satellite gridded data.
The experiments in this study were conducted in a three-step procedure. In the first step we conduct a correlation analysis between the selected CIMIS location and the time-lagged satellitederived k time-series from the training subset to investigate the spatial area of the highest correlated locations. A threshold value of the 100 most well-correlated locations around a CIMIS station has previously identified to define the seeking area for each lag.
The second step follows with the application of all the forecasting models to the validation subset for each location of interest. In this step each model goes through a parameter optimization step to ensure the accuracy of the prediction process. All the terms of 1 h-to-3 h time-lagged or synchronous (zero time lag) endogenous/exogenous data inputs were examined with respect to the configuration of each model, as described by the Eq. (2). In particular, the linear model was applied either to only endogenous variables or to both endogenous and exogenous input data for the various time lags and forecast horizons. It is worth noting that the seeking area for exogenous variables varies for different locations and at each implementation the models use a different number of exogenous variables within the predefined area of interest, varying gradually from 1 to 50. The upper limit of 50 exogenous variables Table 3 Summary of the forecast skill and the RMSE statistical error merged results for 1h-ahead horizon on a quarterly basis. The acronyms PERS, ENDO, ANN, SVR, EXO_1 to EXO_4, EXO_best and GA stand for the persistence, the linear model using only endogenous variables (CIMIS locations), the ANN, the SVR, the linear models using exogenous variables from a single lag (0 h,1 h,2 h and 3 h time shifts, respectively), the linear model that uses the best exogenous variables from each of the time lags, and the linear model optimized by the GA, respectively. The column labels 'Val' and 'Test' indicate the validation and testing subsets. was selected based on a realistic scenario of choosing a reasonable number of locations that can be potentially used for hosting ancillary ground stations. In brief, we can distinguish five basic variations of the used linear models. First, the simple persistence model, second, the linear model using only endogenous variables and the linear model that uses a combination of endogenous variables accompanied by exogenous variables from a single lag separately. Furthermore, we select to add together the number of exogenous variables that perform best for each lag in order to investigate the effect of applying simultaneously different but also best performing time-lags to the prediction of future values. In this model type, exogenous variables from previous lags are added only if they improve the forecast. Another essential point of using exogenous variables to improve the performance of the linear models, is the type of linear models that uses the GA to determine the optimal set of exogenous variables for each time lag. The heuristic search by the GA applies always within the seeking area derived from the correlation analysis at each time lag and the selected number of variables is independent from a time lag to another. In our case study, experiments with various GA population sizes showed that there is no significant improvement to select more than 50. Finally, the SVR and ANN non-linear forecast models, using only multiple time-lagged endogenous inputs, are used to provide more advanced reference models than the linear ones. Upon the completion of each model's parameters optimization, the third step of the experimentation is to apply the trained forecasting models to the testing subset. Once the model parameters are determined, we evaluate the models on the testing set in terms of measuring their efficiency to an independent period of input data. Results generated by all the forecast models to both the validation and testing subsets with reference to each CIMIS location. The following subsection provide an overview of the performance metrics. 
Performance measures
To evaluate the performance of the developed prediction models, we use the naive persistence model as the reference model. The output of the forecasting models are the predicted b k timeseries for each ground point of interest, which are transformed to predicted GHI values, as defined by the Eq. (1). Both for the validation and the testing subsets, the predicted results for each case are compared with the measured observations by calculating the Root Mean Square Error (RMSE) as follows:
where P stands for the measured GHI observations (W/m 2 ) at each ground CIMIS location at time t, b P denotes the predicted GHI values at the same location and n s is the length of data set.
In order to examine the relative improvement of the different prediction methods over the baseline persistence model, we calculate the model quality skill s defined by:
where RMSE mod means the RMSE of each model forecast, while RMSE pers stands for the RMSE of the persistence forecast model on either the validation or the testing subset. The higher the value of s, the better the forecasting model against the persistence model performs. Negative values of s indicate that the forecasting model fails to outperform the persistence model, while s equal to 1 denotes a perfect forecast with zero RMSE mod . In addition, the Coefficient of Determination (R 2 ) statistical measure is calculated as follows: Table 7 Same as in Table 3 , but for 2h-ahead horizon on a biannual basis. Table 6 Same as in Table 3 , but for 1 h-ahead horizon on a biannual basis. 
where P is the mean of the measured values P for the period of each subset. Complementary to the comparative advantage of a forecasting model against a simple reference model as this is calculated by s, the Coefficient of Determination scores between 0 and 1 indicate the extent to which the predicted b P variables are predictable from the measured values P . In other words, the R 2 values show how accurately the predicted points fall on a simple regression line (See Fig. 7 ). This metric evaluates the performance of each model independently of the reference model's performance and provides insight into the reliability of the model itself.
Seasonal-dependent optimization
In the initial experiments the models were developed using the entire dataset as explained above. This results that the free parameters in the different models are optimized for data belonging to the whole year and all types of weather conditions. It is then possible, that if the models are retrained for smaller sets of more coherent data the performance may increase. To study this effect the original data sets are divided with respect to seasons in a very simple way:
Quarterly, the sets are divided into four meteorological seasons defined as i) Winter (Dec-Jan-Feb), ii) Spring (Mar-Apr-May), iii) Summer (Jun-Jul-Aug) and iv) Autumn (Sep-Oct-Nov). biannual, the sets are divide into two major subsets i) NoveMar and ii) ApreOct. This selection is contingent on empirical regional conditions. Annual, data from the entire year forms either the validation or the testing set.
Forecasting performance
Tables 3e11 present the performance results in terms of forecast skill s and RMSE with respect to the three seasonal-dependent types for partitioning the evaluation period of time (i.e. validation and testing subsets) as well as the forecast horizon. As the Tables show, each row indicates a different model, while each column corresponds to a different CIMIS ground station. Metric values are given for both the validation and the testing subsets. Whereas the experiments are conducted on a seasonal basis taking into consideration the aforementioned division scenarios, the performance metrics are calculated accordingly. In order to simplify the presentation of the results, we thereafter merge the forecasts into an annual basis while ensuring that the merged timestamps are distinct. Consequently, the following figures and tables display the merged results obtained by different forecast methods and partition of the evaluation subsets.
For better visualization of the results at Tables 3e11, we plot the content of each table in a radial plot in Fig. 5 . The measured s-skill scores for the testing subset for each forecasting model can be read by tracing an axis from the center outwards, each axis corresponds to one of the 7 CIMIS ground locations. Therefore, values obtained from the same method across different ground stations can be connected by a joined line and the corresponding area is shaded by different colors to increase the distinction. We label the axes in the prescribed geographical orientation of the ground stations, starting clockwise with McArthur (northern) to Torrey Pines (southern). Fig. 6 shows the bar plots of s-skill values for the best performing forecasting method, the linear model optimized by the GA, both at each quarter of the four-seasonal division of the evaluation subsets and also the merged scheme. In these plots, each set of bars corresponds either to the seasonal or the merged results, while the color of each bar stands for different prediction horizon and evaluation subset. From this figure it can be seen that the forecasting performance varies from a season to another, depending also on different factors such as the location of the CIMIS stations and the evaluation subset in use. By plotting the pairs of forecasted b P values and measured P observations of the testing subset for specific ground stations, we produced the scatter plots at Fig. 7 . As can be seen from the scatter plots, the Coefficient of Determination (R 2 ) values are calculated to quantify the degree of dispersion of the forecasted values about the 1:1 reference line. The highest values of R 2 , the better performance of the forecasting method. The upper half set of scatter plots outlines the performance of the ground station with the best results (i.e. De Laveaga) and the bottom half plots refer to the less well performing station (i.e. Parlier). As the key aspect of using the R 2 metric is to measure the accuracy of a forecasting model autonomously rather than comparatively to a reference model, the scatter plots correspond to the best performing and the reference model, as these are derived from our experiments. Hence, the left column of the 7 corresponds to the linear model optimized by GA and the right column corresponds to the persistence reference model. The rows show examples for 1 and 3 h ahead forecastings. We also indicate the quality of the forecast in terms of RMSE above each scatter plot. From this figure it can be seen that the depicted performance of each case is relevant to the corresponding s-skill metric; the linear model optimized by the GA performs always better than the persistence model. It is obvious that both the location of the point of interest and the forecasting horizon affect the forecasting quality.
Conclusions
This study shows that the forecasting accuracy for GHI in the state of California can be substantially increased through exogenous, satellite-derived data (such as the data provided by the gridded SolarAnywhere ® dataset). Given the costs associated with ground-based station networks, the proposed methodology leverages the availability of low-cost satellite data in such way that the forecasts can be improved at any point of interest. To this end, we: i) propose a time-lagged correlation analysis to define precisely the seeking area of the exogenous satellite inputs, and ii) demonstrate that the linear model optimized by GA outperforms any other method tested here. As for the forecasting improvements by means of s-skill, the GA optimized model outperforms the persistent model by 8.458e40.419% on the quarterly basis, 8.185e41.180% on the biannual basis and 8.969e39.196% on the annual basis, depending on the forecast horizon and station location. Summing up the results, we conclude that a combination of hourly-shifted inputs (up to 3 h) before the current time t is critical for forecast improvements. We also determine the optimum number of exogenous variables per lag. The seasonal partition of the evaluation subsets shows that there are periodic tendencies of the irradiance input for all the models except the best performing model, which performs fairly unbiased for all seasons. The results shown in the Fig. 5 indicate that the shape of the patterns are significantly altered in seasondependent divisions, in contrast to that of the best model, which remains robust for certain forecast horizons.
An optimal spatial distribution for sensor networks can be determined through direct application of the top performing forecasting model. Points of interest located near the coastline (e.g. De Laveaga, Windsor, Torrey Pines) exhibit better accuracy compared to the forecast improvements of mostly dry, cloudless inland locations such as Merced, Davis, Parlier. With respect to the quarterly seasonal results (Fig. 6) , the coastal locations perform considerably better during summer and autumn as compared to the most dynamic periods in winter and spring. The negative s-skill result for the summer quarter at Davis can be explained as input data discrepancies from different sources. Our findings also reveal the weakness of the reference model to perform well as the forecast horizon progresses. It is apparent that the well performing locations exhibit a more distinct forecast improvement against the reference model at larger forecast horizons (see Fig. 7 ).
The proposed methodology can be readily adapted to existing networks of ground stations or to a single ground station that is covered by high-resolution satellite imagery. Although several studies have indicated the use of exogenous variables derived by neighboring stations of an existing station, the innovation of this study is in the exploitation of satellite-derived inputs within a gridded domain to generate accuracy and robustness in the forecasts. Hence, the ultimate proximity that can be reached between the point of interest and the potential exogenous variables, together with the localization of the seeking area and the optimization of time-lagged exogenous variables, suggests a reliable approach towards the development of more accurate and robust solar forecasts.
