It is well known that the problem of vanishing/exploding gradients is a challenge when training deep networks. In this paper, we describe another phenomenon, called vanishing nodes, that also increases the difficulty of training deep neural networks. As the depth of a neural network increases, the network's hidden nodes have more highly correlated behavior. This results in great similarities between these nodes. The redundancy of hidden nodes thus increases as the network becomes deeper. We call this problem vanishing nodes, and we propose the metric vanishing node indicator (VNI) for quantitatively measuring the degree of vanishing nodes. The VNI can be characterized by the network parameters, which is shown analytically to be proportional to the depth of the network and inversely proportional to the network width. The theoretical results show that the effective number of nodes vanishes to one when the VNI increases to one (its maximal value), and that vanishing/exploding gradients and vanishing nodes are two different challenges that increase the difficulty of training deep neural networks. The numerical results from the experiments suggest that the degree of vanishing nodes will become more evident during back-propagation training, and that when the VNI is equal to 1, the network cannot learn simple tasks (e.g. the XOR problem) even when the gradients are neither vanishing nor exploding. We refer to this kind of gradients as the walking dead gradients, which cannot help the network converge when having a relatively large enough scale. Finally, the experiments show that the likelihood of failed training increases as the depth of the network increases. The training will become much more difficult due to the lack of network representation capability.
great similarity between nodes may reduce the effective number of neurons within a network. In some cases, the correlation of hidden nodes may disable the entire network. This phenomenon is called vanishing nodes.
First, consider a deep feed-forward neural network with depth L. For simplicity of analysis, we assume all layers have the same width N . The weight matrix of layer l is W l ∈ R N ×N , the bias of layer l is b l ∈ R N (a column vector), and the common activation function of all layers is φ(·) : R → R. The input of the network is x 0 , and the nodes at output layer L are denoted by x L . The pre-activation of layer l is h l ∈ R N (a column vector), and the post-activation of layer l is x l ∈ R N (a column vector). That is, ∀l ∈ {1, ..., L},
The variance of node i is defined as
, and the squared correlation coefficient (ρ 2 ij ) between nodes i and j can be computed as ρ 2 ij ∆ = Ex 0 [(x l(i) −x l(i) )(x l(j) −x l(j) )] 2 Ex 0 [(x l(i) −x l(i) ) 2 ]Ex 0 [(x l(j) −x l(j) ) 2 ] , where ρ 2 ij ranges from 0 to 1. Nodes x l(i) and x l(j) are highly correlated only if the magnitude of the correlation coefficient between them is nearly 1. ρ 2 ij indicates the degree of similarity between node i and node j. If ρ ij is close to +1 or −1, then node i can be approximated in a linear fashion by node j. A great similarity indicates redundancy. If the nodes of the hidden layers exhibit great similarity, the effective number of nodes will be much lower than the original network width. Therefore, we call this phenomenon the vanishing nodes problem.
In the following section, we propose a metric to quantitatively describe the degree of vanishing of the nodes of a deep feed-forward neural network. A theoretical analysis of this metric indicates that it is proportional to the depth of the network and inversely proportional to the width of the network. This quantity is shown analytically to depend on the statistical properties of the weights and the nonlinear activation function.
Vanishing Node Indicator
Consider the network architecture defined in eqn. (1) . In addition, the following assumptions are made: (1) The input x 0 is zero-mean, and the features in x 0 are independent and identically distributed. (2) All weight matrices W l in each layer are initialized from the same distribution with variance σ 2 w /N . (3) All the bias vectors b l in each layer are initialized to zero.
The input-output Jacobian matrix J ∈ R N ×N is defined as the first-order partial derivative of the output layer with respect to the input layer, which can be rewritten as ∂x L ∂x0 = L l=1 D l W l , where D l ∆ = diag(φ (h l )) is the derivative of the point-wise activation function φ at layer l. To conduct an analysis similar to that of [20] , consider the first-order forward approximation: x L − x L ≈ Jx 0 . Therefore, the covariance matrix of the nodes (C ∈ R N ×N ) at the output layer can be computed as
where σ 2 x is the common variance of the features in x 0 , and the expected values are calculated with respect to the input x 0 . For notational simplicity, we omit the subscript x 0 of the expectations in the following equations. It can be easily derived that the squared covariance of nodes i and j is equal to the product of the squared correlation coefficient and the two variances. That is, [C (ij) ] 2 = ρ 2 ij σ 2 i σ 2 j . In this paper, we propose the vanishing node indicator (VNI) R sq to quantitatively characterize the degree of vanishing nodes for a given network architecture. It is defined as follows:
VNI calculates the weighted average of the squared correlation coefficients ρ 2 ij between output layer nodes with non-negative weights σ 2 i σ 2 j . Basically, VNI R sq , which ranges from 1/N to 1, summarizes the similarity of the nodes at the output layer. If all nodes are independent of each other, the correlation coefficients ρ ij will be 0 (if i = j) or 1 (if i = j) and R sq will take on its minimum, which is 1/N . Otherwise, if all of the output nodes are highly correlated, then all the squared correlation coefficients ρ 2 ij will be nearly 1, and therefore R sq will reach its maximum value 1.
Note that the weights σ 2 i σ 2 j in the weighted average can be interpreted as the importance of the output-layer nodes i and j. If all of the output layer nodes have equal variances, VNI R sq is simply the average of the squared correlation coefficients ρ 2 ij . With the covariance matrix defined in eqn. (2) and the formulas for the traces of matrices, VNI R sq can be expressed in terms of the covariance matrix as
where tr(·) denotes the trace of a matrix.
From eqn. (2), substituting σ 2 x JJ T for C in eqn. (4) , and noting that tr(A k ) is equal to the sum of the kth powers of the eigenvalues of the symmetric matrix A [4] , an approximation of R sq can be obtained:
where λ k is the kth eigenvalue of JJ T , and m i is the ith moment of the eigenvalues of JJ T .
In eqn. (5), we show that R sq is related to the expected moments of the eigenvalues of JJ T . Because the moments of the eigenvalues of JJ T have been analyzed in previous studies [18] , we can leverage the recent results by [18] :
w /N is the variance of the initial weight matrices, s 1 is the first moment of the series expansion of the S-transform associated with the weight matrices, and µ k is the kth moment of the series expansion of the moment generating function associated with the activation functions. If we insert the expressions of m 1 and m 2 into eqn. (5), we can obtain an approximation of the expected VNI:
which shows that VNI is determined by the depth L, the width N , the moments of the activation functions µ k and the statistical properties of the weights s 1 . Because R sq ranges from 1/N to 1, the approximation in eqn. (6) is more accurate when N >> L. Moreover, it can be easily seen that the correlation is inversely proportional to the width N of the network, and proportional to the depth L of the network.
To evaluate the accuracy of eqn. (6) with respect to the original definition in eqn. (3), we have designed the following experiments. A network width, N ∈ {200, 500}, is set. The network depth L is adjusted from 10 to 100 with the Hard-Tanh activation function. One thousand data points with the distribution x 0 ∼ Gaussian(µ x = 0, σ 2 x = 0.1) and 50,000 training images from the MNIST dataset [14] are fed into the network. In each network architecture, the weights are initialized with scaled-Gaussian distribution [5] of various random seeds for 100 runs. The R sq calculated from eqn. (3) is then recorded to compute the mean and the standard deviation with respect to various network depths L. The results are shown in Fig. 1 as the blue and green lines denoted "Simulation i.i.d. inputs" and "Simulation MNIST dataset." The red line denoted by "Theoretical" is the result calculated from eqn. (6) . This experiment demonstrates that the VNI expressed in terms of the network parameters in eqn. (6) is very close to the original definition in eqn. (3) . Similar results are obtained with different activation functions (e.g., Linear, ReLU) and different weight initializations (e.g., scaled uniform distribution). Fig. 2 plots the squared correlation coefficients between output nodes, which are evaluated with 50,000 training images in the MNIST dataset [14] for various network architectures. White indicates no correlation, and black means that ρ 2 ij = 1. Fig. 2 (a) plots the squared correlation coefficients for four architectures with the same network width (N = 200) at different depths (5, 50, 300, and 1000). Fig. 2 (b) shows the architectures with the same depth (L = 100) and different widths (5, 50, 200, 1000) . This shows that the vanishing node phenomenon becomes evident with increasing depth and is inversely proportional to the width.
Network collapse
When the VNI of a network is equal to 1 (i.e. all the hidden nodes are highly correlated, the redundancy of the nodes is at a maximal level), and so the network collapses to only one effective node. The representation power is not sufficient, and hence the network cannot successfully learn most training tasks, e.g., classification tasks with more than two classes, or non-linearly separable classification tasks.
As theoretical evidence for this claim, we present the network collapse theorem: Theorem 1 (Network collapsing). The effective number of nodes becomes 1 when the VNI R sq is 1.
Proof. First, the N random variables of the values of the nodes in a hidden layer are defined as {X 1 , X 2 , ..., X N }. Without loss of generality, we assume that each X i follows a N (0, 1) distribution. Therefore, the covariance matrix of the random vector [X 1 , X 2 , ..., X N ] T is
where
as defined in eqn. (2), ρ ij is the correlation coefficient between X i and X j , and hence C is a symmetric matrix. By the definition of the VNI R sq from eqn. (3), the R sq can be represented as
Let the eigenvalues of C be λ 1 , λ 2 , . . . , λ N . By the relation between trace of a matrix and its eigenvalues, we have
To relate R sq with the redundancy of the random variables, a method for measuring the redundancy is needed. From a principle component analysis (PCA), the eigenvalue of C can represent the energy (i.e. the variance) associated with each eigenvector. Therefore, we can use the distribution of the eigenvalues λ i to determine the proportion of redundant components, and hence the effective number of nodes can be evaluated. Similar to PCA, we first rearrange the order of the eigenvalues λ i so that λ 1 ≥ λ 2 ≥ · · · ≥ λ N ≥ 0. We suppose given a constant, ε ∈ (0, 1), the effective threshold ratio of the eigenvalues. That is, if λ i ≥ ελ 1 , then we say that the ith component λ i is ε-effective. Otherwise, the ith component λ i is said to be redundant.
We introduce a new metric called the ε-effective number of nodes (ε-ENN):
That is, ε-ENN is the maximum number of ε-effective nodes. As in eqn. (9) , the constraints on λ i are already derived. Also, it is intuitive that the maximum in eqn. (10) can simply be attained with eigenvalues {λ 1 , ελ 1 , . . . , ελ 1 , 0, . . . , 0 . . . , 0}, where there are (N ε e − 1) ελ 1 and (N − N ε e ) zeros. Inserting these eigenvalues into eqn. (9), we get
Inserting the first equation in eqn. (11) into the second one, we get
which is a solvable quadratic equation.
Making use of the condition R sq = 1, we have
The solution for N ε e in eqn. (12) is 1 (no matter the value of ε). Therefore, the ε-effective number of nodes N ε e becomes only 1 when the VNI R sq is 1.
Therefore, when the VNI approaches 1, the network degrades to a single perceptron, and hence the representation power of the network is insufficient to solve practical tasks (e.g., classification tasks with more than two classes or non-linearly separable classification tasks).
Impact of back-propagation
In Section 3.1, we showed that the correlation of a network will increase as the depth L increases; in this section, we exploit the manner in which the back-propagation training process will influence the network correlation by the following experiments.
First, the same architecture defined in eqn. (1), with L = 100, N = 500, tanh activation, and scaled Gaussian initialization [5] , is used. The network is then trained on the MNIST dataset [14] and optimized with stochastic gradient descent (SGD) with a batch size of 100. The network is trained with three different learning rates for different seeds to initialize the weights for 20 runs. We then record the quartiles of VNI (R sq ) with respect to the training epochs, as shown in Fig. 3 .
The boundaries of the colored areas represent the first and the third quartiles (i.e., the 25th and the 75th percentiles), and the line represents the second quartile (i.e., the median) of R sq over 20 trials. This shows that in some cases, VNI increases to 1 during the training process, otherwise VNI grows larger initially, and then decreases to a value which is larger than the initial VNI. A severe intensification of VNI may occur, as shown by the blue line, which is trained at the learning rate of 10 −2 . Moreover, we observe that training will become much more difficult due to a lack of network representation capability as VNI R sq approaches 1. Further discussion is provided in Section 6 to investigate, by the use of various training parameters, the impact of VNI.
Comparison with Exploding/Vanishing Gradients
In this section, we explore whether the vanishing nodes phenomenon arises from the problem of exploding/vanishing gradients. Exploding/vanishing gradients in deep neural networks are a problem regarding the scale of forwardpropagated signals and back-propagated gradients, which exponentially explode/vanish as the networks grows deeper. We perform a theoretical analysis of exploding/vanishing gradients and show analytically the difference between them and the newly identified problem of vanishing nodes. The top row shows that the correlation is positively related to the network depth L, and the bottom row that the correlation is negatively related to the network width N . Note that we have rearranged the node index to cluster the correlated nodes. Figure 3 : Severe intensification of VNI (increases to 1) may occur, as shown by the blue line, which is trained with a learning rate of 10 −2 . Otherwise VNI rises initially, and then decreases to a value which is larger than the initial VNI.
As in a previous study [5] , we use the variances of the hidden nodes to evaluate the scales of the back-propagated gradients. Consider the model and the assumptions in Section 3 and an additional assumption: the gradient ∂Cost ∂x L of the output layer is a zero-mean i.i.d. random (row) vector. That is,
x and σ 2 y are defined as the variances of the input layer nodes and output layer gradients, respectively. Consider the variances V ar[x L ] and V ar ∂Cost ∂x0 of the gradients of the output nodes and the input nodes, respectively. The phenomena of exploding/vanishing gradients occur only if the scales of the forward and backward propagation exponentially increase or decrease as the depth increases. This means that the magnitude of the gradients will be bounded if we can prevent the scales of forward and backward propagation from exploding or vanishing.
According to the assumptions in Section 3 and eqn. (2), we can approximate the shared scalar variance of all output nodes V ar[x L ] ∈ R and the shared scalar variance of all input gradients V ar ∂Cost
V ar
where the chain rule for back-propagation, ∂Cost ∂x0 = ∂Cost ∂x L ∂x L ∂x0 = ∂Cost ∂x L J, is used, and the shared scalar variance of a vector is the average of the variances of all its components. Also, it is already known that tr(
, and µ 1 is the first moment of the nonlinear activation function. It is obvious that the variances of both forward and backward propagation will neither explode nor vanish if and only if (σ 2 w µ 1 ) = 1. For the weight gradient of the hidden layer l, the variance can be used to measure the scale distribution. Because ∂Cost ∂W l = x l−1 · ∂Cost ∂h l and both x l−1 and ∂Cost ∂h l are assumed to be zero-mean, the variance of the weight gradient can be evaluated as
where we can evaluate V ar[x l−1 ] and V ar ∂Cost ∂h l using the results of the forward/backward variance propagation and split the entire network into two sub-networks. One sub-network has the input layer x 0 and output layer x l−1 , and the other sub-network has the input layer x l and the output layer x L . Note that eqn. (16) also implies that if, and only if, (σ 2 w µ 1 ) = 1, the weight gradients will never explode or vanish. However, eqn. (6) shows that VNI (R sq ) may still increase with the depth of the network even if (σ 2 w µ 1 ) = 1. That is, the occurrence of the vanishing nodes becomes evident when (µ 2 /µ 2 1 − 1 − s 1 ) is close to 1, whereas vanishing/exploding gradients occur when (σ 2 w µ 1 ) is far from 1. If the network's initialization parameter is appropriately set, so that (σ 2 w µ 1 ) is close to 1, R sq may still tend to 1 due to the network depth, the activation function, and the weight distribution. Therefore, from eqn. (6) and eqn. (16) , it is clear that the problem of vanishing nodes may occur regardless of whether there are exploding/vanishing gradients.
Invoke the Training Difficulty of Vanishing Nodes
In this section, a weight initialization method is introduced to make a shallow network (with depth around 50) address the difficulty of training. This method will satisfy the norm-preserving condition, (σ 2 w µ 1 ) = 1, mentioned in Section 4.
With this kind of weight initialization, the network cannot even learn a simple task, such as the XOR problem. Also, an analysis on the failed training is provided.
Tweaking the VNI
In Section 3, we have already shown that when the VNI approaches 1, the network has a representation power that is inefficient to accomplish practical tasks. Here, we provide a weight initialization method which satisfies the norm-preserving condition introduced in Section 4, which can help us to tweak the initial VNI of a network to nearly 1: Note that the normalization obeys the norm-preserving constraint introduced by [5] .
The bottleneck dimension N b is used to make the network much "leaner". That is, when a small bottleneck dimension N b is chosen, the initial effective number of nodes will be smaller without modifying the network architecture, and hence we can have the VNI nearly 1 with a shallower network architecture. If the bottleneck dimension N b is set to 1, then due to Step 3 of the weight initialization method, the rank of the weight matrix W will become only 1. That is, the weight matrix W will have only 1 non-zero eigenvalue. By eqn. (5) , if all the weight matrices of a network are initialized by this method, then the VNI R sq will tend to 1. Therefore, we can tune the network to make the VNI tend to 1 even when the depth is not large.
An architectural view of the weight initialization method is provided in Fig. 4 . It is shown that if the weight matrices are initialized by the introduced method, the effective number of nodes will become only N b . If N b is set to 1, then the initial VNI R sq of the network will increase to 1.
The simulation results are provided as numerical evidences for this. The networks are examined by the AND and the XOR tasks, where we use 2 or 4 bits as input data and the AND/XOR results of the input data as the output label (with 2 or 4 classes), which can be written as y 2 and = x 0 AND x 1 , y 4 and = (x 0 AND x 1 ) · 2 + (x 2 AND x 3 ) and y xor = x 0 XOR x 1 . A successful training is defined as when the testing accuracy exceeds 0.99 (for MNIST, it's defined as 0.9) in 100 epochs over 20 runs. The AND task can be viewed as a linearly-separable classification task, while the XOR task is a non-linearly-separable problem.
In the simulation, the network depth L is set to 50 with the tanh activation function, the network width N is set to 500, the bottleneck dimension N b is set to 30, and the network is trained with a 0.01 learning rate. The initial VNI of a network is tweaked to 1 by initializing the weight matrices with rank= N b . It is shown in Table 1 that compared with networks with initial VNI = 1, the networks to initial VNI = 1 have insufficient representation power to learn either the XOR or the MNIST tasks. Also, the metric σ 2 w µ 1 is nearly 1 throughout the entire training, which implies that the failures are not caused by the vanishing/exploding gradients problem. That is, the vanishing nodes are indeed a problem when the VNI is nearly 1. 
Walking dead gradients when the VNI is 1
To analyze the failure of the training in the previous subsection, we first define a kind of gradients, to be referred to as walking dead gradients. The phrase "walking dead" consists of two words: "walking" means the gradients, which are used to update the weight matrices of the network, still have a non-vanishing value, but "dead" implies that the Figure 4 : An architectural view of the introduced weight initialization. Compared with ordinary weight initialization methods, the introduced weight initialization makes the initial weight matrix have a smaller rank N b . If the parameter N b is set to 1, then the effective number of hidden nodes will reduce to 1, which implies that the VNI R sq of the network will increase to 1.
gradients cannot successfully train the network. We observe that if the weight matrices are initialized as in the previous subsection, the initial VNI will be close to 1.
Below, the details of the training are provided in Table 1 . Table 1 shows that although the network architectures (see Fig. 4 ), the training environments, and the scales of the back-propagated gradients are the same, the Gaussian initialized weight matrices can learn all the tasks while the network with initial VNI = 1 fails and cannot escape from the occurrence of vanishing nodes.
Walking: As discussed in Section 4, we have shown that the values of the gradients will not vanish if the initial weight condition (σ 2 w µ 1 = 1) is met. In the introduced weight initialization, it is obvious that the variance of the obtained weight matrix will be V ar
, which implies that the parameter σ 2 w will become V ar[W] · N mean = 1. In Fig. 5 , we would like to show that the scales of the back-propagated gradients of the scaled-Gaussian initialized network are similar to those of the network with initial VNI = 1. As in Table 1 , the network depth L is set to 50 with tanh activation function, the network width N is set to 500, the bottleneck dimension N b is set to 30, and the network is trained with 0.01 learning rate. We record the gradient values at the input layer nodes over 20 runs, and then evaluate the log-scales of the gradients. The log-ratio of the gradients between two different initial weights are provided in Fig. 5 . It can be seen that the gradients of both the scaled-Gaussian initialized network and the network with initial VNI = 1 have similar scales, which implies that the vanishing/exploding problems do not occur. That is, the gradients still provide information from the back-propagation, but the gradients somehow cannot modify the network toward a successful model. Table 1 , the network architectures, optimization methods and the training environments for two initialization methods are totally the same. However for the XOR task, the scaled-Gaussian initialized network can reach 100% testing accuracy in around 5 epochs, while the testing accuracy of the network with initial VNI = 1 cannot exceed 90% for over 100 epochs. That is, the representation power of the network with initial VNI = 1 is not sufficient to learn the task, and therefore the network is called a dead network. 
Dead: In

Experiments
To empirically explore the effects of the phenomenon of vanishing nodes on the training of deep neural networks, we have performed experiments with the training tasks on the MNIST dataset [14] . Because the purpose is to focus on the problem of vanishing nodes, the networks are designed so that vanishing/exploding gradients will never occur; that is, they are initialized with weights (σ 2 w µ 1 = 1). The network is trained with a batch size of 100. The number of successful trainings for a total of 20 runs is recorded to reflect the influence of vanishing nodes on the training process, which may lead to insufficient network representation capability, as shown in Fig. 3 . A successful training is considered to occur when the training accuracy exceeds 90% within 100 epochs. The network depth L ranges from 25 to 500, and the network width N is set to 500. The learning rate α ranges from 10 −4 to 10 −2 with the SGD algorithm. Both L and α are uniformly distributed on the logarithmic scale. The experiments were performed in the MXNet framework [2] .
Considering that the MNIST dataset is too simple a task, we would say that we intentionally chose an easy training task in order to claim that when the VNI increases to 1, the deep network cannot even learn a simple task. If vanishing nodes make the network fail at such a simple task, then a more challenging task should be even less possible to carry out. Fig. 6 shows the results of two different activation functions (Tanh/ReLU) with two different weight initializations (scaled-Gaussian/orthogonal from [20] ). When a network with tanh activation functions is initialized with orthogonal weights, the term of (µ 2 /µ 2 1 − 1 − s 1 ) in eqn. (6) becomes zero. Therefore, its R sq will be the minimum value (1/N ) and will not depend on the network depth. For the other network parameters, (µ 2 /µ 2 1 − 1 − s 1 ) will not equal zero, and R sq still depends on the network depth. The experimental results show that the likelihood of a failed training is high when the depth L and the learning rate are large. In addition, the corresponding R sq of failed cases becomes nearly 1, which causes a lack of network representation power. This implies that the vanishing nodes problem is the main reason that the training fails. A comparison of Fig. 6c with the other three results shows clearly that the networks with the minimum R sq value have the highest successful training probability.
Shallow network architectures can tolerate a greater learning rate, which is why the vanishing node problem has been ignored in many networks with small depths. In a deep network, the learning rate should be set to small values to prevent R sq from increasing to 1. The reason why the behavior of R sq is affected by the learning rate α remain unexplained, suggesting the need for further investigations to better understand the relation between the learning rate and the dynamics of R sq . A high learning rate will cause R sq to be severely intensified to nearly 1, and the representation capability of the network will be reduced to that of a single perceptron, which is the main reason that the training fails. Further analyses of the cause of failed training are provided in the following subsection.
The cause of failed training
In this subsection, we analyze the reason why failed training occurs from two perspectives: vanishing/exploding gradients and vanishing nodes. First, the quantity σ 2 w (the variance of weights at each layer ) of trained models is evaluated. There are a total of 31,680 runs in the experiments, including 13,101 failures and 18,579 successes. Detailed information is presented in Table 2 . The quantity σ 2 w µ 1 for measuring the degree of vanishing/exploding gradients is presented in Fig. 7 and Fig. 8 for successful networks and failed networks. The two figures display box and whisker plots to represent the distribution of σ 2 w µ 1 at each network layer, and the horizontal axis indicates the depth of the trained network. The results show that both successful and failed networks have σ 2 w µ 1 near one. This indicates that both successful and failed models satisfy a condition of that prevents the networks from having vanishing/exploding gradients.
Second, the differences in R sq between successful and failed networks are displayed in Fig. 9 . The horizontal axis indicates the R sq of trained models evaluated by eqn. (3), and the vertical axis represents the binned frequencies of R sq . The blue histogram represents the R sq of the failed networks, and the orange histogram represents the R sq of the successful networks. The R sq of the failed models ranges from 0.9029 to 1.0000 with a mean of 0.9949 and a standard deviation of 0.0481, and that of the successful models ranges from 0.1224 to 0.9865 with a mean of 0.3207 and a standard deviation of 0.1690. The figure shows that the R sq of the failed networks mainly cluster around 1, but those of the successful networks are widely distributed. From the analysis shown in Figs. 7, 8 and 9, it is clear that the vanishing nodes (R sq reaches 1) is the main cause which makes the training fail.
In Fig. 6c , the dark region at the top right corner reveals that although the weight matrices are initially orthogonal, after the training they turn out to be non-orthogonal with a VNI close to 1. As a motivation, we restrict the weights to orthogonal matrices by the Householder parameterization [16] .
Orthogonal constraint: The Householder parametrization
An n-dimensional weight matrix following the Householder parametrization can be represented by the product of n orthogonal Householder matrices [16] . That is, W = H n · H n−1 · · · H 1 , where the H i are defined by I − 2v i v T i and the v i are vectors with unit norm.
The results of the Householder parameterization are provided in Fig. 6e , where the disappearance of the dark region implies that a successful training can be attained if the weight matrices remain orthogonal during the training process. Also, we provide other results in Table 3 . It shows that for the MNIST classification, there is training success for 20 runs even with a large learning rate (10 −2 ) and a large network depth (500) are used, which the orthogonal initialization cannot attain. This shows that forcing the VNI be small during the whole of the training process can prevent the network from failing at training, and it also implies that the failure cases are indeed caused by the vanishing nodes. 
Conclusion
The phenomenon of vanishing nodes has been investigated as another challenge when training deep networks. Like the vanishing/exploding gradients problem, vanishing nodes also make training deep networks difficult. The hidden nodes in a deep neural network become more correlated as the depth of the network increases, as the similarity between the hidden nodes increases. Because a similarity between nodes results in redundancy, the effective number of hidden nodes in a network decreases. This phenomenon is calledvanishing nodes. To measure the degree of vanishing nodes, the vanishing nodes indicator (VNI) is proposed. It is shown theoretically that the VNI is proportional to the depth of the network and inversely proportional to the width of the network, which is consistent with the experimental results. Also, it is mathematically proven that when the VNI equals 1, the effective number of nodes of the network vanishes to 1, and hence the network cannot learn some simple tasks.
Moreover, we explore the difference between vanishing/exploding gradients and vanishing nodes, and another weight initialization method which prevents the network from having vanishing/exploding gradients is proposed to tweak the initial VNI to 1. The numerical results of the introduced weight initialization reveal that when the VNI is set to 1, a relatively shallow network may still not to be able to not accomplish an easy task. The back-propagated gradients of the network still have sufficient magnitudes, but cannot make the training succeed, and therefore we say that the gradients are walking dead.
Finally, experimental results show that the training fails when there are vanishing nodes, but that if an orthogonal weight parametrization is applied to the network, the problem of vanishing nodes will be eased, and the training of the deep neural network will succeed. This implies that the vanishing nodes are indeed the cause of the difficulty of the training. Fail (VNI = 1) Success (VNI = 1) Success (VNI = 1) 500
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