In this paper, we have constructed a new algorithm for unconstrained optimizations based on the wedge trust region method. It is designed for solving problems in which the gradient of the object function is not available and the number of variables is moderate. After reviewing the separate contributions of the linear models and the quadratic models, here we propose a hybrid model to update the wedge trust region radius. Comparison of the new algorithm with both version of interpolation methods are reported in this paper. Numerical results show the applicability of our new algorithm to practical problems.
Introduction
An important subproblem of unconstrained optimization is the problem of minimizing a smooth function with moderate number variables when derivatives information is unavailable. More formally, min ( ) where we assume that : n f R R  is a smooth function and the gradient () fx  is not available for any x , that is for a variety of reasons.
The algorithm discussed here is based on interpolation models [1, 2, 3] for solving (1.1) when derivatives are not available, and other several methods have been proposed such as finite differences, pattern-search and simulated annealing. The quadratic approximation method was first proposed by Winfield in the late 1960's. He built a quadratic model [4, 5] by interpolating at the points with available objective function values. This proposal produced profound effect on further study of this field, since it can be thought as a very early statement of the trust region method, even before the premier paper [6] proposed by Powell in 1970 . In 1994, Powell [7] put forward a method for the constrained optimization. Furthermore, Powell [8] proposed another method for the unconstrained optimization by using a multivariate quadratic model to approximate the objective function in a trust region framework. The main contribution of this work was the strategy by which to update the interpolation points set, and that preserved the points of set to remain some certain geometric properties. Then based on another quadratic interpolation method [9] , Powell presented a new method [10] and got similar computational results in 1996. Later, Coon et al gave the first convergence theorems proof for the method in [11] . In 2001, Powell [12] proposed the well-known method UOBYQA to solve two sub-problems, i.e., one is to minimize the model in a trust region and the other is to revise the model. The difficulty is that it needs to solve two optimization subproblems. To cope with this problem, Marazzi and Nocedal [13] proposed the wedge trust region method in 2002, which performed only one type iteration, that achieved by imposing a geometric condition on the first subproblems. This method also had two versions: linear and quadratic interpolation models. In 2005, Walmag and Delhez [14] introduced some refinements of the trust region radius update to develop the algorithm. In 2009, Fasano et al [15] studied the performance of an algorithm without considering the geometric condition, and the numerical results were encouraging compared with the methods which include the geometric condition. We think the internal mechanism of this algorithm can always control it in a tolerable level, adjust the interpolation points set timely, and improve the model continuously. In 2011, Zhou et al [16] and Xu et al [17] put forward some relevant radius update rules to improve the wedge trust region algorithm respectively.
The method belongs to the class of trust region methods: a model of the objective function should be built around the current iteration, which is cheaper to evaluate than the objective function itself. Such methods are iterative, which make use of the trust region radius k  to control and promote convergence. Model-based methods conclude two versions: one is linear models and the other is quadratic models. At the first step, a model k m is created to approximate f around the current iteration k x .
For the model to be well defined, the interpolation points set must be "poised" [1, 15, 18, 19] , that is to say, they must be compatible with the interpolation conditions imposed on them. In practice, the quadratic model is used frequently in model-based methods. However, the linear model is useful when the number of variables is large. In this paper, we combine both the linear model and the quadratic model in the wedge trust region algorithm, using the excellent feature of both models to develop the algorithm. This paper is organized as follows. In section 2, we simply review the wedge trust region method. Then in section 3, we introduce the corresponding optimal radius update rules [16, 17] for linear models and quadratic models, respectively; and also describe the new algorithm. Finally, the numerical results and some conclusions are given in section 4 and section 5 respectively.
The method of wedge trust region
In this section, we simply describe the framework of the wedge trust region method. Here, let () mx denotes the supposed model to approximate () fx. However, how to choose an adequate objective model becomes a main ingredient of the trust region method. Generally, at the current iterate k x , we choose a model with the form
where k g is a vector of n R , and n G is a square symmetric matrix of dimension n . Note that the parameters of the model are the vector . Here we follow the idea of Powell [20] to generate the interpolation points set. There are some other methods [21, 22] to ensure the pointedness. Since the derivatives of the problem are not available, k g and k G will not be determined (or approximated) by the first and second derivatives of () fx, but by imposing the interpolation conditions
However, these interpolation conditions could not ensure the existence and the uniqueness of the model, that is to say, the interpolation points set should satisfy certain geometric condition, called "poised". If this condition is missing, the interpolation system may be ill. It is well known that six points on a line either or a circle in the plane do not determine a two dimensional quadratic, so some geometric conditions must be added to the conditions (2.2). However, the wedge trust region method adds a constraint in the traditional subproblem, which ensures the position of all the interpolation points are good enough to adequately define a unique model in the whole iteration progresses. This is the main difference compared with the methods described in [1, 2] . Its novelty lies in defining the "taboo region [14] , and the calculation is inexpensive. In addition, the trial step k s is computed by the method in [23] by Moré and Sorensen. According to the idea of wedge trust region algorithm [14] , the radius of the update rules and the characteristics of the two classes of models, we combine both the linear and quadratic models in the wedge trust region algorithm. In the next section, we will introduce the optimal radius update rules [16, 17] for linear models and quadratic models, respectively, and the summary of the algorithm processes.
The new algorithm
It is well known that the radius update rules are very important and they can affect the performance of an algorithm. On the one hand, if the updated radius is too small, the successive iteration points will be close to each other, so convergence speed may be very slow; on the other hand, if the updated radius is too large, the algorithm may generate too many unsuccessful iteration steps which can also affect the convergence rate. Therefore, the update rules are critical in an algorithm. In traditional trust region methods, a measure of the fidelity of the model to the objective function in the current trust region is the ratio, as follows,
However, it is also one of the most important indicators, used to update the trust region radius. There is a literature [24] to introduce this idea, written as
In addition, some other empirical literatures also regard the updated radius 1 k   has some relations with the ratio k  , such as [14, 25] .
In this paper, we will use the rule (3.1) to update trust region radius (see Zhou et al [16] ) for quadratic models; and use the rule (3.2) to update the trust region radius (see Xu et al [17] ) for linear models. They are both based on the framework of wedge trust region algorithm. The corresponding radius updating rules are as follows, 
where the parameters are predefined constants such that
. Various values for parameters (3.3) may be chosen, likely, they were used by different authors [25, 26] for the general formula (3.4) in the trust region methods. It was written as
Actually, the above formulas (3.1) and (3.2) can be seen as some improvement for the traditional formula (3.4). Based on a large number of test problems, we dare to determine the values for parameters in formulas (3.1) and (3.2), and also meeting the constraint condition (3.3). Then the relevant parameters values of the update rules are listed in Table 1 . The following is the summary of the new algorithm, which is divided into 7 steps. Specially, noting that 2) ; then, the more accurate approximation, quadratic models would be reconstructed, if some test conditions are met.
Algorithm
Step 1 Given the initial vector of variables Step 2 Construct the model, either a linear or a quadratic model 
Step 4 If 0.5
, let model='quadratic', go to Step 1, then solving the quadratic model subproblem (2.3) in the trust region by the radius k  . Further, quadratic model will be used in the following iterations until we stop the algorithm, in which radius is updated by the formula (3.1) ; otherwise, model='linear' is sufficient for the objective function, except this case, say, 10* 0.1 k eps    , happens. Generally, we need quadratic models, if this condition happens before the optimal solution is not computed by linear models, go to Step 1 too.
Step 5 Update the wedge trust region radius by the formulas (3.1) and (3.2), especially noting that which version of models is chosen.
Step 6 If
, then update the current iteration including interpolation points set, a. ,
, then keep the current iteration while update the interpolation points set when some condition is met, as following, c.
Step 7 Let , and
stopping criterion is met, go to Step 2. Actually, the trial step is dependent on the parameters of the above algorithm, whose choice would influence the efficiency of the whole algorithm. They are reasonably selected in the next section, as [14, 16, 17] . In this paper, we define our algorithm as "new". In addition, "alg1" and "alg2"denote the linear and quadratic version of the wedge trust region algorithm, respectively.
Numerical results
In this section, we compare this algorithm with the linear version and quadratic version of the model, respectively.
In addition, we set the value of  is 0. 4 [15] . The algorithm is terminated, when k f satisfies the above condition, namely the function value has declined enough. The experimental data are given in detail, please to see tables 2, 3.
In the following, we compute 70 problems in CUTE [27] . The experiments are performed on smooth unconstrained optimization problems with dimensions ranging between 2 and 15. The MATLAB source code used in the experiments is from [28] . Specially, the first column "P" stands for the test problems, and "n" the size of the corresponding problem. "nf" denotes the number of function evaluations, "f" the final function value when the algorithm terminates. "wed act" reflects the number of iterations in which the wedge constraint is active. * f , in the last column of Table 2 , has been interpreted above. However, the final value of parameter  of Table 3 is used to control the space of "taboo region", avoiding the inefficiencies of the algorithm for the quadratic version, but we keep constant throughout for the linear version. In particular, we say that an algorithm wins if the number of function evaluations is smaller by one algorithm than the other for the same required test problem. Further, if the number of the function evaluations for two algorithms is almost equal, but the precision is different greatly, then we consider the algorithm which reaches higher precision wins too. From Table 2 , we can see that our algorithm "new" is much better than "alg1" by comparing "nf", say, the number of wins for two algorithms is 47:23, respectively. Considering the precision, there are 15 test problems whose precision of the final function value by "new" is more than 22 10 times of ones by "alg1". For example, the problem BIGGS3 in Table 2 "alg1" reached is only 6 
10
 . In addition, some problems, taking BROWNBS 、 GROWTHLS 、 GULF 、 HEART6LS 、 OSBORNEA and PFIT1 for example, whose precision of the final function value for two algorithms is almost equal exist, but there is a wide difference in the number of the function evaluations, even more than 100 times. In the failure 23 problems, there are 6 problems whose precision of the final function value improve greatly, although the number of function evaluations may be a little more than by "alg1". That can be as a compensation for our algorithm. Of course, there are also some problems, whose result is not very ideal as VARDIM. However, our algorithm still has some advantage to win on the whole. In Table 3 , the number of wins of two algorithms "new" and "alg2" is 41:27, and the number of balance is 2. In the successful 41 problems, there are 34 problems with the similar precision of the function values, but the calculation of function values reduces, such as BROWNBS, the same accuracy 11 10 while the ratio on "nf" is 44:58. Fortunately, our algorithm "new" not only makes the function calculation decreased, but also improves precision of the final values on 5 test problems, compared with the "alg2". For example, PFIT4, the ratio on "nf" is 72:98, and the precision by "new" is 4 10  while 2 10  by "alg2". In the failure 27 problems, the precision of 7 problems is improved, which is some compensation for the cost of additional calculation. In most test problems, our algorithm is successful just as our conjecture, except for a small part of problems.
Summary
In this paper, we investigate some questions on how to combine the linear and quadratic models in the frame of wedge trust region algorithm. The main one is the choice of the interpolation points used to construct models when the models change from the linear to the quadratic version. That is some innovation of our paper by integrating the linear and quadratic models, and considering the current point as the center to reconstruct interpolation points set when the version of the model changes. We think that there are still many problems to be improved on this kind of method in theory, at least, our proposed method is proved useful and feasible for most tested problems.
