Abstract-The closest string problem that arises in both computational biology and coding theory is to find a string that minimizes the maximum Hamming distance from a given set of strings. This study proposes an efficient heuristic algorithm for this NP-hard problem. The key idea is to apply the Lagrangian relaxation technique to the problem formulated as an integer programming problem. This enables us to decompose the problem into trivial subproblems corresponding to each position of the strings. Furthermore, a feasible solution can be easily obtained from a solution of the relaxation. Based on this, a heuristic algorithm is constructed by combining a Lagrangian multiplier adjustment procedure and a tabu search. Numerical experiments will show the effectiveness of the proposed algorithm.
I. INTRODUCTION
In computational biology problems related with strings often arise: given strings are compared with each other and their common part is searched for. Among such problems, the closest string problem, which is also referred to as consensus string problem or center string problem in the literature, is to find a string that minimizes the maximum Hamming distance from a given set of strings. For example, a closest string for the three strings GCGT, AGTT and CTGC is ATGT and the maximum Hamming distance is 2. This problem also appears in coding theory as an equivalent problem to compute the covering radius of codes [1] .
The closest string problem is known to be NP-hard be cause its decision problem version over a binary alphabet is NP-complete [1] . Theoretically, PTA S (Polynomial Time Approximation Schemes) [2] - [4] can find a good approximate solution in polynomial time. However, PTA S are not directly applicable to practical problems because of their high time complexity [4] . With regard to exact algorithms, some fixed parameter algorithms have been proposed so far [5]- [7] . These algorithms are not for minimizing the maximum Hamming distance but for the decision problem version of the problem. Therefore, it is necessary to apply the algorithms repeatedly to obtain a closest string. Moreover, they are effective only when the maximum Hamming distance is small. There are also some researches on exact algorithms for polynomially solvable classes of the closest string problem [8] , [9] , but it is not direct to extend them to the general problem. An alternative and simple way to solve the problem exactly is to formulate it as 978-1-4244-6588-0/10/$25.00 ©2010 IEEE an integer programming problem [2] , [10] , and apply a general integer programming problem solver [10] - [12] . It is true that this method can solve small size problems, but it fails to when the problem size becomes large.
In contrast, there have not been so many studies on (meta)heuristic algorithms [10] , [12] - [14] . In [13] , a GA (Ge netic Algorithm) was proposed and applied to a single instance. Although their GA succeeded in finding a solution close to a theoretical lower bound, it is unclear whether it is effective for other instances. In [14] , a parallel GA and a parallel SA (Simulated Annealing) were proposed, but their computational experiments were also limited: both the number of strings and the string length were less than 40. On the other hand, in [12] a simple local search [10] was improved to parallel multistart one and it was applied to medium size instances where the string length is up to 5000. In the case of 20 characters, solutions by their algorithm were on average at most 6.5% worse than optimal or best solutions by a commercial solver, although the algorithm took 1 or 2 minutes on a parallel machine with 28 nodes.
The purpose of this study is to propose a more efficient heuristic algorithm for the closest string problem. The key idea is to apply the Lagrangian relaxation technique to the integer programming formulation, which enables us to obtain tight lower and upper bounds at the same time. Based on this, a heuristic algorithm will be constructed by combining a Lagrangian multiplier adjustment procedure and a tabu search. Computational experiments will show that the proposed algo rithm can find optimal or near-optimal solutions very quickly.
II. PROBLEM DESCRIPTION AND FORMULATION
In this section the closest string problem will be formulated as an integer programming problem. In [10] , three types of formulations are presented. Among them, this study employs the formulation in [2] whose linear programming relaxation gives a tight lower bound.
Let us denote an alphabet composed of M characters ab ... , aM by E (= {a1, ... , aM }). A string s over E is a sequence of characters in E. The length of s is denoted by lsi and the jth character of s is denoted by sb]. That is, s belongs to E i s l and is described by s = s[I]··· s [lsl] .
Assume that N strings Si (i E N = {I, ... , N}) of length L (ls 11 = ... = ISNI = L) over E are given. The closest string problem considered in this study is to find a string S of length L over E that minimizes the maximum Hamming distance from Si (i EN). Here, the Hamming distance dH(Si, s) between Si and S is defined by where C = {1, ... ,L}. By using dH(Si,S), the problem can be formulated as as follows.
Let us define sets of characters A j s:;; E (j E C) composed of those appearing at the jth position of Si (i EN) by
Its cardinality is denoted by m j = IA j I :::; M and index sets M j are defined by M j = {I, ... , m j } for j E C. Let us also define vi (i E N, j E C) so that the vi -th element of A j is equal to SiU]. Next, we introduce decision variables Xk j
Then, the closest string problem can be formulated as the following (mixed-)integer programming problem (IP):
Xk j E {O, I}, k E M j , j E C. (10) In (IP), the constraints (7) require that exactly one character is chosen from A j for s [j] . The constraints (9) define the maximum Hamming distance d from the strings Si (i E N) because dH(Si, s) can be expressed by
jE£.
III. LAGRANGIAN RELAXATION (11)
Since the closest string problem is formulated as the integer programming problem (IP) , we can solve it by applying a general integer programming problem solver. However, it takes long computational time when the number of strings N or the string length L is large. Therefore, this study employs the Lagrangian relaxation technique to obtain a lower bound of (IP) and, at the same time, a good approximate solution of (IP). Here, the constraints (8) in (IP) are penalized by Lagrangian multipliers f.Li � 0 (i E N) and the following Lagrangian relaxation (LR) is obtained: (9), (10) .
Clearly, d* (I-') satisfies (13) From the first term of the righthand side of (12) 
holds. Therefore, we only need to consider the case when L iEN f.Li :::; 1 for obtaining a lower bound of d*. In this case, (14) holds and the equality is always achievable by choosing d as d = O. Hence, (LR) can be converted to the following equivalent problem (LR'): (15) jE£. iEN iEN s.t. (7), (10) .
Since the first term of the righthand side of (15) is decompos able with respect to j E C, we can decompose (LR') into L subproblems (LR j ), which are given by 
It should be noted that the median string problem to minimize the sum of Hamming distances can be formulated as d;;' edi a n = -max :z:
��Xj.+LN ,
By comparing (22) with (15), we can say that (LR') is equivalent to the weighted median string problem to minimize the weighted sum of Hamm ing distances. It is true that (13) always holds, but we should choose appropriate Lagrangian multipliers in (LR') to obtain a tight lower bound of d*. For this purpose, we consider the following Lagrangian dual (DLR).
How to solve (DLR) will be explained in Section V.
IV. PROPERTIES OF LAGRANGIAN RELAXATION
In this section three lemmas on the properties of the Lagrangian relaxation will be presented.
As already explained in the preceding section, a lower bound of (IP) can be obtained by solving the Lagrangian dual (DLR). Another way to obtain a tight lower bound is to solve the linear programming relaxation (LP) of (IP) generated by relaxing the integrity constraints (10), which is given by
The following lemma confirms that d* = d':nax holds.
The optimal objective values of the Lagrangian dual (DLR) and the LP relaxation (LP) are identical:
Proof" See Appendix A.
• The second lemma enables us to simplify (DLR).
Proof" See Appendix B.
• From (21) and Lemma 2, d':nax( = d*) can be obtained by the following (DLR'):
The last lemma is on randomly generated strings.
That is, the probability of the occurrence of each character at any position in any string is independent. Then, for a sufficiently large L there exist optimal Lagrangian multipliers satisfying
Proof" See Appendix C.
• This lemma together with the Lagrangian dual (DLR') implies an intuitive fact that a closest string is also a median string for equally distributed strings. However, the converse is not always true because the median string problem in general does not have a unique solution. For example, for the two strings AC and GT, AC, AT, GC and GT are all median strings, while only AT and GC are closest strings.
V. PROPOSED ALGORITHM
The proposed heuristic algorithm is composed of two parts. The first is a subgradient algorithm to optimize the Lagrangian dual (DLR'): Lagrangian multipliers J.L are iteratively updated to maximize d* (J.L). More specifically, for some J.L the La grangian relaxation (LR') is solved and then J.L is updated by the sub gradient information. It is repeated until a termination condition is satisfied. The second is a tabu search to improve a solution of (LR'). It is often the case with heuristic algorithms based on the Lagrangian relaxation technique that a solution of a Lagrangian relaxation is not necessarily feasible for the original problem and hence some conversion algorithm is required. Fortunately, such a conversion is unnecessary in the proposed algorithm: an optimal solution of (LR') is also feasible for the original problem (IP). However, it does not mean that the solution is also optimal for (IP). Therefore, a tabu search [16] is applied for further improvement. In the following subsections, the multiplier adjustment by the subgradient algorithm will be first explained, and the tabu search will be given next.
A. Multiplier Adjustment by Subgradient Algorithm
It is a standard method to apply the subgradient algorithm to adjust Lagrangian multipliers for a Lagrangian dual (eg. [15] ) because its objective function is convex nondifferentiable. Here, this algorithm is modified to satisfy the constraint (30). Let p� t) (i E N) be Lagrangian multipliers at the tth iteration and x k1 (k E Mj, j E £) be the optimal solution of (LR') for p,(t)
where aC t) is the step size and UB is the objective value of the current best solution of (IP) obtained heuristically by the tabu search in the next subsection. The only difference from the ordinary subgradient algorithm is that multipliers are scaled by (33) to satisfy the constraint (30).
B. Upper Bound Computation
To obtain a tight upper bound UB, the solution x(t) of the relaxation (LR') for p,(t) is improved by a simple tabu search.
It is applied every five iterations of the subgradient algorithm.
Here, the string yielded by the current solution x(t) is denoted by s. • Obtain the set of candidate characters CP by
• For every element cg of CP (1 :S q :S I CP j): -Generate a candidate string SCp ,q) by
c q , j = p.
5) Find (P*, q*) that minimizes V (p* , q*). To determine the next move, an alternative objective value 
VI. COMPUTATIONAL EXPERIMENTS
The algorithm proposed in the preceding section is applied to randomly generated instances. Following [12] , the instances are generated as follows.
(1) Instances where each character occurs with the equal probability 1/ M. Three types of alphabets are considered in these instances: M = 2 (binary code, E = {O, 1}) , M = 4 (DNA sequence, E = {A, C, G, T}) and M = 20 (amino acid sequence).
(2) As another type of instances with M = 4, the probabil ities of the occurrences of the characters A, C, G and T are chosen as 0.14, 0.36, 0.36 and 0.14, respectively. It simulates the genome of the Actinobacteria Streptomyces coelicolor whose GC-content is 72%.
The number of strings N and the string length L are chosen as N E {10, 20, 30, 40, 50} and L E {1000, 2000, 3000, 4000, 5000}. For each combination of M, Nand L, 10 instances are generated. The computation is performed by running a program coded in C (gcc) on a desktop computer with an Intel ® Core™ i7 960 CPU (3.2GHz).
Parameters for the subgradient algorithm in V-A and the tabu search in V-B are determined by some preliminary experiments. In the subgradient algorithm, the step size aCt) is initialized as aC O) = 2.0 and decreased by aCt +l ) = 0. 8 aCt) when the current best lower bound is not improved for 5 successive iterations. The initial Lagrangian multipliers 11/0) are chosen as p,�0) = li N from Lemma 3. The iteration is terminated when the gap (UB -d*(JL( t) )) becomes less than one, i.e. the current best solution is proved to be optimal, or a(t) ::=; 10-3 is satisfied. In the tabu search, the tabu length is chosen as max([ N1101, 2). The tabu search is terminated if the objective value d is not improved in 6N successive moves. The results are summarized in TA BLES I-IV. In these tables, "LB ave." denotes the average lower bound obtained by the subgradient algorithm for (DLR'), "VB ave." the average upper bound, i.e. the average of the objective values of approximate solutions, "opt." the number of instances for which the gap between lower and upper bounds is less than one, "maximum gap abs." the maximum gap, "maximum gap %" the maximum gap in percent, and "time" the average CPU time in seconds. Here, the averages are calculated over 10 instances. In addition, the maximum gap is the maximum of (UB -fLB1) and the maximum gap in percent is the maximum of 100(UB -fLB1)/fLB1, where LB and VB denote the lower and upper bounds, respectively. From the tables, we can see that very good solutions are obtained by the proposed algorithm. Indeed, the gap is at most 3. This fact also implies that a tight lower bound is obtained by the Lagrangian relaxation technique. The instances with N = 10 are the easiest and the solutions are almost always optimal. The problem becomes harder as N increases and when N = 50, optimality of approximate solutions is not ensured except when M = 20. The hardest instance type seems the one with M = 2 (TABLE I) or with 72% GC-content (TABLE III) . It follows that instances with a smaller number of characters are harder for the proposed algorithm.
In [12] , a multistart local search was run on a parallel machine with 28 nodes. Then, its solutions were compared with optimal ones obtained by applying a commercial inte ger programming problem solver to (IP) (when it failed to solve (IP) within 3600 seconds, the best solution was used instead). The average gaps between the objective values of their solutions and those of optimal (or best) solutions are summarized in TA BLE V. In addition to them, average CPU times are also presented. Please note that the maximum gaps from lower bounds are shown in TA BLES I-IV. It follows that "maximum gap %" in TA BLES I-IV should be larger even if the algorithm in [12] is as efficient as the proposed algorithm. Nonetheless, "maximum gap %" in TA BLES I-IV is far smaller than "average gap" in TA BLE V. Therefore, it is verified that the proposed algorithm outperforms the multistart local search in [12] .
TABLE V also tells that the proposed algorithm is faster than the algorithm in [12] although the former is coded as a single thread program, while the latter was run on a parallel machine.
VII. CONCLUSION
In this study an efficient heuristic algorithm was proposed for the closest string problem based on the Lagrangian re laxation technique. First, some properties of the Lagrangian relaxation including the relations to the median string problem were proved and presented. Next, a heuristic algorithm was constructed. In this framework, Lagrangian multipliers are ad justed by the subgradient algorithm and a tabu search is applied to improve solutions of the Lagrangian relaxation obtained in the course of the algorithm. Computational experiments showed that the proposed algorithm can find optimal or near optimal solutions very quickly and outperforms the multistart local search in [12] . Future research directions will be to construct an exact algorithm based on the properties shown in this study, to extend the proposed algorithm to the closest substring problem, and so on.
Let us consider the linear programming relaxation (LLR) of (LR). Since (LLR) has integral optimal solutions, the optimal objective values of (LR) and (LLR) are identical. It is well-known from linear programming theory that the optimal objective value of a linear programming problem is achievable by its Lagrangian relaxation if multipliers are chosen as equal to the optimal dual variables. Since (LLR) is identical to a Lagrangian relaxation of (LP), we can conclude that (28) holds. 
then IP21 = IP31 holds. Let P : P2 -> P3 be an arbitrary bijective mapping. By P, define a bijective mapping S : s -> S' on E L as follows. 
is satisfied. Therefore, (J..L * + J..L t) /2 = (( f..L i + f..L 2)/2, ( f..L i + f..L 2)/2) is also optimal for (DLR).
•
