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Abstract—Recently, convolutional neural networks (CNNs)
have achieved excellent performances in many computer vision
tasks. Specifically, for hyperspectral images (HSIs) classification,
CNNs often require very complex structure due to the high
dimension of HSIs. The complex structure of CNNs results in
prohibitive training efforts. Moreover, the common situation in
HSIs classification task is the lack of labeled samples, which
results in accuracy deterioration of CNNs. In this work, we
develop an easy-to-implement capsule network to alleviate the
aforementioned problems, i.e., 1D-convolution capsule network
(1D-ConvCapsNet). Firstly, 1D-ConvCapsNet separately extracts
spatial and spectral information on spatial and spectral domains,
which is more lightweight than 3D-convolution due to fewer
parameters. Secondly, 1D-ConvCapsNet utilizes the capsule-wise
constraint window method to reduce parameter amount and
computational complexity of conventional capsule network. Fi-
nally, 1D-ConvCapsNet obtains accurate predictions with respect
to input samples via dynamic routing. The effectiveness of
the 1D-ConvCapsNet is verified by three representative HSI
datasets. Experimental results demonstrate that 1D-ConvCapsNet
is superior to state-of-the-art methods in both the accuracy and
training effort.
Index Terms—Hyperspectral image, deep learning, convolu-
tional neural network, capsule network, spectral-spatial infor-
mation, PCA whitening, classification.
I. INTRODUCTION
UNLIKE the colorful image only responding to visiblelight, HSI contains hundreds of spectral channels (SCs),
each of which is an image of the target in a very narrow
segment of the electromagnetic spectrum. HSI describes ob-
ject’s surface with abundant spectral-spatial information [1]–
[4]. Thus, HSI has become increasingly popular in remote
sensing fields, such as ecological science, precision agriculture
and mineral exploration, etc. [2], [5]–[9]. The classification of
HSIs is the key to realize the applications above.
In spite of lots of research efforts have been attracted on the
aforementioned fields, certain essential characteristics of HSIs
make it very challenging for the classification task. Basically,
This work was partially supported by CAS Pioneer Hundred Talents
Program (Type C) under Grant No.2017-122 and National Science Found for
Young Scholars under Grant No. 61806186. Xian Wei is the corresponding
author, e-mail: xian.wei@fjirsm.ac.cn.
H. Zhang, L. Meng and X. Wang are with the School of Software,
Liaoning Technical University, Huludao 125105, China. L. Meng, X. Wei,
X. Tang and X. Tang are with Fujian Institute of Research on the Structure
of Matter, Chinese Academy of Sciences, Fuzhou, 350002, China. B.Jin is
with Shanghai Key Lab for Trustworthy Computing, School of Computer
Science and Software Engineering, East China Normal University, China. W.
Yao is with the Department of Land Surveying and Geo-Informatics, The
Hong Kong Polytechnic University, 181 Chatham Road South, Hung Hom,
Kowloon, Hong Kong.
the main challenging characteristics can be summarized as
follows.
1) HSI usually consists of several hundreds of SCs, and
every pixel has high dimensionality. Hence, HSI has
high structural complexity due to the so-called curse of
dimensionality (Hughes phenomenon [1]).
2) The quality of HSI is affected by multi-factors, such as
weather and illumination. These factors often generate the
confusion of HSI, which result in the phenomenon that
the same spectrum expresses different objects, or same
objects have different spectrum.
3) The number of labeled training samples are often limited
because labeling data is expensive and time consuming.
Consequently, finite training samples cannot generalize
the whole of ground-truth, resulting in degradation of
common classifiers.
Researchers are motivated by these challenges to develop
more effective methods. Previously, support vector machine
(SVM), sparse representation classifier, k-means clustering
were employed to classify the HSIs by only using multi-bands
spectral information [10]–[12]. In order to capture more useful
information, recently, deep learning (DL)-based [13] methods
exhibited evident advantage on HSIs classification because of
their capacity of feature extraction from low-level to high-
level. The method of stacked autoencoder (SAE) for HSIs
data was proposed in [14]. Another deep learning method was
also proposed using deep belief network (DBN) in [15]. These
methods extract the global discriminative feature but ignoring
the spatial correlation, suffering from the highly computational
complexity. Deep feature extraction and classification for HSIs
using CNN was introduced by [16], which achieved the state-
of-the-art performance due to its ability to extract local spatial
relationship.
Generally, CNNs extract features through flexible combi-
nation of convolution and pooling layers. This is a simplified
process of the comprehension of the brain to visual stimulation
from retina to cortex. The flexibility of CNN structure make
it suitable for computer vision applications, such as images
classification and objects detection [17], [18]. In HSIs clas-
sification, CNNs also hold outstanding performance because
3D-convolution [19] can extract spectral-spatial information
effectively [16], [20]–[22]. However, this outstanding perfor-
mance relies heavily on complex network structure due to
the characteristics of HSI data. Conventional CNNs suffer
from gradient disappearance (GD), spatial information damage
and prohibitive training efforts. On the one hand, the training
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process is extremely deferred due to the GD. On the other
hand, the spatial information is unavoidably damaged due
to down-sampling. Therefore, CNN require massive data and
additional epoch during the training phase. Obviously, under
this straightforward CNN mechanism, the training efforts will
be undoubtedly increased.
For the issues mentioned above, a novel type of neu-
ral network was proposed in 2017, namely, CapsNet [23],
which only contains three layers. It replaces scalar neuron
of CNN with vector neuron, and replaces pooling of CNN
with dynamic routing for the representation of the part-whole
relationship of data. In this way, the CapsNet has gained
considerable generalization capabilities. CapsNet has achieved
the state-of-the-art performance on MNIST and also achieved
the outstanding performance on CIFAR-10. The latest studies
reveal its potential on image segmentation, 3D vision and
object detection [24]–[26]. The CapsNet provides a new way
of deep learning for researchers, but it suffers from memory
burden and low training speed due to parameters redundancy.
In this paper, we develop lightweight methods for the capsule
network and build a novel architecture for HSIs classification.
Compared to conventional methods, our method is highly
competitive in terms of accuracy and training efforts. The main
contributions of this paper are summarized as follows.
1) It proposes a separated spatial and spectral information
extraction method, which extracts features on spatial and
spectral domains, respectively.
2) It proposes a constraint window method to reduce the
complexity of capsule network while holding accuracy.
3) It builds a accurate and efficient capsule network by using
our proposed methods, called 1D-ConvCapsNet.
The rest of paper is organized as follows, Section II
introduces related works. Section III describes classification
strategy of our method. Section IV gives architecture and
detailed implementation. Section V presents the results of
experiments. Finally, conclusions are given in Section VI.
II. RELATED WORKS
HSIs classification is the fundamental task in remote sensing
application. Although HSIs classification has been studied
extensively by researchers from multiple perspectives in the
past, inherent characteristics of HSIs make it a challenging
task. Previously, the SVM is widely used because of its
effectiveness and robustness. It projects samples into high-
dimensional feature space using kernel-based method to make
samples linearly separable. Specifically, [10] employed kernel
trick that promoted the separation of samples in a high-
dimensional feature space via a nonlinear transformation of a
kernel function. With the improvement of spectral resolution,
conventional approaches suffer from Hughes phenomenon [1].
In order to deal with this phenomenon, a series of dimen-
sionality reduction (DR) and band selection (BS) approaches
were developed by researchers. [27], [28] proposed image low-
dimensional representation learning method for reconstructible
DR under unsupervised conditions. [29] presented the locality
adaptive discriminant analysis method for HSIs classification.
[30] proposed the salient BS method via manifold ranking. Re-
cently, DL-based methods have been widely adopted because
they are capable of automatically learning features. Compared
to conventional methods, DL-based methods have hierarchical
structure, which generate high-level features from low-level
features via forward propagation. Typically, several DL-based
HSIs classification methods were proposed. [14] proposed a
spectral-spatial joint information method by combining SAE
with PCA. [31] proposed a unsupervised features extraction
method which could also be used to extract spectral-spatial
information. However, for the above methods, the input data
has to be reshaped to vector, which result in the loss of spatial
correlation. In order to exploit spatial correlation effectively,
CNN has become one of the most important tool in remote
sensing because CNN can naturally extract multi-dimensional
features. Especially, 3D-convolution [19] can extract features
simultaneously in spectral and spatial domains of HSI. Hence,
several CNN-based approaches have been proposed. [32] de-
signed a dual branches end-to-end network with skip archi-
tecture to learn spectral and spatial features, respectively. [33]
proposed a joint features extraction method with two branches,
which are devoted to features from the spectral domain and the
spatial domain. [34] proposed semi-supervised network with
skip connection between the encoder and the decoder in order
to solve the problem of limited labeled samples. [35] proposed
a HSIs classification method with Markov random fields and
CNN from the perspective of unified Bayesian framework.
[16] proposed a series of regularized deep feature extraction
methods using several convolution and pooling layers, which
achieved the state-of-the-art performance.
CNN has become a powerful tool for HSIs classification
task. However, compared to ordinary images classification
task, CNN-based methods have more complex structures due
to the complexity of HSI data, which require exorbitant efforts
during the training phase. Firstly, with the structure deepening,
the gradient is gradually lost during the propagation process,
resulting in the slow convergence rate. [36] introduced the
rectified linear unit (ReLU ) as the activation function in order
to alleviate the GD. Based on this, [17] designed AlexNet with
ReLU activation function and won the annual ImageNet com-
petition. Secondly, CNNs often use pooling to control scale of
networks, which inevitably damage the spatial information due
to down sampling. To deal with this, [37] proposed a global
pooling method, called dynamic k-max pooling, which keeps
top-k values during the pooling operation. [38] presented
the architecture with overlap pooling for HSIs classification
by using different combinations of max pooling and mean
pooling. Thirdly, CNN-based methods are unable to detect
pose information of the objects because convolution filters
can only represent the activity related to features. It means
that CNNs are invariant for spatial transformation of objects.
Hence, CNNs are incapable of modeling relative relationship
between objects. Some data augmentation methods have been
adopted in order to make CNNs more robust with respect to
spatial transformation and prevent overfitting under the limited
training samples [16], [39].
In order to overcome the shortcomings of traditional CNN,
[40] proposed the conception of capsule, which can encode
instantiation parameters of entity (an object or object part).
Capsule is a collection of neurons, which describes the pose
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information and existence probability of an entity. Hence,
the capsule carries more information about properties of the
entity than the conventional scalar neuron of CNN. In order
to effectively use information stored in the capsule neurons,
[23] proposed dynamic routing between capsules and designed
a novel network, called CapsNet. Therein, a capsule neuron
is organized into a vector, whose length and orientation
respectively represent existence probability and properties of
an entity. Dynamic routing is used for communication between
capsules by adjusting the coupling coefficient between predic-
tive vector and high-layer capsule. The coupling indicates that
entity in the image should be paid attention to rather than
directly encoding it. Therefore, the capsule-based network is
more expressive and explanatory than the conventional CNN.
Specifically, by taking advantages of capsules, capsule-based
networks exhibit high precision, fast convergence, strong noise
immunity and generalization.
However, CapsNet has massive training parameters, which
result in high storage pressure and slow training speed. Param-
eter redundancy makes CapsNet difficult to directly work on
large images. In this paper, 1D-ConvCapsNet was proposed,
which is an easy-to-implement method for HSIs classification
task. The details of 1D-ConvCapsNet will be describe in
Section IV.
III. CLASSIFICATION STRATEGY
A. CNN-based model
The CNN-based model is popular in HSIs analysis and
processing because the convolution can easily extract features
on multi-dimension. As shown in Fig. 1, a classic CNN model
mainly contains two modules, features extraction module
(FEM) and classifier module (CM). Generally, FEM uses com-
bination of the convolution and the pooling layers to extract
high-level features, and CM uses several full connection layers
as a classifier. In CNN, the convolution layer is the most
important component, which is related to two aspects. One
aspect is the statistical properties of images [41], that means
features learned at a region can be applied to others. This
fact allows convolution filters to detect the same features
at all position of images. Another aspect is the finding of
neuroscience [42], which reveals that cells within receptive
fields of vision system are sensitive to visual stimulus and have
strong responses to interested features. Additionally, visual
cells are mainly composed of two types, s-cells and c-cells.
The s-cells have an intensively response to their preferences,
which functionally correspond to the convolution layer. The
c-cells are able to concentrate multiple s-cells to achieve
large receptive fields and resist distortion, which functionally
correspond to the pooling layer. Therefore, the classic CNN
model can be regarded as the oversimplified simulations of the
visual system.
Concretely, convolution filters implement the aforemen-
tioned ideas in a manner that locally connect and share param-
eters. Taking 3D-convolution as an example, the convolution
operation of one filter at position (x, y, z) in layer l can be
defined as follows:
Fig. 1. The classic structure of CNN. It consists of two modules: Feature
extraction module and classifier module.
v(l)x,y,z = σ(
∑
m
α−1∑
i=0
β−1∑
j=0
γ−1∑
k=0
w
(l),m
i,j,k v
(l−1),m
x+i,y+j,z+k + b
(l)) (1)
where v(l)x,y,z is the activity of neuron at position (x, y, z) in
a feature map of layer l. The m is index of the feature maps
generated by the previous layer. Constant α, β and γ represent
the spatial size of convolution filter. In HSIs classification task,
α and β correspond to the spatial domain, and γ corresponds to
the spectral domain. The w(l),mi,j,k is weight parameter at (i, j, k)
of convolution filter corresponding to the m-th feature map in
layer l. The b(l) is the bias parameter of convolution filter in
layer l. All w(l),mi,j,k and b
(l) are trained by back propagation
(BP) algorithm.
Function σ(·) is defined as the nonlinear activation func-
tion. It introduces the nonlinearity into neural network (NN)
for enhancing performance. Function ReLU is widely used
because of its advantages of simplicity, rapidity and avoiding
GD. It is given by the following equation:
σ(x) = max(0, x). (2)
The pooling layer is located behind the convolution layer,
which provides a larger receptive field and a degree of trans-
form invariance through down sampling. The max-pooling
operation is defined as follows:
ox,y,z = max(Rx,y,zV) (3)
where the V is defined as the input feature maps generated
by previous convolution layer, and the Rx,y,z is defined as a
operator that extracts patch from V at position (x, y, z). The
ox,y,z is the maximum in the patch.
B. Capsule-based model
Different from CNN-based model, the basic unit of the
capsule-based network is capsule neuron, which consists of
several scalars. In CapsNet, capsule neuron first describes
an entity in the form of a vector, which holds the existence
probability and properties of an entity. Specifically, properties
are expressed as instantiation parameters, i.e., pose (position,
size, orientation), deformation, texture, etc. Then, a viewpoint-
invariant representation can be obtained by multiplying view-
point matrix and capsule. This idea stems from computer
graphics, which can be understood as the inverse rendering
process. The rendering process is to give an abstract represen-
tation and instantiation parameters of the entity, and then get
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Fig. 2. The execution of dynamic routing. It iteratively updates the coupling
coefficient by accumulating t(l+1)i,j , where u
(l)
i , uˆ
(l+1)
j|i , u
(l+1)
j and t
(l+1)
i,j
represent child capsule, prediction capsule, parent capsule and log prior,
respectively.
the image by using the render function. Capsule is in an oppo-
site way, it acquires approximately abstract representation of
entity via viewpoint matrix and instantiation parameters. This
process has the viewpoint invariance, meaning that whether the
direction of observation changes, the abstract representation of
entity can be obtained by using the same viewpoint matrix.
Dynamic routing [23] is the most important part of the
capsule-based network. It determines the coupling coefficient
by measuring the agreement between capsules, allowing them
to be dynamically connected. This mechanism make child
capsules more inclined to send messages to the parent cap-
sule with large coupling, and child capsules also receive
the feedback from parent that indicates which entity in the
image should be paid attention to. Intuitively, the execution
of dynamic routing is shown in Fig. 2, where child capsule
is denoted by u(l)i ∈ Rd
(l)
and parent capsule is denoted
by u(l+1)j ∈ Rd
(l+1)
. The viewpoint-invariant representation
is denoted by uˆ(l+1)j|i ∈ Rd
(l+1)
, which is also called the
prediction vector. Firstly, prediction vector uˆ(l+1)j|i is obtained
by multiplying W(l+1)i,j ∈ Rd
(l+1)×d(l) by u(l)i , and log prior
t
(l+1)
i,j is initialized to zero. Secondly, u
(l+1)
j is equal to
weighted sum of all uˆ(l+1)j|i through the squashing nonlinear
activation function. Thirdly, the log prior t(l+1)i,j is updated
by the accumulation of the scalar product between uˆ(l+1)j|i and
u(l+1)j . By iterating the second and the third steps, the coupling
coefficient can be allocated to achieve dynamic connection
between capsules. Similar to CNN, the viewpoint matrix
W(l+1)i,j can be learned by BP algorithm.
In the HSIs classification task, this mechanism also can be
used, but the key is how to express entity with capsule. In this
work, we define a part of the SCs as an entity. Capsule can
encode the existence probability and instantiation parameters
of the entity using the length and direction of the vector,
respectively. As shown in Fig. 3, each type of ground-truth
has its own characteristics in the representation of capsules.
Hence, these characteristics can be interpreted by dynamic
routing during program execution.
Fig. 3. Entity differences between two classes of ground-truth. Suppose the
capsule represents an entity with every 25 spectral channels. The lengths of
vector are similar, but their directions are different due to different instantiation
parameters.
IV. THE PROPOSED METHOD
In this section, we discuss architecture and implementa-
tion details of the proposed 1D-ConvCapsNet. Firstly, 1D-
ConvCapsNet extracts spectral-spatial information by using
our proposed method, which extracts information on spatial
and spectral domains respectively to form capsule units.
However, in conventional CNN-based models, 3D-convolution
is used to extract spectral-spatial information, which needs
more expensive efforts in terms of computation and storage
than proposed method. Secondly, constraint window is used
to reduce the number of parameters, which are inspired by
local strategy of convolution. The constraint window limits
the generation of parent vector in the local regions, which
combines simple entities into complex entity and provides
greater receptive field. Finally, 1D-ConvCapsNet uses the
dynamic routing to combine complex entities to the whole. 1D-
ConvCapsNet consists of four layers, which structure shown
as Fig. 4.
The HSI can be viewed as a data cube X ∈ RH×W×C ,
which consist of H × W pixels. Each pixel xx,y ∈ RC
belongs to a class of ground truth, providing abundant spectral
information. Moreover, each pixel and its neighborhoods often
belong to the same class, providing spatial information. Hence,
the performance of classifier is improved by considering
spectral and spatial information. Based on this fact, a patch
Px,y ∈ RD×D×C of HSI is picked, which sample is located
at the center point (x, y). In other words, the picked patch is
the D×D×C data block. 1D-ConvCapsNet extracts spectral-
spatial information from input data blocks.
A. SpatialConv Layer
This layer is the first layer of network, represented by
L(1), the input of which is patch Px,y . It extracts the spatial
information by using the same 2D-convolution filter with size
f (1) = D × D on each SC of HSI. In this layer, only the
spatial information in respective SC is extracted. Therefore,
the SpatialConv layer applies K(1) 2D-convolution filters on
each SC of the Px,y to obtain K(1) feature maps, each of which
has size 1×1×C. These feature maps are output of this layer,
denoted by O(1) ∈ RC×K(1) .
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Fig. 4. The architecture of our proposed method. It consist of four layers, SpatialConv layer is used to extract spatial information; PrimaryCaps layer is
used to extract spectral information and form capsule units; 1D-ConvCaps layer is used to reduce parameters; ClassCaps layer is used to represent part-whole
relationship.
B. PrimaryCaps Layer
This layer is the first of capsule layers, represented by L(2),
the input of which is O(1). Its goal is to extract spectral
information from O(1) and form capsule units. Firstly, the
PrimaryCaps layer applies K(2) 1D-convolution filters with
size f (2) on O(1) to obtain K(2) feature maps. Secondly, these
feature maps are stacked into a tensor with size c(2) × a(2) ×
d(2), where a(2) × d(2) = K(2). This tensor is the output of
PrimaryCaps layer, denoted by O(2) ∈ Rc(2)×a(2)×d(2) . The
c(2) is the number of capsules in each capsule array, a(2) is
the number of capsule arrays, and d(2) is the dimension of
every capsule.
Compared to the 3D-convolution, our proposed spectral-
spatial information extraction method is more efficient because
this separated method can reduce parameter redundancy. Com-
pare to the scalar neuron of CNN-based model, capsule is more
expressive because additional information is stored. Therefore,
the capsule network has great advantages in noise immunity,
convergence speed and generalization ability. From this layer,
the basic unit of network is capsule neuron, which connects
to 1D-ConvCaps layer through constraint window.
C. 1D-ConvCaps Layer
This layer is used to reduce the number of parameters,
represented by L(3). In CapsNet, full connection is used di-
rectly between adjacent capsule layers, resulting in parameters
redundancy. Hence, CapsNet has high storage pressure and
time cost due to numerous parameters. Herein, we propose
the constraint window method for capsule network, which
utilizes a local strategy to reduce parameters redundancy of
the network. Constraint window realizes the goal through local
connection and sharing parameters.
This layer constructs K(3) constraint windows on input
O(2) for generating K(3) output capsule arrays, denoted by
O(3) ∈ Rc(3)×a(3)×d(3) , where a(3) = K(3). The size of each
window is f (3) × a(2) × c(2), where f (3) is the artificially
specified size. The q-th window has a viewpoint tensor T(3)q ∈
Rd(3)×f(3)×a(2)×d(2) , which does not depend on a fixed spatial
location and shares parameters with other child capsules. For
the parent capsule u(3)q,k ∈ O(3) at the k-th position of the
q-th capsule array, it is equal to the product of T(3)q and
C(2)k ∈ Rf
(3)×a(2)×d(2) . Formally, u(3)q,k expressed by following
equation:
u(3)q,k = T
(3)
q × C(2)k + b(3)q (4)
where C(2)k is child capsules of O
(2) covered by constraint
window at position k and b(3)q is learned bias for parent
capsule. Moreover, T(3)q can be decomposed into f (3) × a(2)
viewpoint matrices W(3)q,i,j ∈ Rd
(3)×d(2) , where i and j are
indices of a(2) and f (3) respectively. Hence, u(3)q,k is the sum of
product of viewpoint matrix and corresponding child capsule.
It is formulated as follows:
u(3)q,k =
a(2)∑
i=1
f(3)∑
j=1
W(3)q,i,j × c(2)i,(k−1)s+j + b(3)q (5)
where s is the stride of constraint window move to next
position. Similar to conventional convolution, the viewpoint
matrix can be learned by BP algorithm.
D. ClassCaps Layer
This layer is a dense capsule layer, which represents the
part-whole relationship of capsules, denoted by L(4). Its output
O(4) ∈ Rn×d(4) is obtained by using dynamic routing on O(3).
Every capsule u(4)k ∈ O(4) represents a class of ground truth
in HSI, where the length of vector is the probability of sample
belonging to the corresponding class. Hence, the capsule u(4)k
is also referred as the activation capsule. In order to obtain the
activation capsule from L(3), firstly, dynamic routing needs to
1D-CONVOLUTIONAL CAPSULE NETWORK FOR HYPERSPECTRAL IMAGE CLASSIFICATION 6
calculate the weighted sum of prediction vectors by following
equation:
s(4)k =
a(3)∑
i=1
c(3)∑
j=1
l
(4)
i,j,k × uˆ(4)k|i,j . (6)
Therein, prediction vector uˆ(4)k|i,j is equal to product of the
child capsule u(3)i,j and the corresponding viewpoint matrix
W(4)i,j,k, and l
(4)
i,j,k is the coupling coefficient between uˆ
(4)
k|i,j and
u(4)k . Formally, l
(4)
i,j,k is computed by a function of routing
softmax as follows:
l
(4)
i,j,k =
exp(t(4)i,j,k)∑n
g=1 exp(t
(4)
i,j,g)
(7)
where t(4)i,j,k is the log prior of uˆ
(4)
k|i,j coupling to u
(4)
k and
initial value is zero. Secondly, capsule u(4)k is computed by a
nonlinear activation function, called squashing:
u(4)k =
||s(4)k ||2
1 + ||s(4)k ||2
s(4)k
||s(4)k ||
. (8)
Finally, the agreement between uˆ(4)k|i,j and u
(4)
k is measured
by the simple scalar product 〈uˆ(4)k|i,j ,u(4)k 〉. A large scalar
product means the increasing of coupling coefficient between
capsules. By iterating the above process and accumulate t(4)i,j,k,
the coupling coefficient l(4)i,j,k can be obtained rapidly. This not
only transmits information between capsules, but also connects
parts to the whole by assigning coupling coefficients.
E. Loss Function
In training phase, a patch Px,y is input into the network and
n activity vectors are obtained by forward propagation. Before
the back propagation, the network needs to measure the gap
between O(4) and label via loss function. Herein, we use the
margin loss as the global loss function. It can be defined as
follows:
L =
n∑
k=1
(Tkmax(0, r
+ − ‖u(4)k ‖)2
+ λ(1− Tk)max(0, ‖a(4)k ‖ − r−)2)
(9)
where Tk is an indicator function. It can be defined by
Tk =
{
1, if class k is present in sample
0, otherwise.
(10)
Herein, the indicator function Tk is used to indicate which
part (addends) of L is active. The first part works when
Tk = 1. Otherwise, the second part works when Tk = 0.
In order to avoid the maximum or collapse loss, the loss
function L introduces the concept of boundary, forcing the
length of the activity vector ‖u(4)k ‖ falls into small interval.
The boundary parameters r+ and r− are upper boundary and
lower boundary, respectively. Additionally, the regularization
parameter λ is used to shrink the influence of activity vector
when the corresponding class does not exist in sample.
V. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of our proposed
method on three representative HSI datasets. Firstly, we intro-
duce three hyperspectral datasets, which are used to verify our
proposed 1D-ConvCapsNet. Secondly, we provide the hyper-
parameters setup, experimental environment and contrastive
methods. Finally, we compare experimental results and give
relative discussions.
Fig. 5. The real image (a) and ground truths map (b) of Indian Pines dataset.
TABLE I
THE SAMPLE NUMBERS OF 20% TRAINING SET, 10% VERIFICATION SET
AND 70% TEST SET ON INDIAN PINES DATASET
Label Class Training Validation Test
1 Alfalfa 9 4 33
2 Corn-no 285 142 1,001
3 Corn-min 166 83 581
4 Corn 47 23 167
5 Grass/pasture 96 48 339
6 Grass/trees 146 73 511
7 Grass/pasture-mo 5 2 21
8 Hay-win 95 47 336
9 Oats 4 2 14
10 Soy-no 194 97 681
11 Soy-min 491 245 1,719
12 Soy-cle 118 59 416
13 Wheat 41 20 144
14 Woods 253 126 886
15 BGTD 77 38 271
16 SST 18 9 66
Total −− 2,045 1,018 7,186
Fig. 6. The real image (a) and ground truths map (b) of University of Pavia.
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TABLE II
THE SAMPLE NUMBERS OF 20% TRAINING SET, 10% VERIFICATION SET
AND 70% TEST SET ON UNIVERSITY OF PAVIA DATASET
Label Class Training Validation Test
1 Asphalt 1,326 663 4,642
2 Meadows 3,729 1864 13,056
3 Gravel 419 209 1,471
4 Trees 612 306 2,146
5 Painted-ms 269 134 942
6 Bare Soil 1,005 502 3,522
7 Bitumen 266 133 931
8 Self-b Bricks 736 368 2,578
9 Shadows 189 94 664
Total −− 8,551 4,273 29,952
Fig. 7. The real image (a) and ground truths map (b) of Salinas.
TABLE III
THE SAMPLE NUMBERS OF 20% TRAINING SET, 10% VERIFICATION SET
AND 70% TEST SET ON SALINAS DATASET
Label Class Training Validation Test
1 Brocoli-gw-1 401 200 1,408
2 Brocoli-gw-2 745 372 2,609
3 Fallow 395 197 1,384
4 Fallow-rp 278 139 977
5 Fallow-sm 535 267 1,876
6 Stubble 791 395 2,773
7 Celery 715 357 2,507
8 Grapes-un 2,254 1,127 7,890
9 Soil-vd 1,240 620 4,343
10 CSGW 655 327 2,296
11 Lettuce-ro-4wk 213 106 749
12 Lettuce-ro-5wk 385 192 1,350
13 Lettuce-ro-6wk 183 91 642
14 Lettuce-ro-7wk 214 107 749
15 Vinyard-un 1,453 726 5,089
16 Vinyard-vt 361 180 1,266
Total −− 10,818 5,403 37,908
A. Hyperspectral Datasets and Preprocessing
Three representative hyperspectral datasets in HSIs classi-
fication are selected, which are Indian Pines (IP), University
of Pavia (UP) and Salinas (SA), respectively. IP has uneven
distribution of sample numbers and low spatial resolution, UP
has small spectral channels, and SA has large data volume.
These characteristics are used to verify that whether 1D-
ConvCapsNet can achieve the desired performance under a
variety of conditions.
1) Indian Pines: IP scene is the subset of Big Indian
Pines (BIP) scene, which is generated by the Airborne
Visible/Infrared Imaging Spectrometer (AVIRIS) sensor at
Northwestern Indiana, USA, in 1992. It consists of several
agricultural crops, such as corn, oat and wheat. The IP contains
145 × 145 pixels with a spatial resolution of 20m, including
16 classes of interested ground truths. Each pixel consists of
220 SCs, which cover wavelengths from 400 to 2500nm. The
real image and label map are shown in Fig. 5. The numbers
of each ground truth in training, validation and test sets are
recorded in Table I. We can see that there are a few samples of
some ground truths, i.e., Alfalfa, Grass/pasture-mo and Oats.
2) University of Pavia: UP scene is generated by the Re-
flective Optics System Imaging Spectrometer (ROSIS) sensor
in the city of Pavia, Italy, during a flight campaign over Pavia
in 2001. It is a typical image of the city, including many
building materials, such as bricks, asphalt and metal sheets.
The UP contains 610 × 340 pixels with a spatial resolution
of 1.3m, including 9 classes of interested ground truths. Each
pixel consists of 103 SCs, which cover wavelengths from 430
to 860nm. The real image and label map are shown in Fig. 6.
The numbers of each ground truth in training, validation and
test sets are recorded in Table II.
3) Salinas: SA scene is generated by AVIRIS sensor at
Salinas valley, California, USA, in 1992. Like IP, it also con-
sists of several agriculture related fields, such as vegetables,
bare soils, and vineyard fields. The SA contains 512 × 217
pixels with a spatial resolution of 3.7m, including 16 classes
of interested ground truths. Each pixel consists of 224 SCs,
which cover wavelengths from 400 to 2500nm. The real image
and label map are shown in Fig. 7. The number of each ground
truth in training, validation and test sets are recorded in Table
III.
4) Data Preprocessing: The performance of classifiers is
affected by using raw data due to the high correlations between
SCs. Hence, it is necessary to preprocess the data before going
to the training stage. In our method, the correlation between
SCs is eliminated by using PCA-Whitening.
B. Exprimential Setup
1) Hyperparameters: The optimal structure of 1D-
ConvCapsNet is determined by repeated experiments, which
is shown in Table IV. Adam optimizer is used to train 50
epochs with 0.01 learning rate and 3 routing iterations without
regularization and normalization. The batch size is set to 64
for the IP and 256 for the rest, which is related to the number
of samples. The Hyperparameters r+, r− and λ in the loss
function are set to 0.9, 0.1 and 0.5, respectively. During the
experiments, 20% patches of each class are randomly selected
as the training set, 10% patches as the validation set and the
rest patches as the test set. The accuracy on the validation set
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TABLE IV
THE STRUCTURE SETUP OF 1D-CONVCAPSNET ON THREE DATASETS.
SpatialConv Layer
Layer ID Input size f (1)@K(1)
L(1) (7× 7× C) (7× 7)@16
Stride Activation function Output size
(1, 1) ReLU (C × 16)
PrimaryCaps Layer
Layer ID Input size f (2)@K(2)
L(2) (C × 16) (9)@16
Stride Activation function Output size
(2) ReLU (c(2) × 2× 8)
1D-ConvCaps Layer
Layer ID Input size f (3)@K(3)
L(3) (c(2) × 2× 8) (9)@4
Stride Activation function Output size
(2) squashing (c(3) × 4× 8)
ClassCaps Layer
Layer ID Input size F ilters size
L(4) (c(3) × 4× 8) −−
Stride Activation function Output size
−− squashing (n× 16)
is recorded during every epoch, the highest of which is regard
as optimal parameters to verify the performance on test set.
2) Experimental Environment: All experiments are con-
ducted under the same environment. The hardware platform
consists of Intel Core i7-7820HK processor (four core/eight
threading) with 8M L3-cache, 16GB DDR4 memory with
2800Mhz serial speed, Nvidia GeForce GTX 1070 GPU with
8GB DDR5 video memory and 1TB HDD with 7200 RPM.
The software platform includes Windows 10 Professional
operating system, Keras 2.1.1 based on TensorFlow-gpu 1.3.0
and Python 3.5.2.
3) Comparative methods: In experiment 1, four well-
known HSIs classification methods are selected as com-
parative methods. They are SVM with radial basis func-
tion (RBF-SVM) [43], MLP with four hidden layers, semi-
supervised convolutional neural network (Se-2D-CNN) [34]
and 3D-convolutional neural network (3D-CNN) [16]. Note
that RBF-SVM and MLP focus on spectral information, Se-
2D-CNN focuses on spatial information, and 3D-CNN and 1D-
ConvCapsNet consider spectral-spatial information for HSIs
classification. In Experiment 2, CNN model and CapsNet [23]
are selected as comparative methods to compare the gaps
between different training methods. The structure of CNN
model is similar to 1D-ConvCapsNet except the neuron type.
In order to quantify the accuracy of classifiers, overall ac-
curacy (OA), average classification accuracy (AA) and kappa
coefficient (k) serve as evaluation metrics. In order to obtain
stable results, we conduct 20 experiments and take the median
of OA as convincing result. The training time is also recorded
to evaluate the time cost in the training stage. Since the training
time is affected by the system utilization rate and other factors,
the minimal training time in 20 experiments is recorded as the
result.
TABLE V
CLASSIFICATION RESULTS OBTAINED BY DIFFERENT MEHTODS ON
INDIAN PINES DATASET
Class RBF-SVM MLP Se-2D-CNN 3D-CNN Proposed
1 36.96% 56.25% 0% 100% 100%
2 81.58% 77.50% 96.60% 97.90% 99.60%
3 73.37% 67.81% 89.16% 96.39% 99.14%
4 65.40% 67.47% 54.22% 95.78% 98.20%
5 89.44% 94.97% 92.90% 97.63% 97.35%
6 97.12% 98.04% 99.41% 99.02% 99.80%
7 42.86% 95.00% 0% 85% 100%
8 98.33% 99.40% 100% 98.81% 100%
9 35% 57.14% 0% 85.71% 100%
10 77.06% 82.50% 91.18% 96.62% 99.12%
11 85.01% 91.45% 98.84% 99.53% 99.71%
12 76.05% 88.67% 96.14% 97.35% 97.84%
13 96.10% 98.60% 96.50% 98.60% 100%
14 95.18% 94.92% 99.10% 99.21% 99.77%
15 68.13% 69.63% 94.44% 100% 95.57%
16 92.47% 90.77% 67.69% 81.54% 95.45%
OA 84.04% 86.56% 94.27% 98.13% 99.18%
AA 75.63% 83.13% 73.51% 95.57% 98.85%
k × 100 81.75 84.62 93.44 97.87 99.06
Time 5s 317s 424s 18,672s 402s
TABLE VI
CLASSIFICATION RESULTS OBTAINED BY DIFFERENT MEHTODS ON
UNIVERSITY OF PAVIA DATASET
Class RBF-SVM MLP Se-2D-CNN 3D-CNN Proposed
1 94.71% 96.06% 99.27% 99.85% 99.70%
2 98.48% 97.02% 99.89% 99.92% 99.95%
3 79.28% 87.20% 86.79% 97.82% 98.37%
4 95.53% 96.46% 98.14% 98.55% 99.44%
5 99.78% 99.58% 100% 100% 100%
6 88.82% 94.55% 99.86% 98.21% 100%
7 88.05% 90.98% 94.52% 99.46% 99.89%
8 91.69% 90.73% 98.29% 99.26% 98.33%
9 100% 99.40% 99.85% 98.34% 99.85%
OA 94.77% 95.46% 98.72% 99.40% 99.66%
AA 92.92% 94.66% 97.40% 99.05% 99.50%
k × 100 93.04 94.00 98.30 99.21 99.55
Time 11s 1,185s 3,618s 30,363s 432s
C. Results of experiment and Discussion
1) Experiments 1: This experiment validate the perfor-
mances of the proposed and comparative methods on IP, UP
and SA. In the RBF-SVM, the parameters γ and C are set
to 0.005 and 100, respectively. In the MLP, the number of
neurons with ReLU activation function and 50% dropout
probability for each layer is 2048, 4096, 2048 and 2048,
respectively, which uses Adam optimizer to train 500 epochs
with 0.01 learning rate. In the Se-2D-CNN, the default settings
are used. In the 3D-CNN, due to the extremely large model
scale, it cannot be directly run in our environment. In order
to make 3D-CNN work, the number of filters in every layer
is reduced to 32, and the rest of settings are unchanged.
Table V-VII records the accuracy and the evaluation metrics
of all methods on IP, UP and SA, where each row represents
the classification accuracy and each column represents each
method.
From the results recorded in Table V-VII, we can observe
that the accuracy of the proposed method is superior to the
RBF-SVM, MLP, Se-2D-CNN and 3D-CNN on three datasets.
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Fig. 8. Classification maps obtained by different mehtods on Indian Pines dataset. (a) Real image. (b) Classification map. (c) RBF-SVM. (d) MLP. (e)
Se-2D-CNN. (f) 3D-CNN. (g) 1D-ConvCapsNet.
Fig. 9. Classification maps obtained by different mehtods on University of Pavia dataset. (a) Real image. (b) Classification map. (c) RBF-SVM. (d) MLP. (e)
Se-2D-CNN. (f) 3D-CNN. (g) 1D-ConvCapsNet.
Fig. 10. Classification maps obtained by different mehtods on Salinas dataset. (a) Real image. (b) Classification map. (c) RBF-SVM. (d) MLP. (e) Se-2D-CNN.
(f) 3D-CNN. (g) 1D-ConvCapsNet.
Compared to 3D-CNN, the accuracy of 1D-ConvCapsNet on
IP has great improvement, but on UP and SA it is not so
obvious. This is because the proposed method does not adjust
structure and hyperparameters for UP and SA. Generally, the
accuracy of 1D-ConvCapsNet and 3D-CNN are superior to the
rest of comparative methods. This result is expected because
RBF-SVM and MLP only focus on spectral information, and
Se-2D-CNN only focus on spatial information. Our proposed
method and 3D-CNN can extract information from spectral
and spatial domains, leading to higher accuracy. However, 1D-
ConvCapsNet only trains 50 epochs, which means that our
method converges faster than 3D-CNN and has lower training
cost. The training time of 1D-ConvCapsNet on three datasets
is about 2% of 3D-CNN. Moreover, 1D-ConvCapsNet can
achieve outstanding performance on classes with small number
of samples, i.e., Alfalfa, Grass/pasture-mo, Oats and SST of
IP. We can see from the Table V, all comparative methods
perform unsatisfactorily on those classes, because these meth-
ods cannot generalize the entire ground truths using very few
training samples. Especially for Se-2D-CNN, those classes
do not provide enough texture information, resulting in poor
accuracy performance. The performance of 1D-ConvCapsNet
on those classes is much better than comparative methods,
which benefit from powerful representation and interpretation
capabilities of the capsule network.
In order to intuitively represent the performance of different
methods, all samples are input into the trained classifiers to
obtain classification map for each method, which are shown in
Fig. 8-10. It can be seen that the classification maps of SVM
and MLP contain a lot of noise. This is because the quality
of spectral information is affected by spatial resolution and
imaging conditions, resulting in the phenomenon that the same
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TABLE VII
CLASSIFICATION RESULTS OBTAINED BY DIFFERENT MEHTODS ON
SALINAS DATASET
Class RBF-SVM MLP Se-2D-CNN 3D-CNN Proposed
1 99.90% 99.57% 99.22% 100% 100%
2 100% 99.88% 100% 100% 100%
3 99.70% 99.28% 98.05% 99.86% 100%
4 99.28% 99.69% 99.80% 99.59% 100%
5 99.22% 99.68% 99.09% 100% 99.89%
6 99.90% 99.93% 100% 100% 100%
7 99.94% 99.84% 99.96% 100% 100%
8 90.10% 90.44% 92.86% 99.96% 99.82%
9 99.95% 99.95% 99.91% 100% 100%
10 97.35% 97.47% 97.12% 99.97% 99.96%
11 95.13% 98.26% 99.47% 98.66% 100%
12 99.84% 99.93% 100% 100% 100%
13 99.34% 98.75% 99.06% 100% 100%
14 96.92% 98.53% 98.80% 100% 99.33%
15 72.30% 82.29% 76.14% 99.27% 99.57%
16 99.39% 99.37% 99.13% 100% 99.92%
OA 93.78% 95.28% 94.89% 99.85% 99.88%
AA 96.77% 97.68% 97.41% 99.83% 99.91%
k × 100 94.90 94.74 94.31 99.83 99.87
Time 48s 1,525s 2,284s 101,873s 2,146s
TABLE VIII
ACCURACY OF C-CNN, CAPSNET AND OUR METHOD ON INDIAN PINES
DATASET
Label Class c-CNN CapsNet Proposed
1 Alfalfa 100% 96.97% 100%
2 Corn-no 98.50% 96.50% 99.60%
3 Corn-min 92.60% 98.62% 99.14%
4 Corn 97.01% 98.20% 98.20%
5 Grass/pasture 94.40% 94.69% 97.35%
6 Grass/trees 99.22% 99.61% 99.80%
7 Grass/pasture-no 90.48% 100% 100%
8 Hay-win 99.40% 100% 100%
9 Oats 92.86% 100% 100%
10 Soy-no 95.59% 98.38% 99.12%
11 Soy-min 96.92% 97.85% 97.71%
12 Soy-cle 97.60% 95.91% 97.84%
13 Wheat 100% 100% 100%
14 Woods 99.66% 99.66% 99.77%
15 BGTD 94.83% 92.99% 95.57%
16 SST 90.91% 86.36% 95.45%
OA −− 97.12% 97.73% 99.18%
AA −− 96.25% 97.23% 98.85%
k × 100 −− 96.71 97.41 99.06
spectrum expresses different objects or same objects have
different spectrum. Therefore, classifiers which only focus on
spectral information have high error rates. The classification
map of Se-2D-CNN contains less noise than that of SVM
and MLP. However, Se-2D-CNN does not perform well on
the edges of classes and ground truths with similar textures,
because these samples provide insufficient spatial information
for discrimination. 3D-CNN and 1D-ConvCapsNet achieve
higher accuracy and less noise than other comparative meth-
ods, because they can act on both spatial information and
spectral information. This result is consistent with Table V-
VII.
2) Experiments 2: This experiment is used to compare
gaps between different training methods. A CNN-based model
and CapsNet are selected as the comparative methods in
this experiment, which extract spectral-spatial information by
TABLE IX
ACCURACY OF C-CNN, CAPSNET AND OUR METHOD ON UNIVERSITY OF
PAVIA DATASET
Label Category c-CNN CapsNet Proposed
1 Asphalt 99.12% 99.35% 99.70%
2 Meadows 99.83% 100% 99.95%
3 Gravel 94.83% 94.02% 98.37%
4 Trees 98.70% 99.21% 99.44%
5 Painted-ms 99.26% 100% 100%
6 Bare Soil 99.38% 99.97% 100%
7 Bitumen 98.60% 99.68% 99.89%
8 Self-b Bricks 95.31% 97.91% 98.33%
9 Shadows 96.23% 99.85% 99.85%
OA −− 98.81% 99.35% 99.66%
AA −− 97.91% 98.89% 99.50%
k × 100 −− 98.43 99.14 99.55
TABLE X
ACCURACY OF C-CNN, CAPSNET AND OUR METHOD ON SALINAS
DATASET
Label Category c-CNN CapsNet Proposed
1 Brocoli-gw-1 99.72% 100% 100%
2 Brocoli-gw-2 100% 100% 100%
3 Fallow 100% 100% 100%
4 Fallow-rp 99.80% 100% 100%
5 Fallow-sm 99.52% 99.89% 99.89%
6 Stubble 99.89% 100% 100%
7 Celery 100% 100% 100%
8 Grapes-un 98.68% 99.70% 99.82%
9 Soil-vd 100% 100% 100%
10 CSGW 99.61% 99.78% 99.96%
11 Lettuce-ro-4wk 99.33% 100% 100%
12 Lettuce-ro-5wk 99.78% 100% 100%
13 Lettuce-ro-6wk 98.29% 99.69% 100%
14 Lettuce-ro-7wk 98.13% 99.60% 99.33%
15 Vinyard-un 97.68% 99.65% 99.57%
16 Vinyard-vt 99.45% 99.61% 99.92%
OA −− 99.24% 99.84% 99.88%
AA −− 99.37% 99.87% 99.91%
k × 100 −− 99.15 99.83 99.87
using our proposed methods. The structure of CNN-based
model is identical to 1D-ConvCapsNet except the neuron type,
which is denoted by c-CNN. In other words, all units of c-
CNN are standard scalar neuron rather than vector neuron
of capsule network. Since the original CapsNet operates on
2D-data, the 2D-convolution of CapsNet is modified to 1D-
convolution after spatial information is extracted by using
the SpatialConv layer. Table VIII-X records the accuracy and
the evaluation metrics of three methods on IP, UP and SA,
where each row represents the classification accuracy and each
column represents one training method. Fig. 11-13 illustrate
the classification map of each method.
From the result recorded in Table VIII-X, we can observe
that c-CNN has significantly higher accuracy than SVM, MLP
and Se-2D-CNN due to the use of our proposed spectral-spatial
information extraction method. CapsNet and 1D-ConvCapsNet
are superior to c-CNN overall, because the advantages of
capsules in expressiveness and interpretability. It should be
noted that the c-CNN achieve this result with 500 training
epochs to, while the CapsNet and 1D-ConvCapsNet with 50
traing epochs. 1D-ConvCapsNet is superior to CapsNet in
accuracy because the 1D-ConvCaps layer can learn which
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Fig. 11. Classification maps obtained by (a) c-CNN, (b) CapsNet and (c)
1D-ConvCapsNet on Indian Pines dataset.
Fig. 12. Classification maps obtained by (a) c-CNN, (b) CapsNet and (c)
1D-ConvCapsNet on University of Pavia dataset.
primary capsules are more important and combine them into
complex entities.
As can be seen from Fig. 11-13, classification maps obtained
by CapsNet and 1D-ConvCapsNet have fewer noises than that
of the c-CNN due to the high accuracy of the capsule network.
The c-CNN has a lot of noises on Corn-no and Soy-no of IP,
Bare Soil and Self-b Bricks of UP, and Grapes-un and Vinyard-
un of SA. The 1D-ConvCapsNet have almost no errors in those
classes and its classification maps are closer to label maps.
Fig. 14 illustrates the convergence speed of three methods
during the training stage, where the horizontal and vertical
axes represent the number of epochs and the accuracy of veri-
fication, respectively. It can be seen that the two capsule-based
methods converge faster than the c-CNN, and the accuracy
of verification is higher than the c-CNN. 1D-ConvCapsNet
converges slightly slower than CapsNet, but their accuracy of
verification is similar. This is because our proposed method
Fig. 13. Classification maps obtained by (a) c-CNN, (b) CapsNet and (c)
1D-ConvCapsNet on Salinas dataset.
TABLE XI
TRAINING TIME AND PARAMETERS NUMBE OF 1D-CONVCAPSNET AND
CAPSNET
Dataset 1D-ConvCapsNet CapsNet
Time(s) Parameters Time(s) Parameters
Indian Pines 402 409,168 6,483 7,387,904
University of Pavia 432 99,920 6,375 2,325,248
Salinas 2,146 417,360 33,723 7,518,976
TABLE XII
PERFORMANCE OF 1D-CONVCAPSNET ON 10% AND 5% TRAINING
SAMPLE.
Dataset 1D-ConvCapsNet
10% Training sample 5% Training sample
Indian Pines 97.89% 94.64%
University of Pavia 99.28% 98.47%
Salinas 99.56% 99.22%
needs to express complex entities before connecting parts
to the whole. Table XI records the training time and the
number of parameters for CapsNet and 1D-ConvCapsNet,
which represent the time cost and the storage cost, respectively.
Compared to the CapsNet, 1D-ConvCapsNet is faster and
lighter with the same accuracy, which means fewer efforts
are required in the training stage. As can be seen in Table XI,
1D-ConvCapsNet is about 4%-7% of CapsNet in terms of the
training time and the number of parameters on three datasets.
This is because of the local strategy of 1D-ConvCapsNet by
using local connection and sharing parameters on PrimaryCaps
layer.
In order to verify the performance of 1D-ConvCapsNet on
small samples, 10% and 5% of samples are randomly selected
as the training sets in each class. The proportion of verification
set is still 10%, and the remaining pixels are the test set. The
hyperparameters of 1D-ConvCapsNet are unchanged. The OA
of 1D-ConvCapsNet on the small training sets is recorded in
Table XII. We can see that 1D-ConvCapsNet can maintain high
accuracy with 10% training samples, and the performance by
using 5% training samples is still acceptable.
The above experimental results show that 1D-ConvCapsNet
has high accuracy and low training cost. Compared to the
comparative methods, our proposed method is highly compet-
itive. The accuracy of 1D-ConvCapsNet can reach the level
of 3D-CNN which is state-of-the-art method introduced by
[16]. However, 1D-ConvCapsNet is much better than 3D-CNN
in training speed and the number of parameters. Compared
to CapsNet, 1D-ConvCapsNet greatly reduces the number of
parameters and guarantees the accuracy. Our methods save
time and storage cost, and extend the application of capsule
network.
VI. CONCLUSION
In this work, we proposed a fast and accurate capsule
network for HSIs classification task, called 1D-ConvCapsNet.
Firstly, 1D-ConvCapsNet separately extracts features on spatial
and spectral domains. Compared to 3D-CNN, our separate
feature extraction method is lightweight and fast due to fewer
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Fig. 14. Convergence speed of c-CNN, CapsNet and 1D-ConvCapsNet over three datasets.
parameters. Secondly, 1D-ConvCapsNet uses local strategy to
reduce the scale of capsule network. Finally, 1D-ConvCapsNet
obtains predictions by using dynamic routing. It is expected
to have fewer parameters than several state-of-the-art methods
and ensure high precision.
The effectiveness of 1D-ConvCapsNet has been validated
on three representative datasets in the HSIs classification
field. Experimental results showed that 1D-ConvCapsNet is
very competitive with the comparison algorithm. The accu-
racy of 1D-ConvCapsNet achieved the level of state-of-the-
art methods, but with much lower training time and hard-
ware requirements. Compared to CapsNet, 1D-ConvCapsNet
is about 4%-7% of CapsNet in terms of training time and
the number of parameters on three datasets. 1D-ConvCapsNet
also achieved outstanding performance on small samples due
to powerful representation and interpretation capabilities of
capsule network. In the future work, we expect to extend
the 1D-ConvCapsNet to more efficient way for solving HSIs
classification problem, such developing more effective regu-
larizations and the tensor constraint.
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