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A DEEP LEARNING ALGORITHM FOR THE STABLE
MANIFOLDS OF THE HAMILTON-JACOBI EQUATIONS
GUOYUAN CHEN
Abstract. In this paper, we propose a deep learning method to approximate
the stable manifolds of the Hamilton-Jacobi equations from nonlinear control
systems, and numerically compute optimal feedback controls. Instead of dis-
cretizing the phase space, the neural network (NN) is trained on the set of
randomly samples firstly and then is refined on enlarged sample set by adap-
tively generating samples near the points with large errors after the previous
training round. Such kind of data generation may make the training more
effective. Since our algorithm is meshfree basically, it has a potential to apply
to various high-dimensional nonlinear systems. We illustrate the effectiveness
of our method by swinging up and stabilizing the Reaction Wheel Pendulums.
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1. Introduction
For nonlinear systems, dynamical programming yields that the optimal feedback
control is obtained by solving a corresponding Hamilton-Jacobi (HJ) equation (or
Hamilton-Jacobi-Bellman (HJB) equation) which is a nonlinear first order partial
differential equation (see e.g. [29]). Since in general the Hamilton-Jacobi equation
can not be solved analytically, it is important to find numerical solutions. There
are a large mount of references devoted to solve HJB equations. We will not give
a full review of results except for short list of related papers in this direction,
[1–4,8–10,12,13,15,16,19,23,25,27,28,31,32,34,35,38,39,46,50] and the references
therein. These methods may encounter one or more disadvantages as follows: the
computation cost for higher dimensional systems is heavy; the accuracy of the
solution is hard to be estimated for general systems; the solution obtained only in
a small neighborhood of some fixed point; the nonlinear terms of the system should
have special structures; etc.
Recently, for concrete motivation, various deep learning methods were obtained
to solve HBJ equations. To the best of our knowledge, we give some examples. In
[46,50], the authors seek neural networks approximate solutions of HJB equation by
minimizing the residual of the PDE and boundary conditions on a set of randomly
sampled collocation points with certain size. [19,40] discretized the time interval and
solved stochastic differential equations based on neural networks. [24] implemented
a neural network to model the solution and its gradient in a small neighborhood of
a nominal trajectory. We should also mention that [37] developed a causality free
deep learning algorithm to solve the Hamilton-Jacobi-Bellman equations based on
adaptive sampling. The NN training becomes more efficient by taking advantage of
the physical properties of the problem and using the partial trained NN in adaptive
data generation, especially, for the high-dimensional problems.
1
ar
X
iv
:2
00
7.
15
35
0v
1 
 [m
ath
.O
C]
  3
0 J
ul 
20
20
2 G. CHEN
In this paper, we are mainly concerned with the stationary Hamilton-Jacobi
equations which are related to infinite horizon optimal control andH∞ control prob-
lems. The stabilizing solutions of the stationary Hamilton-Jacobi equations corre-
spond to the stable manifolds (Lagrangian) of the associated Hamiltonian systems
at certain equilibriums (cf. e.g. [32, 41, 43, 51]). However, as solving the Hamilton-
Jacobi equations, computing the stable manifolds is a difficult task. In [43], the
authors proposed an iterative procedure to approximate the exact trajectories of
the associated Hamiltonian system on the stable manifold. This method produced
promising feedback controls for certain initial conditions or in a neighborhood of
nominal trajectories, see i.e. [21, 22, 42]. Whereas, if we want to compute more
feedback controls for general initial conditions, this approach may become time-
consuming.
In the present work, we develop an algorithm based on the geometric structure
(namely, the stable manifold) of the nonlinear control systems. Generally speaking,
we select some trajectories contained in the stable manifolds and then train a NN
to approximate these trajectories. There exist various ways to find trajectories in
stable manifold, see i.e. [14,21,22,42,43]. These approaches to generate samples may
be time-consuming especially when the space dimension is high. In our algorithm,
we find trajectories in the stable manifold by solving a two-point boundary value
problem (BVP).
The details of our algorithm is as follows. Firstly, using scipy.integrate.solve bvp
( [26]), a small set of points D1 is generated by solving a two-point BVP of the
associated Hamiltonian systems. The boundary conditions are chosen randomly.
Secondly, a deep NN approximation of stable manifold is trained on D1. In this
procedure, we record the errors of the trained NN approximation at each sample.
Thirdly, we select the samples in D1 with large errors, then take certain numbers
of samples randomly around these points as the initial boundary conditions, solve
the BVP problem as in the first step to generate a larger sample set D2 ⊃ D1.
Finally, train the NN again on D2 to obtain a more accurate NN approximation of
the stable manifold. Repeat the procedure above until the anticipated accuracy is
satisfied.
We should note that our approach is meshfree, hence the computation cost does
not exponentially increase. Moreover, construction of the NN approximation is
based on geometric structure of the problems. This avoids computing derivatives
of the NN approximate functions. Hence it may be applied to the problems with
high dimensionality.
As an example, we apply our method to swing up and stabilize the Reaction
Wheel Pendulums. This problem is highly nonlinear and is considered as a bench-
mark for testing nonlinear control methods. With the proposed method, we com-
pute feedback control efficiently for the points in a semi-global domain.
The paper is organized as follows: in Section 2, some basic results of the stable
manifolds of HJ equations are recalled. Section 3 gives the details of the deep
learning algorithm. Section 4 is devoted to the implementation of our algorithm to
swing-up and stabilization of the Reaction Wheel Pendulum. In Section 5, we point
out that our approach can also be applied to the general fixed final time optimal
control problem as well with some minor modifications.
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2. The stable manifolds of the Hamilton-Jacobi equations
In this section, we outline some basic results about the stable manifolds of the
Hamilton-Jacobi equations from nonlinear control theory. Consider the following
Hamilton-Jacobi equation
H(x,∇V ) = ∇V · f(x)− 1
2
∇V · (R(x)∇V ) + q(x) = 0, in Ω, (2.1)
where ∇V is the gradient of the unknown function V in column form, Ω ⊂ Rn is a
bounded domain with piecewise smooth boundary containing 0. Moreover, f, q, R
satisfy the following conditions:
(C1) f : Ω→ Rn is C∞ with f(0) = 0;
(C2) q : Ω→ R is C∞ with q(0) = 0 and ∇q(0) = 0;
(C3) R : Ω→ Rn×n is C∞ and symmetric for all x ∈ Ω.
Therefore f(x) = Ax + O(|x|2) and q(x) = 12xTQx + O(|x|3) with A ∈ Rn×n and
symmetric Q ∈ Rn×n.
Definition 2.1. A solution V of (2.1) is said to be the stabilizing solution if
∇V (0) = 0 and 0 is an asymptotically stable equilibrium of the vector field f(x)−
R(x)∇V (x).
The associated Hamiltonian system of (2.1) is x˙ = f(x)−R(x)pp˙ = −(∂f(x)
∂x
)T p+
1
2
∂(pTR(x)p)T
∂x
− ( ∂q
∂x
)T ,
(2.2)
Denote the Hamiltonian vector field by
XH =
(
f(x)−R(x)p,−(∂f(x)
∂x
)T p+
1
2
∂(pTR(x)p)T
∂x
− ( ∂q
∂x
)T
)
. (2.3)
Assume V is a stabilizing solution of (2.1), let
ΛV := {(x, p) | p = ∇V (x)} ⊂ T ∗M. (2.4)
It is well known that ΛV is invariant under the flow (2.2). Note that 0 is an
equilibrium of XH . The Hamiltonian matrix is given by
Ham = DXH(0) =
(
Hxp(0) Hpp(0)
−Hxx(0) −Hpx(0)
)
=
(
A −R(0)
−Q −AT
)
. (2.5)
We assume the following condition:
(C4) Ham is hyperbolic and the generalized eigenspace E− for n-stable eigenval-
ues is complementary, that is,
E− ⊕ Im
(
0
I
)
= R2n. (2.6)
Then the stable manifoldM of (2.2) through 0 is a Lagrangian submanifold in R2n
(see i.e. [51]). Moreover, in a neighborhood of 0, this Lagrangian submanifold can
be represented by ΛV . Therefore, for x0 in a neighborhood of 0, the trajectory of
the following two-point BVP x˙ = f(x)−R(x)p,p˙ = −(∂f(x)
∂x
)T p+
1
2
∂(pTR(x)p)T
∂x
− ( ∂q
∂x
)T ,
with
{
x(0) = x0,
p(+∞) = 0, (2.7)
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is contained in M.
3. Deep learning algorithm for stable manifolds
3.1. Deep learning set-up. Although there exist many sophisticated architec-
ture of deep neural networks for various purposes, we shall use a neural network
architecture introduced by [46] which is similar to long short term memory (LSTM)
(see i.e. [20]) and highway networks (see i.e. [49]). This kind of neural networks
provides promising results for more general partial differential equations in [46].
We assume two key hyper-parameters L ∈ N and M ∈ N. In the NN, L + 1 is
the number of hidden layers and M is the number of units in each sub-layer. Let
σ : RM → RM be an element wise nonlinearity with activation function sin(·), that
is,
σ(z) = (sin(z1), · · · , sin(zM )). (3.1)
Activation function sin(·) makes the NN more similar to the Fourier series. More-
over, the derivative of sin(·), namely cos(·), has more global support than the
derivatives of the traditional activation functions such as sigmoid (see [33]).
Define the neural networks of the following structure:
S1 = σ(W 1x+ b1),
Zi = σ(Uz,ix+W z,iSi + bz,i), i = 1, · · · , L,
Gi = σ(Ug,ix+W g,iSi + bg,i), i = 1, · · · , L,
Ri = σ(Ur,ix+W r,iSi + br,i), i = 1, · · · , L,
Hi = σ(Uh,jx+Wh,i(Si Ri) + bh,i), i = 1, · · · , L,
Si+1 = (1−Gi)Hi + Zi  Si, i = 1, · · · , L,
f(x, θ) = WSL+1 + b, (3.2)
where x ∈ Ω, the number of hidden layers is L + 1, and  denotes the Hadamard
(element-wise) multiplication. The parameters are given by
θ =
{
W 1, b1, (Uz,i,W z,i, bz,i)Li=1, (U
g,i,W g,i, bg,i)Li=1, (U
r,i,W r,i, br,i)Li=1,
(Uh,i,Wh,i, bh,i)Li=1,W, b
}
, (3.3)
where W 1 ∈ RM×n, b ∈ RM , Uz,i ∈ RM×n, W z,i ∈ RM×M , bz,i ∈ RM , Ug,i ∈
RM×n, W g,i ∈ RM×M , bg,i ∈ RM , Ur,i ∈ RM×n, W r,i ∈ RM×M , br,i ∈ RM ,
Uh,i ∈ RM×n, Wh,i ∈ RM×M , bh,i ∈ RM , W 1×M and b ∈ R.
For optimization, we use Adam from PyTorch. We should remark that other
optimizer may work well.
Our aim is to construct a NN approximation of the stable manifold M. Define
a NN of form (3.2) whose input and output are n-dimensional:
pNN := pNN (θ;x), x ∈ Ω, (3.4)
where θ denote the parameters of the NN.
Recall that the trajectories of two-point BVP (2.7) belongs to M. By solving
(2.7) with randomly sampled initial conditions, we obtain a set of points on M
D = {(xi, pi)}|D|i=1 . (3.5)
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Then we define the loss function by
L(θ;D) := 1|D|
|D|∑
i=1
‖pi − pNN (θ;xi)‖2, (3.6)
where ‖ · ‖ denotes the standard Euclid norm in Rn. Recall that this loss function
just the mean square error (MSE).
Remark 3.1. In concrete implementations, the loss function can be the mean ab-
solute error (MAE) or other type of error.
3.2. Algorithm. Let Ω ⊂ Rn be a bounded domain with piecewise smooth bound-
ary. Assume that the HJ equation (2.1) satisfies Conditions (C1) − (C4). To find
trajectories in the stable manifold, we solve the two-point BVP (2.7) for x0 ∈ Ω.
For concrete implementations, instead of +∞, we may choose a fixed positive num-
ber sufficiently large. Denote the flow map of the system in (2.7) for t ∈ [0,+∞)
by F . Note that in general Ω is not invariant with respect to F . Let F(Ω) be the
image set of Ω by the map F . It is clear that F(Ω) is an invariant set of the flow
map. From the algorithm in the following, we see that the samples will be selected
from F(Ω).
To solve the two-point BVP (2.7), we implement scipy.integrate.solve bvp. The
details of this boundary value solver can be found in [26]. The algorithm imple-
ments a 4-th order collocation method with control of residuals similar to [44]. To
implement this BVP solver, we need to give initial mesh and initial guess for the
solution values at each mesh node. The iterative procedure of the BVP solver may
not converge if the initial guess is well chosen. Therefore, though the solver is good
enough to find solution of two-point BVP for one initial condition, it becomes more
involved if we need to get solutions for large number of initial conditions.
The most significant point of our method is how to choose samples. The algo-
rithm is carried out by the following steps.
Step 0. Transformation of the model. In (2.7), we had better take a coordi-
nates transform so that the variables (x1, x2, · · · , xn) (and their derivatives) have
the same orders of magnitude. This modification avoid the case that the NN func-
tion is too steep in some direction. Hence it makes the performance of the NN
approximation much better.
Step 1. First sampling. Firstly, we choose initial conditions x ∈ Ω by Monta
Carlo sampling method. Using scipy.integrate.solve bvp, we numerically solve the
BVP (2.7) by well-chosen initial mesh, initial guess of the solution and certain error
tolerance. We should note that the iteration procedure may not converge or the
error tolerance may not be satisfied for some initial points. We need to pick out
these points. In general, generating sample trajectories is computational expensive.
The size of samples is small at this step. For example see Section 4 below, we choose
200 initial points. Hence we will get at most 200 trajectories. At this step, assume
that we obtain K1 trajectories.
Recall that the stable manifold is invariant along the flow of Hamiltonian system
(2.7). The trajectories obtained by BVP solver are all contained in the stable
manifold. It is reasonable to choose more samples on each trajectory. Since the
trajectories flow into a hyperbolic equilibrium, we select samples on the trajectories
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empirically according to exponential distribution
ρ(t) =
{
1
λe
− tλ , t > 0,
0, t ≤ 0, (3.7)
where λ > 0 is a fixed rate parameter. In practice, λ−1 usually can be chosen
as the infimum of distances between the eigenvalues of Hamiltonian matrix at the
equilibrium and the imaginary axis. For example in section 4, we choose 20 samples
on each trajectory with λ = 0.6. In general, assume that we select M1 samples on
each trajectory. Therefore, we now have N1 := K1 ×M1 samples. Denote the set
of those samples by
D1 := {(ti, xi, pi)}N1i=1. (3.8)
Note that (xi, pi) (i = 1, · · · , N1) lies on the stable manifold.
Step 2. First NN approximation training. We train a neural network of form (3.2)
on the data set D1. To be more precise, assume pNN (θ, ·) is the NN approximation
with parameters θ. Our aim is to train the NN satisfying
pNN (θ, xi) ≈ pi, i = 1, · · · , N1. (3.9)
Step 3. Adaptive data generation. After the first NN training, we record the
absolute errors
|pNN (θ, xi)− pi|, i = 1, · · · , N1. (3.10)
Then select the largest R1 = [µN1] points in D1 according to the errors (3.10). Here
[y] is integer part of y and µ ∈ (0, 1) is a empirically chosen parameter. Denote the
set of these samples by Dˆ1. We now randomly sample J1 points yj ∈ F(Ω) (j =
1, · · · , J1) around xi with (xi, pi) ∈ Dˆ1 according to some certain distribution (i.e.
normal distribution). Then find solutions of the BVP (2.7) with initial condition
x(0) = x0 by scipy.integrate.solve bvp and choose L1 samples on each trajectory
according to exponential distribution (3.7) with some small λ > 0. Hence we obtain
more samples near the points where the errors are relatively large. Adding those
samples into D1, we got a larger sample set D2.
Step 4. Model refinement. Based on the NN model obtained in Step 2, we
continue training the NN function pNN (θ, ·) on the data set D2.
Step 5. Validation. To check the generalization accuracy, we generate a new set
of validation Dval by a similar scheme of Step 1. Then we check the generalization
accuracy of the NN function pNN (θ, ·) on Dval. If the accuracy is not good enough,
then repeat Step 3 and 4 until the anticipated accuracy condition is satisfied.
Step 6. Approximate optimal feedback control. Using the trained NN approxima-
tion pNN (θ, ·), we compute the closed-loop trajectories at certain initial conditions
x(0) = x0 by x˙ = f(x) − R(x)pNN (θ, x). Moreover, we can obtain the optimal
feedback controller as well in various optimal control problems. See for example
Section 4 below. In this procedure, the computation cost is cheap.
4. Implementation to the Reaction Wheel Pendulums
Various inverted pendulum has attracted attention in nonlinear control theory as
a benchmark for testing nonlinear control methods. The Reaction Wheel Pendulum
is a mechanical system consisting of a physical pendulum with a rotating disk (see
Figure 1 for a schematic diagram). For a detailed instruction of this device, see [11].
Such kind of model device can be found in many applications, for example, attitude
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control of a space booster on takeoff, stability of walking robots, etc. Swing up and
stabilization problem attracts the attention of nonlinear control researchers for the
last two decades [5–7,17,18,36,45,47,48]. These methods suffer one or more of the
following drawbacks: the controller is not optimal and need to switch two different
laws; the controller may be valid in a small neighborhood of a certain point; the
computation cost is expensive.
Ideally, the dynamical system of the Reaction Wheel Pendulum is given by x˙1 = x2x˙2 = a sinx1 − bpu
x˙3 = bru.
(4.1)
Here u is an input function, x1 = θ, x2 = θ˙, x3 = θ˙r.
For training the NN function pNN (θ, ·), it may be better that x1, x2, x3 and
their derivatives have the same orders of magnitude. Hence we redefine the unit of
x1, x2, x3. In the mathematical point of view, we define a coordinates transforma-
tion by  x1 = λ1x¯1x2 = λ2x¯2
x3 = λ3x¯3
(4.2)
Then (4.1) becomes 
˙¯x1 =
λ2
λ1
x¯2
˙¯x2 =
a
λ2
sin(λ1x¯1)− bpλ2u
˙¯x3 =
br
λ3
u.
(4.3)
Figure 1: The Reaction Wheel Pendulum
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Let k = λ2λ1 =
√
a and σ =
bp
λ2
= brλ3 . We choose λ1 = 1 since we are mainly
concerned with x1 ∈ [0, pi]. Then λ2 =
√
a and λ3 =
br
bp
λ2. With a little abuse of
notations, we still use (x1, x2, x3) instead of (x¯1, x¯2, x¯3) for simplicity.
In this implementation, we borrow the parameters of instrument in [11, Page
21]. That is, a = 78.4, bp = 1.08, br = 198. Hence k = λ2 ≈ 8.85, λ3 ≈ 1623.30,
σ =
bp
λ2
≈ 0.12.
We now rewrite (4.1) as a optimal control problem. Let x = (x1, x2, x3)
T ,
f(x) = (kx2, k sinx1, 0)
T , g(x) = (0,−σ, σ)T . Then (4.1) becomes
x˙ = f(x) + g(x)u. (4.4)
We assume the instantaneous cost function is given by
L(x, u) =
1
2
(xTQx+ ru2) (4.5)
where
Q =
 1 0 00 1 0
0 0 1
 and r = 0.01. (4.6)
Define the cost functional by
J(x, u) =
∫ +∞
0
L(x(t), u(t))dt. (4.7)
The Hamiltonian is H(x, p) = pT f(x)− 12pTRp+ 12xTQx and the Hamilton-Jacobi
equation is
H(x,∇V ) = ∇V T (x)f(x)− 1
2
∇V T (x)R∇V (x) + 1
2
xTQx = 0, (4.8)
where
R := r−1g(x)g(x)T . (4.9)
The corresponding feedback control function
u(x) = −r−1g(x) · ∇V (x). (4.10)
Remark 4.1. To emphasize the key points of our algorithm, we only consider
the optimal control systems without constraints on the instruments such as input
saturations.
The associated Hamiltonian system of (4.8) is given by{
x˙ = f(x)−Rp
p˙ = −Qx−
(
∂fT
∂x
)
p
with
{
x(0) = x0
p(+∞) = 0. (4.11)
Here Q and R are defined by (4.6) and (4.9) respectively.
We implement a neural network of structure (3.2) with L = 2 (3 hidden layers)
and M = 50. The input data of NN is x (3-dimensional) and the output is the
approximation p (3-dimensional). The activation function is sin(·). Denote the NN
function by pNN (θ, ·) where θ denote the parameters in the NN. We shall use the
mean L1 norm as the loss function which is given by
Loss(θ,D) := 1|D|
|D|∑
i=1
|pNN (xi)− pi|, (4.12)
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where |D| is the number of samples in D.
4.1. Training the NN approximation. We are now in a position to train the
NN approximation with adaptive data generations as in Section 3.2.
1. First sampling. In this implementation, to swing up and stabilize the pendu-
lum at one side, we choose
Ω = [−0.4pi, 1.1pi]× [−0.01, 0.01]× [−0.1, 0.1]. (4.13)
We should remark that other domains may be all right.
We first choose 200 samples in Ω according to the uniform distribution, then
take these points as initial condition x0 in problem (4.11). Next we solve (4.11) by
scipy.integrate.solve bvp. The tolerance is 10−5. Since the distance between the
eigenvalues and the imaginary axis is larger that 1, the infinite interval [0,+∞) is
replaced by [0, 20] in numerical scheme. The initial mesh of t is
0, h, 2h, · · · , 150h, (4.14)
with h = 20/150, and the initial guess of solution is 0 at each nodes. Fortunately,
scipy.integrate.solve bvp with these setting solves the problem (4.11) with all those
200 initial conditions successfully. Hence we obtain 200 numerical trajectories.
Finally, we take 20 samples with exponential distribution in each trajectory. For
each trajectory, we select a sequence of t
0 = t1 < t2 < · · · < t20 < 20 (4.15)
where ti (i = 2, 3, · · · , 20) obeys exponential distribution (3.7) with λ = 0.6. There-
fore, we now have 200× 20 samples on the stable manifold. Denote the set of these
samples by Dtrain1 .
2. Validation data set. Similar to the sampling procedure above, we generate a
validation data set of 100× 20 sample points. Denote the validation set by Dval.
3. Training NN first round. We implement a neural network of form (3.2) with
L = 2 and M = 50 in PyTorch. Denote the NN by pNN (θ, ·). For optimization, we
use the internal optimizer Adam in PyTorch with 6000 epochs and learning rate
lr = 0.001 × 0.5j (j = [n/1000]). After this round of training, both of the mean
absolute error on Dtrain1 and the test mean absolute error on Dval are less that
5.0× 10−3. The running time is about 200 seconds on laptop ThinkPad T480s.
4. Second sampling. After the first round of training, we find that the NN
approximation works not well in some points, see Figure 2 below. To refine the
NN model, we record the error at each sample point in Dtrain1 , then select the
largest [0.05× |Dtrain1 |] points. Denote the set of these sample points by Dˆtrain1 . We
now randomly sample 4 points in F(Ω) around xi with (xi, pi) ∈ Dˆ1 according to
Guassian distribution of standard deviation σ = 0.1. Then solve the Hamiltonian
system (4.11) with initial condition x(0) = yj by scipy.integrate.solve bvp and
choose 3 sample points on each trajectory. Hence we now obtain more samples.
Adding those samples into Dtrain1 , we got a sample set Dtrain2 which has a size
|Dtrain2 | ≈ 1.5× |Dtrain1 |.
5. Training NN second round. Based on the model NN trained in Step 3, we
continue training the NN function pNN (θ, ·) on the larger data set Dtrain2 . The
optimizer procedure is same as Step 2. Both the mean absolute error on Dtrain2 and
the test mean absolute error are under 3.0× 10−3. The running time is about 310
seconds on laptop ThinkPad T480s.
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(d) Solution for x0 = (0.7pi,−0.01, 0.1)
Figure 2: The subfigures on the left show the simulations with certain initial boundary conditions
after first round of training, the right ones are the solutions obtained by scipy.integrate.solve bvp.
4.2. Simulations. We are now in a position to perform numerical simulations of
swing up and stabilization of the Reaction Wheel Pendulum by using the trained
NN approximation. From (4.10), the approximate optimal feedback control law is
given by
uNN (x) = −r−1g(x) · pNN (θ, x). (4.16)
Thus the closed-loop stabilizing trajectories starting from certain initial conditions
can be numerical computed in a short time less than 0.5 seconds on laptop ThinkPad
T480s. The figures 3 show the NN feedback controllers at some points. We can
also check that for other points in F(Ω), the NN feedback controllers work well.
Remark 4.2. We just restrict the implementation of the algorithm on a usual
laptop without using GPU. The Python programs to perform the computations in
this paper is available upon request.
5. Some remarks on more general HJB equations
Though our main concern is the infinite-horizon problem which has geometric
features, the method proposed above can be applied to more general control prob-
lems as well. We shall give some remarks in this section.
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Figure 3: Sample closed-loop stabilizing trajectories of the Reaction Wheel Pendulum with
different initial positions x0 after the second round of training.
Let Ω ∈ Rn be a bounded domain with piecewise smooth boundary. Consider
the following fixed final time optimal control problem
min
u∈U
F (x(tf )) +
∫ tf
0
L(t, x, u)dt, (5.1)
such that
x˙(t) = g(t, x, u), with x(0) = x0, (5.2)
where tf ∈ (0,∞) is the final time, x : [0, tf ]→ Ω ⊂ Rn is the state, u : [0, tf ]×Ω→
U ⊂ Rn is the control, g : [0, tf ] × Ω × U → Rn is a Lipschitz continuous vector
field, F : Ω → R is the terminal cost, and L : [0, tf ] × Ω × U → R is the running
cost. Following the standard procedure of dynamic programming, we define
min
u∈U
F (y(tf )) +
∫ tf
t
L(t, y, u)dt, (5.3)
such that
y˙(t) = g(t, y, u), with y(t) = x, (5.4)
and define the value function of (5.3)-(5.4) by
V (t, x) := inf
u∈U
{
F (y(tf )) +
∫ tf
t
L(τ, y, u)dτ
}
(5.5)
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Let H(t, x, p, u) := L(t, x, u) + p · f(t, x, u), where p : [0, tf ] → Rn is the costate.
Define the Hamiltonian by H∗(t, x, p) := H(t, x, p, u∗), where
u∗(t, x, p) = arg min
u∈U
H(t, x, p, u). (5.6)
The value function V is the unique viscosity solution to the Hamilton-Jacobi-
Bellman equation { −Vt(t, x) = H∗(t, x, Vx),
V (tf , x) = F (x).
(5.7)
If V is the solution of (5.7), then the optimal control is
u∗(t, x) = arg min
u∈U
H(t, x, Vx, u). (5.8)
This means that the optimal feedback control function can be derived from Vx. The
corresponding characteristic system of Hamilton-Jacobi-Bellman equation (5.7) is
given by {
x˙(t) = Hp(t, x, u
∗(t, x, p)),
p˙(t) = −Hx(t, x, p, u∗(t, x, p)), (5.9)
satisfying two-point boundary conditions{
x(0) = x0,
p(tf ) = Fx(x(tf )),
(5.10)
and
v˙(t) = −L(t, x, u∗(t, x, p)), with v(tf ) = F (x(tf )). (5.11)
Assume (x(t, x0), p(t, x0), v(t, x0)) is a solution of problem (5.9)-(5.10), then the
optimal control and the value function are
u∗(t, x(t, x0)) = u∗(t, x(t, x0), p(t, x0)), V (t, x(t, x0)) = v(t, x0). (5.12)
For details of these facts, see for example [30, Chapter 5].
Remark 5.1. To compute optimal feedback control for (5.1)-(5.2), we only need
to modify the algorithm in Section 3.2 slightly as follows: (1) the characteristic
problem (2.7) is replaced by (5.9)-(5.10); (2) The exponential distribution (3.7) for
t samples may change to other type of distribution on (0, tf ) for concrete problems;
(3) The optimal feedback control can be compute by (5.8).
Remark 5.2. In [37], the authors developed a deep learning method to solve the
Hamilton-Jacobi equation (5.7) as well as the optimal feedback control problem
(5.1)-(5.2). Comparing with [37], our algorithm has several differences:
(1) In our algorithm, we emphasize the coordinates transform of the variables x
so that (x1, x2, · · · , xn) (and their derivatives) have the same orders of magnitude.
This yields that the variables have same contribution in the training of the NN
approximation.
(2) In [37], the authors are mainly concerned with solving the HJB equations
(5.7). Hence the NN function, denoted by V NN (θ, ·), approximates the solutions
V of the HJB equations, and (ti, xi, V
NN
x (θ, xi)) approximates the sample points
(ti, xi, pi). In this procedure, the gradient V
NN
x (θ, ·) should be calculated. Moreover,
to obtain the optimal feedback control, we also need to compute the gradient. In
our algorithm, since we focus on the computation of the stable manifolds, the NN
function pNN (θ, ·) is defined to approximate the points on the stable manifolds.
HAMILTON-JACOBI-BELLMAN EQUATIONS 13
Hence the training target is (xi, p
NN (θ, xi)) ≈ (xi, pi). Though the output of the NN
is n-dimensional, the computation cost can be reduced since we need not calculate
the gradients of the NN function.
(3) In our algorithm, we take more samples in each trajectory randomly accord-
ing to certain distribution. This yields much more samples from the same size of
trajectories. Moreover, in [37], adaptive data set consists of the points with large
gradient of V NN (θ, ·). Whereas, in our algorithm, we expand the data set by tak-
ing samples near the points with large errors after the previous training. This may
reduce the errors fast.
6. Conclusion
In this paper, we construct a type of deep neural network approximations for
the stable manifolds of the Hamilton-Jacobi equations in control theory. The algo-
rithm is meshfree and adaptive sampling, so it may be applied to high-dimensional
systems. We also emphasize that our method is based on the geometric property
of the Hamilton-Jacobi equations. The main benefit of this point of view is that
the derivatives of the NN approximation need not be calculated in the training
procedure and feedback control computation. Our method relies on adaptive data
generation in a concerned domain (not just in a neighborhood of some nominal
trajectories) during the procedure of training the NN approximation. The adaptive
data is generated near the the points with large errors after the previous round
of training. This makes the training of the NN model more efficient. We should
mention that our method can be generalized to fixed time optimal control systems
as well with some minor modifications.
We illustrate the use of our framework by swinging up and stabilizing the Re-
action Wheel Pendulum. The simulations show that our approach has good per-
formances. More applications of this method to feedback control systems will be
investigated in the future works.
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