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The explosive growth of connected objects is certainly one of the most important
challenges facing operators’ network infrastructures. Although it has been foreseen
for a very long time, it is still not clear how to support such huge number of devices
efficiently. A smarter planning of dedicated access slots would certainly limit the bur-
den but remains insufficient since some equipments react to events which cannot be
timed. Moreover, barring some IoT devices from accessing the network is very effi-
cient; nevertheless, efficiency is generally linked to precise knowledge of the number
of contending devices. Though, before connection establishment, the terminals are
invisible to access points and, therefore, it is very difficult to estimate their number.
A lower bound of backlogged devices can be determined. However, underestimating
this number may lead to a congestion collapse whereas an overestimation implies
underutilization of resources. In this paper, we propose a lightweight change to the
standard to accurately reveal the state of network congestion by overloading connec-
tions’ requests with the number of access attempts (number of times the device has
been barred as well as number of attempts). Using such information, we propose an
accurate recursive estimator of the number of devices. The obtained results demon-
strated that the proposed solution not only makes it possible to estimate the number
of equipments much better than existing techniques, but also allows determining
precisely the number of blocked equipments.
KEYWORDS:
Massive accesses, Multi-class, IoT devices, Access Class Barring, estimation, network’s overload.
1 INTRODUCTION
The fast development of radio communications has led to a larger bandwidth demand putting more and more pressure on mobile
network’s operators (NO). As a consequence, NO are adapting to these changes by proposing the new standard 5G for mobile
networks, which envisions to improve support for existing and future services in a more flexible and agile way. In this way, 5G1
will include not only improvements at the core network, which tends to be more virtualized, but also at the access network,
which will undergo a massive arrival of the Internet of Things (IoT), behind which there are huge expectations.
The excessive growth of the number of IoT2 devices represents a real challenge, that needs to be taken into account by NOs,
at the risk otherwise of deteriorating all other services. Indeed, the limited radio resources, the random access to the medium
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and the spectrum sharing between different applications are critical issues in the IoT context3. Therefore, radio networks need
to be optimized to enable massive access of low cost and energy-efficient IoT devices4.
Low Power Wide Area Networks5 (LPWAN) were developed to meet all IoT requirements, since their main aims consist in
ensuring energy-efficient, simple and low cost devices communicating in long range at a low bit rates. Many solutions emerged,
in particular, non-cellular IoTs, operating in unlicensed bands, such as LoRa and SigFox6. These technologies have a fast deploy-
ment process focusing more on energy consumption, very long range and low data rate. Nevertheless, the MAC nature of such
proprietary LPWAN technologies, i.e. ALOHA-based access, is inefficient to face a massive access of IoT devices7.
More recently, the Third Generation Partnership Project (3GPP) adapted its cellular network to meet the IoT specifications
and needs. In release 13, a software upgrade of existing networks is provided to support the newly introduced Narrowband
IoT8 9 10(NB-IoT) and the Extended Coverage GSM (EC- GSM) as cellular IoT solutions. 3GPP considers RAN overload control
as the first priority improvement area; it introduced several overload resolution mechanisms in order to tackle the explosive
growth of simultaneous IoT connections11. Hence, several Physical RACH (PRACH) overload resolution methods were defined
to improve the support of such devices in LTE-Advanced networks. First, Access Class Barring (ACB) mechanism was defined
by 3GPP in Release 8 as an access barring solution for all IoT transmission and an Extended Access Barring, EAB, was defined
in release 11 aiming to better prevent RAN overload12.
Many implementations of ACB and EAB were introduced in the literature to avoid congestion at the network’s access13 14 15.
Nevertheless, these solutions fail to avoid a synchronized access of IoT devices. Indeed, since the eNodeB ignores the number
of IoT devices willing to connect, it cannot predict accurately the overload status, which may lead to a congestion collapse.
In this regard, we focus our research work on improving the NB-IoT network by investigating the Random Access Channel
(RACH) for massive IoT accesses. We consider two main states, the number of backlogged devices waiting for EAB check and
the total number of devices that pass the EAB check and wait for the random access (RA). As the number of contending devices
is invisible until connection establishment, it is very hard to estimate it. In this paper, we propose new extensions and substantial
improvements of our previous work. They are summarized in the following points:
• we offer a detailed and up-to-date state of the art;
• we extend our previous simple fluid model16, which represents only one class of traffic, to study the access of multi-class
IoT devices into a mobile network;
• we refine our initial estimate16 of the number of terminals, from the different classes of IoT traffic, that have attempted
the access;
• we propose an estimation of the number of devices of different classes willing to connect. To the best of our knowledge,
this is the first work in the literature addressing this issue.
The most significant novelty of this paper is to propose an accurate and insightful recursive estimation technique of the number
of contending devices for each class. Based on the radio resources in terms of successful, collided or idle preambles, we can
deduce the average number of terminals that attempted the access and finally we make a step backward to adjust the estimation
of the backlogged terminals, waiting for the EAB check. The main specificity of our approach consists in leveraging a crowd-
sourced information. In fact, we propose to enrich each connection request with the total number of EAB and RA attempts.
Thus, we introduce a lightweight change to the standard to allow the eNodeB to be notified about the congestion level.
The integration of the proposed approach will considerably reduce access costs by efficiently supporting a very massive
number of terminals, which will allow to go much farther than the 50000 terminals per cell expected by the current standard.
Indeed, the more accurate the estimate of the number of terminals, the more effective their access control will be.
The remainder of this paper is organized as follows. Section 2 is dedicated to some related works. Section 3 portrays our
proposed model of access for multi-class IoT devices and studies its controllability. Section 4 describes the proposed algorithms
given to estimate the number of terminals that attempted the access and those wanting to access. Section 5 is dedicated to the
simulation setup and the analysis of our proposition. Finally, conclusions are presented in Section 6 with a summary recapping
the main advantages and achievements of the proposed access model.
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2 RELATED WORKS
In order to support an increasing number of IoT devices, networks operators and service providers will have to use different wire-
less access technologies. A large share of IoT devices will be served by short-range radio technologies operating on unlisenced
spectrum (e.g. Wi-Fi and Bluetooth). For these networks, several challenges will need to be addressed in order to make these net-
works viable solutions for IoT support17. Among these, routing18, providing the requested Quality of Service (QoS)/Quality of
Experience (QoE) support, fault tolerance remains open problems, which has been the subject of several works in the literature.
A significant proportion of IoT devices will still be enabled by wireless Wide Area Networks (WANs). These networks have
the advantage of covering large areas at low cost. On the one hand, LPWAN networks, operating in unlicensed frequency bands
such as LoRa or Sigfox, which have been dedicated to IoT devices, are being deployed on a large scale and provide connectivity
to different types of IoT devices. On the other hand, 3GPP networks, generally operating on licensed frequencies, are already
widely available worldwide and can offer a reliable connectivity service at a reasonable cost, through notably NB-IoT.
Massive access of IoT devices through wireless wide access networks, and particularly LPWAN, represents one of the most
important challenges that network operators will face. Indeed, the intrinsic limits in radio resources, the random access of IoT
terminals, whose number continues to grow, presents a real risk of congestion collapse19, which calls for the development of
flexible and efficient scheduling and random access techniques20.
The fact is, not all LPWAN networks are equal regarding the support of massive IoT devices. Although released much earlier,
LoRaWan and Sigfox do not propose a solution to this problem, apart from the limitation of the “Time On Air” (TOA)7. TOA
allows reducing the burden at the access but fails in adapting to network conditions’ variation. Hence, the optimization of the
capacity of LoRaWAN and Sigfox remains an important issue to deal with. On the other hand, RAN overload control was
identified very early as a first priority improvement area in 3GPP11. The European Telecommunications Standards Institute
(ETSI) also introduced several solutions to overcome such problems in mobile networks21. Thus, the newly introduced standards
for IoT, such as the NB-IoT, benefit naturally from these advances. Among the concepts introduced, the Extended Access class
Barring (EAB) technique is certainly the one that attacks the problem at its root, since it allows blocking access attempts for IoT
terminals22.
To combat the overlapped simultaneous transmissions of multiple devices in a shared radio resource, a non-orthogonal mul-
tiple access (NOMA)23 24 strategy is proposed, where multiple devices are allowed to transmit over the same sub-band and the
base station performs successive interference cancellation to decode each device’s message. The authors derived the system
stability conditions, where the maximum packet arrival rate was found with and without quality of service guarantee and the
obtained results allows to clearly improve the NB-IoT strategy25.
In this paper, we focus on the EAB technique, which can be used in conjunction with the techniques introduced above. Indeed,
the EAB proves its efficiency and remains necessary when an access of massive number of IoT devices is required. The idea
introduced is rather simple, since it involves calculating a blocking factor. However, a good implementation would require a
good knowledge of the number of terminals willing to attempt access to infer the probability of blocking. Unfortunately, this
information is not available in the network. Thus, approaches based on an exact knowledge of the system model make it possible
to obtain an optimal controller, as the one introduced in our previous work26, but are generally not operational in practical
situations. This explains the proliferation of system model-agnostic approaches27.
Most of existing approaches are based on estimating the number of terminals that attempted access, as they cannot have an
accurate knowledge of the system’s status. Thus, the number of IoT devices that succeeded at the access, knowing the proba-
bility of blocking, makes it possible to have an indicator on the number of terminals that wanted to attempt access. In this, we
proposed a dynamic adaptive access barring scheme for heavily congested M2M networks16. The main idea behind the paper
is to, first, determine the optimal number of devices which should attempt access. Then, to propose a system model-agnostic
controller, which adapts the blocking probability based on the mismatch existing between the calculated and the targeted num-
ber of successes (i.e. optimal one). The obtained results demonstrated a reduced random access delay in addition to reduced
re-transmissions, which has a direct impact on the IoT energy consumption. Nevertheless, no traffic differentiation is consid-
ered and all IoT devices are treated identically. Using a similar approach for deducing the optimal load, the authors, in previous
works28 29, proposed to rely on the calculation of the steady state probabilities of a Markov-chain to deduce an efficient con-
trol scheme. A similar method was proposed by Yuan-Chi Pang et al30. This method estimates the number of random access
attempts, and then proposed a scheme for resources’ allocation. The proposed solution is applicable in many IoT, as it insures
a high resource efficiency and low random access delay without a prior knowledge of arrival traffic rate. To offer an individual
























FIGURE 1 System model. Subsystem 1 represents the terminals, belonging to different classes (from 1 to 𝐾), that would like to
connect; the objects in the state variable 𝑥1,𝑖 represent those that can try to connect with a probability 𝑝𝑖, in the case of a failure
they go into the waiting state 𝑥1,𝐿,𝑖 for a back-off time duration. Subsystem 2 represents the objects coming from the different
classes that can try to choose a preamble. In the case of a collision, they may attempt access a number of times. They leave
subsystem 2 when they succeed in being the only ones to have chosen a preamble or when they reach the maximum number of
attempts (with a rate of 𝜃).
serving phase. In the estimation phase, the number of arrivals is estimated and then this information is used to tune the amount
of resources allocated in the serving phase.
While efficient and powerful, these techniques fail to avoid a synchronized access for massive M2M devices19, which may
result in some cases to a congestion collapse. On the other hand, only few approaches in the literature proposed to rely on
crowd sourcing to estimate the system model state. Without being exhaustive, a crowd sourcing algorithm is proposed to adjust
dynamically the back-off times according to congestion level and the traffic’s type32.
In this way, we propose in this paper to reveal the number of IoT devices willing to connect through crowd sourcing. To the
best of our knowledge no one proposed an accurate estimation of such number, especially by class of IoT applications, which
emphasizes the originality of our work.
3 A MODEL OF ACCESS FOR MULTI-CLASS IOT DEVICES
3.1 Model’s definition
Our model for IoT devices’ random access with multiple EAB factors (i.e. one factor per class) is influenced by the single-class
system model that we have proposed in our previous work16.
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The proposed model is a fluid one: the involved quantities and the whole numbers are seen as real (continuous) quantities.
The parameters used are listed below:
𝑥1,𝑖(𝑡) number of backlogged devices from class 𝑖 at time 𝑡, where 𝑖 ∈ ℂ = {1, 2,… , 𝐾}, 𝐾 thus being the number of
considered classes;
𝑥1,𝐿,𝑖(𝑡) number of blocked devices from class 𝑖 waiting for a re-attempt at time 𝑡, after having failed an EAB check;
𝑥2(𝑡) total number of devices from the different classes that pass the EAB check and wait to start RA attempt at time 𝑡;
𝜆𝑖 arrival rate of devices from class 𝑖. Different traffic patterns will be considered in the following, depending on the type
of IoT applications;
𝜇1,𝑖 rate of EAB failure for class 𝑖, which is equal to 1 − 𝑝𝑖;
𝜇2,𝑖 rate of EAB re-attempts for class 𝑖;
𝜃1 rate of RA failure, which is equal to 1 − 𝑞
𝑥2−1
𝑁 when 𝜃 is equal to 0 (see last item);
𝜃2 rate of RA re-attempts;
𝜃 rate at which the devices abort the transmission after reaching the maximum number of RA attempts; in a correctly
dimensioned system, we should have 𝜃 = 0;
𝑝𝑖 EAB factor for class 𝑖.
When attempting the random access, IoT devices contend for the same available preambles. As depicted by the 3GPP standard,
the number of preambles 𝑁 should be an integer in the interval [4..64].
In each RACH opportunity, these preambles are split into successful (i.e. chosen by only one device), collided (i.e. chosen by
two or more devices) and idle (i.e. selected by none of the devices) preambles. In the following, we compute the average values
of these quantities that we have determined in another paper33. These quantities will be used by our algorithms.
Let’s define 𝑞𝑁 = 1 − 1∕𝑁 . The average number of successful preambles 𝑁𝑆 , during the RACH opportunities, is given as




𝑁 𝑖𝑆 = 𝑞
𝑥2−1
𝑁 𝑥2, (1)
where 𝑁 𝑖𝑆 represents the number of successful preambles chosen from class 𝑖.




From (1) and (2), we obtain the expected number of failed preambles 𝑁𝐹 :





Now we are ready to describe the evolution of the state variables 𝑥1,𝑖(𝑡), 𝑥1,𝐿,𝑖(𝑡), 𝑥2(𝑡) and 𝑥2,𝐿(𝑡), for all 𝑖 ∈ ℂ, based on the




= 𝜆𝑖 − 𝑝𝑖𝑥1,𝑖 − 𝜇1,𝑖𝑥1,𝑖 + 𝜇2,𝑖𝑥1,𝐿,𝑖, (4)
d𝑥1,𝐿,𝑖
d𝑡










= 𝜃1𝑥2 − 𝜃2𝑥2,𝐿. (7)
with the constraints given below:
• 𝑥1,𝑖, 𝑥1,𝐿,𝑖, 𝑥2 and 𝑥2,𝐿 should be nonnegative for all 𝑖,
• 𝜆𝑖 > 0, 𝜃1 > 0, 𝜃2 > 0, 𝜇1,𝑖 > 0, 𝜇2,𝑖 > 0 and 𝜃 ≥ 0 for all 𝑖,
• 0 ≤ 𝑝𝑖 ≤ 1 for all 𝑖.
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3.2 Steady state analysis
In this section, we direct our focus on the analysis of its steady state performance.
For the sake of simplicity, we consider in the following the case where 𝜃 is equal to 0. Indeed, in a system working properly,
this assumption should be valid.
The study of the steady state of the system comes back to consider that the derivatives expressed in equations (4–7) are equal
to 0.
⎧⎪⎪⎨⎪⎪⎩
0 = 𝜆𝑖 − 𝑝𝑖?̄?1,𝑖 − (1 − 𝑝𝑖)?̄?1,𝑖 + 𝜇2,𝑖?̄?1,𝐿,𝑖, (8)
0 = (1 − 𝑝𝑖)?̄?1,𝑖 − 𝜇2,𝑖?̄?1,𝐿,𝑖, (9)
0 =
∑𝐾
𝑖=1 𝑝𝑖?̄?1,𝑖 + 𝜃2?̄?2,𝐿 − (1 − 𝑞
?̄?2−1
𝑁 )?̄?2 − ?̄?2𝑞
?̄?2−1
𝑁 , (10)
0 = (1 − 𝑞?̄?2−1𝑁 )?̄?2 − 𝜃2?̄?2,𝐿. (11)


















𝜆𝑖 = 0. (14)
Write 𝜆 =
∑𝐾




The numerical solution to this equation in ?̄?2 can be easily obtained following a fixed-point approach (see next subsection), by
iterating the sequence (𝑠𝑛)𝑛≥0, with 𝑠0 = 𝜆 and
𝑠𝑛+1 = 𝑠𝑛(1 − 𝑞
𝑠𝑛−1
𝑁 ) + 𝜆. (15)
The convergence is very fast (a few iterations provide a very precise value). We can also note that the solution to (14) can be
written in terms of the Lambert 𝑊 function, defined by 𝑊 (𝑥)e𝑊 (𝑥) = 𝑥34. This function is available in most scientific libraries
and numerical analysis tools. We have
?̄?2 = 𝑊 (𝑞𝑁𝜆). (16)




(1 − 𝑞?̄?2−1𝑁 )?̄?2. (17)















(1 − 𝑞?̄?2−1𝑁 )?̄?2.
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3.3 Optimal number of IoT devices
Having too many contending IoT devices causes irremediably collisions and, therefore, an inefficient access; having too few
devices would result in under-utilization of resources. The main idea, in this section, is to derive an optimal number of contending
devices 𝑥2, which maximizes the success access probability.
All the devices passing successfully the EAB check will contend for the same 𝑁 radio resources to access the network. The
optimal number of devices 𝑥∗2, from the different classes, performing an RA at the same time is the number 𝑥2 maximizing 𝑁𝑆 .
To compute it, we propose to analyze the nonlinear equation given in 1). We provide here, a short summary following a direct
approach, avoiding the classic use of the Lambert function 𝑊 defined on any complex number 𝑧 by 𝑊 (𝑧) = 𝑤 ⇐⇒ 𝑧 = 𝑤e𝑤 34
as in previous subsection.
Let’s us define function 𝑓 by means of 𝑓 (𝑥) = 𝑥𝑞𝑥−1 for 𝑥 ≥ 0, where 0 < 𝑞 < 1. We have 𝑓 (0) = 𝑓 (∞) = 0 and
𝑓 ′(𝑥) = 𝑞𝑥−1(1 + 𝑥 ln 𝑞), giving a maximum at 𝑥 = 𝑥∗ = −1∕ ln 𝑞, whose value is −1∕(e𝑞 ln 𝑞). Replacing 𝑞 by 𝑞𝑁 = 1 −𝑁−1
and 𝑥 by ?̄?2, this already gives us the stability condition of the “right side” of the model, that is, concerning the convergence of
𝑥2(𝑡) and 𝑥2,𝐿(𝑡): 𝜆 ≤ −1∕(e𝑞𝑁 ln 𝑞𝑁 ) = 𝑁∗𝑆 . If 𝜆 < 𝑁∗𝑆 , then we have two solutions to the equation 𝜆 = ?̄?2𝑞?̄?2−1𝑁 , say 𝑟𝑎 and 𝑟𝑏,
with 𝑟𝑎 < −1∕ ln 𝑞𝑁 = ?̄?∗2 < 𝑟𝑏, where 𝑟𝑎 leads to stability and 𝑟𝑏 to instability (see Fig. 2). Knowing that 0 < 𝑟𝑎 < ?̄?
∗
2 allows to
easily find 𝑟𝑎 numerically, for instance using a Newton scheme35, or using a fixed-point method as in previous subsection. Let
us provide a bit more details here. We defined the sequence (𝑠𝑛)𝑛≥0 by 𝑠0 = 𝜆 and 𝑠𝑛+1 = 𝜆∕𝑞𝑠𝑛−1𝑁 . Write back 𝑞 instead of 𝑞𝑁
to simplify the presentation. We can first check by induction that this sequence is increasing. At the beginning of the sequence,





⇐⇒ 𝑞𝑠𝑛−1 < 𝑞𝑠𝑛−1−1,
which is true because function 𝑥 → 𝑞𝑥−1 is decreasing and 𝑠𝑛−1 < 𝑠𝑛. So, (𝑠𝑛)𝑛≥0 is strictly increasing.
Then, we can check that the sequence is upper-bounded, for instance by 𝑥∗. First, for 𝑠0,








= e 𝑞𝜆 < 𝑥∗.







Now, we conclude as we did for 𝑠0. This proves that when 𝑛 → ∞, 𝑠𝑛 ↑ 𝑟𝑎; as we stated before, the convergence is very fast.
Concerning the “left” part of the model (that is, the variables indexed by 1), the stationary point is always stable. This can be
checked by any standard technique. Intuitively, the dynamics is similar as that of 𝑥 in the ODE 𝑥′ = 𝑎 − 𝑏𝑥, with 𝑎, 𝑏 > 0: for
any 𝑥(0), 𝑎, 𝑏, we have 𝑥 → 𝑎∕𝑏 and the equilibrium is stable. One can even solve explicitly that part of the differential system
(for instance, using Maple or Mathematica) and observe that the solutions are continuous in the initial conditions.
In the following, we denote by ?̄?∗2 the value that maximizes the number of successful preambles’ transmissions, that is,
?̄?∗2 = −1∕ ln 𝑞𝑁 . Fig.2 shows the evolution of function 𝑓 .
3.4 Controller synthesis
Having described the system’s dynamics, let’s now study its controllability.
It can be clearly noted that the system, described in equations (4-7), is not controllable as a whole, as there is no means to act
on the arrivals and, thus, on the number of the devices in the states 𝑥1,𝑖(𝑡) and 𝑥1,𝐿,𝑖(𝑡), for all 𝑖.
In the following, we then propose to study the partial controllability36 of the system. We consider the subsystem represented
by equations (6) and (7), which corresponds to subsystem 2, as indicated in Fig.1. For the sake of simplification, we apply the
same EAB factor 𝑃 or 𝑃eab for the different classes, i.e. 𝑝𝑖 = 𝑃 for all 𝑖 ∈ ℂ. Let, also, assume that
∑𝐾
𝑖=1 𝑥1,𝑖 = 𝑥1.
For this subsystem’s dynamics, we can write, in its state space,
d𝑋
d𝑡














FIGURE 2 Successful RA vs number of contending devices.The analysis of the function 𝑓 (𝑥) = 𝑥𝑞𝑥−1, for 𝑥 ≥ 0, where
0 < 𝑞 < 1, shows that it has an optimum 𝑁∗𝑆 corresponding to 𝑥
∗
2 = −1∕ ln 𝑞𝑁 number of devices. Apart from this optimum, it















−(𝜃 + 𝜃1) − 𝑞
𝑥2−1






Matrices 𝐴 and 𝐵 are, respectively, the system matrix and the control matrix. Matrix 𝐴 relates to how the current state affects
the state change. However, matrix 𝐵 determines how the system input affects the state change. It can be easily verified that the




= 2). Consequently, the whole system is partially controllable
in its state variables 𝑥2 and 𝑥2,𝐿. If these states are observable, one can deduce that a feedback controller can be designed to
make the variables, and in particular 𝑥2(𝑡), converge to the optimal value, as defined in 3.3.
The subsystem described in equations (6-7) is non linear. Instead of proposing a non-linear control technique, as we did in a
previous work26, we propose, in what follows, the use of simple Proportional Integral Derivative (PID) controller37, as we are
focusing on the estimation of the state variables, in this paper, and not on its control.
Instead of using a continuous PID controller, as suggested by the model, we opted to use a discrete version. Indeed, the real
system that we control works in discrete time (i.e. frame by frame processing) and since the PID controller is agnostic of the
model, it is more appropriate to use a discrete version.
The discrete PID regulator can be described by the following equation:
𝑃eab(𝑛) = 𝐾𝑝𝑒(𝑛) +𝐾𝑖
𝑛∑
𝑘=0
𝑒(𝑘) +𝐾𝑑(𝑒(𝑛) − 𝑒(𝑛 − 1)), (19)
where 𝑛,𝑃eab, 𝑒,𝐾𝑝,𝐾𝑖 and𝐾𝑑 represent respectively the instant, the controller output, the difference between the measured value
– which will be described in the following section – and the targeted value (i.e. optimal value obtained in 3.3), the proportional
gain, the integral gain and the derivative gain.
The main objective behind the PID controller is to make the total number of IoT devices attempting the access (i.e. 𝑥2)
converge to the optimal one 𝑥∗2. The analysis of the impact of the controller on the estimation accuracy will be analyzed in the
performance evaluation section.
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4 FINE-GRAINED ESTIMATION OF THE NUMBER OF IOT DEVICES
Optimizing network resources’ usage necessarily requires the convergence of the number of devices attempting the access to
the optimal number determined in the previous section. To reach such objective, one need to be able to effectively block the
devices before they even attempt access. Barring them certainly implies to know the number of terminals wanting to access the
network, those which are in the states variables 𝑥1 or 𝑥1,𝐿. However, the devices in these states are not connected yet and thus
invisible from the network’s perspective.
We propose, in this paper, to estimate the number of IoTs, in state 𝑥1, indirectly via the number of terminals, in state 𝑥2,
which successfully access the network. Specifically, we propose, from the number of successes, to estimate the terminals that
attempted the access. This estimate will then be used to refine the estimate of the number of terminals wanting to access.
4.1 Estimation of the number of contending devices (𝑥2)
Several methods in the literature proposed estimating the number of terminals that attempted the access, as introduced in the
state of the art section. The originality of our approach lies in the use of the “balls into bins” model, which perfectly represents
the access process. Thus, based on the model, defined in section 3.1, we can certainly infer a first estimator of the number of
devices attempting the access (i.e. the number of terminals in state variable 𝑥2). Indeed, the number of devices succeeding in
the access (𝑁𝑆), the number of unused preambles (𝑁𝐼 ), and the number of collided preambles (𝑁𝐹 ) can give an idea of the
number 𝑥2.
Algorithm 1 Optimized 𝑥2 estimation
1: global: 𝑁,𝑁∗𝑆 , 𝑁𝑆 , 𝑁𝐹 , 𝑁𝐼 , and 𝑁
𝑖
𝐼 ,∀𝑖 ∈ ℂ
2:
3: function X2ESTIMATE(𝑛)
4: require: 𝛿, 𝜂, 𝛽,𝑁𝐼,min, 𝑁𝐼,max, samples
5: 𝑥2,𝑚𝑖𝑛[𝑛] ← 𝑁𝑆[𝑛] + 2𝑁𝐹 [𝑛]
6: if 𝑁𝑆[𝑛] > 𝑁∗𝑆 then
7: 𝑁𝑆[𝑛] = 𝑁∗𝑆
8: end if






11: ?̃?2[𝑛] ← max(𝑥2,𝑚𝑖𝑛[𝑛], 𝑥2,idle[𝑛])
12: else
13: 𝑥2,success[𝑛] ←
𝑊 (𝑞𝑁 ln 𝑞𝑁𝑁𝑆 [𝑛])
ln 𝑞𝑁
14: ?̃?2[𝑛] ← max(𝑥2,𝑚𝑖𝑛[𝑛], 𝑥2,success[𝑛])
15: end if




× ?̂?2[𝑛],∀𝑖 ∈ ℂ
18: return ?̂?2, ?̂?2,𝑖∀𝑖 ∈ ℂ
19: end function
In order to avoid very large oscillations in the measurement of the parameters 𝑁𝑆 , 𝑁𝐼 and 𝑁𝐹 , we propose in the following
to consider one measurement per second, which corresponds to 100 frames. This ensures that the measures reflect reality and
are therefore not the result of a completely random phenomenon.
Since a successful preamble concerns only one device and a collided preamble will concern at least two devices, a minimal
number of devices 𝑥2,𝑚𝑖𝑛 can be determined by 𝑁𝑆[𝑛]+2𝑁𝐹 [𝑛] (see line 5). This number represents a lower bound, which could
be improved using the proposed model.
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From equations (1) and (2), one can deduce 𝑥2 knowing the other values, which can be measured by the access point. Since
equation (1) presents two solutions, it is preferable to estimate this number from equation (2). Indeed, the solution of equation
(2) is equal to ln(𝑁𝐼∕𝑁)∕ ln(𝑞𝑁 ), which is solvable only when we have the number of 𝑁𝐼 different from 0 (see line 10).
When there is no more preamble available (𝑁𝐼 = 0), reflecting a large number of IoT objects that attempted access, it is
possible to measure the extent of congestion by looking at the number of terminals that have successfully accessed. It is in this
sense that we consider only the stable solution of equation (1) (see Algorithm 1 for more details). The estimation of the number
of contending devices ?̂?2 is, then, corrected using the factor expressed in line 16. The correction consists in considering the
average (Exponential Weight Moving Average “EWMA”) values instead of the instantaneous one.
Note that the absence of unused preambles and the absence of successful IoT devices may lead to an underestimation of
the number of terminals within the state variable 𝑥2. Indeed, in this case there is no way to really estimate the extent of the
congestion. Therefore, it is necessary to couple this estimate with a relatively effective controller.
The estimation of the number of devices per class can, then, be obtained in line 17. We just assumed here that the proportion
of successes for each class corresponds to the proportion of devices attempting the access.
4.2 Crowd-based estimation of the number of IoT devices wanting the access (𝑥1)
To the best of our knowledge, the estimate of the number of equipment wanting to connect has not been addressed in the
literature. The difficulty of this estimation is the absence of direct parameters to estimate such number. However, the blocking
effects (i.e. barring factor) combined with the number of successful accesses certainly give an indication, more or less precise,
of the number of IoT devices that have attempted the access. In fact, when the blocking factor in not too big (for very small
values of 𝑃eab), the number of devices wanting to connect can be directly derived from the number of devices who just accessed
the 𝑥2 state, since its represents a known fraction 𝑃eab of the total number of devices wanting to access.
The number of devices who just reached the state variable 𝑥2 can be approximated by the difference between the number of
estimated devices ?̂?2[𝑛] and the IoT devices that was already there, which might be represented by the difference between the
last estimate value ?̂?2[𝑛 − 1] and those that succeeded in the access (𝑁𝑆[𝑛 − 1]) (see line 9 of Algorithm 2). The number of
devices wanting to connect for each class can be deduced in a similar way (see line 11). Note that we are not considering here
the number of devices aborting the transmission as a good system should completely avoid such case.
When the barring factor is too big (the access probability too small) the estimation of the number of devices cannot be
estimated using the methodology explained above. Therefore, we propose using crowd sourcing to estimate such number. In fact,
as there is no direct or indirect ways to estimate such number, we propose to overload the number of connections and accesses
attempts in the connection request message sent by each IoT device. In this way, the reception of the connection requests’
messages by the eNodeB becomes very informative since it allows to know the average number of attempts at each step, and
thus the congestion level of the network.
We start by defining an ideal realistic target for the average number of attempts 𝑁∗eab, which should be more than one and
smaller than three to have reasonable number of attempts. We, then, defined two thresholds: a minimum threshold 𝑁𝑚𝑖𝑛 and the
maximal threshold 𝑁𝑚𝑎𝑥 around which the average should oscillate. An average number of attempts bigger than 𝑁𝑚𝑎𝑥 means an
underestimation of the congestion level, and requires, then, an adjustment upwards of the number of devices by adding to it a
small quantity 𝛽?̂?1[𝑛]. On the other hand, an average number small than 𝑁𝑚𝑖𝑛 means an overestimation of the congestion level,
which requires the adjustment of the number of devices downwards. The same technique was used to estimate the number of
devices of the different classes.
In the current standard, the number of connections and accesses attempts may be overloaded into the “RRC connection
request”, which is sent just after a successful preamble transmission (i.e. reception of the “Random access response” (RAR)
from the eNodeB) through the CCCH logical channel38. To be compliant with the actual version of the standard, 8 bits could be
taken from the 40 bits “randomValue” field of the request. 3 bits could be reserved for each number (this gives the possibility
to record up to 7 access attempts, which is more than enough for a stable system.) and 2 bits (set to 0) to indicate that the last 6
bits will be used to store such numbers.
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Algorithm 2 Optimized 𝑥1 estimation
1: global: 𝑁∗eab, ?̂?2, 𝑁𝑆 , 𝑁
∗









4: require: 𝛼1 ∈ [0, 1], 𝛼2 > 1, 𝜂, 𝜖 = 10−6, 𝛽
5: 𝑁𝑚𝑖𝑛 ← 𝛼1𝑁∗acb
6: 𝑁𝑚𝑎𝑥 ← 𝛼2𝑁∗acb
7: ?̄?1 ← (1 − 𝜂)?̄?1 + 𝜂?̂?1[𝑛 − 1]




1[𝑛 − 1],∀𝑖 ∈ ℂ
9: if 𝑃eab[𝑛] ≥ 𝜖 then
10: ?̂?1[𝑛] ←
?̂?2[𝑛] − (?̂?2[𝑛 − 1] −𝑁𝑆[𝑛 − 1])
𝑃acb[𝑛]
11: ?̂?1,𝑖[𝑛] ←




13: if 𝑁acb ≥ 𝑁𝑚𝑎𝑥 then
14: return ?̂?1[𝑛] ← ?̄?1 − 𝛽?̂?1[𝑛 − 1]
15: else
16: if 𝑁acb ≤ 𝑁𝑚𝑖𝑛 then
17: return ?̂?1[𝑛] ← ?̄?1 + 𝛽?̂?1[𝑛 − 1]
18: else
19: return ?̂?1[𝑛] ← ?̄?1
20: end if
21: end if
22: if 𝑁 𝑖acb ≥ 𝑁𝑚𝑎𝑥 then




1[𝑛 − 1],∀𝑖 ∈ ℂ
24: else
25: if 𝑁 𝑖acb ≤ 𝑁𝑚𝑖𝑛 then




1[𝑛 − 1],∀𝑖 ∈ ℂ
27: else








In order to evaluate the accuracy of the estimations, we built from scratch a discrete events’ simulator in C representing the
access of multi-class IoT devices in a Telco network. Table 1 summarizes the parameters used under this simulator.
We assume that there is one access point and that IoT devices are activated according to a Poisson traffic model where inter-
arrivals are exponentially distributed. We considered two classes of service: the first class refers to emergency and prioritized
applications and the second class refers to non prioritized applications (e.g. smart metering applications) which are delay tolerant.
We also adopt a RACH configuration where one RACH opportunity occurs every 10ms with 54 preambles at each opportunity.
When a RACH trial is declared unsuccessful, a device can retry the RA after a backoff time chosen uniformly between 0 and
the backoff parameter fixed in Table 1. As described in the standard, a limited number of attempts (10 attempts) is considered
here before aborting the transmission. Note that there is no dropout in the first phase and that the number of attempts is therefore
unlimited. On the other hand, any failure in the EAB check blocks the device from a new trial during an ac-BarringTime.
In the following, we performed a series of experiments. In the first experiment, we evaluated the estimation accuracy of the
number of contending devices as a function of the time. In the second set of experiments, we analyzed the accuracy of the
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estimation for various loads. The obtained average values and the confidence intervals were computed for 30 experiments for
each network’s load value. In the third set of experiments, we test the impact of our proposed controller on the estimation’s
method.
Note that the error bars (in subsections 5.2 and 5.3) are obtained for 95% confidence intervals.
TABLE 1 Basic simulation parameters
Parameter Value
Simulation duration 30s





Fig.3 and Fig.4 show respectively the existing gap between the real number 𝑥1 and the estimated one ?̂?1, and between the real
value 𝑥2 and the estimated one ?̂?2. It can be seen that only very small fluctuations exist between 𝑥1 and ?̂?1 and between 𝑥2 and
?̂?2, which proves the accuracy of our estimation.















FIGURE 3 Evolution of 𝑥1 & ?̂?1 as a function of time

















FIGURE 4 Evolution of 𝑥2 & ?̂?2 as a function of time
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Fig.5 depicts the evolution of the estimated ?̂?1 regarding the sum of the estimated ?̂?1,𝑖,∀𝑖 ∈ ℂ. We can easily remark that
?̂?1 is nearly the same as the sum of ?̂?1,𝑖 estimated separately per class. This is one of the major strength of our crowd-based
estimation’s method.




















FIGURE 5 Evolution of ?̂?1, ?̂?1,1 & ?̂?1,2 as a function of time
Similarly, as shown in Fig.6, the estimated ?̂?2, corresponds to the sum of ?̂?2,𝑖 estimated separately per class. This is a direct
consequence of our assumption that the proportion of successes for each class corresponds to the proportion of devices attempting
the access.






















FIGURE 6 Evolution of ?̂?2, ?̂?2,1 & ?̂?2,2 as a function of time
5.2 Estimation accuracy for various loads
Fig.7 depicts the evolution of the estimation error of 𝑥1, 𝑥1,1 and 𝑥1,2 for various loads. It can be clearly seen that when the
network’s load increases, the average estimation error (of 𝑥1, 𝑥1,1 and 𝑥1,2) increases. More specifically, a remarkable increase
(≃ 13%) is noted when 𝜆 = 20 and then we obtain a more accurate estimation (≃ 5%). In fact, when the network is more
congested, 𝑥1 (and respectively 𝑥1,1 and 𝑥1,2) tends to reach stable values and then the estimation’s error is reduced. We also
observe that the estimation error of 𝑥1,1 is very slightly higher than 𝑥1 and 𝑥1,2, because of the reduced arrival rate of such
emergency applications. Indeed, when arrivals are infrequent, there are less observed data, the confidence level is reduced and
then the estimation’s error is increased.
Fig.8 shows the evolution of the estimation error of 𝑥2, 𝑥2,1 and 𝑥2,2 for various loads. We can easily remark that when the
network’s load increases, the average estimation error (of 𝑥2, 𝑥2,1 and 𝑥2,2) increases slightly, but doesn’t exceed 8%. Besides, the
estimation error of 𝑥2,1 is slightly higher than 𝑥2 and 𝑥2,2, because of the infrequent arrivals of such class. The same explanation
as above justifies this behaviour.
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FIGURE 7 Evolution of the estimation error of 𝑥1 vs 𝜆


















FIGURE 8 Evolution of the estimation error of 𝑥2 vs 𝜆
5.3 Impact of the controller on the estimation accuracy
To show the impact of using the proposed PID adaptation controller on our estimation’s method, we compare, in the following,
its behaviour with simple approaches using fixed EAB probabilities.
Fig.9 and Fig.10 show respectively the evolution of the estimation error of 𝑥2 and 𝑥1 for various loads. We can easily check
the rapid degradation of the estimation’s accuracy of 𝑥2 (≃ 70% of estimation’s error) and 𝑥1 (≃ 100% of estimation’s error)
when a fixed EAB approach is applied and when the network’s load increases. Only 5% of estimation’s error is measured when
an adaptive approach is used, independently from the network’s load. To justify such behaviour, we show in Fig.11 and Fig.12,
respectively, the evolution of the number of Idle preambles 𝑁𝐼 and successful preambles 𝑁𝑆 for various loads.























FIGURE 9 Evolution of the estimation error of 𝑥2 vs 𝜆
We can clearly remark that when the network is undergoing a severe congestion (i.e our system is no more stable) and if
a simple EAB approach is adopted, 𝑁𝐼 is nearly equal to zero (i.e. resources’ over-utilization) and 𝑁𝑆 decreases gradually
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FIGURE 10 Evolution of the estimation error of 𝑥1 vs 𝜆
and becomes intolerable. However, when an adaptive PID controller is applied, 𝑁𝐼 and 𝑁𝑆 are slightly reduced but tend to
reach stable values and then a more stable system, even if the network’s load increases. In such a case, our estimation’s method
remains efficient. Nonetheless, this efficiency is deteriorated when a fixed EAB approach is used. Hence, the efficiency of our
estimation’s solution is closely related to the action of the controller in insuring the stability of the system.










FIGURE 11 𝑁𝐼 vs 𝜆











FIGURE 12 𝑁𝑆 vs 𝜆
6 CONCLUSION
One of the key challenges associated with the growth of connected IoT devices in 5G networks is to deal with the congestion
collapse issue, particularly when a massive amount of simultaneous IoT arrivals occurs. To limit such a burden, many current
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solutions consider using barring probabilities at the access to reduce the amount of incoming devices. Nonetheless, the efficiency
of such techniques remain closely related to an accurate knowledge of the number of contending IoT devices. Hence, a better
estimation of the number of devices willing to connect, would efficiently help to overcome the risk of congestion.
Based on a model of access for multi-class IoT devices, we have, in this paper, proposed to enrich the connection requests with
the number of access attempts to make the base station aware of the congestion’s status. Using such information, we propose a
novel crowd sourcing recursive algorithm to estimate the number of devices.
The obtained results demonstrated the efficiency of our proposition as we obtained estimated values very near to the real ones.
We also investigated the trade-off existing between the estimation’s accuracy and the use of an efficient controller. Indeed, the
efficiency of the proposed method of estimation requires a stable system, and thus an efficient controller should be activated.
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