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1. Introduction
The purpose of this paper is to study the local existence and multiplicity of positive solutions for the following nonlinear
fourth-order two-point boundary value problem
(P )
{
u(4)(t) = q(t) f (t,u(t),u′(t)), 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0,
and its simpliﬁed form
( Pˆ )
{
u(4)(t) = q(t) f (t,u(t)), 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0,
where q : (0,1) → [0,+∞) is continuous and q(t) > 0, 0< t < 1.
In this paper, the function u∗ ∈ C[0,1] is called positive solution of the problem (P ) if u∗ is a solution of (P ) and
u∗(t) > 0, 0< t  1. In addition, let 0< α < β  1 and ‖u‖ =max0t1 |u(t)| for u ∈ C[0,1].
We consider singular problem (P ). In other words, the nonlinear term f (t,u, v) is allowed to be singular at t = 0, t = 1
and u = 0, v = 0.
Because of the extensive applications in mechanics and engineering [1–3], the nonlinear fourth-order boundary value
problems have received wide attentions. In mechanics, the problem (P ) is called cantilever beam equation. The equation
describes the deﬂection of an elastic beam ﬁxed at the left and freed at the right. There are some papers discussed the
existence of solutions of (P ) [4–12]. Because the problem (P ) is a (2,4− 2) focal boundary value problem, most results on
the problem (P ) appear in the literature on the (p,m − p) focal boundary value problems.
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the problem ( Pˆ ). For example, the following local existence theorem is a special case of Theorem 4.2 in Agarwal [9].
Theorem 1.1. Assume that
(a1) f : [0,1] × (0,+∞) → [0,+∞) is continuous.
(a2) f (t,u)  g(u) + h(u), (t,u) ∈ [0,1] × (0,+∞), where h : [0,+∞) → [0,+∞) is continuous, g : (0,+∞) → (0,+∞) is
continuous and
∫ 1
0 q(t)g(t
2)dt < +∞.
(a3) g(u) is nonincreasing on (0,+∞) and there exists constant M > 0 such that
g(u1u2) Mg(u1)g(u2), (u1,u2) ∈ (0,+∞) × (0,+∞).
(a4) h(u)g(u) is nondecreasing on (0,+∞).
(a5) There exists θ ∈ C[α,β] such that θ(t) > 0, α  t  β and
q(t) f (t,u) θ(t)
[
g(u) + h(u)], (t,u) ∈ [α,β] × [0,+∞).
(a6) There exists a > 0 such that
M max
0t1
1∫
0
G(t, s)q(s)g
(
s2
)
ds a
g(a) + h(a) .
(a7) There exists b > a such that
max
0t1
β∫
α
G(t, s)θ(s)ds  bg(bα
2)
g(b)g(bα2) + g(b)h(bα2) .
Then problem ( Pˆ ) has two positive solutions u∗1,u∗2 ∈ C3[0,1] ∩ C4(0,1) and 0< ‖u∗1‖ < a < ‖u∗2‖ b.
In Theorem 1.1, G(t, s) is the Green function of related homogeneous linear problem, see Section 2.
The remarkable characterization of Theorem 1.1 is that the nonlinear term f (t,u) is allowed to be singular at u = 0. The-
orem 1.1 obtains not only the existence of positive solutions, but presents also an effective method in order to study various
singular boundary value problems. However, the assumptions (a4) and (a5) are very stern. For example, the assumption (a5)
implies that f (t,u) > 0, α  t  β , 0< u < +∞. Therefore, Theorem 1.1 is unapplicable to some singular problems ( Pˆ ).
The purpose of this paper is to extend Theorem 1.1 and improve the method used in the theorem. Moreover, we will
cancel the assumptions (a3)–(a5). The motivation comes from the localization method arisen in papers [8,9,12–25]. By the
method, we can determine the existence of positive solutions by considering the properties of nonlinear term on some
bounded sets. Consequently, the localization method is a powerful tool for many nonlinear boundary value problems. Very
recently, in papers [26–28], we consider some conditions that ensure applications of the localization method to singular
boundary value problems. In this paper, we will improve the localization method by applying the results in [26–28]. After
that, we will study the local existence and multiplicity of positive solutions of the problem (P ) by the improved method.
In this paper, we will use the following assumptions.
(H1) f : (0,1) × (0,+∞) × (0,+∞) → [0,+∞) is continuous.
(H2) f (t,u, v)  g(t,u, v) + h(t,u, v), (t,u, v) ∈ (0,1) × (0,+∞) × (0,+∞), where g : (0,1) × (0,+∞) × (0,+∞) →
[0,+∞) is continuous, h : [0,1] × [0,+∞) × [0,+∞) → [0,+∞) is continuous.
(H3)
∫ 1
0 q(t)γ
r2
r1 (t)dt < +∞ for any 0< r1 < r2, where
γ
r2
r1 (t) =max
{
g(t,u, v) + h(t,u, v): 1
4
r1t
2  u  r2, r1t  v  r2
}
.
(H4) g(t,u1, v1) g(t,u2, v2), 0< t < 1, 0< u1  u2, 0< v1  v2.
(H5) There exist α μ < ν  β , r¯ > 0 and η > 0 such that
f (t,u, v) η, (t,u, v) ∈ [μ,ν] × (0, r¯] × (0, r¯].
The assumption (H2) implies that f (t,u, v) may be singular at u = 0, v = 0, t = 0, t = 1 and γ r2r1 (t) is continuous
on (0,1).
The outline of this paper is as follows. In Section 2, we construct a suitable cone and transfer the problem (P ) into
an integral equation. After that, we prove that the related integral operator is completely continuous on some proper sets
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of n positive solutions under the assumptions (H1)–(H3) by applying the Guo–Krasnosel’skii ﬁxed point theorem of cone
expansion–compression type, where n is an arbitrary positive integer. In Section 4, we study the problem (P ) under the
assumptions (H1)–(H5). In Section 5, we consider the simpliﬁed problem ( Pˆ ). In Section 6, we verify that Theorem 1.1 is a
corollary of main results. Moreover, ﬁve examples illustrate that our extension is true and our results are applicable to more
complicated cases. All results are independent of the existence of upper and lower solutions.
2. Preliminaries
Let C1[0,1] be the Banach space with norm |||u||| = max{‖u‖,‖u′‖} and let K be the cone of nonnegative functions in
C1[0,1] with following form
K =
{
u ∈ C1[0,1]: u(0) = 0, u(t) 1
2
‖u‖t2, u′(t) ‖u′‖t, 0 t  1}.
Write Ω(r) = {u ∈ K : |||u||| < r}, ∂Ω(r) = {u ∈ K : |||u||| = r}.
Lemma 2.1. If u ∈ K , then ‖u′‖ = |||u||| and 12 |||u||| ‖u‖ |||u|||.
Proof. Since u′(t) 0 and u(0) = 0, we have
‖u‖ = max
0t1
t∫
0
u′(s)ds =
1∫
0
u′(s)ds
1∫
0
max
0s1
u′(s)ds = ‖u′‖.
Since u′(t) ‖u′‖t , 0 t  1, we have
‖u‖ =
1∫
0
u′(s)ds ‖u′‖
1∫
0
s ds = 1
2
‖u′‖.
Hence ‖u′‖ = |||u||| and 12 |||u||| ‖u‖ |||u|||. 
Let G(t, s) be the Green function of the homogeneous linear problem u(4)(t) = 0, u(0) = u′(0) = u′′(1) = u′′′(1) = 0, that
is,
G(t, s) =
{
1
6 (3t
2s − t3), 0 t  s 1,
1
6 (3ts
2 − s3), 0 s t  1.
Computing the partial derivatives of G(t, s) with respect to t , we have
∂
∂t
G(t, s) =
{
1
2 s
2 − 12 (s − t)2, 0 t  s 1,
1
2 s
2, 0 s t  1,
∂2
∂t2
G(t, s) =
{
s − t,
0,
∂3
∂t3
G(t, s) =
{−1,
0,
{
0 t  s 1,
0 s < t  1.
Lemma 2.2.
(1) G, ∂
∂t G : [0,1] × [0,1] → [0,+∞) are continuous.
(2) G(t, s) > 0, ∂
∂t G(t, s) > 0, 0< t, s < 1.
(3) max0t1 ∂∂t G(t, s) = ∂∂t G(s, s) = 12 s2 , 0 s 1.
(4) ∂
∂t G(t, s) t
∂
∂t G(s, s), 0 t, s 1.
(5) max0t1 G(t, s) = G(1, s) = 16 s2(3− s), 0 s 1.
(6) G(t, s) t2G(1, s), 0 t, s 1.
(7) G(0, s) ≡ 0, ∂
∂t G(0, s) ≡ 0, ∂
2
∂t2
G(1, s) ≡ 0, ∂3
∂t3
G(1, s) ≡ 0.
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Deﬁne the operator T as follows
(T u)(t) =
1∫
0
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1.
We will transfer the problem (P ) into the integral equation
u(t) =
1∫
0
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1,
and prove that the integral operator T is completely continuous on the each bounded closed set of K\{0}. For this end, we
need the following approximation theorem of completely continuous operators.
Lemma 2.3. Let X be a Banach space, let V ⊂ X be a bounded closed subset, let Tk : V → X, k = 1,2, . . ., be a sequence of completely
continuous operators. If the operator T : V → X and supu∈V ‖Tku − Tu‖ → 0 (k → ∞), then T : V → X is a completely continuous
operator.
Lemma 2.4 gives basic properties of the operator T .
Lemma 2.4. Suppose that (H1)–(H3) are satisﬁed and 0< r1 < r2 . Then
(1) T : Ω(r2)\Ω(r1) → K is completely continuous.
(2) For any u ∈ Ω(r2)\Ω(r1),
(T u)(t) =
t∫
0
1∫
0
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds, 0 t  1.
Proof. Let γ r2r1 (t) as in the assumption (H3). For every k = 2,3, . . . , let
[
γ
r2
r1
]
k(t) =
⎧⎪⎪⎨
⎪⎪⎩
min{γ r2r1 (t),ktγ r2r1 ( 1k )}, 0 t  1k ,
γ
r2
r1 (t),
1
k  t 
k−1
k ,
min{γ r2r1 (t),k(1− t)γ r2r1 ( k−1k )}, k−1k  t  1.
Then [γ r2r1 ]k ∈ C[0,1] and [γ r2r1 ]k(0) = [γ r2r1 ]k(1) = 0. By the assumption (H3),
∫ 1
0 q(t)γ
r2
r1 (t)dt < +∞. So
1∫
0
q(t)
(
γ
r2
r1 (t) −
[
γ
r2
r1
]
k(t)
)
dt → 0 (k → ∞).
Construct the function fk(t,u, v) as follows, for 0 t  1,
fk(t,u, v) =min
{
f (t,u, v),
[
γ
r2
r1
]
k(t)
}
,
1
4
r1t
2  u < ∞, r1t  v < +∞;
fk(t,u, v) =
⎧⎪⎪⎨
⎪⎪⎩
fk(t,u, r1t),
1
4 r1t
2  u < ∞, 0 v  r1t,
fk(t,
1
4 r1t
2, v), 0 u  14 r1t2, r1t  v < +∞,
fk(t,
1
4 r1t
2, r1t), 0 u  14 r1t2, 0 v  r1t.
By the deﬁnition, fk : [0,1] × [0,+∞) × [0,+∞) → [0,+∞) is continuous and fk(0,u, v) ≡ 0, fk(1,u, v) ≡ 0. By (H2)
and (H3), for any u ∈ K ,
1∫
q(t) fk
(
t,u(t),u′(t)
)
dt 
1∫
q(t)γ r2r1 (t)dt < +∞.0 0
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(Tku)(t) =
1∫
0
G(t, s)q(s) fk
(
s,u(s),u′(s)
)
ds, 0 t  1.
Then Tk : K → C[0,1] is completely continuous by the continuity of fk(t,u, v) and the Arzela–Ascoli theorem. And, for
0 t  1,
(Tku)
′(t) =
1∫
0
∂
∂t
G(t, s)q(s) fk
(
s,u(s),u′(s)
)
ds.
Hence, (Tk(·))′ : K → C[0,1] is a completely continuous operator, too.
Let u ∈ Ω(r2)\Ω(r1). Then r1  |||u||| r2. From Lemma 2.1, we get 12 r1  ‖u‖ r2, r1  ‖u′‖ r2. Thus,
1
4
r1t
2  1
2
‖u‖t2  u(t) r2, r1t  ‖u′‖t  u′(t) r2, 0 t  1.
By the deﬁnition of fk(t,u, v), for 0< t < 1,
1
4 r1t
2  u  r2, r1t  v  r2,
0 f (t,u, v) − fk(t,u, v) γ r2r1 (t) −
[
γ
r2
r1
]
k(t).
It follows that
0 f
(
t,u(t),u′(t)
)− fk(t,u(t),u′(t)) γ r2r1 (t) − [γ r2r1 ]k(t), 0< t < 1.
Applying the above-mentioned results, we obtain that
sup
u∈Ω(r2)\Ω(r1)
‖T u − Tku‖ = sup
u∈Ω(r2)\Ω(r1)
max
0t1
1∫
0
G(t, s)q(s)
[
f
(
s,u(s),u′(s)
)− fk(s,u(s),u′(s))]ds
 sup
u∈Ω(r2)\Ω(r1)
max
0t1
1∫
0
G(t, s)q(s)
(
γ
r2
r1 (s) −
[
γ
r2
r1
]
k(s)
)
ds
 max
0t,s1
G(t, s)
1∫
0
q(s)
(
γ
r2
r1 (s) −
[
γ
r2
r1
]
k(s)
)
ds → 0.
By Lemma 2.3, T : Ω(r2)\Ω(r1) → C[0,1] is a completely continuous operator.
Similarly,
sup
u∈Ω(r2)\Ω(r1)
max
0t1
1∫
0
∂
∂t
G(t, s)q(s)
[
f
(
s,u(s),u′(s)
)− fk(s,u(s),u′(s))]ds → 0.
It follows that
(T u)′(t) =
1∫
0
∂
∂t
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds, 0 t  1,
and (T (·))′ : Ω(r2)\Ω(r1) → C[0,1] is completely continuous.
By Lemma 2.2(7), we have (Tu)(0) = 0. So
(T u)(t) =
t∫ 1∫
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds, 0 t  1.0 0
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(T u)(t)
t∫
0
1∫
0
s
∂
∂s
G(τ , τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ 
t∫
0
s ds max
0s1
1∫
0
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds
= 1
2
t2
1∫
0
max
0s1
1∫
0
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds 1
2
t2
1∫
0
1∫
0
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds
= 1
2
t2 max
0t1
t∫
0
1∫
0
∂
∂s
G(s, τ )q(τ ) f
(
τ ,u(τ ),u′(τ )
)
dτ ds = 1
2
‖T u‖t2,
(T u)′(t)
1∫
0
t
∂
∂t
G(s, s)q(s) f
(
s,u(s),u′(s)
)
ds t max
0t1
1∫
0
∂
∂t
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds = ∥∥(T u)′∥∥t.
It implies that T : Ω(r2)\Ω(r1) → K .
Therefore, T : Ω(r2)\Ω(r1) → K is a completely continuous operator. 
Our approach is based on the following Guo–Krasnosel’skii ﬁxed point theorem of cone expansion–compression type.
Lemma 2.5. Let X be a Banach space, and let K ⊂ X be a cone in X. Assume Ω1,Ω2 are bounded open subset of K with 0 ∈ Ω1 ⊂
Ω1 ⊂ Ω2, and let F : Ω2\Ω1 → K be a completely continuous operator such that
(1) ‖Fu‖ ‖u‖, u ∈ ∂Ω1 and ‖Fu‖ ‖u‖, u ∈ ∂Ω2; or
(2) ‖Fu‖ ‖u‖, u ∈ ∂Ω1 and ‖Fu‖ ‖u‖, u ∈ ∂Ω2.
Then F has a ﬁxed point in Ω2\Ω1.
3. Local existence theorems under (H1)–(H3)
We introduce the following control functions and constants:
Φ(t, r) =max
{
g(t,u, v) + h(t,u, v): 1
4
rt2  u  r, rt  v  r
}
,
Ψ (t, r) =min
{
f (t,u, v):
1
4
rt2  u  r, rt  v  r
}
,
ϕ(r) =max
{
h(t,u, v): 0 t  1, 1
4
rt2  u  r, rt  v  r
}
,
ψ(r) =min
{
f (t,u, v): α  t  β, 1
4
rt2  u  r, rt  v  r
}
,
A =
[
max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ds
]−1
, B =
[
max
0t1
β∫
α
∂
∂t
G(t, s)q(s)ds
]−1
,
ζr(t) =max
{
g(t,u, v):
1
4
rt2  u  r, rt  v  r
}
,
I(r) = max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ζr(s)ds.
If q(t) ≡ 1, then A = 6, B = 6
β3−α3 .
If the assumption (H3) is satisﬁed, then
∫ 1
0 q(t)ζr(t)dt < +∞ for any r > 0.
We obtain the following local existence theorems. Among others, Theorem 3.1 is a basic existence criterion of positive
solution for the problem (P ).
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(1) The assumptions (H1)–(H3) are satisﬁed.
(2) There exist two positive numbers a < b such that one of the following conditions is satisﬁed:
(b1) max0t1
∫ 1
0
∂
∂t G(t, s)q(s)Φ(s,a)ds a and max0t1
∫ β
α
∂
∂t G(t, s)q(s)Ψ (s,b)ds b.
(b2) max0t1
∫ β
α
∂
∂t G(t, s)q(s)Ψ (s,a)ds a and max0t1
∫ 1
0
∂
∂t G(t, s)q(s)Φ(s,b)ds b.
Then problem (P ) has at least one strictly increasing positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) such that a |||u∗||| b.
Proof. Without loss of generality, we prove only the case (b1).
If u ∈ ∂Ω(a), then |||u||| = a. So 12a ‖u‖ a, ‖u′‖ = a by Lemma 2.1. From this,
1
4
at2  1
2
‖u‖t2  u(t) a, at  ‖u′‖t  u′(t) a, 0 t  1,
g
(
t,u(t),u′(t)
)+ h(t,u(t),u′(t))Φ(t,a), 0< t < 1.
Since Tu ∈ K and Lemma 2.4(2), we obtain
|||T u||| = ∥∥(T u)′∥∥= max
0t1
1∫
0
∂
∂t
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds
 max
0t1
1∫
0
∂
∂t
G(t, s)q(s)
[
g
(
s,u(s),u′(s)
)+ h(s,u(s),u′(s))]ds max
0t1
1∫
0
∂
∂t
G(t, s)q(s)Φ(s,a)ds
 a = |||u|||.
If u ∈ ∂Ω(b), then |||u||| = b. It means 12b  ‖u‖ b, ‖u′‖ = b. So,
1
4
bt2  u(t) b, bt  u′(t) b, 0 t  1,
f
(
t,u(t),u′(t)
)
 Ψ (t,b), α  t  β.
It follows that
|||T u||| = ∥∥(T u)′∥∥ max
0t1
β∫
α
∂
∂t
G(t, s)q(s) f
(
s,u(s),u′(s)
)
ds max
0t1
β∫
α
∂
∂t
G(t, s)q(s)Ψ (s,b)ds b = |||u|||.
By Lemmas 2.4(1) and 2.5, the operator T has one ﬁxed point u∗ ∈ Ω(b)\Ω(a). It implies that
u∗(t) =
t∫
0
1∫
0
∂
∂t
G(s, τ )q(τ ) f
(
τ ,u∗(τ ),
(
u∗
)′
(τ )
)
dτ ds, 0 t  1.
Computing the ﬁrst, second, third and fourth derivatives of u∗(t), we get
(
u∗
)(i)
(t) =
1∫
0
∂ i
∂ti
G(t, s)q(s) f
(
s,u∗(s),
(
u∗
)′
(s)
)
ds, 0 t  1, i = 1,2,3,
(
u∗
)(4)
(t) = q(t) f (t,u∗(t), (u∗)′(t)), 0< t < 1.
According to Lemma 2.2(7), u∗(0) = (u∗)′(0) = (u∗)′′(1) = (u∗)′′′(1) = 0.
Therefore, u∗(t) is a solution of the problem (P ) and a |||u∗||| b. Since u∗(t) 14at2 > 0, 0 < t  1, the solution u∗(t)
is positive. Since (u∗)′(t)  at > 0, 0 < t  1, we see that u∗(t) is strictly increasing on [0,1]. u∗ ∈ C3[0,1] ∩ C4(0,1) is
obvious. 
In the real problems, the computations of
max
0t1
1∫
0
∂
∂t
G(t, s)q(s)Φ(s, r)ds, max
0t1
β∫
α
∂
∂t
G(t, s)q(s)Ψ (s, r)ds
are more lengthy and tedious. For convenience, we give the following results.
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(1) The assumptions (H1)–(H3) are satisﬁed.
(2) There exist two positive numbers a < b such that one of the following conditions is satisﬁed:
(c1) ϕ(a) (a − I(a))A, ψ(b) bB.
(c2) ψ(a) aB, ϕ(b) (b − I(b))A.
Then problem (P ) has at least one strictly increasing positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) such that a |||u∗||| b.
Proof. Without loss of generality, we prove only the case (c1).
By the deﬁnition of Φ(t,a), for 0 t  1,
Φ(t,a)max
{
g(t,u, v):
1
4
at2  u  a, at  v  a
}
+max
{
h(t,u, v):
1
4
at2  u  a, at  v  a
}
 ζa(t) + ϕ(a).
Applying the inequality, we get
max
0t1
1∫
0
∂
∂t
G(t, s)q(s)Φ(s,a)ds  max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ϕ(a)ds + max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ζa(s)ds

(
a − I(a))A max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ds + I(a) = (a − I(a))AA−1 + I(a) = a.
By the deﬁnitions of Ψ (t,b), Ψ (t,b)ψ(b), α  t  β . So
max
0t1
β∫
α
∂
∂t
G(t, s)q(s)Ψ (s,b)ds max
0t1
β∫
α
∂
∂t
G(t, s)q(s)ψ(b)ds  bB max
0t1
β∫
α
∂
∂t
G(t, s)q(s)ds = b.
By Theorem 3.1(b1), the proof is completed. 
Theorem 3.3. Suppose that
(1) The assumptions (H1)–(H3) are satisﬁed.
(2) There exist three positive numbers a < b < c such that one of the following conditions is satisﬁed:
(d1) ϕ(a) (a − I(a))A, ψ(b) > bB, ϕ(c) (c − I(c))A.
(d2) ψ(a) aB, ϕ(b) < (b − I(b))A, ψ(c) cB.
Then problem (P ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that a  |||u∗1||| < b <|||u∗2||| c.
Proof. We prove only the case (d2).
Applying the assumptions ψ(a)  aB , ϕ(b) < (b − I(b))A and imitating the proof of Theorem 3.2(c2), we assert that
(P ) has one strictly increasing positive solution u∗1 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that a |||u∗1||| < b.
Similarly, (P ) has another positive solution u∗2 ∈ K ∩ C3[0,1] ∩ C4(0,1) which is strictly increasing and b < |||u∗2||| c. 
In the same way, we can prove following theorems.
Theorem 3.4. Suppose that
(1) The assumptions (H1)–(H3) are satisﬁed.
(2) There exist four positive numbers a < b < c < d such that one of the following conditions is satisﬁed:
(e1) ϕ(a) (a − I(a))A, ψ(b) > bB, ϕ(c) < (c − I(c))A, ψ(d) dB.
(e2) ψ(a) aB, ϕ(b) < (b − I(b))A, ψ(c) > cB, ϕ(d) (d − I(d))A.
Then problem (P ) has at least three strictly increasing positive solutions u∗1,u∗2,u∗3 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that
a
∣∣∣∣∣∣u∗1∣∣∣∣∣∣< b < ∣∣∣∣∣∣u∗2∣∣∣∣∣∣< c < ∣∣∣∣∣∣u∗3∣∣∣∣∣∣ d.
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Theorem 3.5. Suppose that
(1) The assumptions (H1)–(H3) are satisﬁed.
(2) There exist n + 1 positive numbers a1 < a2 < · · · < an+1 such that one of the following conditions is satisﬁed:
(f1) ϕ(a2k−1) < (a2k−1 − I(a2k−1))A, k = 1, . . . , [n+22 ], and ψ(a2k) > a2kB, k = 1, . . . , [n+12 ].
(f2) ψ(a2k−1) > a2k−1B, k = 1, . . . , [n+22 ], and ϕ(a2k) < (a2k − I(a2k))A, k = 1, . . . , [n+12 ].
Then problem (P ) has at least n strictly increasing positive solutions u∗k ∈ K ∩ C3[0,1] ∩ C4(0,1), k = 1,2, . . . ,n, such that ak <|||u∗k ||| < ak+1 .
4. The existence results under (H1)–(H5)
In this section, let J (r) =max0t1
∫ 1
0
∂
∂t G(t, s)q(s)g(s,
1
4 rs
2, rs)ds.
If the assumption (H4) is satisﬁed, then ζr(t) = g(t, 14 rt2, rt), J (r) is a nonincreasing function and J (r) = I(r). If
limmax{u,v}→0 infμtν g(t,u, v) > 0, then the assumption (H5) is satisﬁed.
Theorem 4.1. Suppose that
(1) The assumptions (H1)–(H3) and (H5) are satisﬁed.
(2) There exists a > 0 such thatmax0t1
∫ 1
0
∂
∂t G(t, s)q(s)Φ(s,a)ds a.
Then problem (P ) has at least one strictly increasing positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) such that 0< |||u∗||| a.
Proof. Let
Cνμ =
[
max
0t1
ν∫
μ
∂
∂t
G(t, s)q(s)ds
]−1
, b =min
{
r¯,
1
2
a, η
(
Cνμ
)−1}
.
By (H5), we have
f (t,u, v) bCνμ, μ t  ν, 0< u  b, 0< v  b.
It follows that Ψ (t,b) bCνμ , μ t  ν and
max
0t1
β∫
α
∂
∂t
G(t, s)q(s)Ψ (s,b)ds max
0t1
ν∫
μ
∂
∂t
G(t, s)q(s)Ψ (s,b)ds bCνμ
(
Cνμ
)−1 = b.
By Theorem 3.1(b2), the problem (P ) has one positive solution u∗ ∈ K and b |||u∗||| a. 
Theorem 4.2. Suppose that
(1) The assumptions (H1)–(H5) are satisﬁed.
(2) There exists a > 0 such that ϕ(a) (a − J (a))A.
Then problem (P ) has at least one strictly increasing positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) such that 0< |||u∗||| a.
Proof. Since I(a) = J (a), we have ϕ(a) (a − J (a))A = (a − I(a))A. It follows that
max
0t1
1∫
0
∂
∂t
G(t, s)q(s)Φ(s,a)ds  max
0t1
1∫
0
∂
∂t
G(t, s)q(s)ϕ(a)ds + max
0t1
1∫
0
∂
∂t
G(t, s)q(s)g
(
s,
1
4
as2,as
)
ds

(
a − I(a))AA−1 + J (a) = a − I(a) + I(a) = a.
By Theorem 4.1, the problem (P ) has one positive solution u∗ ∈ K and b |||u∗||| a. 
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(1) The assumptions (H1)–(H3) and (H5) are satisﬁed.
(2) There exist 0< a < b such thatmax0t1
∫ 1
0
∂
∂t G(t, s)q(s)Φ(s,a)ds < a and max0t1
∫ β
α
∂
∂t G(t, s)q(s)Ψ (s,b)ds b.
Then problem (P ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that 0 < |||u∗1||| < a <|||u∗2||| b.
Proof. By the proof of Theorem 4.1, there exists 0 < c < a such that max0t1
∫ β
α
∂
∂t G(t, s)q(s)Ψ (s, c)ds  c. Imitating the
proofs of Theorem 3.1, the problem (P ) has two strictly increasing positive solutions u∗1,u∗2 ∈ K ∩ C3[0,1] ∩ C4(0,1) and
c  |||u∗1||| < a < |||u∗2||| b. 
Theorem 4.4. Suppose that
(1) The assumptions (H1)–(H5) are satisﬁed.
(2) There exist 0< a < b such that ϕ(a) < (a − J (a))A, ψ(b) bB.
Then problem (P ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that 0 < |||u∗1||| < a <|||u∗2||| b.
Proof. By Theorem 4.2, (P ) has one strictly increasing positive solutions u∗1 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that 0< |||u∗1||| < a
by applying the assumption (H5) and the inequality ϕ(a) < (a − J (a))A.
Since ϕ(a) < (a − J (a))A and ψ(b)  bB , we see that (P ) has another strictly increasing positive solution u∗2 ∈ K ∩
C3[0,1] ∩ C4(0,1) such that a < |||u∗2||| b by imitating the proof of Theorem 3.2(c1). 
Theorem 4.5. Suppose that
(1) The assumptions (H1)–(H5) are satisﬁed.
(2) There exist three positive numbers a < b < c such that
ϕ(a) <
(
a − J (a))A, ψ(b) > bB, ϕ(c) (c − J (c))A.
Then problem (P ) has at least three strictly increasing positive solutions u∗1,u∗2,u∗3 ∈ K ∩ C3[0,1] ∩ C4(0,1) such that
0<
∣∣∣∣∣∣u∗1∣∣∣∣∣∣< a < ∣∣∣∣∣∣u∗2∣∣∣∣∣∣< b < ∣∣∣∣∣∣u∗3∣∣∣∣∣∣ c.
Obviously, we can write similar results for arbitrary positive integer n. For short, we omit them.
5. The existence results on the simpliﬁed problem ( Pˆ )
In this section, we consider the simpliﬁed problem ( Pˆ ).
We will use the following assumptions.
(H1)′ f : (0,1) × (0,+∞) → [0,+∞) is continuous.
(H2)′ f (t,u)  g(t,u) + h(t,u), (t,u) ∈ (0,1) × (0,+∞), where g : (0,1) × (0,+∞) → [0,+∞) is continuous, h : [0,1] ×
[0,+∞) → [0,+∞) is continuous.
(H3)′
∫ 1
0 q(t)γˆ
r2
r1 (t)dt < +∞ for any 0< r1 < r2, where
γˆ
r2
r1 (t) =max
{
g(t,u) + h(t,u): r1t2  u  r2
}
.
(H4)′ g(t,u1) g(t,u2), 0< t < 1, 0< u1  u2.
(H5)′ There exist α μ < ν  β , r¯ > 0 and η > 0 such that
f (t,u) η, (t,u) ∈ [μ,ν] × (0, r¯].
The following control functions and constants are applied in this section.
Φˆ(t, r) =max{g(t,u) + h(t,u): rt2  u  r},
Ψˆ (t, r) =min{ f (t,u): rt2  u  r},
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ψˆ(r) =min{ f (t,u): α  t  β, rt2  u  r},
Aˆ =
[
max
0t1
1∫
0
G(t, s)q(s)ds
]−1
, Bˆ =
[
max
0t1
β∫
α
G(t, s)q(s)ds
]−1
,
ζˆr(t) =max
{
g(t,u): rt2  u  r
}
,
Iˆ(r) = max
0t1
1∫
0
G(t, s)q(s)ζˆr(s)ds,
Jˆ (r) = max
0t1
1∫
0
G(t, s)q(s)g
(
s, rs2
)
ds.
If q(t) ≡ 1, then Aˆ = 8, Bˆ = 24
4(β3−α3)−(β4−α4) .
If the assumption (H4)′ is satisﬁed, then ζˆr(t) = g(t, rt2), Jˆ (r) is nonincreasing and Iˆ(r) = Jˆ (r).
Deﬁne the operator Tˆ and the cone Kˆ as follows
(Tˆ u)(t) =
1∫
0
G(t, s)q(s) f
(
s,u(s)
)
ds, 0 t  1,
Kˆ = {u ∈ C[0,1]: u(t) ‖u‖t2, 0 t  1}.
Write Ωˆ(r) = {u ∈ Kˆ : ‖u‖ < r}, ∂Ωˆ(r) = {u ∈ Kˆ : ‖u‖ = r}.
If the assumptions (H1)′–(H3)′ are satisﬁed, we can prove that the operator Tˆ : Ωˆ(r2)\Ωˆ(r1) → Kˆ is completely continu-
ous for any 0 < r1 < r2 by imitating the proof of Lemma 2.4 and applying Lemma 2.2(5) and (6). Further, we can prove the
following local existence theorems.
Theorem 5.1. Suppose that
(1) The assumptions (H1)′–(H3)′ are satisﬁed.
(2) There exist two positive numbers a < b such that one of the following conditions is satisﬁed:
(h1) max0t1
∫ 1
0 G(t, s)q(s)Φˆ(s,a)ds a, max0t1
∫ β
α G(t, s)q(s)Ψˆ (s,b)ds b.
(h2) max0t1
∫ β
α G(t, s)q(s)Ψˆ (s,a)ds a, max0t1
∫ 1
0 G(t, s)q(s)Φˆ(s,b)ds b.
Then problem ( Pˆ ) has at least one strictly increasing positive solution u∗ ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that a ‖u∗‖ b.
Theorem 5.2. Suppose that
(1) The assumptions (H1)′–(H3)′ are satisﬁed.
(2) There exist two positive numbers a < b such that one of the following conditions is satisﬁed:
(i1) ϕˆ(a) (a − Iˆ(a)) Aˆ, ψˆ(b) bBˆ.
(i2) ψˆ(a) aBˆ, ϕˆ(b) (b − Iˆ(b)) Aˆ.
Then problem ( Pˆ ) has at least one strictly increasing positive solution u∗ ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that a ‖u∗‖ b.
Theorem 5.3. Suppose that
(1) The assumptions (H1)′–(H3)′ are satisﬁed.
(2) There exist three positive numbers a < b < c such that one of the following conditions is satisﬁed:
(j1) ϕˆ(a) (a − Iˆ(a)) Aˆ, ψˆ(b) > bBˆ, ϕˆ(c) (c − Iˆ(c)) Aˆ.
(j2) ψˆ(a) aBˆ, ϕˆ(b) < (b − Iˆ(b)) Aˆ, ψˆ(c) cBˆ.
Then problem ( Pˆ ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that a  ‖u∗1‖ < b <‖u∗2‖ c.
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(1) The assumptions (H1)′–(H3)′ are satisﬁed.
(2) There exist four positive numbers a < b < c < d such that one of the following conditions is satisﬁed:
(k1) ϕˆ(a) (a − Iˆ(a)) Aˆ, ψˆ(b) > bBˆ, ϕˆ(c) < (c − Iˆ(c)) Aˆ, ψˆ(d) dBˆ.
(k2) ψˆ(a) aBˆ, ϕˆ(b) < (b − Iˆ(b)) Aˆ, ψˆ(c) > cBˆ, ϕˆ(d) (d − Iˆ(d)) Aˆ.
Then problem ( Pˆ ) has at least three strictly increasing positive solutions u∗1,u∗2,u∗3 ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that
a
∥∥u∗1∥∥< b < ∥∥u∗2∥∥< c < ∥∥u∗3∥∥ d.
Imitating the proofs of Theorems 4.1–4.5, we can obtain the following existence results.
Theorem 5.5. Suppose that
(1) The assumptions (H1)′–(H3)′ and (H5)′ are satisﬁed.
(2) There exists a > 0 such thatmax0t1
∫ 1
0 G(t, s)q(s)Φˆ(s,a)ds a.
Then problem ( Pˆ ) has at least one strictly increasing positive solution u∗ ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that 0< ‖u∗‖ a.
Theorem 5.6. Suppose that
(1) The assumptions (H1)′–(H5)′ are satisﬁed.
(2) There exists a > 0 such that ϕˆ(a) (a − Jˆ (a)) Aˆ.
Then problem ( Pˆ ) has at least one strictly increasing positive solution u∗ ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that 0< ‖u∗‖ a.
Theorem 5.7. Suppose that
(1) The assumptions (H1)′–(H3)′ and (H5)′ are satisﬁed.
(2) There exist 0< a < b such thatmax0t1
∫ 1
0 G(t, s)q(s)Φˆ(s,a)ds < a and max0t1
∫ β
α G(t, s)q(s)Ψˆ (s,b)ds b.
Then problem ( Pˆ ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that 0 < ‖u∗1‖ < a <‖u∗2‖ b.
Theorem 5.8. Suppose that
(1) The assumptions (H1)′–(H5)′ are satisﬁed.
(2) There exist 0< a < b such that ϕˆ(a) < (a − Jˆ (a)) Aˆ, ψˆ(b) bBˆ.
Then problem ( Pˆ ) has at least two strictly increasing positive solutions u∗1,u∗2 ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that 0 < ‖u∗1‖ < a <‖u∗2‖ b.
6. Several remarks
Remark 6.1 shows that our work extends Theorem 1.1.
Remark 6.1. Theorem 1.1 is a corollary of Theorem 5.7.
First of all, the assumptions (H1)′ and (H2)′ are satisﬁed by (a1)–(a2). Let 0< r1 < r2. By (a2)–(a4), we have
γ
r2
r1 (t) =max
{
g(u) + h(u): r1t2  u  r2
}=max{g(u)[1+ h(u)
g(u)
: r1t
2  u  r2
]}
max
{
g
(
r1t
2)[1+ h(u)
g(u)
: r1t
2  u  r2
]}
 Mg(r1)g
(
t2
)[h(r2)
g(r2)
+ 1
]
.
By the condition (a2),
1∫
q(t)γ r2r1 (t)dt  Mg(r1)
[
h(r2)
g(r2)
+ 1
] 1∫
q(t)g
(
t2
)
dt < +∞.0 0
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(H5)′ is satisﬁed.
Secondly, according to the conditions (a2)–(a4), we have
Φˆ(t,a) =max{g(u) + h(u): at2  u  a}=max{g(u)[1+ h(u)
g(u)
: at2  u  a
]}
max
{
g
(
at2
)[
1+ h(u)
g(u)
: at2  u  a
]}
 Mg(a)g
(
t2
)[h(a)
g(a)
+ 1
]
= Mg(t2)[g(a) + h(a)].
From the condition (a6), we get
max
0t1
1∫
0
G(t, s)q(s)Φˆ(s,a)ds M
[
g(a) + h(a)] max
0t1
1∫
0
G(t, s)q(s)g
(
s2
)
ds
[
g(a) + h(a)] · a
g(a) + h(a) = a.
Thirdly, according to (a1)–(a5), for α  t  β , we have
q(t)Ψˆ (t,b) =min{q(t) f (u): bt2  u  b}min{θ(t)[g(u) + h(u)]: bt2  u  b}
= θ(t)min
{
g(u)
[
1+ h(u)
g(u)
: bt2  u  b
]}
 θ(t)g(b)
[
1+ h(bα
2)
g(bα2)
]
= g(b)g(bα
2) + g(b)h(bα2)
g(bα2)
θ(t).
Applying the condition (a7), we get
max
0t1
β∫
α
G(t, s)q(s)Ψˆ (s,a)ds g(b)g(bα
2) + g(b)h(bα2)
g(bα2)
max
0t1
β∫
α
G(t, s)θ(s)ds
 g(b)g(bα
2) + g(b)h(bα2)
g(bα2)
· bg(bα
2)
g(b)g(bα2) + g(b)h(bα2) = b.
By Theorem 5.7, the problem ( Pˆ ) has two strictly increasing positive solutions u∗1,u∗2 ∈ C3[0,1]∩C4(0,1) and 0< ‖u∗1‖ <
a < ‖u∗2‖ b.
Remarks 6.2 and 6.3 show that our work improves the method used in papers [8,9,15].
Remark 6.2. The following example shows that the existence of twin positive solutions is possible for the problem ( Pˆ ) even
if f (t,u) = f (u) and the assumption (a4) is not satisﬁed.
Consider the singular problem⎧⎨
⎩u
(4)(t) = 1
3
√
u(t)
+ 36e−u(t) + 1
4
min
{
u2(t),
15625000
u(t)
}
, 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0.
In this example, q(t) ≡ 1, f (t,u) = f (u) = g(u) + h(u), where h(u) = 36e−u + 14 min{u2, 15625000u }, g(u) = 13√u . So f (u) is
singular at u = 0.
Let α = 23 , β = 1. Then Aˆ = 8, Bˆ = 1944163 ≈ 11.9264. Obviously, the assumptions (H1)′–(H5)′ are satisﬁed.
By Lemma 2.2(5), max0t,s1 G(t, s) = G(1,1) = 13 . So
Jˆ (8) = max
0t1
1∫
0
G(t, s)g
(
8s2
)
ds 1
2
max
0t,s1
G(t, s)
1∫
0
ds
3√
s2
= 1
2
.
We have 2502 = 62500 = 15625000250 . Direct computations give that
ϕˆ(8) =max
{
36e−u + 1
4
u2: 0 u  8
}
 36+ 16= 52< 60 (8− Jˆ (8)) Aˆ,
ψˆ(243) =min
{
f (u):
2
3
 t  1, 243t2  u  243
}
=min{ f (u): 108 u  243}min{1
4
u2: 108 u  243
}
= 1 · 1082 = 2916> 2898.11≈ 243Bˆ.
4
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0< ‖u∗1‖ < 8< ‖u∗2‖ < 243.
Since limu→+∞ h(u)g(u) = limu→+∞ 156250004 4√u3 = 0, we see that
h(u)
g(u) is not nondecreasing. So the assumption (a4) is not
satisﬁed. Therefore, the existence conclusion cannot be derived from Theorem 1.1.
Remark 6.3. The following example shows that the existence of twin positive solutions is possible for the problem ( Pˆ ) even
if f (t,u) = f (u) and the assumption (a5) is not satisﬁed.
Consider the singular problem⎧⎨
⎩u
(4)(t) =
[
3(1+ cos(u(t)π))
16
+max
{
0,
2420000− 8(u(t) − 750)2
4840000
}]
u2(t) + 2[1+ cos(u(t)π)]
4
√
u(t)
, 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0.
In this example, q(t) ≡ 1, f (t,u) = f (u) = g(u) + h(u), where
h(u) =
[
3(1+ cos(uπ))
16
+max
{
0,
2420000− 8(u − 750)2
4840000
}]
u2, g(u) = 2[1+ cos(uπ)]
4
√
u
.
So f (u) is singular at u = 0.
Let α = 12 , β = 1. Then Aˆ = 8, Bˆ = 38441 ≈ 9.3659.
Obviously, g(u) 2, 0< u  12 and g(u)
4
4√u , 0< u < +∞. Hence the assumptions (H1)′–(H5)′ are satisﬁed. Moreover,
we have
Jˆ (16) = max
0t1
1∫
0
G(t, s)g
(
16s2
)
ds 2 max
0t,s1
G(t, s)
1∫
0
ds√
s
= 4
3
.
Since h(u) 38u2, 0 u  16 and h(u) >
1
8u
2, 300 u  1200, we get
ϕˆ(16) =max{h(u): 0 u  16}max{3
8
u2: 0 u  16
}
= 3
8
· 162 = 96< 8
(
16− 4
3
)

(
16− Jˆ (16)) Aˆ,
ψˆ(1200) =min
{
f (u):
1200
4
 u  1200
}
min
{
1
8
u2: 300 u  1200
}
= 1
8
· 3002 = 11250> 11239.08≈ 1200Bˆ.
By Theorem 5.8, the problem has two strictly increasing positive solutions u∗1,u∗2 ∈ Kˆ ∩ C3[0,1] ∩ C4(0,1) such that
0< ‖u∗1‖ < 16 < ‖u∗2‖ < 1200.
Since f (2k − 1) = 0, k = 1,2, . . . ,99 and k = 651,652, . . . , the condition (a5) is not satisﬁed. Therefore, the existence
conclusion cannot be derived from Theorem 1.1.
The following Remarks 6.4–6.6 imply that our results are applicable to more complicated cases.
Remark 6.4. Our results is applicable to the general problems (P ) in which the nonlinear term contains the unknown
function and its ﬁrst derivative.
For example, consider the general problem⎧⎨
⎩u
(4)(t) = u(t)u
′(t)
3+ 2cos2(u(t) + u′(t)) +
cos2(u(t) + u′(t))
6
√
t(1− t)u(t)u′(t) , 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0.
In the example, q(t) ≡ 1, f (t,u, v) = g(t,u, v) + h(t,u, v), where
h(t,u, v) = uv
3+ 2cos2(u + v) , g(t,u, v) =
cos2(u + v)
6
√
t(1− t)uv .
So f (t,u, v) is singular at t = 0, t = 1 and u = v = 0. If 0< r1 < r2, then
g(t,u, v)
3
√
2
6
√
r21t
4(1− t)
,
1
4
r1t
2  u  r2, r1t  v  r2.
Hence the assumptions (H1)–(H3) are satisﬁed. In addition, let α = 1 , β = 1, then A = 6, B = 48 .2 7
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I(r) max
0t,s1
∂
∂t
G(t, s)
1∫
0
3
√
2ds
6√
r2s4
= 3
3
√
2
2 3
√
r
.
From this, I(4) 3
2 3
√
2
. Moreover, we have
ϕ(4) =max
{
uv
3+ 2cos2(u + v) : 0 t  1, t
2  u  4, 4t  v  4
}
 16
3
< 11.2378≈ 4
(
4− 3
2 3
√
2
)

(
4− I(4))A,
ψ(640)min
{
uv
3+ 2cos2(u + v) :
1
2
 t  1, 160t2  u  640, 640t  v  640
}
 1
5
· 40 · 320= 2560> 2194.29≈ 640B.
By Theorem 3.2, the problem has a positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) and 4< |||u∗||| < 640.
In this problem, the nonlinear term contains unknown function and its ﬁrst derivative, and nonlinear term is singular at
t = 0, t = 1 and u = 0, v = 0. Hence above existence conclusion cannot be derived by the method used in [15,22,24,31].
Remark 6.5. In this paper, we allow not only limmax{u,v}→0 min0<t<1 f (t,u, v) = +∞ but also limmax{u,v}→0 min0<t<1 f (t,
u, v) does not exist.
For example, consider the boundary value problem⎧⎨
⎩u
(4)(t) = 1+ sin
(
u(t)u′(t) + 1
u(t)u′(t)
)
+ 1
4
u(t)u′(t), 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0.
Here q(t) ≡ 1, f (t,u, v) = f (u, v) = g(u, v) + h(u, v), where
h(u, v) = 1
4
uv, g(u, v) = 1+ sin
(
uv + 1
uv
)
.
So the limit limmax{u,v}→0 min0<t<1 f (u, v) does not exist and f (u, v) is singular at u = 0 and/or v = 0.
Obviously, the assumptions (H1)–(H3) are satisﬁed. In addition, let α = 13 , β = 1, then A = 6, B = 8113 .
If r > 0, then ϕ(r) 14 r2, ψ(r)
1
432 r
2, ζr(t) 2 and I(r) 1. Let a = 2, b = 2700, then
ϕ(a) = 1< 6= 6(2− 1) (a − I(a))A,
ψ(b) 7290000
432
= 16875> 16823.08≈ Bb.
By Theorem 3.2, the problem has a positive solution u∗ ∈ K ∩ C3[0,1] ∩ C4(0,1) and 2 |||u∗||| < 2700.
Because g(u, v) is not nonincreasing with respect to u and v , the conclusion cannot be derived by applying the method
used in [28–30,32].
Remark 6.6. For ease of representation, we use the following symbols
D[r1, r2] =
{
(t,u, v): 0 t  1, 1
4
r1t
2  u  r2, r1t  v  r2
}
,
D◦[r1, r2] =
{
(t,u, v): 0< t < 1,
1
4
r1t
2  u  r2, r1t  v  r2
}
.
Theorems 3.1 and 3.2 show that the existence of positive solution depends only upon the properties of nonlinear term
f (t,u, v) on the set D[a,b] and is independent of the states of f (t,u, v) outside D[a,b]. The following example illustrates
this.
Consider the discontinuous boundary value problem
(Q 1)
{
u(4)(t) = f1
(
t,u(t),u′(t)
)
, 0< t < 1,
′ ′′ ′′′u(0) = u (0) = u (1) = u (1) = 0,
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f1(t,u, v) =
⎧⎪⎪⎨
⎪⎪⎩
cot 1
t2−36u , (t,u, v) ∈ ((0,1) × (0,3]2)\D◦[ 19 ,3],
2(1+t)
4
√
t(u+v2) , (t,u, v) ∈ D
◦[ 19 ,3],
cot(v − 3)π, (t,u, v) ∈ (0,1) × ((0,+∞)2\(0,3]2).
In the example, the nonlinear term f1(t,u, v) is very discontinuous and is not nonnegative outside D[ 19 ,3]. Therefore,
the assumptions (H1)–(H3) are not satisﬁed. So we cannot directly obtain the existence of positive solution by the help of
the existence theorems in this paper.
Now, consider the singular boundary value problem
(Q 2)
⎧⎨
⎩u
(4)(t) = 2(1+ t)
4
√
t(u(t) + (u′)2(t)) , 0< t < 1,
u(0) = u′(0) = u′′(1) = u′′′(1) = 0.
In this example, q(t) ≡ 1, f2(t,u, v) = g(t,u, v) = 2(1+t)4√t(u+v2) and h(t,u, v) ≡ 0. So f2(t,u, v) is singular at t = 0 and u =
v = 0. Obviously, the assumptions (H1)–(H3) are satisﬁed.
Let α = 23 , β = 1. According to Lemma 2.2(3) and (4), min2/3t,s1 ∂∂t G(t, s) 881 and max0t,s1 ∂∂t G(t, s) = 12 . In addi-
tion, for any r > 0, we have
Φ(t, r) =max
{
2(1+ t)
4
√
t(u + v2) :
1
4
rt2  u  r, rt  v  r
}
 2
√
2
4
√
r + 4r2
1+ t
4
√
t3
,
Ψ (t, r) =min
{
2(1+ t)
4
√
t(u + v2) :
1
4
rt2  u  r, rt  v  r
}
 2
4
√
r + r2
1+ t
4
√
t
.
It follows that
max
0t1
1∫
2/3
∂
∂t
G(t, s)h(s)Ψ
(
s,
1
9
)
ds 2 4
√
10
81
min
2/3t,s1
∂
∂t
G(t, s)
1∫
2/3
1+ s
4
√
s
ds ≈ 0.1168> 1
9
,
max
0t1
1∫
0
∂
∂t
G(t, s)h(s)Φ(s,3)ds  2 4
√
4
39
max
0t,s1
∂
∂t
G(t, s)
1∫
0
1+ s
4√
s3
ds ≈ 2.7164< 3.
By Theorem 3.1, the problem (Q 2) has one positive solution u∗ ∈ K and 19  |||u∗||| 3.
Since u∗ ∈ K [ 19 ,3], we have 136 t2  u∗(t) 3, 19 t  (u∗)′(t) 3, 0< t < 1. So (t,u∗(t), (u∗)′(t)) ∈ D[ 19 ,3], 0< t < 1. Since
f1(t,u, v) = f2(t,u, v), (t,u, v) ∈ D[ 19 ,3], we have
f1
(
t,u∗(t),
(
u∗
)′
(t)
)= f2(t,u∗(t), (u∗)′(t)), 0< t < 1.
Therefore, u∗(t) is positive solution of the problem (Q 1), too.
The example illustrates that the strong force imposed outside the set D[a,b] cannot change the stability of positive
solution even if the nonlinear term is singular.
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