ABSTRACT This paper proposes a novel dual-domain audio watermarking approach based on flexible segmentation and adaptive embedding aimed to improve robustness and imperceptibility. Compared with conventional watermarking strategies, the proposed approach has two advantages. First, a novel audio beat detection approach is designed to flexibly segment the audio, which provides stronger robustness to synchronization attacks. The audio is decomposed by the discrete wavelet packet transform. Then, the covariance relationships of the decomposition coefficients at different time instants are calculated to determine the locations of the beats and to establish a flexible segmentation model. Second, a dual-domain embedding approach is proposed to realize better robustness to compression attacks while maintaining imperceptibility. In each segment, the psychoacoustic model is used to calculate the audio masking threshold, which divides the signals into the masking signal domain and masked signal domain. The signals in the masking signal domain are robust to compression attacks, and the signals in the masked signal domain have better imperceptibility. To combine these advantages, we embed the watermark into the two domains simultaneously by using the distortion-compensated dither modulation quantization approach. To reduce the impact of the watermark on the original audio, the frequency band with the lowest mask-to-noise ratio is selected as the embedding position for each domain. Moreover, the adaptive quantization steps are calculated to control the embedding strength according to the masking effect. The adaptive embedding will improve the robustness to compression attacks without significantly affecting the original audio quality. The effectiveness of our approach is verified through simulation experiments.
I. INTRODUCTION
With the popularity of digital media, the copyright management of such media has become an urgent task. Digital watermarking is an efficient approach for protecting copyrights by embedding a watermark into the media. According to the embedding domain, digital watermarking can be divided into time-domain embedding approaches, frequencydomain embedding approaches, and time-frequency-domain embedding approaches. Each approach has its own characteristics and advantages, but they must achieve three objectives: imperceptibility, robustness, and security. Thus, the watermark cannot affect the quality of the original media, and it must be able to be extracted correctly in the face of any attack.
A. PRIOR RELATED APPROACHES
Audio watermarking, as an important category of digital watermarking, must be robust to various attacks from the time and frequency domains. Synchronization attacks to change the audio length or pitch are common and difficult-to-handle time-domain attacks. Many solutions for this type of attack have been proposed in recent years. Wang and Zhao [1] proposed an embedding strategy to resist synchronization attacks. The multiresolution characteristics of the discrete wavelet transform (DWT) and the energy-compression characteristics of the discrete cosine transform (DCT) were combined to improve the transparency of digital watermarks. Using human auditory masking, the watermark was embedded into the low-frequency components by adaptive quantization. Wu et al. [2] proposed a DWT-based audio watermarking algorithm to resist shifting and cropping attacks. The synchronization codes and the watermark were embedded into the low-frequency coefficients in the DWT domain. Bhat et al. [3] presented an adaptive audio watermarking algorithm based on singular-value decomposition (SVD) in the DWT domain. The synchronization code and watermark were embedded by applying a quantization index modulation process on the singular values in the SVD of the wavelet domain blocks. Xiang et al. [4] segmented an audio signal into portions according to the bin width of the timedomain histogram, and then the portions in each bin would be filtered by DWT. The watermark was inserted by shaping the histogram after the DWT. Xiang et al. [5] presented a multibit robust audio watermarking solution by using the insensitivity of the audio histogram shape. The watermark sequence was embedded by reassigning the number of samples in groups of three neighboring bins. Akhaee et al. [6] proposed a watermarking approach using correlated quantization for data embedding with a histogram-based detector. A point-to-point graph (PPG) mapping is introduced, and two watermarks are embedded by quantizing the radii of the PPG points with hard and soft quantization steps. Pun et al. [7] proposed an approach to resist time-scale modification (TSM) attacks and pitch attacks without synchronization codes. In this approach, equal-length segments were extracted based on the signal energy. In each segment, the signal with the highest energy was calculated by the first-order difference and used as the feature point. Then, the watermark was embedded by adjusting the stationary wavelet transform (SWT) decomposition coefficients. In the extraction stage, the watermark was detected by a linear correlation method. Based on embedding synchronization code to resist synchronization attacks, Hemis et al. [8] applied the psychoacoustic model [9] to select the signals under the global masking threshold as the embedding position, and then distortioncompensated dither modulation (DC-DM) quantization was used to embed the watermark into the coefficients of the discrete wavelet packet transform (DWPT).
Multimedia watermarking, besides audio watermarking, also includes image watermarking. Audio is a onedimensional signal in the time domain; how to find stable signals in the time domain or frequency domain is the key to the embedding process. Different from audio, an image is a two-dimensional signal in the spatial domain, so the focus of the embedding process is to find stable image elements in the spatial domain. Hou et al. [10] used the gray-scale invariance feature to embed a watermark by changing the red, green and blue channels. Based on the immutability of the gray version, the watermark extraction is completed by predicting and restoring the red and green channel values. Sadreazami et al. [11] divided an image into non-overlapping blocks for contourlet transformation, and the watermark is embedded by the multiplicative modification of the contourlet coefficients. Based on the local statistical properties and inter-scale dependencies of the coefficients, maximum likelihood estimation is used to extract the watermark.
Multimedia watermarking can be implemented with software-based watermarking or hardware-based watermarking. The implementation of software-based watermarking is flexible, [1] - [8] belongs to this watermark. On the other hand, hardware-based watermarking has high embedding efficiency. Hardware watermarking is to embed a secret mark into different levels (Higher Abstraction Level-Architecture Design, Mid Abstraction Level-Register Transfer Level, Lower Abstraction Level-Physical Design) of hardware design in the form of a robust signature, so that the intellectual property (IP) cores will be protected. Sengupta et al. [12] described an embedding process by which a secret mark would be embedded during the Architecture Design stage. Sengupta et al. [13] proposed a triple-phase watermarking approach to protect the reusable IP core during Architecture Synthesis. When hardware watermarking is used to assist multimedia watermark, the watermarking would be developed in field-programmable gate array (FPGA) emulation platforms, digital signal processor boards, or applicationspecific integrated circuits (ASICs), and so on. In this way, the watermarking hardware is an energy-efficient design that can be integrated into any consumer electronics hardware, including digital cameras, mobile phones, and TV setup boxes [14] . For example, the watermark will be embedded when the secure digital camera imaging with built-in watermarking hardware for image. Kougianos et al. [15] described the hardware-based watermarking solution, including the basic framework, embedding, and extraction processes, and illustrate the different embedding approaches for image and video watermarks in spatial and temporal domains. Although the hardware watermark, image watermark, and audio watermark have their characteristics, they all need to meet the requirements of robustness, imperceptibility, and security. Therefore, the proposed approach focuses on how to improve the robustness and imperceptibility of audio watermarking.
B. MOTIVATION OF THE PAPER
The above audio watermarking approaches have achieved certain effects in resisting various types of attacks, but there is still room for improvement.
1) The approaches in [1] - [8] segmented the audio signal by a fixed length, which would weaken the robustness to synchronization attacks. Segmentation is the key step in watermarking. If each segment is the same length, then the segmentation will be confusing when facing synchronization attacks, which will lead to extraction errors. The approaches in [1] - [3] and [8] used synchronization code to defend against synchronization attacks. However, the synchronization codes were embedded beside the watermark, which reduced the imperceptibility of the watermark. The approaches in [4] - [6] used the characteristics of a histogram as the synchronization mark, but the histogram was a time-domain feature that was susceptible to frame cropping attacks. Therefore, it is necessary to design a flexible segmentation approach that can keep the correctness of the segmentation in the face of synchronization attacks. Meanwhile, the segments can be used as synchronization flags to avoid the embedding of the synchronization code.
2) The approaches in [1] and [8] used the psychoacoustic model to embed the watermark into the signals whose values are lower than the global masking threshold. For clear description, we define the area as masked signal domain, where the signal is lower than the threshold. On the other hand, we define the masking signal domain, in which the signal is higher than the threshold. Although the signal in the masked signal domain has good imperceptibility, it is vulnerable to compression attacks. Compression attacks will implement a small quantization step and a larger quantization step for the signals of the masking signal domain and masked signal domain, respectively [9] . Thus, the signals in the masked signal domain would be partially removed under compression attacks, resulting in more watermark data loss than in the masking signal domain. On the other hand, signals in the masking signal domain suffer less loss, so the watermark data is more stable and has stronger robustness. Therefore, the embedding strategy can be designed to embed the watermark in a dual-domain manner, which will effectively improve the watermark robustness. It is necessary to assign different embedding strengths for the embedding of the two domains to ensure the imperceptibility of the watermark while improving the robustness.
C. CONTRIBUTION OF THE PAPER
To solve the above problems, we propose the following improvements to enhance the ability of the watermark to resist synchronization attacks and compression attacks.
1) A novel audio beat detection approach is designed to flexibly segment the signals. In this way, the ability to resist synchronization attacks will be improved. Based on the existing beat detection approaches, the proposed approach designs a novel detection approach to impart beats with a better ability to resist signal processing attacks. First, the audio signals are decomposed by DWPT. Different from DWT, DWPT extends the wavelet transformation; both the high and low subbands of each level will be decomposed by DWPT. The number of coefficients in each layer is the same. Therefore, each sub-band can correspond to the frequency band of the global masking threshold, which will facilitate the expression of the threshold in the time-frequency domain. Then, the covariance relations of the multi-layer decomposition coefficients at different time instants are calculated to determine the locations of the beats, which will be used as flags of the audio segments. Because the beats reflect the tendency of signal transition and will remain unchanged when facing data clipping, TSM, and pitch-change attacks, the segmentation will not be affected in the watermark extraction stage. 2) A dual-domain embedding approach is proposed to improve robustness to compression attacks while maintaining imperceptibility. A watermark embedded in the masking signal domain has strong robustness to compression attacks, while a watermark in the masked signal domain has good imperceptibility. To combine their respective advantages, the proposed approach embeds a watermark in the two domains simultaneously by using the DC-DM quantization method. The proposed approach selects the frequency band with the lowest mask-to-noise ratio (MNR) as the embedding position for each domain, which will reduce the distortion caused by embedding. Moreover, the proposed approach uses the masking effect [13] to calculate an adaptive quantization step for each domain, which will further control the embedding noise and protect the original audio from being significantly affected. The remainder of this paper is organized as follows. In section II, the proposed approach is described. In section III, an experiment is conducted to evaluate the quality and robustness of the proposed approach. Finally, we summarize the work.
II. PROPOSED APPROACH
In the proposed approach, the audio beats are first detected, and then these beats are used to segment the audio. In each segment, the global masking threshold [9] is calculated to divide the signals into the masking signal domain and masked signal domain. Then, the embedding positions are selected, and the adaptive quantization steps are calculated for each domain. Finally, the watermark is embedded into the two domains simultaneously by the DC-DM method. In the extraction stage, the proposed approach performs the same processing on the audio signal as in the embedding process to obtain the embedding positions and quantization steps. For each segment, the watermarks of the two domains are extracted by determining whether the watermarked signal is closer to the quantizer of the watermark bit ''1'' or ''0''.
A. AUDIO BEAT DETECTION
In contrast to the previous approaches in [1] - [8] , which segmented the audio signal with a fixed length, the proposed approach uses audio beats to complete the flexible segmentation. Thus, the proposed approach will first detect the beats. One beat is composed of four parts: onset, attack, transient, and decay [16] . As shown in Fig. 1 , onset is the start of the beat, attack is the region where the signal energy increases, transient is the transition of the signal energy from increasing to decreasing, and decay is the recession of the beat. Therefore, the beat start and end can determine one segment.
Authors [16] - [26] processed signals in the time domain or frequency domain to extract the signal features as beat marks. Bello et al. [16] summarized the general steps for detecting beats: first, the audio signals are preprocessed by frequency filtering or a short-time Fourier transform (STFT). Second, the signals are downsampled to highlight the energy variation characteristics. Finally, the local maximum energy signals are selected as the beat starts. However, when these beat detection methods are applied to digital watermarking technology, the following problems will occur:
1) The signal preprocessing works only in the time domain or frequency domain but is unable to reflect the signal characteristics in the time-frequency domain. Moreover, in the extraction step, the beat detection will be confused when facing attacks from the time and frequency domains simultaneously. 2) The local maximum is susceptible to various signal processing attacks, resulting in a detection error.
Although the beat detection methods are diverse, the detection results are vulnerable to signal processing attacks. To enhance the robustness of the beat detection and make it suitable for digital watermarking technology, this work proposes a new method to detect beats by measuring the changing tendency of the audio signal energy. First, signal preprocessing is performed to divide the original audio into frames, whose length is m (m = 2 p , and p is a positive integer). Then, multi-level DWPT is applied to each frame to calculate the coefficients a i,j , where i denotes the i-th level decomposition and j denotes the offset of the wavelet scale function starting from the first signal data. Let the number of decomposition layers be n; then, the decomposition coefficients of each layer could constitute an n × m matrix A. In this way, a multi-level coefficient matrix reflecting the time-frequency characteristics of the audio signals is obtained. 1 a 1,2 ... a 1,m  a 2,1 a 2,2 ... a 2,m ... ... ... ... a n,1 a n,2 ... a n,m
For ease of calculation, each column in the matrix is processed with a zero mean to generate a new matrix A with elements a i,j . In addition, the transposition of matrix A is left multiplied by itself to obtain matrix C. Hence, C is a symmetric matrix whose diagonal elements c i,i are the variances of the corresponding i-th column vector, and the remaining elements c i,j are the covariances between the corresponding i-th and j-th column vectors. As an example, decomposition with two resolution levels is applied for only two bits of signal data in equations (2) and (3).
Matrix C provides the covariance of any two adjacent wavelet packet decomposition coefficient vectors. As shown, the coefficients show the variation trend of the signal energy. At the start of a beat, the signal energy will change from smooth to oscillating. Analogously, the corresponding coefficient vectors will change with this trend, and the covariances in C will increase. At the end of the beat, the signal energy variation returns to calm, and the covariances will decrease. For further analysis, the proposed approach uses the standard deviation, which expresses the range of signal fluctuation, to quantify the trend. The standard deviation of all the covariances in C can measure the covariance change. When the beat starts, the covariance variance should be greater than the standard deviation. Additionally, it should be less than the standard deviation when the beat ends. Therefore, we can use the standard deviation and a scaling factor as the soft threshold to find the beat locations. The specific detection method is described as follows.
The column number of covariance matrix C is m in each frame. The covariance means µ Ca (j) for each frame could be calculated by taking the average for all elements of C. Suppose that the audio has L frames; the covariance means µ audio could then be calculated for all frames. and
The covariance standard deviation of the audio is calculated as follows:
To improve the robustness of the segmentation to signal processing attacks, we propose the following segmentation criteria. When µ Ca (j) satisfies (7) and (8), the j-th frame will be determined as the start of the beat. Equation (7) is used to determine whether the signal energy continues to change drastically. To ensure that the signal is in the non-stationary state, equation (8) is used to determine whether the dispersion between the covariance of the current frame and the covariance average of the audio is greater than the standard deviation.
and
where α is the scaling factor, and the value range is (0, 2), which is used to control the number of segments. In the same way, when µ Ca (j) satisfies both (9) and (10), the j-th frame will be considered to be the end of the beat.
Subsequently, each beat interval could be taken as a signal segment in which the watermark data will be embedded. The entire beat detection process is shown in Fig. 2 . Thus, the segment length will change with the variation in beats, and the watermark will be robust to synchronization attacks without embedding synchronization code. Moreover, to provide synchronization information for watermark extraction, the beats are arranged by N grade ranges based on the standard deviation of each beat (set as δ(s), s = 1,2,3,. . . ,N ), where N is the number of beats of the audio. Therefore, the grade ranges (set as G and G ∈ {G(1), G (2), . . . , G(N )}) indicate the position sequences of the beats. For example, if (δ(s 1 ) − δ(s 2 )) ⊂ G(t), then the beat with the standard deviation δ(s 2 ) is located in the t-th position sequence.
B. DUAL-DOMAIN DIVISION AND WATERMARK EMBEDDING POSITION DETERMINATION
The watermark embedding area is related to the robustness and imperceptibility. To take full advantage of the anticompression processing capability of the signals in the masking signal domain and the imperceptibility of the signals in the masked signal domain, we embed the watermark into the two domains simultaneously. In the psychoacoustic model, the two domains are divided by the global masking threshold [9] in the entire audio spectrum. The signal whose value is greater than the threshold belongs to the masking signal domain, and the signal whose value is less than it belongs to the masked signal domain. The threshold will be calculated by the following key steps: 1) Conduct fast Fourier transform (FFT) analysis and sound pressure level (SPL) normalization. 2) Distinguish the tone and noise signal. 3) Calculate the tonal maskers and noise maskers. 4) Calculate the individual masking threshold. 5) Calculate the global masking threshold. Because the signal processing of this approach is based on DWPT, the threshold needs to be converted to the wavelet domain to express the time-domain characteristic. After calculating the threshold for each frame with length 2 k , we decompose the signal by a k-level wavelet packet to ensure that the threshold corresponds to the frequency subbands of the wavelet domain. Therefore, the threshold is expressed by 2 k sub-bands. As shown in Fig. 3 , the threshold divides the wavelet packet decomposition coefficients into the masking signal domain and masked signal domain.
When the global masking threshold of each frame is calculated in the wavelet domain, the final embedded positions need to be determined in the masking signal domain and masked signal domain. To better use the features of the psychoacoustic model, all the sub-bands are rearranged into 32 new frequency sub-bands of equal width. The coefficients of each sub-band in the two domains are set as C 1 (n, i) and C 2 (n, j), where n denotes the n-th sub-band and i and j are the coefficient numbers.
In addition to the global masking threshold, the signalto-noise ratio (SNR), signal-to-mask ratio (SMR) and maskto-noise ratio (MNR) also need to be calculated. The SMR indicates the masking ability of a masker by measuring the difference in SPL between the masker and its masking threshold [9] . In the MPEG audio coding standard, the MNR is used to determine the number of code bits that will be allocated to each sub-band. The MNR has the following relationship with the SNR and SMR:
Taking the case of embedding the watermark in the masking signal domain, the SNR and SMR can be calculated in (12) and (13), respectively:
where C 1 (n, i) is the watermarked coefficients and L is the number of coefficients in the n-th sub-band.
where L sb is the sound pressure level in subband n and LT min is the minimum masking level in subband n. Then, the sub-bands are sorted in ascending order by the MNR, and the sub-band with the lowest MNR value will be allocated the code bit to increase the accuracy of the quantization. The more bits that are allocated, the smaller the quantization step that will be used to quantize the signals of the sub-band, and the signal distortion will also be smaller. Therefore, in each segment, the watermark is embedded into the coefficients of the sub-band with the lowest MNR for each domain, as shown in Fig. 4 . In this way, the watermark has the robustness to compression attacks.
C. WATERMARK EMBEDDING AND EXTRACTION 1) EMBEDDING APPROACH
Similar to [8] , the proposed approach applies the DC-DM quantization method to embed the watermark. In the classic QIM approach, the watermark is embedded by quantifying the original signal. The quantization formula is:
where X is the original audio signal; X is the watermarked signal; the embedded information w ∈ {0, 1} is binary data; Q is the quantizer, defined as Q(X ; ) = X / ; and the symbol . is rounded down. DC-DM quantization is an improved approach of standard QIM [27] . The quantization step scaling factor β(0 < β ≤ 1) is introduced such that the quantization step is scaled from of the standard QIM to /β, which enhances the anti-noise ability. The embedding function can be expressed as:
where d w is the amount of dither, and the setting of its value is divided into two cases: the embedded data are ''0'' or ''1''. When the embedded data are ''0'', d 0 is set as a pseudorandom number in [− /2, /2]. Otherwise, d 1 is calculated by (16) . 
2) ADAPTIVE EMBEDDING STRENGTH CALCULATION
In the masking signal domain, when the coefficients C 1 (n, i) are quantized by the DC-DM method, the signalto-quantization noise (denoted by N (1) SNR (n)) for each subband can be calculated in (12) To ensure that the quantization noise is masked, the noise must be under the masking tone. The relation of the signal, mask, and noise is shown in Fig. 5 (a) . The signal is larger than the mask, and the mask must be larger than the noise. Thus, N (1) SNR needs to satisfy the following equation:
When (17) takes an equal sign, the quantization step is maximum, and the watermark is robust to compression attacks. Moreover, the noise cannot be perceived, and the imperceptibility of the watermark is guaranteed. At this time, the watermarked coefficients X are obtained. Then, X is substituted into (15) to find the quantization step size. If the audio has N segments, the calculation will be repeated to obtain the adaptive quantization steps for all segments, set as 1 and 1 ∈ { 1 (1), 1 (2), , , 1 (N − 1), 1 (N )}.
In the masked signal domain, the signal-to-quantization noise (denoted as N (2) SNR (n)) will be calculated through (12) by replacing the coefficients C 1 with C 2 . In this case, the relation of the signal, mask, and noise is as shown in Fig. 5  (b) . The mask is larger than the signal and noise, and the noise must be smaller than the signal. Hence, N (2) SNR needs to satisfy the following equations:
Similarly, the optimization method will be used to calculate the quantization step when (18) and (19) take an equal sign at the same time. Then, the quantization step will be calculated for all segments, set as 2 and 2 ∈ { 2 (1), 2 (2), , , 2 (N − 1), 2 (N )}.
3) WATERMARK EMBEDDING
Due to watermark attacks and errors caused by the signal transformation from the time domain to the frequency domain, watermark extraction has a risk of failure. To avoid this problem, we embed one same-bit watermark repeatedly VOLUME 7, 2019 into all coefficients of the selected sub-band for one segment. The complete watermark embedding process is shown in Fig. 6 . The key steps in the watermark embedding are as follows:
1) Use (7)- (10) to detect the beats of the original audio.
2) Cut the original audio into segments by the beat locations. 3) Calculate the global masking threshold for each frame. 4) Use the threshold to divide the audio signal into the masking signal domain and masked signal domain. 5) In each segment, calculate the MNR by (11) for every frame and select the sub-band with the lowest MNR as the embedding position for each domain. 6) In the masking signal domain, use (17) to determine the quantization step, and use (15) to embed the watermark. 7) In the masked signal domain, use (18) and (19) to determine the quantization step, and use (15) to embed the watermark. 8) Repeat steps (4)- (7) until all segments have been traversed. 9) Apply wavelet packet synthesis operation on the watermarked coefficients to reconstruct the watermarked audio.
4) WATERMARK EXTRACTION
For each embedding domain, watermark extraction is processed from beat detection to embedding sub-band determination. Then, the quantization steps of the masking signal domain are decided by the correspondence relation of G and 1 . Similarly, the quantization steps of the masked signal domain will be calculated. Subsequently, the watermark embedded in each sub-band will be extracted by (20) and (21), where X is the watermarked signal. If the signal is close to the Q 1 quantizer, the extracted watermark is ''1''. Conversely, if the signal is close to the Q 0 quantizer, the extracted watermark is ''0''.
Then, for each segment, the embedded watermark can be decided by calculating the ratio of ''1'' and ''0'' extracted from the embedding sub-band.
If w frame ≥ 1, then the extracted bit is ''1''; otherwise, it is ''0''. Let the watermarks extracted from the masking signal domain and masked signal domain be W masking and W masked , respectively. The final watermark is decided by the following criteria:
If (W masking + W masked )/2==1, then the final extracted bit is ''1''; otherwise, it is ''0''. The watermark extraction process is shown in Fig. 7 . 
III. EXPERIMENTS AND EVALUATION
In this section, the proposed approach applies the proposed watermarking approach to different audio clips, and we evaluate the effect from three aspects: capacity, quality, and robustness. The experimental samples are eight audio clips, including male speech, female speech, piano, symphony, pop, light, jazz, and rock (the frequency is 44.1 kHz, the quality is 16 bits/sample, and the length is 30 s). For verifying the performance of the proposed approach, it is compared with the watermarking approaches in [7] and [8] . To establish a fair and objective comparison environment, the capacity of each approach is set to be the same, i.e., each audio clip is cut into the same number of segments for each approach, and the SNR is 30 dB. The experimental results are the average values for all clips.
A. WATERMARK CAPACITY
According to the extraction approach in the previous section, the watermark capacity of each segment is one bit.
Thus, the capacity is related to the number of segments. From equations (9) and (10), the segment number is affected by the scaling factor α and will decrease with the increasing α. Therefore, the value of α must be set to meet the requirement of the watermark data size. For example, if a 256 * 256 binary image will be embedded into audio with a length of 4 minutes, then at least 5 bits of data need to be embedded in one second. Hence, the number of segments must be greater than five segments/second. Fig. 8 shows the watermark capacities of piano, light, and rock clips under different typical values of α.
B. WATERMARK QUALITY EVALUATION
In the proposed approach, the adaptive quantization steps are calculated to improve the robustness and retain imperceptibility. Thus, the watermark embedding will not damage the original audio. Watermark quality evaluation is to measure the influence of the watermark on the original audio and can be divided into objective evaluation and subjective evaluation. The objective evaluation adopts the SNR as the index to evaluate the noise level caused by the watermark embedding.
The subjective evaluation is tested by subject difference grade (SDG) scales [28] . The proposed approach invites twenty listeners to participate in the experiment (ten men and ten women, aged between eighteen to thirty). The test audios are divided into two groups: group A comprises the original audios, and group B comprises the watermarked audios. All listeners independently listen to the corresponding audios in groups A and B and then judge the differences. The difference between two audios can be quantified by SDG: ''0.0''-imperceptible, ''−1.0''-perceptible, ''−2.0''-slightly annoying, ''−3.0''-annoying, ''−4.0''-very annoying, and ''−5.0''-catastrophic. The averages of the SNR and SDG for all audio clips are shown in Table 1 . The experimental data show that the SDG values are almost equal to 0 and that the SNR values are between 26 dB and 33 dB. This result indicates that the original audio and watermarked audio are indistinguishable and that the watermark embedding does not lead to audio quality degradation.
C. ROBUSTNESS
The proposed approach uses two indices to evaluate the robustness: one is the ratio of correctly extracted segments (RCES), and the other is the bit error rate (BER), which is used to detect the difference between the original watermark W and the extracted watermark W .
where is the mutex-or operator, and L slice is the total number of segments. However, BER was not used for the effect evaluation in [7] because the spreading spectrum technique was employed for watermarking. Thus, we will only compare BER for the proposed approach and the approach in [8] .
We first conduct the synchronization attack test. Synchronization attacks are to change the audio signal sequence in the time domain. Their fundamental objective is to destroy the timing of the original audio so that the embedded position cannot be found correctly when the watermark needs to be extracted.
1) DATA CLIPPING ATTACKS
Data clipping attacks are the main means of synchronization attacks. The proposed approach simulates the following attack scenarios to test the robustness. The experimental results are shown in Table 2 .
• Delete successive audio data randomly. The watermark extraction RCES is related to the amount of deleted data. If the deleted data are larger than the data of the segment at the deletion location, the watermark embedded in this segment will be lost. For all test clips, we randomly delete successive data with 1000 bits, 2000 bits, and 3000 bits. The extraction will not be affected when the deleted data scale is smaller than 2000 bits. A minor extraction error will occur when the delete scale is larger than 2000 bits. In contrast, the approaches in [7] and [8] have more extraction errors than the proposed approach under various deletion scales.
• Delete audio data according to the following rule: delete one bit from every n bits of data. For example, every ten delete one will not affect the correct extraction. However, the audio quality will be significantly degraded if the deletion frequency is higher than every five delete one, and the experiment will no longer be continued.
As with the operation of deleting data randomly, the performance of the proposed approach is better than those of the approaches in [7] and [8] .
• Exchange audio data randomly. The data are exchanged from 1/10 of the entire clip to 1/5, and the watermark extraction is not significantly affected. Although the extraction errors are higher than in the data deletion operation, the proposed approach still outperforms the approaches in [7] and [8] . 
2) OTHER SYNCHRONIZATION ATTACKS
In addition to data clipping, TSM and pitch change are other typical synchronization attacks. The proposed approach performs various scales of TSM and different types of pitch operations on the watermarked audios.
• TSM attacks: TSM attacks are to modify the time scale, so that the entire audio is shortened or extended, that is, the audio rate is slowed or accelerated. In this experiment, the TSM of the watermarked audios is increased by 5%, 15%, −5%, and −15% in turn.
• Pitch-change attacks: pitch-change attacks are to modify the height of the sound in the frequency domain. In this experiment, the watermarked audios are subjected to the following pitch-change attacks: the pitch scale is increased by 5% and 10%, bowcurve pitch shifting, distortion-bass pitch shifting, midlevel exposition pitch shifting, and groove-dist pitch shifting. The experimental results are shown in Table 3 . The data show that TSM and pitch-change attacks are difficult to resist. When TSM attacks are implemented, the RCES and BER of the proposed approach and the approaches in [7] and [8] will gradually decrease. The robustness of the three approaches is almost identical. Because the beat locations are not affected by the pitch-change attacks, the proposed approach shows a better effect than the approaches in [7] and [8] . However, the correct rate of beat detection will be decreased by pitch shifting. Thus, the pitch attacks will lead to low RCES and BER values.
3) COMMON AUDIO SIGNAL PROCESSING
After the synchronization attack tests, the following common audio signal processing attacks are used to evaluate the robustness.
• Amplitude attacks: the amplitude of the audio signals are increased in order by 2 dB, 4 dB, and 6 dB.
• Gaussian white noise attacks: 10 dB, 20 dB, and 30 dB Gaussian white noises are separately added to the watermarked audio.
• Equalization attacks: equalization attacks are to change the sound effects by changing the frequency components. In this test, 10 band, 20 band, and 30 band equalization processes are separately performed on the watermarked audio.
• Echo attacks: echo attacks are to disturb the original audio signal by adding an echo signal to the audio. In this test, the watermarked audio has a 40% echo signal added with 100 ms, 200 ms, 400 ms, and 800 ms delays.
• Frequency clipping attack: signals with a frequency of 600 Hz will be removed.
The experimental data are shown in Table 4 . When facing amplitude and Gaussian white noise attacks, the performance of the proposed approach is the same as those of the approaches in [7] and [8] . For equalization and echo attacks, the accuracy of the watermark extraction is higher in the proposed approach. [7] and [8] against common audio signal processing attacks. TABLE 5. BER of the proposed approach and the approaches in [7] and [8] when facing MP3 attacks.
4) COMPRESSION ATTACKS
Compression attacks are to compress the bit rate of an audio signal without losing any useful information (or suffering only a negligible loss). These attacks will cause watermark loss. The proposed approach uses different MP3 compression ratios to test the robustness. The experimental data are shown in Table 5 . The watermark is embedded in both the masking and masked signal domains. The proposed approach selects the subband with the most bits allocated as the embedding position. Thus, the BER values of the proposed approach are lower than those of the approaches in [7] and [8] when the test audio clips are subjected to 32 kbps, 48 kbps, 64 kbps, 96 kbps, and 128 kbps MP3 compression attacks. Although the extraction error rate will sharply increase when the compression rate is lower than 64 kbps, the sound quality will suffer the same degree of damage.
IV. CONCLUSION AND FUTURE WORK A. CONCLUSION
This work proposed a new dual-domain audio watermarking approach to improve the robustness and imperceptibility. A new audio beat detection scheme is designed to improve the robustness to synchronization attacks. The psychoacoustic model is used to divide the signals into the masking and masked signal domains. The signals in the masking signal domain are robust to compression attacks, while the signals in the masked signal domain have better imperceptibility. The watermark is embedded into the two domains simultaneously by the DC-DM quantization approach. To control the imperceptibility while retaining the robustness, the masking effect is applied to audio to calculate the adaptive hiding positions and quantization steps for embedding each bit. Therefore, the watermarked signals have stronger robustness to synchronization attacks, compression attacks, and other common signal processing attacks. Good imperceptibility is also guaranteed. Similar to the watermark embedding process, watermark extraction is processed in three steps: detect audio beats, select embedding locations, and extract the watermark by adaptive quantization steps.
The effectiveness of the proposed watermark approach is tested by using multiple types of audio clips. The imperceptibility and robustness of the watermark are measured in terms of the SNR, SDG, RECS, and BER. The experimental data show that the proposed approach has stronger robustness to synchronization attacks, compression attacks, and common signal processing attacks than the approaches in [7] and [8] .
B. FUTURE WORK
The proposed approach improves the robustness of audio watermarking while keeping the imperceptibility, but how to enhance the ''security'', ''robustness'', and ''imperceptibility'' of the watermarking at the same time is a problem that needs to be solved. The ''triple-phase'' hardware watermarking approach proposed in [2] and the multiple-image watermarking approach proposed in [29] provide feasible ideas and methods to solve this problem. Therefore, in the future, we will focus on how to enhance the audio watermarking performance by exploiting the characteristics of ''triplephase'' and multiple-watermarking approaches.
