Nowadays, artificial intelligence approaches such as artificial neural network (ANN) as a self-learn non-linear simulator and genetic programming (GP) as a tool for function approximations are widely used for rainfall-runoff modeling. Both approaches are usually created based on temporal characteristics of the process. Hence, the motivation to present a comprehensive model which also employs the watershed geomorphological features as spatial data. In this paper, two different scenarios, separated and integrated geomorphological GP (GGP) modeling based on observed time series and spatially varying geomorphological parameters, were presented for rainfall-runoff modeling of the Eel River watershed. In the first scenario, the model could present a good insight into the watershed hydrologic operation via GGP formulation. In the second scenario, an integrated model was proposed to predict runoff in stations with lack of data or any point within the watershed due to employing the spatially variable geomorphic parameters and rainfall time series of the sub-basins as the inputs. This ability of the integrated model for the spatiotemporal modeling of the process was examined through the cross-validation technique. The results of this research demonstrate the efficiency of the proposed approaches due to taking advantage of geomorphological features of the watershed. 
NOTATION
Q outlet(t) outlet runoff at time t Q i (t) runoff value at time t for i-th sub-basin i sub-basin index I (t-αΔt) rainfall value with αΔt lag time Although ANNs are useful tools in hydrological time series modeling, the obvious disadvantage of ANNs is that they represent their knowledge in terms of weight matrix that is not accessible to human understanding at present.
In addition, the number of inputs and/or hidden layer neurons is not clearly determined and should be obtained by a trial and error process which is usually a time-consuming procedure. Therefore, it is still necessary to develop an explicit model to overcome the limitations. From this point of view, the genetic programming (GP) model is an evolutionary computing method that provides transparent and structured system identification (Savic et al. ) . The motivation for this model is that the GP model has some advantages which allow mitigating some limitations of ANN models. These advantages can be summarized as fol- were generally favored for forecasting over ANNs. Selle & Muttil () showed that GP can be used to evaluate the structure of hydrological models and to gain insight into the dominant components of the hydrological systems. Also, some aspects of GP in hydraulic engineering were mentioned on GANN modeling of hydrological processes, but to the best of the authors' knowledge there is no study that has incorporated the spatially varying geomorphological features of a watershed into a GP structure to create an effective modeling tool. The geomorphological parameters of watershed, such as curve number, slope, and area can be used as terminals in a GP formulation. Therefore, in view of the importance of geomorphological parameters in rainfallrunoff modeling, the present study was undertaken to develop geomorphological GP (GGP) models that could be used to provide reliable and accurate estimation of watershed runoff with physical interpretation. Also, a model needs to be designed that can be used to predict runoff in the stations with lack of data or any desired point within the watershed. In this way, first, the conventional or classic GP model is used for daily rainfall-runoff modeling of the watershed. Then, two different GGP scenarios as separated geomorphological GP (SGGP) and integrated geomorphological GP (IGGP) are presented by imposing the geomorphological characteristics of the watershed into the GP structure.
The arrangement of this article is as follows. In the next section, an in-depth introduction for the basic concept of GP is given. The following section then explains the architecture of the proposed GGP models. In the next two sections, the efficiency criteria and study area are introduced and then, the performance of the models is evaluated and compared.
The final section concludes this paper by pointing out current problems and future directions.
GENETIC PROGRAMMING (GP)
GP is an evolutionary computing method that generates a transparent and structured representation of the system being studied (Koza ) . The nature of GP allows the user to gain additional information on how the system performs, i.e., gives an insight into the relationship between input and output data. The GP is similar to genetic algorithm (GA) but unlike the latter, its solution is a computer program or an equation as opposed to a set of numbers in the GA. So, GP is more attractive than traditional GA for problems that require the construction of explicit models (Savic et al. ) . The GA and GP deal with two different structures but the solution procedure of both algorithms is similar. The GP is based on tree structure. For example, the outline of a simple GP structure for a sample mathematical expression is shown in Figure 1 .
In GP, a random population of individuals is created, the fitness of individuals is evaluated and then, the parents are In evolutionary computation, it can distinguish between three different types of operators which are named crossover, reproduction, and mutation (Sivanandam & Deepa ) .
These operators are briefly described below.
• Crossover operator: Two parent individuals are selected and a sub-tree is selected on each one. Then, crossover exchanges the nodes and their relative sub-trees from one parent to the other ( Figure 2 ).
• Mutation operator: The mutation operator can be applied to either a function node or a terminal node. A node in the tree is randomly selected. If the chosen node is a terminal, it is simply replaced by another terminal. If it is a function and point mutation is to be performed, it is replaced by a new function with the same arity ( Figure 3 ).
• Reproduction operator: The reproduction operator simply chooses an individual in the current population and copies it without changes into the new population. it is necessary to use the independent and important watershed characteristics such as area, slope, and curve number which can be defined for each sub-basin. In other words, the aim is to derive models for all over the watersheds.
Hence, the considered input variables in the model should be defined for any desired point or area within the watershed. By considering the mentioned points, the area, slope, and curve number were used as model inputs. These par- 
SGGP model
The SGGP model should be utilized for each sub-basin of the watershed, separately. The schematic structure of the input and output units is presented for the SGGP model in Figure 6 . In addition to the rainfall and runoff, the geomorphological parameters are also considered as the model inputs. The temporal variables (i.e., rainfall and runoff values) are arranged in the input matrix according to the Markovian property of the process. Since GP has the ability to select variables that contribute beneficially to the model and to disregard those that do not, it is expected that the GP evolved equations would contain the most significant rainfall and runoff variables. In the SGGP model, the geomorphological parameters are constant for each sub-basin.
Hence, the SGGP model should not be categorized as a spatiotemporal model.
IGGP model
The proposed IGGP model can be used for rainfall-runoff modeling of the entire watershed ( Figure 7 ). In the IGGP 
EFFICIENCY CRITERIA
In time series modeling, it is common to split the total data into training (calibration) and test (verification) sub-sets. For this purpose, the data set was divided into two parts: the first 75% of total data was used as the training set and the second 25% for verifying the models. In an evolutionary model such as the GP model, when an individual emerges whose sum of absolute errors is less than a given value, the training of the model must be stopped. In this process, in order to evaluate the model performance, different efficiency criteria are used in the training process. Finally, the prediction accuracy of the optimized model is verified using the verification data.
The model that yields the best results in terms of determination coefficient (DC; Nash & Sutcliffe ) and root mean squared error (RMSE) in the training and verifying steps can be determined through a process of trial and error. For this purpose, the following measures of evaluation are used to compare the performance of the different models (Nourani ): Figure 8 shows the map of the study area. The length of the longest flow path is 300 km. The major land use/cover of the area is evergreen forest land (75%). The minimum and maximum daily air temperatures are -10
and 35 W C, respectively. The mean daily temperature varies from -1 up to 25 W C over a year for the basin.
The historical daily discharge data are available for nine stations inside the watershed (USGS, http://co.water.usgs.
gov/sediment/seddatabase.cfm). Each station was considered as an outlet for the sub-basin. Extra information about the stations and related sub-basins are presented in Table 1 .
Also, daily rainfall data are available for three rain gauges (HydroLab, http://hydrolab.arsusda.gov/nicks/nicks.htm) in which the distance-weighted average of recorded rainfall values in these gauges were considered as the daily rainfall over each sub-basin. Table 2 shows the statistical analysis of the available data. Figure 9 shows the time series of daily rainfall-runoff relevant to the station located at the outlet of the basin (USGS ID ¼ 11477000) as an example.
In the current research, the models were calibrated using the data from 
RESULTS AND DISCUSSION
In an evolutionary model such as GP, the model output depends on the input variables which must be investigated 
Results of classic GP model
At the first step, the classic GP model was employed for rainfall-runoff modeling of the whole basin to predict runoff discharge at the outlet station of the watershed (i.e., station 1, USGS ID ¼ 11477000). The input variables of the GP model were considered as rainfall at the current and some previous times to predict the outlet runoff at current time step (Q outlet(t) ). The mathematical relationship could be expressed as a function of f :
In Equation (3), I (t-αΔt) is the rainfall value over watershed with αΔt lag time. Δt is the modeling time scale which should be substituted by 1 (i.e., Δt ¼ 1) for daily rainfall-runoff modeling. Since the GP model has the ability to select some variables contributing beneficially to the model and disregard those that do not, the number of input variables can be arbitrarily selected in Equation (3).
In other words, the α value can be substituted by high numbers and it is expected that the GP evolved equations would contain the most significant rainfall variables. It is notable that more input variables may lead to a complex and huge formulation. Furthermore, it causes long run time to complete the evolutionary process of the program. In the current research, eight variables were used as inputs for the GP model (i.e., α ¼ 7).
In an evolutionary model such as GP, the model output depends not only on the input variables but also initial population size, sampling method, and the functions type which must be calibrated by sensitivity analysis, correctly.
Since the evolution process is a non-deterministic process, it does not end with a successful solution in each program run. So, these parameters must be set by a trial and error method. For this purpose, the program must be processed in several independent runs to obtain a successful solution for the problem. The number of required program runs for the satisfactory solution depends on the difficulty of the problem or model. In the current research, different sets of evolutionary parameters were examined for the GP model and the best combination of the value/method for evolutionary parameters is listed in Table 3 .
As shown in Table 3 , the arithmetical functions were set up to the GP model. In order to determine which type of function has high fitness and suitable structure, the introductory test runs in the GP model were executed for two different combinations of functions. The basic arithmetical functions (addition, subtraction, multiplication, and division) and the mathematical functions (natural exponential, power, sine and cosine functions) were used in the first and second combinations, respectively. For each of the function Table 4 .
As shown in Table 4 , the analysis of both combinations
shows that the probability of successful solutions will be greatest if the basic arithmetical functions are used as the function genes. Furthermore, the arithmetical functions lead to simple explicit formulations whereas mathematical functions may lead to a complex formulation. Consequently, the arithmetical function genes were used in all subsequent runs in the presented GP and GGP (i.e., SGGP and IGGP) models.
In addition to the parameter selection, the main concern in using a GP model is the training process. When a GP model is trained iteratively in order to improve its performance on the training data, it is possible that the GP formulation finally 'memorizes' the training samples and does not 'learn' the underlying pattern. This is called an over-fitting (over-training) problem in the artificial intelligence models. This is more likely to happen in the GP model with a large number of generations. For this reason, the GP model with suitable generations is preferred just enough to provide an adequate fit to avoid over-training.
Also, the GP formulation should be adjusted only on the account of the training (calibration) set, but the error should be monitored on the validation data set, simultaneously. The error on the validation data will normally decrease during the initial iterations together with the error on the training set and when the GP formulation begins to over-fit the training data, the error on the validation data will begin to rise. For this reason, the calibration and verification errors must be considered in the training process simultaneously. This technique was applied in the modeling process of this paper and it was found that 1,000 generations is a good choice to prevent the over-fitting issue.
By considering the factors mentioned about the GP modeling, various runs were conducted and the optimum formulations were selected according to the obtained evaluation criteria in terms of DC and RMSE. The best GP formulation for the outlet of the Eel River watershed was:
As shown in Equation (4) In Equation (5), Q (t-βΔt) denotes the observed runoff value at the outlet station with βΔt lag time. Since the rainfall and runoff time series have almost the same seasonality and pattern, the α and β values could be substituted by equal value (Nourani et al. b) . For this purpose, 15 variables were used as inputs in the GP model consisting of eight rainfall and seven runoff variables (i.e., α ¼ β ¼ 7). The modeling process led to Equation (6) as:
As seen in Equation (6), the variables of the equation indicate that the rainfall and runoff lag times for the basin are almost 2 and 3 days, respectively; thus, examination of the variables with a lag of more than seven is not necessary. Moreover, the catchment response is highly influenced by the recent rainfall and runoff (i.e., I (t) and Q (t-1) ) values of the catchment. Since the current rainfall variable (I (t) ) has been magnified in Equation (6), it can be concluded that previous rainfall conditions that could extend for several days in the past are not significant as relative as to the current rainfall condition in the predicted runoff value. In this step, the model efficiency criterion in terms of DC is 0.93 and 0.89 for the calibration and verification data sets, respectively. This high efficiency can be related to the autoregressive properties of runoff time series which is captured via runoff variables (i.e., Q (t-1) and Q (t-2) ). However, the major shortcoming in applying such classic GP to rainfallrunoff modeling is that the network does not incorporate geomorphological elements, so does not take into account the spatial dependence. Hence, the model cannot give true insight into the watershed's physical characteristics in the rainfall-runoff modeling. Such a drawback can be removed by the SGGP model which contains the geomorphological features of the basin. Furthermore, in some stations, a major limitation of classic GP is the lack of availability of adequate data to predict runoff value accurately. Also, this model is not able to calculate the runoff in a sub-basin or area which has no station. To circumvent this problem the integrated geomorphological GP model (i.e., IGGP) is proposed.
Results of proposed SGGP model
In the first GGP scenario (i.e., SGGP model), in addition to the temporal variables (i.e., rainfall and runoff time series), geomorphological parameters such as area (A), slope (S) and curve number (CN) of sub-basins were considered as geomorphological inputs of the input unit for the GP model ( Figure 6 ). It is notable that in the conventional data-driven approach such as ANN and GP models, the measurement units can be removed using the normalized data. Since the geomorphological input variables of GGP models (i.e., SGGP and IGGP models) have inconsistent dimensions, one standard approach for avoiding the potential conflicts with incorrect dimensionality of induced formulations is to use dimensionless values. This is a standard scientific practice, as units of measurements are effectively eliminated through the introduction of dimensionless ratios (Babovic et al. ) . In this way, the dimensionless geomorphological parameters were imposed onto the SGGP models which can reflect the watershed sub-basins' characteristics. Therefore, the SGGP models for sub-basins could be expressed as:
Q iðtÞ ¼ f I iðtÞ , I iðtÀ1Þ , I iðtÀ2Þ , . . . , I iðtÀαÞ , Q iðtÀ1Þ , Q iðtÀ2Þ ,
In Equation (7), i refers to the sub-basin number (i ¼ 1, 2, 3…, 7). Q i(t-β) is runoff value with β day lag time at i-th sub-basin. I i(t-α) is rainfall value with α day lag time at i-th sub-basin. A, S, and CN are area, slope, and curve number for each sub-basin, respectively. A T , S and CN are the total watershed area, mean slope, and mean curve number for the entire watershed, respectively.
Since the runoff is extremely affected by recent watershed conditions in daily time scale modeling (see Equation (6)), only four lag times were used for rainfall and runoff variables (i.e., α ¼ β ¼ 4) in the GP model. By considering the factors mentioned in the GP modeling, seven SGGP models were executed and the best GP formulations for sub-basins are listed in Equations (8-14) for sub-basins 1-7,
respectively. The equations include the temporal variables and geomorphological parameters of the sub-basins.
As shown in Equations (8-14), the dimensionless geomorphological parameters of equations yield some interesting physical interpretations regarding the structure of runoff prediction formulation. By comparing Equations (8-14) with Equation (6), it can be concluded that geomorphological parameters were substituted instead of real random constants. In other words, physically meaningless constants could be related to the geomorphological characteristics of the sub-basins. These GGP formulations provide good insight into the watershed. Hence, although the performance of the SGGP models is almost equal to the second classic GP model (see Table 5 ), the superiority of the SGGP model is related to its significant ability in substituting the terminals with geomorphological parameters in the structure of the classic GP model. This result is in agreement with the research that showed the connection weights of neurons in a GANN model can reflect the geomorphologic properties of the watershed (i.e., Zhang & Govindaraju ).
As seen in Equations (8-14), although up to 4 days' lagged data were used in the input unit of the SGGP model (i.e., I (t-1) , I (t-2) , I (t-3) , I (t-4) , Q (t-1) , Q (t-2) , Q (t-3) , Q (t-4) ), only one day's lagged data (i.e., I (t-1) and Q (t-1) ) has appeared in the structures of the final formulations and the others have been substituted by geomorphological variables via the evolutionary process of GP. Also, the rainfall with 1 day lag time These extreme values might have been created because of instantaneous imposition of the extreme inputs to the hydrological system, such as a heavy storm event. Therefore, fully regressive models which use just current and some previous 
Results of proposed IGGP model
In this step, in order to develop the second GGP scenario (i.e., IGGP model) for the entire watershed, the data of all seven stations were imposed onto the GP framework as:
Here, the matrix Mat[ ] involves rainfall data and geomorphological variables of all seven sub-basins in order to train the GP formulation using the target vector of observed runoff time series at stations within a unique and integrated framework (see Figure 7) . As mentioned earlier, the arithmetic operators were used and since the runoff is extremely affected by current and previous conditions of the watershed, a four-day window of rainfall data were used to consider the time dependence of the phenomenon (i.e., α ¼ 3). Since the runoff variables are not considered in the IGGP model, this model can be applied to stations which have no runoff data or any desired point within the watershed.
Again, several GP runs were examined to determine the best formulation using optimum GP parameters (i.e., Tables 3 and 4) . After calibration and verification steps and according to the evaluation criteria, the best performance of the model was obtained with approximately 1,000
generations. The best-selected IGGP formulation could be defined by the following equation:
where Q (t) is forecasted runoff at any station. I (t) , I (t-1) , and t-2) are rainfall values for current, and 1 and 2 days ago over the related upstream portion of the watershed, respectively.
Equation (16) have a significant effect on the evolutionary computation process. Table 6 can be seen in Figure 11 , which demonstrates the ability of the IGGP model for spatiotemporal forecasting. Also, Figure 12 shows the scatter plots of the computed versus observed runoff values for stations 1-7 and the cross-validation station (i.e., station 8) in the verification step. The scatter plots denote the flexibility of the proposed IGGP model for forecasting runoff for different parts of the watershed.
The daily rainfall-runoff is a Markovian process, so that consideration of the process's state at previous times (Q (t-1) , In the current research, three different GP-based approaches were presented as classic GP, SGGP, and IGGP models for rainfall-runoff modeling. The classic GP model was constructed based on only temporal rainfall and runoff data whereas in the second and third models, in addition to the temporal variables, the geomorphological properties of the watershed were also considered as inputs.
In this way, first, the GP parameters were calibrated through sensitivity analysis for the entire watershed. For instance, it was concluded that a GP with arithmetical functions which lead to an explicit and simple equation is more suitable for Although the duration of the available time series was short, the application of spatial geomorphologic data in the proposed model could compensate for the lack of temporal data.
In conclusion, it is very important to emphasize that the geomorphological-temporal GP model provides the most comprehensive model. Hence, it can be concluded that the proposed temporal-geomorphological data-driven approach has clear advantages over other existing data-driven approaches in rainfall-runoff modeling to produce the explicit formulation based on temporal and spatial geomorphological characteristics of the watershed. Although the GP formulations developed are site-specific just like any other datadriven method, the presented methodology may be easily adopted by the data of other watersheds in order to take advantage of watershed geomorphological information via the modeling. Finally, as a future research plan, it is suggested that the ANFIS is linked to the proposed geomorphological approach in order to handle the uncertainty effects in the modeling (Mirbagheri et al. ; Nourani et al. b) .
