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I. INTRODUCTION 
A. Introduction to the Problem 
Of paramount importance to statistical work, indeed to a major portion 
of scientific endeavor is the detection and description of functional rela­
tionships between two or more variables. Although the complexity of cause 
and effect relationships in general makes it difficult to decide which are 
the independent variables and which are the dependent variables, experi­
mental work is usually of such a nature that this difficulty does not exist. 
We are usually in the situation where we control-certain variables and 
measure another variable which we shall call the response. It is appropri­
ate to think of the response as a function of the controlled variables. 
An empirical investigation of the response relationship generally con­
sists of observing the response at certain combinations of the controlled 
variables. The observations will be determined not only by the response 
relationship but also by such things as measurement error, variability of 
experimental material used, etc. It is customary to think of the obser­
vations then as being clustered around a true response relationship. The 
existence of such a true response is a matter for philosophical debate. 
It is often convenient to think of the problem geometrically and to 
visualize the response graphed against various combinations of the con­
trolled variables. Viewed in this way, the functional relationship is 
often regarded as defining a surface referred to as the response surface. 
Although useful for the purpose of visualization, this concept is danger­
ous for various reasons; some of which are stated in this thesis. 
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In recent years attention has "been focused upon the choice of com­
binations of the controlled variables to be used in an empirical investiga­
tion of the response relationship. It has been stated that it is impossible 
to design properly an experiment until it has been completed. Although 
this statement contains a measure of truth, it should not be taken as a 
basis for claiming the futility of intelligent planning. 
Most of the work has assumed that we know the form of the functional 
relationship but that we do not know the value of certain parameters. 
The technique of regression analysis has long been of use in such situa­
tions. It is well known that under certain mild mathematical restrictions 
the method of least squares gives "good" estimates of the parameters. 
It is difficult to specify conditions which will lead to an optimal 
choice of combinations of controlled variables because there are con­
flicting aims and needs. Any work is bound to be exploratory in nature. 
It appears that an initial attack should concentrate on specific functional 
relationships with, specified deviations from these relationships in mind 
and that these should be explored on the basis of various criteria of 
adequacy. 
B. Statement of Problem 
Suppose we have p continuous qualitative factors whose levels are 
denoted by x^, x^, .... ,x^ and that observations y- are given by the 
functional relationship 
Yi " f(xlV x2i' x3i' » XpV + ei 
i = 1, 2,. . .., N 
where the are random variables with means zero and common variance 
or2. In any analysis of data cr2 will of course be unknown and it would be 
necessary to have an estimate for any testing purposes. For almost 
all purposes of allocation cr2 acts as a constant scalar multiplier which 
can be omitted from the argument. For convenience of presentation we 
shall take tr2 equal to unity. 
The taking of a set of observations will be called an experiment and 
a set of points in the factor space where observations are to be taken 
will be called an experimental design. 
In this investigation we shall consider only relationships of the poly­
nomial type, e. g. 
Y =?0 +  Plx l  +  ^ 2X2 +  Pli2 5! +  ^ 22x2 +  ^ 12X1X2 +  e  * 
The design is specified by N points in the factor space. Associated 
with the design is the matrix X, an array of the known constants appear­
ing in the response relationship. For the response relationship men­
tioned above, the design is specified by the N points 
(x^, ^2i? i I » 2,.... j N . 
The matrix X associated with this design is given by 
X = 
1 X11 X21 ^1 ^1 X11X21 
1 x12 x22 x12 X
2 
22 X12X22 
"IN "2N 
x2 
JLN x
2 
2N :1NX2N 
The unknown response coefficients will be estimated by the method of 
least squares. It is well known that the best estimate of |3 is given by 
B =(XtX)"1Xîy 
«N. 
and the varianc e- covarianc e matrix of p is (X*X) 
A design used to fit a k-th degree polynomial response will be called 
a k-th order design. 
A variable point in the factor space will be denoted by 
u — (Ujj . . .  • 9 u^) • 
A corresponding variable row of X will be denoted by U, e. g. 
U = (1, ux, u2, u2, u|, uxu2) . 
The response at u is estimated by 
y(u) = u p  .  
The variance of y(u) is given by 
Var y(u) =U(X1X)™1 U1 . 
Suppose that the true relationship is 
y =X1P1 +X2p2 + e 
but we assume 
y = x1p1 + e . 
Then 
=(X»1X1)"1Xî1y 
y(u) = V1 
E y(u) =U1PI + U1(XiX1)"1 X*X2(32 . 
We define the bias of y(u) to be the absolute value 
E y(u) - f(u) = U2f$2 - U1(X»X1)'1 X»X2p2 . 
«*• «*» 
Both the variance of y(u) and the bias of y(u) occur frequently in this in-
investigation. We use the following notation: 
V(u) = variance of y(u) 
B(u) = bias of y(u) . 
The problem which we wish to pose may be framed in two questions: 
(1) What are reasonable criteria for comparison of designs to be used 
in exploration of response relationships ? and (2) Given criteria of com­
parison, are there optimal designs and if so, what are they? 
C. Review of the Literature 
The general problem of response relationships has of course been 
subject to consideration for many years and the whole array of factorial 
designs was put forward by Fisher (I) and Yates (2) as designs for the 
elucidation of general characteristics of response-input relationships. 
It is only in recent years that a mathematical attack has been made 
specifically on the allocation of resources. 
Hotelling (3) considered in detail the problem of locating the optimum 
response when only one factor is involved. He made the following recom­
mendations: 
1. A speculative study should be made to indicate the general location 
of the optimum. 
2. An intermediate type of exploration should be made to supply esti­
mates of the parameters needed for a fall-scale investigation. 
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3. Based upon the results of the intermediate investigation, a final 
experiment should "be designed. 
Friedman and Savage (4) proposed a sequential multi-factor procedure 
to locate a local maximum and to describe the response in the neighbor­
hood of the maximum. The procedure is as follows: 
1. Select some combination of controlled variables as the starting 
point. 
2. Order the factors in some manner. 
3. Vary the levels of the first factor until an approximate optimum 
is located for it. 
4. Holding the first variable at the optimal value attained for it and 
all other variables except the second at the original starting point, 
find the optimal level for the second; proceed in this manner until 
all variables have been investigated. 
5. If necessary, repeat the process. 
Plackett and Burman (5) took as a criterion of optimality the require­
ment that the response coefficients be separately estimated with minimum 
variance. They showed that if the k-th diagonal element of X*X is fixed 
—1 
the corresponding element of (X*X) is minimum when the k-th column of 
X is orthogonal to the other columns of X. Consider the response rela­
tionship 
y = P0 + Plxl + &2X2 + • • • + Ppxp + e 
where the x*s take only the values +1 or -1. For such a case all pIs are 
estimated with maximum precision by a design such that X*X equals NL 
Matrices with this property are the Hadamard matrices. Plackett and 
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Burman gave first order designs for p equal to 3, 7, 11,...., 99 factors 
using N equal to 4, 8, 12, ...., 100 observations. 
In an important contribution to the knowledge about response relation­
ships Box and Wilson (6) considered techniques and proposed designs for 
determination of the optimum conditions, the location of either the maxi­
mum or the minimum of the response relationship. They recommended 
moving from one point to another in the factor space in the direction of 
steepest ascent. However, as has been recognized, this procedure is 
subject to the criticism that distance in the factor space is not defined 
and that the path of steepest ascent is not invariant under changes of 
scale. They proposed designs of types A and B. Designs of type A of 
order d are defined as those which give unbiased estimates of all deriva­
tives of order 1 to d, providing all higher derivatives may be ignored. 
Designs of type B of order d are defined as those which give unbiased 
estimates of all derivatives of order 1 to d, even though terms of order 
d + 1 exist. Box and Wilson proposed restricting the comparison of 
designs to a class of designs having the same spread for each factor, 
the spread sfc being defined by 
§l = (xti - *t>2/N • 
Although not explicitly stated, presumably the means should also be 
equal. 
Box (7) and Box and Hunter (8) considered the same requirement 
for first order designs as that proposed by Plackett and Burman. How­
ever, the response relationship is written in terms of standardized 
variables z.. where 
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==« = <xij - xV/si • 
Then X(3 = Z y . 
Because of this standardization, the diagonal elements of ZJZ equal N. It 
follows "by the same argument as given by Plackett and Burman that the 
yIs are estimated with maximum precision by a design such that Z*Z 
equals NI. 
The work referred to in the preceding paragraphs is concerned with 
exploration of details. Box and Hunter (8) also considered exploration 
in general. They proposed as a basis of comparison the contours of the 
variance function V(u) and suggested the desirability of circular variance 
contours. Designs giving such contours are "called rotatable designs. How­
ever, since circularity is a concept involving distance in the factor space 
and since this circularity is not retained under simple linear changes of 
scale in the factor space, its utility as a basis for a reasonable criterion 
is open to criticism. 
Daniel and Heerema (9) discussed problems in the spacing of observa­
tions in linear regression: for most precise linear extrapolation and slope 
estimation. 
Elfving (10) considered the allocation of observations in regression 
to minimize the variance of the estimate of a linear combination of the 
parameters where N observations are to be taken at R distinct points or 
sources, R — N. Suppose that u^ denotes a row of X corresponding to the 
i-th source. Consider the convex body, denoted by C.B., generated by 
u., i = l,2, ...,R, and their negatives where u. are regarded as vectors in 
k-space. Suppose float we wish, to estimate XT§. There exists a vector v^ 
in. the same space as the u*s lying in the direction of X with its endpoint 
on C.B. Since the endpoint of v^lies on C.B., it can be represented as 
a convex combination of the vectors generating C.B. Suppose 
vx = 
where S ir^ = 1. 
Elfving showed that a linear unbiased estimate of X*f3 achieving the 
minimum variance |x |2/N |v^|2 is 
X'P = SL.y. 
where L. = it. | X j / v^ 
and where y^ is the average of ir.N observations at the i-th source. He 
also discussed simultaneous estimation of the parameters and discussed 
cost considerations. Although the work of Elfving is an important con­
tribution, it focuses attention on details. It would seem that only in rare 
cases are we interested in a particular linear combination of the pa­
rameters. Rather, it appears that we are generally interested in pre­
dicting the response at many points in the factor space. 
Chernoff (11) established asymptotic criteria and generalized Elfving1 s 
work to other situations. 
de la Garza (12) showed that for a response in a one - dimensional factor 
space which can be represented as a polynomial of degree m, it suffices 
to allocate observations at only m + 1 points in a specified interval for 
the optimization of a criterion involving the variance-covariance matrix. 
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de la Garza (13) also extended the work of Daniel and Heerema to quad­
ratic extrapolation. 
Wald (14) suggests maximizing the minimum characteristic root of 
X*X, Xmin. However, for the sake of certain mathematical simplifica­
tions, he does not pursue this further but considers minimizing the gen-
«S 
eralized variance of p. Ehrenfeld (15) considers Xmin of X*X. A de­
sign maximizing X min is termed optimal. Some justification for this 
is given by the following inequality: 
1 < u(X:X)""^ u* < 1 
Xmax u u1 Xmin 
However, when u is restricted to a given region, the bounds are not 
always attained; hence the usefulness of this criterion is open to question. 
Wald (14) considered testing the hypothesis 
Ho: e2=0 
for the response relationship 
y = X(3 + e. 
It is known that the non-centrality factor for this test is a multiple of 
ô = p:X'Xp . 
The minimum value of 5 in the space of the p*s when restricted to the 
unit sphere 
= 1 
is given by the minimum characteristic root of X*X, X min. Considered 
over any sphere 
pip = c2 
the minimum value of 5 equals a constant times Xmin of X*X. The 
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desire to maximize the minimnm power leads to maximizing Xmin. 
This was proposed by Wald. However, for the sake of mathematical 
simplification he did not pursue the matter further but proposed mini-
•S 
mizing the generalized variance of p. 
Ehrenfeld (15) also proposed maximizing Xmin of X*X. He discussed 
as a rationale for this not only the testing problem but that of estimation. 
Suppose we wish to estimate t*|3. 
Since 1 < t*(X*X)t< 1 
~Ui— X max t*t 1 min 
< Var t$|3 — ttt/X min . 
If we wish to make the upper bound for the variance of tT|3 as small as 
possible, we should maximize Xmin. However, if t is restricted to a 
given region, the upper bound is not always attained; hence the useful­
ness of this criterion is open to question. 
It seems obvious that we must in some way restrict the factor space 
if we wish to get a fair comparison of designs. This has been done in at 
least two quite different ways. 
• An approach suggested by Box and associated writers is to regard 
two designs eligible for comparison when the spread for each factor is 
the same for the two designs. Consider the following second order 
designs: 
(-L1) (U)  C-LD 1 i 1 
1 2 1 
1 i 
1 
P i 
1 
2 0 2 • 6 
I 2 i I 1 
(U) 
Ï 
(-1-D a-D (-1,-1) (1/1) 
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for which. 
s |  =2/3 
s |  = 2/3 
s* = 1/3 
s| = 1/2 
Although both designs are contained in the same experimental region, 
they would not be eligible for comparison since the spreads are different. 
This concept of spread appears to be motivated by the one -dimensional 
case, in that the precision of estimation of a single linear regression is 
proportional to the reciprocal of the spread as here defined. 
A second approach consists of specifying an experimental region R 
within which we are interested in exploring the response relationship. 
Two designs are eligible for comparison if they are contained in R. 
This approach, we feel, is more reasonable than the previous one. 
If we are interested in the response coefficients per se, simultaneous 
estimation with maximum precision may be a meaningful measure of 
goodness. However, if we are interested in the response coefficients 
for the purpose of predicting the response, some other criterion may 
be more appropriate. This seems to have been ignored. In fact, a so-
called optimal design may not exist. Consider the case of linear regres­
sion 
A direct application of Elfving$s allocation theory tells us that if we wish 
to estimate a with maximum precision, the design should consist of 
yt = a + px. + e. 
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Na/(a + b) points atx = t 
and Nb/(a + b) points at x = a. 
If we wish, to estimate p with maximum precision, the design should con­
sist of: 
N/ 2 points at x = a 
and N/2 points at x = b. 
It is, in general, impossible to achieve both of these aims simultaneously. 
However, if we write the response as 
y. - aT + p*(x. - x) + e. 
we can simultaneously estimate a1 and (31 with maximum precision. This 
should make it clear that the existence of a so-called optimal first order 
design may depend upon the standardization of variables. 
The claims of optimality for the first order designs of Box apply to 
the coefficients of the standardized variables. If one is not interested in 
these coefficients, it remains to be seen in what sense the optimal first 
order designs are optimal. 
D. Criteria of Optimality 
The goodness of a design depends upon the criterion being used for 
comparison with other designs. Because of this, it has been argued that 
there is no such thing as an optimal design. It has seemed desirable to 
us, however, to attempt an investigaion of a number of reasonable criteria. 
It is hoped that in this way we can gain an understanding of certain criter­
ia and a knowledge of the properties of various designs. In the brief 
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discussion which follows we shall give justification for some criteria; 
others we shall merely suggest. Throughout we shall assume that explora­
tion is restricted to an experimental region R and that we are interested 
in exploration in general. 
1. Variance considerations 
Consider the variance function V(u) for a given design where u 
ranges over R. V(u) will attain a maximum somewhere in R. Although 
V(u) will not reach its maximum value at the same point in R for all 
designs, it seems desirable from many points of view to use the design 
which minimizes the maximum value of V(u). Since we do not know where 
we will wish to predict the response, we may wish to minimize the maxi­
mum variaft.ee. Written algebraically this value is 
min max V(u) 
X u 
This criterion has particular appeal for first order designs since all 
first order designs give the same minimum variance, namely 1/N at 
(Xp x^,. . .  .  ,xp).  
It may be desirable to consider some sort of weighted average of 
the variance of V(u) over R. The weight function may be dictated by 
prior information about the nature of the response relationship or by 
stronger interest in some subrogions of R than in others. We propose 
to consider the designs which achieve 
min J V(u) du 
X R 
Such a weighting may be arrived at by a Bayesian argument. However, 
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we do not appeal to this as a justification of this particular criterion. 
Seemingly of great intuitive appeal is the generalized variance of p. We 
have not "been able to build a strong case for it but have decided to include 
it in an effort to determine the properties of a design which minimizes the 
generalized variance. Certainly the generalized variance is some sort 
of measure of the precision of simultaneous estimation of coefficients and 
has, as we will see, certain invariance properties. However, as we shall 
also see, there is in general a rather broad class of designs which achieve 
minimum generalized variance. 
2. Bias considerations 
For a given design, the bias B(u) will achieve a maximum somewhere 
in R. We propose the maximum bias as a measure of goodness. For this 
criterion an optimal design is one which minimizes the maximum bias. 
Stated algebraically it is one which achieves 
We suggest that it may be desirable to consider a weighted average 
of the bias over R. We shall consider the case where the weight function 
is 1. Upon this basis an optimal design is one which achieves 
Because of added mathematical simplicity and because of its connection 
with mean square error, we also consider 
min max B(u) 
X u 
X R 
X R 
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3n many instances it has been proposed that the degree of polynomial 
assumed be determined by preliminary tests. A possible criterion of 
optimality then is the requirement that the design maximize the power of 
detecting higher order terms. 
In cases where bias considerations are relevant, it seems more 
appropriate to discuss mean square error than either variance or bias. 
A design might be regarded as optimal if it minimized the maximum 
mean square error, i. e., achieved 
•*» 
min max E £y(u) - f(u)_72 . 
X u 
Another possible criterion of optimality is the requirement that the de­
sign minimize the average mean square error, i. e., achieve 
min f  E Zy(u) - f(u) J z  du 
X *R 
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IL GENERAL THEOREMS 
A. Question of Invariance 
It is desirable that the optimality of a given design not depend upon 
a fortunate choice of scale in the factor space. To demand invariance 
under any change of scale is probably too rigid a requirement but the 
optimality of a design should be invariant under translation and contraction 
or expansion of the factor space. We shall speak of such transformations 
as simple linear transformations of the factor space. 
Consider the following linear transformation of the factor space. 
Let Z = XA where A is non-singular 
V = UA 
y = A-1p 
R transforms into R1 
y = Xf3 + e = Zy + e 
y(u) •= up 
y(v) - Vy . 
Theorem 1. The optimality of a design in the sense of achieving min 
X 
max V(u) is invariant under non-singular linear transformations of the 
u 
factor space 
Proof: V(v) = Y{Zl7.)~l V1 
= UA(A3XIXA)"1AIUI 
= U(X:X)"^Ui 
= V(u) . 
It follows that, for a given design, the maximum variance is 
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invariant, and hence the theorem is true. 
Theorem 2. The optimality of a design in the sense of minimizing average 
variance is invariant under non-singular linear transformations of the 
factor space. 
Proof: V(u) du = A * ^ V(v) dv . 
Hence if J V(u) du is minimized in R, J V(v) dv is minimized in R1. 
3. R5 
Theorem 3. The optimality of a design in the sense of minimizing gen­
eralized variance is invariant under non-singular linear transformations 
of the factor space. 
Proof: Under the transformation 
Z = XA 
Z*Z = constant X*X 
Hence if|XlX|is maximized in R, |ZIZ| is maximized in R*. 
It is of interest to note that optimality in the sense of maximizing 
Xmin is not invariant under simple linear transformations. Consider 
the situation 
y ss a + (3x + e - 2 —x — z 
N/3 points at x = -2 
For the design: N/3 points at x = 0 
N/ 3 points at x = 2 
If 0* 
X*X = gjj , Xmin = N . 
-° 3". 
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This design maximizes Xmin of X*X, However, if we let z equal x/2 
y = a + 2(3z + e 
"N 0 
Z*Z = 
2N 
Td 
and Xmin of Z*Z is not maximized. 
Turning to the question of bias we suppose that the response relation­
ship is assumed to be of the form 
y = + e 
when, in fact, the response relationship is 
y = Xjpj + X2p2 -Ke . 
It is desirable that the criteria involving bias be invariant under changes 
of scale in the factor space. Consider linear transformations of the type: 
Z 
" [Z1 zz]= |?1 Xi| 
v = [y, p, Uj 
~
A1 A2 
= XA 
0 A3. 
= UA 
-° 
A2 
-1 
where A^ and Ag are square non-singular matrices. Denote A by C. 
Since A A ^ = I, C is of the form 
C = 
y 2 
= A - 1(3 Cl^l + C2^2 
_ % J 
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Transformations of this type include translation and contraction or ex­
pansion. 
We shall use transformations of this type to prove some theorems 
about simple linear transformations. The statement of the theorems 
could be made stronger but we do not at this time know to what extent 
the additional strength of the theorems has any relevance. 
Theorem 4. B(u) is invariant under simple linear transformations of 
the factor space. 
Proof: B(v) = V272 - V^Z' Zj)"1 Z> Z% Yz 
= <U1A2 + U2A3> ^2 - U1(X'1X1)-1X'1(X1A2 + 
= 
U2A3^2 " Ul(XiXl>"lxiX2A3>'2 
= 
U2P2 - u1(x'1x1)-1x-x2p2 
= B(u) 
The significance of this theorem is that the optimality of a design is 
invariant under simple linear transformations of the factor space for 
the following criteria: 
min max B(u) 
X XL 
min ( B(u) du 
X R 
min ( B2(U) du 
X R 
•»» 
min max E Ly(u) - f(u)_72 
X u 
min f E £J{VL) - f(u)_7 2 du 
X R 
21 
Theorem 5. For the response relationship, 
y = X1p1 + X2{32 + e 
the power of the test for p2 equal zero is invariant under simple linear 
transformations of the factor space. 
Proof: The power is a function of the non-centrality factor, which we 
shall denote by N.C.F. 
= S x'x = XIX1 XlX2 
= 
"
S1 S2 
X2X1 X2XZ *2 S3 
N. C.F. (f$2) = \  - S| S' 1  S2)P2 
Consider the non-singular linear transformation 
Z = XA 
[ z i  zz]=[x i  xz] rA, 
= [xiAi 
-1 
= A p 
XIA2 + X2ASJ 
7 - Zl^l + Z2^2 + e 
Z1 Z = 
^i z i  ri w i  
1 W3. 
For H :y7 = 0, , , 
N. C. F. (y2) = iy^(W3 - W^W1"1W2)y2 
= £ XlA2 + X2A3 J1 £ XxA2 + X2A3 J 
= 
AMX1A2 + ^ 2=1=2*3 + A3X2X1A2 + 
22 
W2W1X =A2XÏX1A2 +A2X1X2A3 +A3X2X1A2 +A3X2Xl<XlXl)^XïX2A3 
W3"W2W11W2 =A3X2X2A3 " AMXl(XlXl^ XÎX2A3 
N.C.F.(y2> = |  P2A3_ 1  f W3 " W|Wj1W2J A"1  P2  
= |p'2fs3-s|s-1s2J p2  
= N. C.F. (p2) .  
B. Miscellaneous Theorems 
It would be desirable to have a design which minimizes the variance 
function V(u) for all u in R. However, this seems to be too strong a 
demand for any one design. We state two known results in the form of 
lemmas. Consider two designs for use in an experimental region R. X 
$ 
and X are the design matrices associated with these two designs. Let 
S equal S*X and equal X ^X^ . 
The corresponding predicted yields and variances are: 
•*» * * 
y(u) y (u) 
V(u) V*(u) . 
Lemma I. A necessary and sufficient condition that V (u) _ V(u) for 
$ 
all u is that S -S be positive semi-definite. 
Lemma 2. A necessary condition that 
V (u) — V(u) for all u is that 
S* - S . 
We shall now state and prove a matrix theorem which will be of use 
to us in succeeding sections. 
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Theorem 6 . If A is a positive definite symmetric matrix, then 
(a) X min — smallest diagonal element of A 
(b) X max — largest diagonal element of A. 
Proof: If the diagonal elements of A are a^, a^, a , let 
A = 
2 . 
PJ 
A(A) = A - XI . 
Let a be the smallest of a^a^, .. .. »a and a1 the largest. 
(i) Proof of (a). Suppose A (a) is positive definite. Then 
0 < | A(a) | 1 | A (a) | = 0 . 
Thus a is a root of A and therefore 
. . < X mm — a. 
Suppose A(a) is not positive definite. There exists a root "X — 0 
such that 
A(a) -  ™Xl| = 0 
-A — 3.1 — XI j — |-A — (a. + X)L — 0 
so that a + X is a root of A. 
Since 
X min — a. 
(ii) Proof of (b). Suppose A(aT) is negative definite. Then -A(a') is 
positive definite. So 
X- o a +~X — a 
0 < | -A(a*)| i | -A(a:) 
Hence a1 is a root of A. Therefore 
= 0. 
Proof of (a) is essentially given by Ehrenfeld (15). 
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Xmax — a$ . 
Suppose A(al) is not negative definite. There exists a root# — 0 
such, that 
| A(a') - X1 L| =0 
| A - a* I - X1 L| = |A - (a1 + X1) L| = 0 . 
Then a1 + X1 is a root of A . 
Since X1— 0 , Xmax- a* . 
Since for some min max considerations it is convenient to put thé 
problem in a game theory setting, we wish to give such a setting and 
state a theorem which will be of use to us later. 
Suppose we have players 1 and 2 with the following pure strategy sets. 
Player 1 A = 
Player 2 B = {p} 
The payoff to player 1 if player 1 uses strategy a and player 2 uses 
strategy p is given by the non-negative real-valued function M(a, |3). 
Mixed strategies for players 1 and 2 are given by specifying probabil­
ity measures x over subsets of A and y over subsets of B, respectively. 
X and Y are classes of such measures for which, the following integrals 
exist for x e X, y e Y: 
/ M(a, P) dx (a) 
A 
M(a, p) dx (P) 
£ ^ M(a, p) dx (a) dy (p) 
If player 1 uses strategy x and player 2 uses strategy y, the payoff to 
player 1 is given by 
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l r - 1  M(x,y) = I f M(a, p) dx(a) dy(p) . 
Theorem 7. If there exists a real number v, finite subsets of A and R 
(  a p  a 2 , a f f i )  
Ol» ^2® * * * ' 
and 
o . o o o . X — (x J, x 2, . . . , X 
o . o o o. y  = ( y x »  T 2 > - - M Y n )  
such that Sx° M(cu, p) — v for all p 
i 
Sy° M(a, p.) v for all a 
j J 2 
then min max M(x, y) = v = max min M(x, y) . 
y x x y 
Proof: By hypothesis 
o Sx. M(a,p)— v — Sy. M(a,p.) 
i 1 j J J 
Then M(x°, y)^ v — M(x, y°) 
min M(x°, y)-^ v — max M(x, y°) 
y  x  
max min M(x, y) — v — min max M(x, y) 
x y y x 
But min max M(x, y) — max min M(x, y) 
Hence min max M(x, y) = v = max min M(x, y) 
y x x y 
26 
m. ONE -DIMENSIONAL CASE 
In. this chapter we shall deal with variance considerations for the 
response relationship 
n =P0 + Pixi + ei 
and shall, consider the bias arising if the relationship is actually 
7i =P0 + Pixi + P2xi + ei-
Throughout this section, the experimental region R is defined by 
- 1 — x. — 1 i = 1, 2,..., N . 
The arbitrariness of the region is justified because of the invariance 
properties proved in the last chapter. Suppose that we are interested in 
exploring some variable z, say, in the region 
< < , 
cL —— 2 — D • 
JLet x -£z - (a + b)/2 J / (b-a) . 
Then - 1 — x — 1 . 
Because of the invariance properties mentioned a design optimum in the 
xIs for 
, < < , 
— 1 — X — 1 
transforms into a design optimum in the zxs for 
< < , 
2. — Z — D » 
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A. Variance Considerations 
1. Minimum maximum variance 
It is easily found that 
V(u) = 1/N + (u - x)2 / 2(x -x)2 . 
For a given X, max V(u) occurs either at u = + 1 or at u = - 1. 
u 
a. N even If x — 0, max V(u) occurs at u =+ 1. 
u 
If x— 0, max V(u) occurs at u = - I. 
> u If x— 0, max V(u) = 1/N + (-1 - x)2 / 2(x - x)2 
u > 
- 2/N. 
If x — 0, max V(u) = 1/N + (1 - x)2 / 2(x - x)2 
u > 
— 2/N. 
A maximum variance of 2/N is achieved "by the design: 
N/2 points at x = -1 
N/2 points at x = +1 . 
Hence this design achieves 
min max V(u) = 2/N . 
X u 
b. N odd In this case we show that 
min max V(u) = 1/N + 1/(N-1) . 
X u 
Consider the N points as lying in N-dimensional Euclidean space—the 
experimental region R defined by: 
, < < , 
— X — Xi — 1 
~  I  ~  x2 ~  1  
T  <  <  ,  
"
1 _  * N  ~  1  
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The family of curves q equal c where 
q = (N-l) (1-x)2 - 2(x-x)2 
is a family hyperboloids of two sheets, q = 0 is a right circular cone 
with vertex at (1, 1, ..., 1) and major axis through (-1, -1,..., -1) and 
(1,1,... , 1). For points inside the cone, q is positive and for points 
outside, q is negative. For x — 0, q — 0. 
Hence for x — 0 
with equality possible in both cases. 
Hence min max V(u) = 1/N + 1/(N-1). 
X u 
This value is achieved by the design: 
(N-l)/2 points at x = -1 
1 point at x = 0 
(N-l)/2 points at x =+1 . 
2. Minimum average variance 
a. N even ^ It is easily seen that 
(1-x)2 / S(x-x)2— 1/(N-1) . 
Similarly for x — 0 
(-1-x)2 / S(x-x)2— 1/(N-1 
r 
j V(u) du = 2/N + (2/3 + 2x)2 / 2(x-x)2 
-1 > 
- 2/N + 2/3N 
with equality possible. 
Hence min 
X K 
This value is achieved by the design: 
N/2 points at x = -1 
N/2 points at x = +1 . 
b. N odd It is easily seen that 
V(u) du =2(2x2 + N/3) /N 2(x-SE)2 . 
il 
We show in this case that 
Consider the points as lying in N-dimensional Euclidean space as in 
Section (A. l.b. ). The family of curves q equal c where 
is a family of hyperboloids of one sheet. The curve q = 0 cuts the 
hyperplane x = 0 in a sphere. For points outside q = 0, q is negative 
and for points inside, q is positive. Hence q — 0 for points within R. 
Hence 
This value is achieved by the design: 
(N-l)/2 points at x = -1 
1 point at x = 0 
(N-l)/2 points at x = +1 . 
3. Minimum generalized variance 
a. N even Since X*X equal N 2(x-x)2, the generalized variance is 
minimized by the design which maximizes Sfc-x)2. This is achieved by 
q = 3N(N-1) C Se2 + N/3J7 - f3(N-l) + Nj N 2(x-3E)2 
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the design: 
N/2 points at x = -1 
N/ 2 points at x = +1 . 
b. N odd We wish to maximize 2(x-x)z. 2(x-x)2 = c is a family of 
right circular cylinders with major axes through (-1, -1,.... , -1) and 
(1,1, , 1). The cylinder with maximum radius cutting the hyper cube 
passes through the points (-1, -1, .... -1, !,....,!), (-1, -1,...., -1, 
(N+l)/2 (N-l)/2 (N-l)/2 
1, lj • ••*., 1) etc* 
(N+l)/2 
Hence max 2(x-x)2 = N-l/N. This value is achieved by either 
(N-l)/2 points at x = -1 
(N+l)/2 points at x = +1 
or 
(N-l)/2 points at x = +1 
(N+l)/2 points at x = -1 . 
B. Bias Considerations 
In this section we consider the bias arising from the quadratic term in 
7i = Pq + Plxi + Pz=l + ei 
when 
Yi = P0 + Plxi + ei 
is assumed to be the true response relationship. The experimental region 
R is defined by -I — x- — 1, 1 = 1,2,..., N, As will be evident, the 
results of this section are not directly applicable for all values of N. It 
is easily shown that 
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B(u) = uz _ Zisrsx3 - sx&fj u _ /"(ax2)2 - acSx3J 
£NS(x-X)2J £ NS(X-X)2J 
1. Minimum maximum "bias 
Let b = ZNSX3 - SxSx2^ / NS(x-x)2 
c = £ (Sx2)2 - 2x2x^.7 /N2(x-x)2 . 
Then B(u) = |u2-bu-c j |f$2|. 
We shall show in this section that 
min max B(u) =1(3 J/ 2 . 
X u 14 
The parabola q(u) = u2-bu-c reaches its m-ï-n-î-m-nm at 
u =b/2 
B(b/2) = |—b2/4 - c | |(32| 
B(l) = |l - b-c ||p2| 
B(-l) = |l +b - c ||p2| . 
We shall consider in the following cases the classes of designs specified 
byb^and c. . 
Case 1. B(b/2) ljpj/2 
b2/4 + c — 1/2 
c — 1/ 2 - b2/4 
(!) Kb- 0 
1 + b - c - 1 - 1/2 +b2/4 
- 1/2 . 
Hence B(-l) - Jb2(/2 . 
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Therefore max B(u) — jpJ/2 
XL 
(ii) Ifb 1 0 
1 - b - c - 1- 1/2 +b2/4 
> 1/2 .  
Hence B(l) - [pJ/2 . 
Therefore max B(u) — jp^j/2 . 
We have shown that if B(b/2) — |p J/ 2, max B(u) — |pJ/2 . We must 
> i l  u >  
next show that if B(b/2) — P^/2, max B(u) — |p^/2 . This is done in 
Case 2. 
Case 2. B(b/2) - |p2|/2 
(i) If q(b/2) — 1/2, then max B(u) — lpJ/2 since q increases as we 
u 
move in either direction fromb/2. 
(ii) If q(b/2) 1 -1/2 and-1 lb/2 1 1 
then max B(u) — B(b/2) — Jp^/2 . 
(iii) q(b/2) — -1/2 
b/2 < -1 . 
If q(-l) 1 -1/2, then 
max B(u) —B(-l) — jp^J/2 . 
If q(-l) >-1/2, then since q(l) - q(-l) = (l-b-c) - (1+b-c) 
- - 2  b  
- 4 . 
q(I) will exceed 1/2. Hence max B(ti) — |p2J/2 . 
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(iv) q(b/2) - -1/2 
b/2 > 1 . 
As in (iii) it follows that 
max 
u 
B(u) - ]p^ /  2 .  
We have shown that 
min max B(u) — |p^/ 2 
We shall show that the value of Jp^/2 is achieved by the design: 
N/4 points at x = -1 
N/ 2 points at x = 0 
N/4 points at x = +1 
For such a design, 
FN 0 
X[ = 
.-1 
N/2 
x^x2 = 
N/2 
L 0 
1/2] 
0 
(Xi Xx) X: X2 = 
B(u) = [u2 - 1/2 | |p2| 
and for such a design max B(u) equals j^gj/2; hence it achieves 
min max B(u) . 
X u 
It is worth noting that this same design maximizes the power of detect­
ing p2« If a preliminary test is made to determine whether the response 
is linear or quadratic, this design gives double protection. First it 
maximizes the power of detecting f$2 and secondly, it minimizes the 
maximum "bias if the test leads us to fitting a linear response in the 
presence of quadratic terms. 
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2. Minimum average bias 
We shall show in this section that 
min J B(u) du = 2 
H 
and that this value is achieved by the design: 
N/8 points at x = -1 
3N/4 points at x = 0 
N/8 points at x = +1 
B(u) = |u2 - bu - c IjpJ 
{* B(u) du = jp2| ju2 -bu - cj du . 
To evaluate this integral we must determine the points at which the pa­
rabola q = u2 - bu - c cuts the u axis. 
Case 1. The parabola does not touch the axis at more than one point. 
This implies that 
b2 + 4 c - 0 . 
r1 i i r1 In this case B(u) du = 1(3 J I (u2 - bu - c) du 
-1 -1 
J/Tu3/3 - bu2/2 - cu J * 
ù\ -1 
= ^2/3 - 2c J|p2j 
But since b2 + 4c 1 0 
- 4c - b2 
- 2c — bz/2 
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2/3 - 2c - 2/3 + b2/2 
> 1/2 .  
Hence in this case B(u) du >|p^|/2 . 
-1 
Case 2. Th.e parabola cuts the axis at two points. Suppose the parabola 
q cuts the u axis at 
u^ = b/2 - 1/2 /.b"6 + 4c 
u2 = b/2 + 1/2 \/b2 + 4c 
(i) u^ 1-1 u2 1 -1 . 
In this case B(u) du = |p2| (u2 - bu - c) du 
-1 -1 
= (2/3 - 2 c)|p2| 
But u2 1 -1 implies b/2 1 -1 
1 / 2i/ b2 + 4 c 1 -1 - b/2 
^ 4c 1 1 + b + b2/4 
c  1  1 + b  
—2c — —2 —2b . 
So 2/3 - 2c - 2/3 - 2 - 2b 
- -4/3 - 2b 
> 1/2 .  
Hence in this case | B(u) du >|p2/2. 
(ii) u^ 1 -1 -1 — u2 1 1 . 
36 
Let B = j ju2 - "bu - c | du 
-1 
= -b+b^/6 + be + l/6(b2 + 4c)3^ 
3/2 
where (b2 + 4c) is the positive branch. We wish to show that the mini­
mum value of B is not less than 1/2 subject to the restrictions: 
1. b2 + 4c — 0 
2. b/2 - 1/2 Vb2 + 4c 1 -1 
3. b/2 + 1/2 x/b2 + 4c - ~1 
4. b/2 + 1/2 Jhz + 4c 1 1 . 
Suppose we minimize B for a given b. 
Now = b + (b2 + 4c) 
Hence j ^  is positive for c positive. 
d B - r j is negative for c negative. 
Hence for any b: 
B is an increasing function if c positive. 
B is a decreasing function if c negative. 
If b/21 -1 
Restriction 3 implies l/2vb2 + 4c — -1 - b/2 
c - I + b 
Restriction 4 implies 1/2>/b2 + 4c — 1 - b/2 
c — 1 — b . 
< < Thus we have 1+b — c — 1-b . 
For any b, we want the c to -minimize B. Hence for b/2 1-1 we take 
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min B = min (-b + b^/6 4- (1/6) (b2)3^) 
b, c b 
> 2 > 1/2. 
If -llb/2 1 -1/2 . 
Restriction 2 implies c — 1 + b 
Restriction 4 implies c 1 1 - b . 
For this range of b, we can take c = 0 
min. B = min (-b + b^/6 + (1/6) (b2)3^) 
b, c b 
=  1 > 1 / 2  .  
If - 1/2lb/2 1 0 
Restriction 2 implies c — 1 + b 
Restriction 4 implies c 1 1 - b . 
For this range of b take c = 1 + b 
min B = mi 
b, c b 
n Z~-b + b^/6 + b(l+b) + l/6(b2 + 4b + 4J 
- min jTb3/6 + b2 + I/6(b + 2)3_7 
b 
>1/2 . 
(iii) -1- Uj 1 1 11 
In the same fashion as for (ii), we show that B >1/2 for this case. 
• 1 1 ux 1 1 
B = f u2 -
. , < < , . < < , (lv) - — Uj —  -1 — T]_2 — 1 . 
Let J   bu - c du 
-1 
fUl f1 
= I (u2-bu-c) du - (u2-bu-c) du + j ' (u2-bu-c) du 
-I ^ =2 
= 2/3-2c + (1/3) (b2 + 4c)3/2 . 
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_ > 
Now B — q . 
Where q =2/3 - 2c + (l/3)(4c)3/2 
= -2 + 1/2 (4c)1/2 . 
At c = 4, q = 2/3 - 8 + 64/3 
-  1 / 2  .  
Hence B — 1/2 . 
Therefore B(u) du — |P2|/2 
For the design: 
N/ 8 points at x = -1 
3N/4 points atx = 0 
N/8 points at x = +1 
it is seen that 
b = 0 
c  = 1 / 4  
B(u) du = Jp2| j [u2 - 1/4 | du 
-I -1 
Hence this design achieves min max B(u). 
X XL 
3. Minimum average (bias)2 
We have already seen that 
B(u) = u2 - bu - UN 
where b and c denote the same quantities as in Section (B. 2. ). 
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I Ç B2(u) du, = C2/5 + 2b2/3 + 2c2 - 4c./3 J 
^ B2(u) du — Now j ( q 
where q = 2/5 + 2c2 - 4c/3 
_d_SL = 4c _ 4/3 . 
So q reaches its minimum value of 8/45 at c equal 1/3. Hence 
J* B2(U) du - 8 p|/45 . 
This value is achieved by the design: 
N/6 points at x = -1 
2N/3 points at x - 0 
N/ 6 points at x = +1 . 
For this- design 
b = 0 
c = 1/3 
(u2 - 1/3)2 du = (u^ - 2/3 u2 + 1/9) du 
-1 -1 
= 2/5 - 4/9 + 2/9 
= 8/45 as stated. 
4. Minimum average mean square error 
Consider the das s of designs: 
qN/ 2 points at x = -1 
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the average mean, square error for this class of designs is a function of 
(1-q) N points at x = 0 
qN/ 2 points at x = +1 . 
For this class of designs, 
j1 V(u) du = 2/N + 2/3 qN 
-1 
j*" B2(u) du =£"2/5 - 4q/3 + 2q2_7 (3^ • 
Since f E £y (u) - f(u)_72 du = J" V(u) du + f B2(u) du 
R R R 
N, q, and |3^. For any N and (3-,, we can find the value of q to minimize 
the average mean square error for this class of designs. The situation is 
indicated: by Table 1. The numbers in the table are values of q. 
mean square error 
N 
p2| 3 4 5 6 7 
1/2 2/3 1/2 4/5 2/3 4/7 
1 2/3 1/2 2/5 1/3 4/7 
3/2 2/3 1/2 2/5 1/3 2/7 
2 to œ 2/3 1/2 2/5 1/3 2/7 
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Although, we have restricted ourselves to a particular class of designs 
we conjecture that the designs which are optimum in the present context 
are included in this class of designs. 
C. Equal Spacing 
A class of designs with great intuitive appeal consists of taking N/k 
observations at k equally spaced points in the region of interest. One of 
the most interesting facets of the investigation in the preceding sections 
is that this class of designs was not obtained for the criteria considered. 
The question remains open as to what criteria lead to equal spacing of 
information. It is perhaps worth noting that since min max V(u) is 
X u 
achieved by: 
N/2 points at x = -1 
N/ 2 points at x = +1 
and min I B2(u) du is achieved by 
X JR. 
N/6 points at x = -1 
2N/ 3 points atx = 0 
N/6 points at x = +1 
a straightforward averaging of these two allocations gives 
N/3 points at x = -1 
N/3 points atx = 0 
N/3 points atx = +1 . 
Much has been written about the advantages and disadvantages of equal 
spacing. One of the chief advantages usually listed is ease of computa­
tion. However, we feel that this should be given little weight in any objec­
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tive evaluation of the properties of designs. 
Suppose N observations are allocated equally to the three points -1, 
0, and I. The relative merits of such spacing are indicated in Table 2 
below where equal spacing is compared with the optimum design for each 
criteria. 
Table 2. Efficiency of equal spacing 
1 
Criteria 
2 
Optimum value 
for any design 
3 
Value for equal 
spacing 
4 
Efficiency 
(2 divided by 3) 
max V(u) 
u 
2/N 5/2N 4/5 
/ V(u) du 8/3 N 3/N 8/9 
Is-1! 1/N2 3/2N2 2/3 
max B(u) 
u 
N/2 PPAH 3/4 
^ B(u) du N/2 0.6370 
B2(U) du 8 p|/45 2 p|/5 4/9 
It is hoped that in the future a more complete evaluation of equal 
spacing can be made. 
D. Randomized Designs 
It is the purpose of this section to discuss the procedure of selecting 
N points at random from the interval 
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for the purpose of exploring the linear relationship 
Y = P0 + + e . 
The variance-covariance matrix for this randomization procedure, SZ^, 
is given by 
-1 
N 2x 
.Sx 2x? 
where the expectation is to be taken over the joint probability distribu­
tion of the xls. Because of the randomization procedure used, this 
probability distribution is 
g (xp^i • • • • »Xj^) = 1/2 . • 
Any design for which 
N 
(X'X) -1 
, -1 
LC01 
'01 
occurs equally frequently with designs for which 
"N -a 
Hence 
For any design 
(X*X) -1 
.-a 2x2 
-1 
= E 
V, 
VQ - 1/N 
V- 2 1/22X2 
L"C01 
-C 01 
IJ 
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Hence 
SR - E 
Ï/N 
JO l/Zh^J 
We shall show in fact that E(l/2x2 is unbounded. Make the transforma­
tion 
x^ = r cos 0^ ... cos Oj^. ^ cos 9^. ^ 
x, = r cos 9, ... cos Q_T _ sin 9-_ , 2 1 N-2 N-1 
Then 
xf = r sin 0, . N 1 
£(1/2x2) = (1/2X2) dx^dx^... dx^. 
/•••/ [ f. do, dO. 
9*s 
> constant / * 
d9 N-l 
> 
—• 00 • 
Hence 
That is to say 
E( 1/2X2) = co . 
1/N 
<> -
L o  CO-I 
It is now obvious that from the standpoint of any variance arguments, 
this procedure is very poor. However, from the practical point of view, 
this argument may not have much relevance. Some sort of restricted 
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randomization would probably be nsed. It would seem that one would re­
gard as -unacceptable designs with extremely small spreads. With such a 
restricted randomization the situation would be improved but to what ex­
tent depends upon the exact degree of restriction. 
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IV. TWO-DIMENSIONAL CASE 
In. this section we deal with variance considerations for certain re­
sponse relationships and consider the bias arising if the assumed response 
relationship is not the true one. We discuss the cases where R is a square 
region defined by: 
and where R is a circular region defined by 
4 + 4 - i • 
The arbitrariness of choice of region is justified in the case of the square 
and to some extent in the case of the circle by the invariance properties 
noted in Chapter H. However, some additional problems are involved. 
For simple linear changes of scale a rectangular region transforms into 
a rectangular region. A circular region does not transform into a cir­
cular region. If one uses a rectangular region it does not matter what 
units are used for specification of the region. However, in the circular 
case one must decide for what units the region is to be circular. We shall 
not specify the region each time but shall merely refer to the square 
region or to the circular region. 
A. Variance Considerations for y = (3^ + (3^x^ + p^x^ + e 
1. Minirmrm jr>aYimnm variance 
a. R a square region For a given design, V(u) equals 
V(P0) + uJVtfij) 4- u|V(P2) + 2u% Cov(p0, pj) + 2u£ Cov(p0, pj) + 
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2ulu2 Cov(.3p This is a quadric with minimum value at (x^,x2). 
Max V(u) will occur at one of the four corners of the square region. If u 
ranges over only these four points, V(u) equals V(Pq) + V((3^) + V(P2) + L 
where X. equals - Gov (pQ, p^) - Cov(pQ, p2) ~ Cov(pp p2). We shall 
show that for every X, L is non-negative at one of the four corners. 
Let 
Gov (p0> p^) = a 
Gov (p0> p2) = b 
Gov (P1, p2) = c . 
We shall now consider the various classes of designs specified "by the 
signs of a, b, and c. 
(i) a, b, c, — 0. 
At (1,1) L = 2(a+b + c)~ 0. 
(ii) One of a, b, or c — 0. Other two 1 0. 
Suppose a — 0. At (1, -1) L = 2(a-b-c) — 0. 
Suppose b — 0. At (-1,1) L = 2(-a+b-c) — 0. 
Suppose c — 0. At (-1, -1) L = 2(-a-b+c) — 0. 
(iii) Two of a,b, and c are — 0. Other one is 1 0. 
Suppose a — 0, b — 0, and c 1 0. 
If a —b, at (1,-1) L = 2(a-b-c) — 0. 
J£ a 1 b, at (-1,1) L = 2(-a+b-c) — 0. 
Suppose a — 0, c — 0, and b 1 0. 
If a — c, at (1, -1) L = 2(a-b-c) — 0. 
IE 3, — c, at (-lj 1} Lr — 2(-a-b+c) — 0» 
Suppose t> — 0, c — 0, and a — 0. 
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If b — c, at (-1,1) X. = 2(-a+b-c) — 0. 
If b —c, at (-1,-1) Xi = 2(—a—b+c) — 0. 
(iv) a 1 0, b 1 0, and c 1 0. 
Suppose a + b — c . At (-1,-1) X» = 2(-a-b+c) — 0. 
Suppose a + c — b . At (-1,1) L = 2(-a+b-c) — 0. 
Suppose b + c — a . At (1, -1) X. = 2(a-b-c) — 0. 
We have demonstrated that for any X, max'V(u) is given by V({3Q) + 
V(Pj) + V(P2) + a non-negative linear function of the covariances. It 
follows that min max V(u) — min V(|3n) + min V(|3,) + min V(P7). 
x u X X X 
Then min max V(u) is achieved by any design which simultaneously 
X u 
gives maximum precision for each p and makes covariances zero if such 
a design exists. 
It is well known (See Box ( 7 ), Plackett and Bur man ( 5 ), and Tocher 
(16)) that a design which simultaneously maximizes all of the diagonal 
elements of XrX and makes the off-diagonal elements zero gives simul-
taneous maximum precision on the pIs. The proof given by Tocher is 
probably the simplest and makes use of triangular matrices. Since XIX 
is positive definite symmetric, 
X*X = A*A 
where A is an upper triangular matrix (a~ =0 if i > j). Since X*X is 
positive definite, A is non-singular and has an inverse B which is upper 
triangular. Then clearly a— equals 1/b^. Suppose the i-th diagonal 
elements of X^X is s,. and the i-th diagonal element of (X*X) ^ is t.. Then 
t- = 2b?. — b?. = 1/a?. — l/2a?. = 1/s. . 
1 j ij ix u j Ji i 
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For equality to hold for all i both A and B and therefore X*X must be 
diagonal. Hence the diagonal elements of (X*X) * are simultaneously 
minimized by the design which simultaneously maximizes the diagonal 
elements of X*X and makes XIX diagonal, if such a design exists. 
It follows that min max V(u) is achieved by the design: 
N/4 points at (1,1) 
N/4 points at (-1,1) 
N/4 points at (1,-1) 
N/4 points at (-1, -1) . 
This should be recognized as a 22 factorial with levels -1 and +1 
replicated N/4 times. However this result applies only for N divisible 
by 4. Solutions for all values of N have not been obtained. 
b. R a circular region For a given design, V(u) equals V((3Q) + 
U1 + u2 + 2ul C°v(5o'Pl) + 2u2 Cov (Pq' Pz) + 2uI u2 Cov(?i»P2^ 
This is a quadric with minimum value at (x , x7). max V(u) will occur 
u 
somewhere on the boundary of the region. Since we can choose the region 
with some arbitrariness, for this particular section let R be defined by: 
x| -t- x| 1 2. 
Then max V(u) subject to u2 + u| -== 2 is given by 2/Xmin. 
u 
min max V(u) is achieved by the design which maximizes Xmin. Since 
X u 
XL -t-)^ + >2 = N+ 2x| + 2x| 
and since 2x| •+ — 2N 
X^ ^2 ^3 ~ 
Xmin— N 
This value of Xmin is achieved by the design consisting of the vertices of 
50 
a regular N-gon inscribed in the circular region. Hen e this design 
achieves min max V(u). It should be noted that this value is achieved, in 
X u 
fact, by a class of such N-gon*s. 
2. MiniTmrm average variance 
a. R a square region Since ( j V(u) du, du, = 4V(f3n) + 
~ 7 i r1'1 -1 (4/3) [V(pj^) + V(|32).  min | f V(u) du^ du^ is obviously achieved by 
the design which estimates the (3*s separately with -ma-x-i-mn-m precision. 
So min V(u) du is achieved by the same design as specified in Section 
R 
(A. I. a.). 
b. R a circular region Since ^ V(u) du = CjV(Pq) + j)+V(P2)-7 
min I V(u) du is achieved by the design that simultaneously minimizes 
V(pQ) and V(P1) + V(p2). 
For any given design 
V(PQ) - 1/N 
V(px) + V(p2) - l/2x| + l/2x| . 
To minimize V(Pj) + we must maximize and make 
2x^ equal to 2x^. This is done by the design specified by the vertices of 
a regular polygon inscribed in the circular region. For this design 
V((3q) equals 1/N. Hence this design achieves min f V(u) du. 
X 1 
3. Minimum generalized variance 
a. R a square region In order to minimize the generalized variance 
we must maximize the determinant of X®X ~ S. For the design specified in 
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Section (A. 1. a. ) 
S = 
N 
0 
Consider any other design with 
fn 
S1 = 
Now det S — det N 0 
0 Sx| 
0 
0 
o
 
o
 
N 0 
• 
0 N 
2=1 
1 zhc^2 
2 ^2 . 
- det S* 
0 0 
Hence the generalized variance is minimized by the design: 
N/4 points at (1,1) 
N/4 points at (-1,1) 
N/4 points at (1,-1) 
N/4 points at (-1, -1) . 
b. R a circular region Consider the design specified in Section 
(A. 2.b. ). For this design 
" n o  0  
S = 0 N/2 0 
0 0 N/2J 
Consider any other design for which 
S1 = 
~N =1 
^2 " 
^1 m 
2x1x2 =4 . 
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Since Sx| + 2x| - N 
(sx^kscf) N2/4 
it follows that det S — det N 0 0 - det S$ 
0 
M 
0 
0 0 
M 
Therefore the generalized variance is minimized by the design consisting 
of the vertices of a regular N-gon inscribed in a circle. 
Next we shall consider the effect of bias arising from various response 
relationships if the assumed relationship 
Y = §0 + + P2x2 + e 
if not the true relationship. 
B. Bias from Pj2xlx2 
Suppose we assume the response relationship to be 
7 = p0 + pxxi + p2x2 + e 
when the true relationship is actually 
y = p0 + Plxl + ^ 2X2 + Pl2XlX2 + e * 
Then B(u) = B(u^, u^) 
= | u1u2 - bu1 - cu2 - d | ^ 
where b, c, and d are constants determined by X. 
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1. Mixprnnm maximum bias 
a. R a square region. We shall show that min max B(u) is achieved by 
X u 
a design for which 
B(u> =|U1 U211^12 * 
For such a design, 
max B(u) = IfSjJ . 
u 
That is, min max B(u) = |p, J . 
X u 1 
We consider the various classes of designs determined by b, c, and d. 
(i) Consider the case where d — 0. 
Suppose b + c — 0 
then I 1-b-c-d I — 1 
B(l,l) - |p 12| 
Suppose b + c — 0 
then 11+b+c -d I — 0 
BC-1.-M -|P12| 
(ii) Consider the case where d — 0 . 
Suppose b - c — 0 
then |-l+b-c-d I — 0 
B(-l, 1) - |P12|. 
Suppose b-c — 0 
then j -1-b+c-d | — 1 
B(lj-l) — |p12| 
Hence min max B(u) = 
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This value will "be achieved by any design for which X^X^ = 0; that is, for 
which - 0, 2x| x^ = 0, and Zbc^ x* = 0. 
The following two designs have the same max B(u) ; in fact they have 
u 
the same bias function 
an 
(-I-D 
hi) 
b. R a circular region We shall show that min max B(u) equals 
- X u 
rl2r * Consider the various classes of designs defined by b, c, and d. 
(i) Consider the case where d — 0. 
Suppose b + c — 0 
then |l/2 - b/ y/1 - c / J2 - d | - 1/2 
B(1 //2 , 1 / S Z ) -  |p12[/2 .  
Suppose b + c— 0 
then |l/2 + b/ /2 + c/ ,/2 - d|- 1/2 
B(-l/ yfZ3  -1/ yfZ)— |p^^/2 .  
(ii) Consider the case where d — 0 . 
Suppose b - c — 0 
then | - 1/2 + b/ yfZ - c/ V2 - d |- 1/2 
B(-l/ V2 , 1/ V2 )- |p12|/2 . 
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Suppose "b - c — 0 
Then |- 1/ 2 - b/ /2 + c/ >/2 - d |- 1/2 
B(l/ V2, -1//% ) - |p12|/2. 
Therefore min max B(u) = {3, -,1/2. As in the case for the square 
X u 11 
region, the class of designs for which X^X2 = 0 achieve this value. 
2. Minimum average (bias)2 
a. Ra square region It is easily seen that 
J1 J Bz(u) du^ du2 =4/9 + 4b2/3 + 4c2/3 + d2 . 
Hence min J B2(u) du = 4/9. This is achieved by the class of designs 
x r 
for which X^X2 = 0. 
b^ R a circular region It is easily seen that 
j J B2(u) du = k^ + k2b2 + k^c2 + k^d2 
circle 
where the constants k^, k2, k^, and k^_ are all positive and do not depend 
upon the choice of design. Hence min f B2(u) du is achieved by making 
x i 
b, c, and d equal to zero. This is done by the class of designs for which 
x^x2 = 0. 
3. Minimnm average mean square error 
The appeal of using the mean square error seems to lie in the fact 
that it attempts to give protection against unknown terms arising from in­
completely specified models. However, it should be clear that we can 
make progress only if we specify the extent of the incompleteness. For 
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instance, in order to examine the effects of bias on an assumed linear rela­
tionship, we must specify the terms from which bias might arise. In 
general, * , j E £~y(u) - f(u)_72 du = f V(u) du + f B2(u) du . 
R 
a. R a square region We know from Section (A. 1. a. ) that the 
design specified by N/4 points at each corner of the square minimizes 
V(u) du. Since this design is in the class of designs which achieve 
R 
t min [ B2(U) du 
it also minimizes the average mean square error. 
b. R a circular region As in Section (B. 3. a. ) the design which 
minimizes the average variance also minimizes the average B2(u). 
Hence the average mean square error is minimized by the design speci­
fied by the vertices of a regular N-gon inscribed in the circular region. 
C. Bias from p^x2 + + PlZxlXZ 
Consider the bias arising from the quadratic terms in: 
y = Po + Pixi + Pzxz + Pirf + Pzz2^! + Pizxixz + e 
when we assume . y = |3q + P + P2xz + e * 
* * 
We shall assumet. that p^ = p^^ = p and p^ = kp 
and shall consider different values of k. For the first investigation let 
k equal 1. Then 
B(u)= |a| + u2 + u^ u2 - bu^ - cu^ - d| |p*j . 
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1. Minimum maximum "bias 
a. R a square regiou We shall show that mm max B(u) equals 
x u 
Now q = u2 + u^ + Uj u2 - "bUj - cu^ - d is a quadric with minimum value 
at o _ 2 b - c o _ 2 c - b 
u1 5 u2 5 • 
Also 
q(u°, u°) = -b2/3 - c2/3 + bc/3 - d . 
Consider the classes of designs determined by b, c, and d. 
Case 1. B(u° u°) l|s p*/z| 
b2/3 + C2/3 - bc/3 + d 1 3/2 
d 1 3/2 - b2/3 - C2/3 +bc/3 . 
(i) Suppose b + c — 0 . 
3 — (b + c) - d — 3/2 — (b + c) 
+ b2/3 + C2/3 - bc/3 
- 3/2 
q(l, 1) - 3/2 
max B(u) > 3p^/2| . 
u — 
(ii) Suppose b + c — 0 
3 + b  +  c -  d —  3 / 2  
q(-l,-l)- 3/2 . 
>1 * i 
Therefore max B(u) — 3 p /2 . 
u 
We have shown that if B(u° , u°) ^  |3 p^/z), max B(u) — |s p*/2| . We 
must shown that if B(u®, u^) — J 3 p""/2j, max B(u) — |s p^/zj. This is 
done in Case 2. 
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o. >i 
Case 2. B(u°» u®) —|s p /2j. 
(i) If q(u°s u^) —3/2 then max B(u) — |s (3*/2j since q increases as 
u 
o 
we move in any direction from (u^, u^). 
(ii) If q(u°, u°) — -3/2 and (u°, u°) is in the square region, then 
max B(u) — |3 (3^72| since max B(u) — B(u°, u^) — 3 p^/z|. 
u u 
We must consider what happens if q(u°, u^) — -3/2 and (u°, u°) is not 
in the square. We shall consider what happens when (u°, u°) is in each 
of the following eight regions. 
H 
H 
I 
I) 
I 
n,u 
H 
(-1,-1) 
J. 
Cl 
2E 
-1) 
m 
(iii) q(u°, xt°) — -3/2 
(u°, u°) is in I . 
If q(l, 1) — -3/2, then max B(u) — |s |3*/2|. 
11 > 
If q(l, l)>-3/2, then q(-l, -1) - 3/2 
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since q(-l, -1) - q(l, I) = (3 + b + c - d) - (3 - b - c - d) 
= 2(b + c) 
- 2(3) 
- 6 . 
Therefore max B(u) — 3 (3 /2j . 
u 
(iv) q(u°, u°) — - 3/2 
(u°, u°) is in IE . 
If q(u^, 1) — - 3/2, then max B(u) — 3 |3 /2 . 
u ' 
If q(u1$ 1) > -3/2, then q(u°, -1) > 3/2 
since q(u°, -1) - q(u°, 1) = 
(u°2 + 1 - u° - bu° + c - d) - (u°2 + 1 + u° - bu° - c - d) 
= - 2u° + 2c 
_ 8c - 4b 
3 
= 
4 4 
- 4. 
Therefore max B(u) — |3 (3^/2 
o1u< (v) q(u^, u2) — - 3/2 
(u°j u°) is in in . 
Because (u°, u^) is in IH 
b - c —- —2 • 
If q(-l,1) — -3/2, max B(u) — Is p /zj. 
u 
If q(-l, 1) > -3/2, q(l,-1) > 3/2 since 
q(l, —I) — q(-l, I) = (1 — b + c — d) — (1 + b — c — d) 
= -2b + 2c 
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= - 2(b - c) 
> 4 . 
Therefore maxB(u) — bp /zl . 
u 1 
(vi) The remainder of the cases can be treated in an analogous manner. 
I J J ;  I  3 p /2 ! when 
1 
pli = p22 = p 
pl2 = p . 
Consider the design 
(-1 1) ( U )  
9MM 6N/64 9N/64 
GN/64 4N/64 
-I 
6N/64 
9 wm 6N/64 9W/6f 
(-1-1) CL -1) 
For this design, 
~n 
xixi = 
0 0 1 
0 3N/4 0 
10 0 3N/4 
XiX2 = 
'3N/4 3N/4 
(X'Xjf1 x>x2 = 
61 
'3/4 3/4 0-
0 0 0 
. 0 0 0. 
'2-3/2IIP1 -
max B(u) =|s (3*/ zi XL ' 
Hence this design achieves min max B(u). 
X u 
In analogous fashion we find the following min max B(u) designs: 
X u 
1* pll - ^22 ~ p 
+ 
pl2 = " p 
(-U) ( I I )  
mm 6N/64 9N/64 
G N/64 4N/64 GN/64 
9 N/64 6N/64 ÔN/G4 
C-N) a 
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2
- Pll = P22 = p 
Pi2 = - 2 (3*/3 . 
H I )  ( U >  
N/9 N/9 N/9 
N/9 N/9 N/9 
N/9 N/9 N/9 
(4-1) ( I  -1) 
3
- Pu - P22 - P 
Pl2 = ~ P /2 . 
a J) CU) 
N/16 3N/IG IN/16 
3 N/76 0 3N/I6 
N/16 3N/I6 N/16 
H-/) CM) 
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4
- pli = p22 = p" 
Pl2 = 0 * 
HD ( U )  
N/16 N/8 N/16 
N/8 N/4 N/8 
N/16 N/8 N/16 
H-0 a -1) 
b. R a circular region As in Section. (C. 1. a. ) we shall assume 
that = P22 = P» P'12 = ^P an<^ shall first investigate the case 
where k equals 1. We shall show for this case that min max B(u) = 
LI X u 
(3 p/4]. Now 
B(u) = |u2 + u| + u2 ™ ^U1 ~ ctc2 ~ ^  IN * 
The quadric q = u^ + u^ + u^ u_, - bu^ - cu^ - d reaches its mrmm-irm at 
o 2b - c o 2 c - b 
u1 = 3 u2 3 * 
Also 
q(u°, u°) = -b2/3 - c2/3 + bc/3 - d. 
In the cases which follow we shall consider various classes of designs. 
Case 1. B(u°, u°) 1 |3p/4| 
d 1 3/4 -b2/3 - cz/3 +bc/3 . 
64 
(i) b + c- 0 . 
Since 3/2 + b/ /2 + c/ >/2 - d - 3/4 
B(- 1/ -1 / >/2 ) — |3p/4| . 
Therefore max B(u) — |3(3/4|. 
(ii) b + c — 0. 
Since 3/2 - b/ V2 - c/ /2 - d - 3/4 
B(l/ /2, 1/ /2 ) - |3p/4 . 
Therefore max B(u) — |30/4|. 
u 
We have shown that if B(u°, u^) —max B(u) — |3(3/4j. We must 
show that if B(u°, u_,) — bp/4j, max B(u) — l3p/4{. This is done in 
u 1 
Case 2. 
Case 2. B(u°, u°) — |3|3/4j. 
(i) If q(u°9 u°) — 3/4, then max B(u) —jsp/^j since q increases as 
oU o 
we move in any direction from (u^, u^). 
(ii). If q(u°, u°) — - 3/4 and (u°, u°) is in R then max B(u) — 
b(uj» u2) — jsp/4j. 
We must consider what happens when q(u°, u^) — - 3/4 and (u°, u°) 
is not in the region R. We will consider what happens when (u°, u°) is 
in each of the following regions. 
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(iii) q(u°, u°) — - 3/4 and (u°, u°) is in I . 
If q(l/ V2, 1A/2 ) i -3/4 
max B(u) — jspZ-ëj. 
Since (u°, u°) is in I, b + c — 3/V2 
q(-l//2, -1//2" ) - q(l//Z, 1//Z ) =/Z (b 4- c) . 
If q(l//2, 1/^2) >-3/4, q(-l//2, -1//2 ) >3/4 
therefore maxB(u) — [3(3/4). 
u 
(iv) q(u°, n°) — -3/4 and (u°, u°) is in HI . 
Since (u°, u°) is in HI, 
1 -1/72 
1//2 
b - c — - /2 . 
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Now q(l//2, -1//2 ) - q(-l//Z, 1//Z ) 
= (3/2 - b/x/2* 4- c//2 - d) - (3/2 + b//2 - c//2 - d) 
= V"2 br/2c 
= -/2 (b-c)— 2 . 
IE q(-l//2, l/v/2 ) — -3/4, maxB(u) — |3p/4| . 
IE q(-l//2, 1//2 ) > -3/4, q(lA/2, -1//2 )>3/4 
therefore max B(u) — |3|3/4|. 
(v) q(u°, u°) — - 3/4 and (u°, u°) is in IV . 
Now q( yi-u°22 , u^) - q( - /l-u^, u°) 
= (1 + u^v/1 - bi/l-u°2 - cu° -d) - (1 - + b/l-u^f- cu°-
= 2u° VT-u^ - 2b /1 -u^f 
= - 4u° /l-uÇ. 
Since (u°, u2) is in IV 
U° 1 -1//2 
/l - u°2 - 1//7 
-4u° / l-n°2 — 2 . 
Eq(- i/l-u°|, u2) — -3/4, max B(u) — jsp/^j. 
If q(-i/l-n22, u2) > -3/4, q(/l-u°2 , u°) >3/4. 
Therefore max B(u) — |sp/4|. 
(vi) The other cases can be treated in analogous fashion to give the 
result that 
mm max 
X u 
B(u) = |3p/4| 
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For the design specified by 
N/4 points at the origin 
3N/4 points at the vertices of a regular polygon 
inscribed in the circular region 
xixi = 'N 0 0 ~ 
II t
f 
3N/8 3N/8 0" 
0 3N/8 0 0. 0 0 
_0 0 3N/8 - 0 0 0. 
.-1 (x|x1) x*x2 = 3/8 3/8 
0 0 
01 
0 
01 - 0 0 
B(u) = | u| +u2 + Uj u2 - 3/4| | pj 
max B(u) = |sp/4| 
therefore this design achieves min max B(u) for the case p,, = p_, = 
X u 11 
pl2 = p-
In an analogous fashion we find the designs to achieve min max B(u) 
X u 
for various values of k. In the following table of designs, only the number 
of points at the origin is listed. The remainder are located at the vertices 
of a regular polygon inscribed in the circular region. 
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Table 3. min max B(u) designs for circular region 
X u 
k Number of points at the origin 
0 N/2 
+ 1/4 7N/16 
+ 
1/2 3N/8 
+ 3/4 5N/16 
+ 1 N/4 
D. Maximum Power of Detecting Higher Order Terms 
1. Detecting 
Consider the problem of detecting *T1 the response relationship 
Y = Pq + ^ 1X1 + PzX2 + ^ 12X1X2 + e * 
a. R a square region The power will be maximized by minimiz­
ing For the design specified by N/4 points at each corner of the 
square region, 
Tsr *0 0 0" 
0 N 0 0 
0 0 N 0 
0 .0 0 N. 
The last diagonal element is maximized and the off diagonal elements are 
a 
zero. Hence VXP^) minimized and, therefore, the power is maxi­
mized by this design. 
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2. Detecting and p22 
Consider, the problem of detecting the quadratic component of the 
response relationship 
y = pq + plxl + ^2x2 + ^ 11^ + &22x2 + e 
when we assume that =^22 = P* 
a. R a square region Let us consider only the class of designs 
for which the allocation of points is symmetric about the x^ and axes 
at the nine points indicated. 
R I )  (1,1) 
(-1,-1) (1,-1) 
For such a class of designs, 
0 
=1=1 = 
N 
0 
0 
M 
0 
0 % 
M 
0 
0 
m" 
0 
0 J 
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% = M 
IM 
0 
0 
% = 
N. C. F. = 1/2 f|3 j3j fS3 " 'P" 
LP. 
where 
S2 = X1X2 
S,2 = XIX1 
S3 = X|X2 
S3 * S,2 S'l S2 ' ai -
-
(2x2)2 
h 
2424 
n 
-
24 24 
N 
But for this class of designs, Zbc^x^ = 2x| Sx^/N . 
Therefore, N. C. F. = 1/2 p2 £2xf ~ C^^/N + 2x^ - (2x|)z/N J • 
Both3c^ and x?, are variables with ranges zero to one. For such, a vari­
able, u say, 2(u - u)2 is maximized by taking N/ 2 points at each, end of 
the interval. This is done for both and x^ by the following design: 
h i )  
(VIS 
N/8 
N//6 
61-1) 
CIJ) 
N/8 
n/4 
N/8 
N/16 
N/8 
N/16 
(1,-1) 
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This is seen to be the same design a.s the fourth, design listed in 
Section (C. l.a. ). Although, the present section is restricted to a_ certain 
class of designs, a particular phenomenon has occurred frequently enough 
to lead us to a conjecture. It maybe conjectured that a design which maxi­
mizes the power of detecting certain higher order terms also minimizes 
the maximum bias which arises if those terms are neglected. However, 
we have been unable to prove this in general. 
E. Variance Considerations for |3q + (B^x^ + P2%2 + Pi2xlx2 + e 
1. Mim'n-mm maximum variance 
a. R a square region For this response relationship 
V(u) = V(p0) +u| V^) + u| V(F2) + u| u| V(p12) 
+ 2uj Cov(pp, px) + 2 u2 Cov(p0, pi) + 2 u1 u2 Cov(pQ, p12) 
+ 2 u1 u2 cov(fl» $2) + 2 u1 u2 cov(pl» f12) + 2 u1 c°v(p2' pl2^ 
Denote 
Gov (p0, px) + Cov(p2, P12) by a V((30) by VQ 
Cov(p0, p2) + CovCpj, PL2) by b V(p%) by V^ 
Cov(p0, p12) + Cov(pl, p2) by c V(P2) by V£ 
V(B12)byV12 . 
We shall show that for a given design 
max V(u) - V(p0) + + V(P2) + V(P12) . 
Consider the various classes of designs determined by the covariances. 
In the same manner as in Section (A. l.a. ), we can show that at one of the 
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> 
four corners of the square, V(u)— Vq 4- Vj 4- V"2 + Vj2* Hence, max V(u) 
u 
— Vq + + V2 ^12* ^ follows that 
min max V(u) — min (Vn + V, + V- + V,,) . 
X u 
Hence min max V(u) is achieved by the design that simultaneously gives 
X u 
TS. 
maximum precision on each, of the (3$s if one exists. The design speci­
fied by N/4 points at each corner of the square region has this property 
and is best in the sense considered. 
2. Minimum average variance 
a. R a square region It is easily shown that 
\ ^ V(u) dux du2 =4 V0 + (4/3) (Vx + V2) + (4/9) VJ2 . 
The design specified by N/4 points at each, corner of the square region 
obviously minimizes V(u) du since it minimizes the variance of each 
of the pts. 
3. Minit"Tim generalized variance 
a. R a square region For the design specified in Section(H l.a.), 
"N 0 0 o" 
S = x*x = 0 N 0 0 
0 0 N 0 
.0 0 0 N. 
For any other design, 
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S1 = 
N Sx-, =2 Sxj X2 
2x| 2x1x2 
2% 
m 2si4 
aci4 atlx2. 
— det 1ST 0 0 0 ' 
> 
0 2x| 0 0 
0 0 2=2 0 
0 0 0 
Hence this design minimizes the generalized variance. 
F. Bias from + &22x2 
Let us consider the bias from the quadratic terms if we assume the 
response relationship 
y — Pq Pj^i &2,X2 ^  ^12x1X2 e 
when the true relationship is actually 
7 
~ &0 + plxl + ^2x2 + pl2xlx2 + pli31! + ^22x| + e ' 
If we assume p^ = p^ = P 
then B(u) = j u| + u^ - au^ u^ - bu^ - cu^ - d | | P [ 
where a, b, c, and d are constants determined by the design. 
1. Minimum maximum bias 
a. R a square region We shall show that min max B(u) = |p|. The 
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contours of the bias function q = u^ + u^ - aUjU^ - bu^ - cu^ - d are 
ellipses, parabolas, or hyperbolas, depending upon whether a2 < 4, 
a2 = 4, or a2 > 4, respectively. We shall consider these classes of 
designs and show that min max B(u) = pi in any case. 
X u 11 
Case 1. a2 < 4 
The quadric q reaches its minimum at (u^, u^) where 
™i = 
2b + ac 
u 
2c + ab 
4-a2 4-a2 
q(u^, u|) = (-b2 - c2 - abc)/(4 - a2) - d. 
Since a2 < 4, q(u|s u^) is negative. 
Consider the various classes of designs for this case, 
(i) B(u'v uy 1 |p| 
-b2 - c2 - abc 
4-a2 
1Î a. — 0, b + c — 0 
-d - 1 
d i 1 = b2 + c4"abc 
2 - a + b  +  c —  d  —  2  -  a  +  ( b + c )  -  1  +  
— 1 - a + (b+c) 
2 i . 
4-a2 
b2 -f c2 •+ abc 
4 - a 2  
Then 
Therefore 
B(-l,-l) -
max B(u) — 
u 
If a 1 0, b + c — 0 
2 — a — (b+c) — d — I . 
Then B(l, 1) - p 
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Therefore max B(u) — Ipl. 
u 
if a - 0, b - c — 0 
2 *1* 3. 4* b — c — d — I. 
Then B(-l, 1) - |p|. 
Therefore max B(u) - jpj. 
u 1 
if a - 0, b - c — 0 
2 + a- b + c- d— 1 . 
Then B(l,-l)-|p|. 
Therefore max 
u 
max 
u 
B(u) - |p|. 
We next show that if B(u^, uy — jpj, max B(u) — |p|. 
(ii) B(u%, u|) - |p| . 
< 
If q(u^, ) — -1 and (u^, u|) is in the square region, then 
B(u) — jpj. 
Now consider what happens if (u^, u|) is not in the square region but 
is in one of the following four regions. 
I I 
E K 
76 
Suppose q(u*, u*) — 1 and (u^, u|) is in I. 
if q(l, 1) — -1, then max B(u) — jpj. 
Consider the following differences: 
= q(-l, 1) - q(l» 1) = (2 + a+ b + c-d)-(2-a-b-c-d)=2a + 2b 
ô2 — q(-l» — 1) - q(l» 1) — (2 — a+b + c — d) — (2 — a — b — c — d) — 2b + 2c 
ô 3  =  q ( l ,  - 1 )  -  q ( l ,  1 )  = ( 2  +  a -  b  +  c - d ) - ( 2 - a - b - c - d ) = 2 a  +  2 c  .  
Then + 6^  4- = 4(a + b + c) . 
Since (u|, ut,) is in I, at least one of the following sets of inequality 
holds: 
2b + ac > q 2b + ac > ^ 2b + ac > ^ 
4-a2 4-a2 4-a2 
2c + ab > q 2c + ab > ^ 2c + ab > ^ 
4-a2 4-a2 4-a2 
So a + b + c — 2. Then 4(a + b + c) — 8 . 
Therefore at least one of the differences must exceed 2. 
If q(l, 1) > -1, then q(u^ 3 u^ ) — 1 somewhere in the square. There­
fore max B(u) — Ipl . 
u M 
Suppose q(u£, ul,) — -1 and (u|, u^) is in IL 
if q(-l, 1) — -1, then max B(u) — |p|. 
Consider the following differences: 
— q(l, 1) — q(-l, 1) — (2 — a — b — c — d) — (2 + a. + b — c — d) = —2a — 2b 
5-j = q(lj —1) — q(-l, 1) =(2 + a — b + c — d) — (2 + a. + b — c — d) = —2b. + 2c 
ôg = q(-l, -1) - q(-l, 1) =(2 - a + b + c - d) - (2 + a + b - c - d) = -2a + 2c. 
Then 5^  + 5^  + 5^  = 4(-a - b + c) 
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Since (u^, u|) is in II; -a -b + c — 2 and therefore 4(-a - Ta + c) — 8. 
Hence at least one of the differences exceeds 2. 
> 
If q(-l, 1) >-l3 then q(up u^) — 1 somewhere in the square. There­
fore max B(u) — |p|. 
Case 2. a2 — 4 
The "bias function is given "by q = u| + u^ - a u^u^ - bu^ - cu^ - d . 
Now 
q(l, 1) =2-a-b-c-d 
q( l ,  - 1 )  = 2 + a - b + c  -  d  
q ( - l ,  - 1 )  =  2 - a + b + c - d  
q ( - l ,  1 )  =  2 + a + b - c - d  .  
Consider the various classes of designs. 
(i) a — 2a b — c 
If q(-lj 1) — -1 or q(-l, 1) — 1, max B(u) — |§| . 
u ' ' 
Consider the following differences: 
=q(l, 1) - q(-l, 1)#2- a-b-c-d)-(2 + a+ b- c- d) = -2a - 2b 
=  q ( - l ,  - 1 )  -  q ( - l ,  1 ) = ( 2  -  a +  b  +  c - d ) - ( 2  +  a +  b -  c - d ) =  - 2 a  +  2 c  6 2 
=q(i, -i) • 
+ 5^ + 5g = -4 a - 4 b + 4 c 
6^ q(l 1 - q(-l, 1)=(2+ a-b + c-d)- (2 + a+ b- c- d)- -2b + 2c 
1 -8 
Hence at least one of the differences — -2. 
If -1 < q(-l, 1) < 1, then B(u^» u^) — |pj somewhere in the square; 
> . 
hence max B(u) — (3|. 
(ii) a — 2 b — c 
If q(l, 9-1) — -1 or q(l, -1) — 1, then max B(u) —1^1. 
u II 
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Consider the following differences: 
5j — q(lj I) — q(l, -1) = (2 - a - b - c - d) — (2 + a — b + c — d) = —2a — 2c 
= q(-l, 1) — q(l» -1) = (2 4- a + b — c — d) — (2 + a — b + c — d) = 2b — 2c 
ôg — q(-l9 —X) — q(I, — 1) = (2 - a + b + c — d) — (2 + a — b + c — d) = —2a + 2b 
6^ + 5^ + 5g = 4(-a 4- b - c) 
1-8. 
Hence at least one of the differences 1 -2. 
If -1 < q(l,-l)< 1, then B(u.p XL^) — |pj somewhere in the square; there­
fore max B(u) — 
u 
> p 
(iii) The other cases can be treated in similar fashion so that we 
have shown min max B(u) = Id. 
X u 11 
Consider the design 
N/16 N/8 N/16 
N/8 
N/J6 
N/q-
N/8 
N/8 
N/(6 
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For this design 
xixi = 
isr 0 0 0 " IN/2 N/2 
0 
0 
N/2 
0 
0 
N/2 
0 
0 
!
 
n 
0 
0 
0 
0 
-0 0 0 N/4. 0 0 
.-i (Xp^) X|X2 = 
1/2 
0 
0 
0 
1/2 
0 
0 
0 
B(u) = |u2 + n2 - 1 | |p| 
so that max B(u) = |p|. 
Hence this design achieves min max B(u). It should be noted that 
X u 
this is the same design as the fourth design listed in Section (C. 1. a. ). 
b. R a circular region In a manner analogous to that in the last 
section we show that min max B(u) = 1(3/2! and that this value is achieved 
X u 11 
by the design: 
N/2 points at the origin 
N/2 points at the vertices of a regular polygon inscribed 
in the circular region. 
It should be noted that this is the same design as the first design listed 
in Section (C. 1. a. ). 
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G. The Three-Point Problem 
Unfortunately the results which we have obtained in this chapter are 
not applicable for all values of N. To illustrate the problem for certain 
values of N consider the problem of achieving min max V(u) for 
X u 
y = po + + p2x2 + e 
when R is a square specified by: 
1 < < 1 
-1 — x^ — 1 
i < <i 
- 1  
-  
x 2  ~  *  
In Section (A. 1. a. ) of this chapter it was shown that min max V(u) 
X u 
is achieved by taking N/4 points at each corner of the square. However, 
this answer is unsatisfactory for values of N not divisible by 4. What 
are the optimum designs using these intermediate values of N? As 
representative of this particular problem, consider the case for N equal 
to 3. We wish to take three observations at points in the square. What is 
the design or designs which achieve min max V(u) ? 
X u 
Empirical investigation indicates that min max V(u) is achieved by 
X u 
either of the following two designs: 
CI 1/2) 
co,-i; 
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It should be obvious that the preceding statement holds for any rotation 
through an angle of irk/ 2 radians, k = 1, 2, ... . We have not been able 
to establish the optimality of these two designs upon an analytical basis, 
however. 
As far as a choice between these two designs is concerned, the second^ 
design seems to be better in at least two respects. It has a smaller 
generalized variance and a smaller average variance than the first de­
sign. 
The apparent lack of uniqueness for the design achieving min max V(u) 
X u 
seems to be characteristic of designs for the intermediate values of N. 
Any design consisting of the vertices of a triangle with area equal to 2 
achieves the minimum generalized variance. It is easily shown that in 
the class of designs with minimum generalized variance, the .second de­
sign or any rotation thereof achieves minimum average variance and mini­
mum maximum, variance. 
It is hoped that this example will suffice to present the problem at 
hand. 
H. Randomized Designs 
It is the purpose of this section to discuss briefly the effect of choos­
ing a design at random from a class of designs. Suppose that we are 
investigating the response relationship 
7 = po + plxi + ^2*2 + e 
and that we choose one design at random from the following class: 
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an 
(-h) (i,-i) c-i.-i) (i,-d h~i; (i,-i) h-i) ( i,-i) 
The maximum variance for each of these designs occurs at the corner 
of the square not included in the design and is equal to 3. Also for each 
design, 
| S_1| = 1/16 
j1 V(u) du = 10/3 . 
-1 
If we choose one of these designs at random, the variance considera­
tions will be different than for each separately. We shall speak of this 
randomization as a. mixture. If we choose one design at random from 
the set of four designs, for instance, we shall speak of mixing 1, 2, 3, 
and 4. Consider the properties of the following mixtures: 
Mixing 1, 2, 3, and 4 
is"1! = 1/8 
max V(u) = 3/2 
u 
J1 V(u) du = 10/3 . 
83 
Mixing 1 and 3 
S 
-1 
= 3/32 
max V(u) = 2 
| V(u) du = 10/3 
Note that the average variance is the same for both mixtures and 
that the maximum variance is lower in both mixtures than for a single 
design in this class. It should also be noted that both mixtures give 
higher generalized variances than the single designs. 
There are philosophical questions about using such mixtures, but it 
is possible that for some criteria, such mixtures have practical utility-. 
Consider another mixture possibly of some importance. Suppose that 
N points are selected at random in the square. In the same manner as 
in Chapter 3H, we show that the variance-covariance matrix for this 
-1 
procedure, SR satisfies the following: 
Hence from the standpoint of variance considerations, this procedure 
seems to be undesirable. As indicated in Chapter TTT, some sort of 
restricted randomization would be preferable. 
1/N 0 0" 
0 co 0 
0 0 co_ 
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V. P-DIMENSIONAL. CASE 
In this section we shall deal with variance considerations for various 
response relationships and shall consider the bias arising if the assumed 
relationships are not the true ones. "We shall consider the cases where R 
is defined by: 
< < 
—1 — x — 1 i = 1) 2j • • > j p 
and where R is defined by: 
2 x? — 1 . 
i=l 1 
Unless we specifically state otherwise, we shall refer to these two 
regions simply as the cube or the. sphere. 
P 
A. Variance Considerations for 6n + £ 6.x. 
m 1 1 
Suppose we are considering the response 
y = p0 + 2 Pixi + e • 
1. Minimum maxirmrm variance 
a. R a cube We shall show in this section that min max V(u) 
X u 
is achieved by a class of designs for which X^X = NL This class in-
-p 
eludes the 2 factorials, 1/2 fractions thereof, and the Burman-
Plackett designs with levels +1 and -I. This statement holds, of 
course, only for the values of N for which such an X exists. 
Let us consider the problem as a problem in game theory. The 
situation may be represented by the diagram: 
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i  ( 4  
2 
M 
mcujo ucnrV 
Consider the finite subsets of strategies for players 1 and 2: 
Player 1 {UV u^, *urQ} 
Player 2 |x } 
where m = 2^ and each u. is one of the 2? corners of the cube and where 
X~ is a matrix associated with a design in R such that X *X = NI. 
Consider the following strategies for players 1 and 2: 
™ , 0 , 0 0 0 . 
Player 1 a =va^, a2,...» am> 
a9 = 1/2^ 1 
Player 2 = 1 
Since 2 a9 M(u.X) = trace (X*X) * for any X 
i 
and since 
trace (X^)-1 — (p + 1)/N for any X 
it follows that 
2a? M(u-X) — (p + 1)/N for any X 
i x * 
Further since 
M(u.,X^) = (p + 1)/N for any u 
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it follows from theorem 7 in Chapter H that 
min max V(u) = (p+ 1)/N 
X u 
* 
which is achieved by X . 
It should be pointed ont that we are not visualizing a game between 
nature and the statistician, say, but are using game theory strictly 
as a mathematical approach to the problem. 
b. R a sphere In an entirely analogous fashion as for the cube, 
we can show that min max V(u) =(p2 + 1)/N and that this value is 
X u 
achieved by a design specified by the vertices of a regular N-gon in­
scribed in the sphere, if such an N-gon exists. 
2. Mim'rrmm average variance 
a. R a cube By a generalization of the argument given for the 
two-dimensional case it is readily seen that min f V(u) du is achieved 
X k 
by a design such that 
x*x = NI . 
b. R a sphere By a generalization of the argument given for the 
two-dimensional case, it is seen that min f V(u) du is achieved by a 
design specified by the vertices of a regular N-gon inscribed in the 
sphere, if such an N-gon exists. 
3. Minimum generalized variance 
By a generalization of the argument given in the two-dimensional 
case, it is obvious that min generalized variance is achieved by a design 
X 
for which 
X*X = NI 
in the cubical region and by the vertices of a regular N-gon inscribed 
in the sphere in the spherical region, if such an N-gon exists. 
B. Bias from Cross Product Terms 
Suppose we assume the response relationship to be 
P 
y = P0 + 2 p.x + e 
i=l 1 1 
when we should include the terms: 
^ pij xi xj • 
Under the rather stringent assumptions that 
&12 = ^13 = = Pp-l,p = P 
the bias function is given by 
I S u. u. - 2 a. u. - b I Is 
Ii<j 1 J i 1 1 |! 1 
where b and the a$s are constants determined by the design. 
1. Minimum maximum bias 
By a generalization of the argument given in the two-dimensional case 
it follows that min max B(u) is achieved by the class of designs for which 
X u 
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% = o-
2. Minimum average mean square error 
By a generalization of the argument for the two-dimensional case, it 
is seen that the average mean square error is achieved in the cube by 
the design given in Section (A. 2.b. ) and in the sphere by the design given 
in Section (A. 2.b. ). 
C. Bias from Quadratic Terms 
Consider the bias arising from 
2 6.. x. x. 
ij 13 1 J 
when we assume the relationship to be 
y = P0 + ? ^  xi + e • 
If we assume 
and 
then 
= p i = 1,2, ,p 
P-. = kp i,j = 1, 2, ,p ; i< j 
B(u) = |2 u| + k 2 u. u^ - 2 a^ u. - b 11 p^ 
where b and the a$s are constants determined by the design. 
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1. MiniTrmm maxÎTmim variance 
a. R a cube In. a manner analogous to that of Section (C. 1. a. ) in 
Chapter IV, we can find min max B(u) for various values of k and the 
X u 
designs achieving min max B(u), if such designs exist. As an ex-
X u 2 
ample, for k = 2/3(p-l) min max B(u) is achieved by a 3 factorial 
with levels -1, 0, and +1 replicated N/9 times. 
b. R a sphere In the sajne manner as for Section (C. l.b. ) in 
Chapter IV, we find designs achieving min max B(u) for various values 
X u 
of k. In each case the design consists of the vertices of a regular polygon 
inscribed in the sphere plus a number of points at the origin. 
Table 4. min max B(u) designs 
X U 
k Number of points at the origin 
0 N/2 
- l/4(p-l) 7N/16 
- l/2(p-l) 3N/8 
- 3/4(p-I) 5N/16 
- l/(p-l) N/4 
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D. Variance Considerations for 6-, + 26.x. + 2 6..x.x. r0 1 ij i j 
Suppose that we are exploring the response relationship 
Y = PQ + 2 ^ijxixj e * 
1. Minimm-n maximum variance 
In the cube min max V(u) is achieved by a design such that 
X u 
x*x = ni. 
This is proved by the same method as that used in Section (A. 1. a. ). 
2. Minimum average variance 
In the cube the argument for the two-dimensional case can be gen­
eralized to show that the minimum average variance is achieved by a 
design such that 
x*x = ni. 
3. Minimum generalized variance 
For the cube it follows trivially that the generalized variance is 
minimized by the design such that 
XIX = NI. 
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VI. DISCUSSION 
Exploration of polynomial type response relationships was considered. 
Exploration in each case considered was restricted to a sub space of the 
factor space which was called the experimental region and was denoted 
by R. The problem of comparison of designs and the specification of 
optimal designs, if such exist, was examined. 
The comparison of designs must of necessity employ the use of specific 
criteria of goodness of design. The criteria considered were: 
1. minimum maximum variance of y(u) 
2. 
•»» 
minimum average variance of y(u) 
3. 
«S 
minimum generalized variance of (3 
4. 
«S 
minimum maximum bias of y(u) 
5. minimum average bias of y(u) 
6. 
«•» 
minimum average (bias) of y(u) 
7. 
«S 
minimum average mean square error of y(u) 
8. maximum power of detecting higher order terms. 
It was shown that the optimality of a given design upon the basis of the 
criteria considered herein is invariant under simple linear transforma­
tions of the factor space. This includes translation, contraction, and 
expansion. The idea of choosing the design which maximizes the mini­
mum characteristic root of XrX was considered briefly. This was 
rejected because the optimality of a design on this basis is not invari­
ant for simple linear changes of scale. 
Fairly remarkable though perhaps to be expected is the overall 
goodness of the factorials. When exploring a planar response within a 
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region specified by a hypercube the 2? ^ factorials are optimal in the 
sense of having minimum maximum variance, minimum average var­
iance, and minimum generalized variance, the levels of each factor 
being specified by the boundaries of the cube. For a quadratic re­
sponse the 3^ ^  factorials are not optimal for any of the criteria con­
sidered but have a high degree of optimality for all of the criteria. 
The examination of such an array of criteria as in this work 
should make it apparent that the optimality of a design is dependent up- -
on what one wants. When one is exploring in a spherical region, for 
instance, the number of center points for the optimal design is highly 
dependent upon the criteria used. In this thesis we have been con­
cerned with specification of designs which are good for particular pur­
poses. It should be expected that these may be rather poor in general. 
Upon intuitive grounds it seems that the points should be more or less 
uniformly distributed over the experimental region. Such designs appear 
to be reasonably good for a wide range of criteria. 
It is not presumed that the results in this thesis will dictate the 
procedure to be followed in any given instance but rather it is felt that 
they may constitute an addition to knowledge of exploration of response 
relationshps. Nevertheless, it is proper that this work should be evalu­
ated from a practical point of view. 
It is significant that the results contained herein are highly dependent 
upon the choice of experimental region. From some points of view, it 
seems rather artificial to restrict our exploration to a specific region R 
since, in many instances, the region of interest will be dictated by the 
results of the experiment, but this consideration does not remove the 
necessity of the experimenter deciding beforehand what regions are likely 
to be of interest and this is a basis for the minimax criteria.;. Another 
difficulty is that it is doubtful if the interests of the experimenter will 
often be as sharply defined as required for an exact mathematical 
specification of R. 
A general point which must be stressed is that the approach in this 
thesis requires that we know or make some assumptions about the 
general nature of the response relationship. This difficulty is, of 
course, characteristic of many of the problems of statistics. The ex­
tent to which this criticism weakens the work of this thesis must be 
determined by future work. Certainly the general class of relationships 
treated herein is quite limited and it is felt that one of the major cri­
ticisms of the work in this area is that the class of response relation­
ships treated has not been broad enough. 
As regards bias, the optimal design in a given sense seems to be 
highly dependent upon the nature of the terms omitted in the specifica­
tion of the response relationship. It may be that this difficulty is in­
surmountable but it appears that we should search for meaningful 
criteria which are not so sensitive to the nature of the deviations from 
the assumed relationships. 
It is hoped that some of the criteria discussed will prove to be 
useful and it is felt that their consideration has led to a greater know­
ledge about the properties of certain designs. In the final analysis, the 
goodness of a design must depend upon the specific aims of the experi­
menter. It is hoped that future work will allow for more specific 
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tailoring of designs to the goals of the experimenter. 
Of central importance to the present work is the invariance of op­
timality under simple changes of scale. It is desirable that the require­
ment of invariance be strengthened to include more general transforma­
tions of the factor space such as non-linear changes of scale or trans­
formation to a factor space of fewer dimensions. A difficulty is to 
reconcile transformations of variables and specification of experimental 
regions. 
Finally, the role of random designs should be investigated further. 
In this thesis such designs were examined very briefly. More work 
should be done not only in specification of restricted randomization 
schemes but on the philosophical questions involved. The question of 
to what extent probability considerations are relevant in the choice of a 
design to be used only once may be enlightened by the examination of 
random designs. 
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VIL SUMMARY 
The problem of designing experiments for the study of response rela­
tionships was considered. Only polynomial type relationships were con­
sidered and the choice of design was restricted to an experimental region 
R. The parameters of the response relationship were estimated by 
least squares. The estimated response at the variable point u in R 
•n 
was denoted by y(u) and the variance of y(u) by V(u). If the response 
«s 
relationship assumed should contain more terms, then y(u) is biased. 
«n 
The bias of y(u) was denoted by B(u). 
The following criteria of optimality were considered: 
1. min max V(u) 
X u 
/ V(u) 2. min | du 
X 
3. min generalized variance of |3 
X 
4. min max B(u) 
X u 
5. min ( B(u) du 
X I 
6. min J B2(u) du 
7. min f E/"y(u) - f(u)J72 du 
X R 
8. max power of detecting higher order terms. 
X 
It was shown that the optimality of a design upon the basis of these 
criteria is invariant under simple linear changes of scale. Because of 
this the rectangular regions examined were coded to be cubes specified 
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by 
-1 1 x. 1 1 
and the elliptical regions examined were taken to be hyper sphere s speci­
fied by 
2 xi2 — 1 . 
In the latter case there is a real difficulty in specification of the units 
in which the region is to be a hypersphere and for this reason the results 
on elliptical regions have a lower logical status. 
Optimal designs for the response relationship 
Y = P0 + Pxx + e 
- 1 1 x i 1 
were obtained. For variance criteria optimality is obtained by putting 
essentially half the observations at each endpoint of the interval, while 
for bias considerations a major proportion should be in the center, 
the exact proportion varying from 1/2 to 3/4 with the bias criteria. 
From the standpoint of variance considerations the procedure of select­
ing N points at random in the interval was shown to be poor. 
For the response relationship in p dimensions 
y « Pq + s  ^ ixi+ e 
— X —* X. — 1 i = 1; 2; • • » • 9p 
the designs such that 
XTX = NI 
were, shown to have the following properties: 
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1. -minimum maximum variance 
2. minimum average variance 
3. minimum generalized variance 
Considering the bias from 2 p.. x_x. where the (3.-*s are assumed to 
Kj 1J 1 3 y 
be equal, the designs such that 
x'x = ni 
were shown to have the following properties: 
1. minimum maximum, bias 
2. minimum average bias 
3. minimum average (bias)2 
4. minimum average mean square error 
When the region is specified by .. 
S x? ! 1 
the designs consisting of the vertices of a regular polygon inscribed in 
the sphere were shown to have the same optimal properties both for 
variance and bias considerations as the designs in the cubical region. 
In the p-dimensional case for both the spherical and the cubical 
regions designs were obtained to attain the minimum maximum bias 
when the quadratic terms omitted meet certain requirements. The 
proportion of points at the center of the region was found to depend upon 
the relationship among the quadratic coefficients. 
For the response relationship 
y = P0 + s + 2 p.. xjc + e 
Kj 3 3 
in both the spherical and cubical regions the designs which meet the 
98 
variance criteria of optimality are the same as those for the response re­
lationship 
y = P0 + 2 ^  xi + e • 
Further, the designs which minimize the maximum bias from pure quad­
ratic terms for 
Y = P0 + s p. + e 
are the same as those which minimize the maximum bias from pure quad­
ratic terms for 
y = pQ + S p. x- + 2 p . x x. + e . 
i<j ^ 
It is felt that the results in this thesis will help to serve as a guide 
for efficient planning of experiments and it is hoped that they may serve 
as a starting point for a more intensive attack upon the general problem 
of response relationship exploration. 
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