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PARTITION FUNCTIONS AS C*-DYNAMICAL INVARIANTS
AND ACTIONS OF CONGRUENCE MONOIDS
CHRIS BRUCE, MARCELO LACA, AND TAKUYA TAKEISHI
Abstract. We study KMS states for the C*-algebras of ax+ b-semigroups of algebraic integers in which
the multiplicative part is restricted to a congruence monoid, as in recent work of Bruce. We realize the
extremal low-temperature KMS states as generalized Gibbs states in concrete representations induced from
extremal traces of certain group C*-algebras. We use these representations to compute the type of extremal
KMS states and we determine explicit partition functions for those of type I. The resulting collection of
partition functions is an invariant for equivariant isomorphism classes of C*-dynamical systems, which
produces further invariants through the analysis of the topological structure of the KMS state space. We
use this to characterize several features of the underlying number field and congruence monoid. In most
cases our systems have infinitely many type I factor KMS states and at least one type II factor KMS state
at the same inverse temperature and there are infinitely many partition functions. In order to deal with
this multiplicity, we establish, in the context of general C*-dynamical systems, a precise way to associate
partition functions to extremal type I KMS states. This discussion of partition functions for C*-dynamical
systems may be of interest by itself and is likely to have applications in other contexts so we include
it in a self-contained initial section that is partly expository and is independent of the number-theoretic
background.
1. Introduction
C*-dynamical systems of number-theoretic origin have attracted sustained interest ever since Bost and
Connes [2] introduced their quantum statistical mechanical system based on a noncommutative Hecke
C*-algebra associated to the inclusion of rings Z ⊆ Q. Their system has two remarkable features: it
exhibits spontaneous symmetry breaking of a Galois symmetry at low-temperature and its partition
function is the Riemann zeta function. This second feature had been foreshadowed by the systems
proposed independently by B. Julia [23] and D. Spector [41], in which the distribution of prime numbers
was interpreted in terms of the distribution of energy levels of a quantum statistical mechanical system
consisting of a free bosonic gas. In this Riemann gas the non-interacting elementary particles are the
prime numbers and the energy of a prime p is given by log p, so that the resulting partition function is
the Riemann zeta function.
The work of Bost and Connes sparked a resurgence in the study of KMS states for C*-dynamical sys-
tems constructed from algebraic and combinatorial structures, such as Bost–Connes type systems, Hecke
systems associated to ring inclusions, and Toeplitz-type systems associated to ax+ b-semigroups, graphs,
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2 BRUCE, LACA, AND TAKEISHI
higher-rank graphs, C*-correspondences, among others. Most of these systems exhibit symmetries or
various regularities that lead to a single natural choice for partition function. However, in some situations
currently being considered this is no longer the case. The possibility of multiple partition functions was
recognized early on, because for systems containing isometries that are eigenvectors for the dynamics with
nontrivial eigenvalues, the time evolutions are not approximately inner by [37, Theorem 1] and there is no
reason to expect a unique intrinsic Hamiltonian. Indeed, the evidence is that one should not even expect
the energy levels to be uniquely determined. Because of this lack of uniqueness, it becomes necessary to
have a more precise definition of what is really meant by the partition function of a general C*-dynamical
system. Since in principle such systems can range from having no equilibrium states at all, to having
multiple equilibrium states with very different Hilbert space representations, it is not surprising that the
partition functions depend on the states themselves.
The equilibrium temperature space of a C*-dynamical system and, more specifically, the family of simplices
of KMSβ states, indexed by the inverse temperature β ∈ [−∞,∞] can be quite arbitrary [3, 4], and it
is not clear what can be said in general about energy levels and partition functions. In this paper we
advance the idea that if one focuses on the Murray–von Neumann type of the factor representations
associated to extremal KMS states through the GNS construction, then certain invariants emerge that
are both interesting and computable. Specifically, as a first step along the lines set out in [13, Ch. 4]
we concentrate on the extremal KMSβ states whose GNS representations are factors of type I. The pure
phases associated to such type I states, although nonphysical, still behave in a fashion that agrees with
our intuition at the macroscopic scale: when a C*-algebraic system is in one of these equilibrium states
and the temperature is lowered, then equilibrium becomes more stable and the pure phase has continuity
properties that link it to a unique ground state. It is for these type I factor KMS states that we define
partition functions. The resulting families of functions, fibered over the space of extremal type I states
of the KMS simplex, constitute our basic C*-dynamical invariant for a C*-dynamical system. They are
explicitly computable in terms of appropriate irreducible representations, and, of course, they are also
invariant under isomorphisms of C*-dynamical systems, that is to say, under R-equivariant isomorphisms
of the underlying C*-algebras.
Partition functions as C*-dynamical invariants for systems arising from number theory have been consid-
ered before, e.g. [14], but they have been largely used only for systems that have unique Hamiltonians
due to the action of large symmetry groups, e.g. Bost–Connes systems. Our present interest in par-
tition functions originates in the study of the time evolution determined by the absolute norm on the
C*-algebra of the ax+ b-semigroup where a and b are algebraic integers in a given number field and a is
restricted to be in a given congruence monoid. These systems have been introduced in [9] and include the
Toeplitz type systems from [15] as a particular case. They exhibit a low-temperature phase transition [10]
parametrized by the tracial states on certain group C*-algebras, which, intriguingly, also play a central
role in the K-theory computation in [11]; reinforcing the connection made in the discussion following [18,
Theorem 6.6.1] between the K-theory computations from [16, 17] for the case of the full ax+ b-semigroup
and the phase transition described in [15]. Here we focus on the extremal KMSβ states for β > 2 and
classify them according to type I or II, thus completing the type classification of KMS states started in [10,
Theorem 3.2(ii)], see also [10, Remark 3.3(g)]. There are infinitely many extremal KMSβ states of type
I, and they give rise to an infinite family of partition functions leading to various explicitly computable
C*-dynamical invariants for congruence monoids and for the underlying number fields.
We discuss next the organization of the paper and summarize its content, explaining roughly what is done
in each section and what the main results are. In Section 2 we lay out what we mean by the partition
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function associated to a type I factor KMS state of a general C*-dynamical system, and we show how it
can be computed in terms of an admissible triple (H, pi, ρ) consisting of a Hilbert space H on which there
is an irreducible representation pi with a density operator ρ for the state. In Proposition 2.1 we show
that for each type I factor KMS state there is only one admissible triple up to unitary equivalence, and
in Proposition 2.5 we show that the KMS states are naturally grouped into quasi-equivalence classes that
share a normalized Hamiltonian. Taking limits as β → ∞ in Corollary 2.7 we exhibit the KMS∞ states
and we show that every admissible triple arises from the GNS representation of a pure ground state in
one of these quasi-equivalence classes. Several families of examples are discussed in Section 3 to illustrate
the different possibilities for partition functions.
In Section 4 we recall the definition of congruence monoids Rm,Γ and the C*-algebras associated with their
actions on rings of algebraic integers in [9]. The KMSβ states of these systems have been characterized in
[10]; for each β > 2 they are indexed by the tracial states of a finite direct sum of group C*-algebras of the
form C∗(ak oR∗m,Γ), where the ak are ideals representing ideal classes in a quotient of the ray class group
modulo m and R∗m,Γ is the group of units in the congruence monoid Rm,Γ, acting by multiplication. We
develop formulas for the KMSβ states along the lines of those obtained in [29, 15]. These are needed later
in order to identify convenient admissible triples for the computation of the associated partition functions.
The extremal KMSβ states are indexed by extremal tracial states of the C*-algebras C
∗(ak o R∗m,Γ). In
Section 5 we discuss tracial states of direct sums and in Theorem 5.2 we characterize the extremal KMS
states of our systems in terms of ergodic invariant measures on tori, analogously to the characterization
given in [31] for the systems from [15].
In Section 6 we construct concrete representations for the C*-algebras from actions of congruence monoids
on rings of integers, Proposition 6.3, and then parametrize the low-temperature KMS states expressly in
terms of traces. The main technical results are Theorem 6.6 and Proposition 6.7 which allow us to classify
extremal KMS states according to type, Corollary 6.9. Through the general theory developed in Section 2,
this also allows us to compute the partition functions of type I factor KMS states, Theorem 6.10. These
are the main invariants for our C*-dynamical systems.
We begin Section 7 with a discussion of the topological structure of the set of fixed points of an action.
We then show that although the actions of the unit group R∗m,Γ by linear toral automorphisms of the
(duals of) ideals in different ideal classes are not conjugate, there is nevertheless solidarity in terms of
number of fixed points. By focusing on poles of the partition functions at critical β we are able to select
the subcollection consisting of the type I factor KMS states that have minimal residue. Our main result is
Theorem 7.6, where we use this subset of minimal states and their partition functions to retrieve number-
theoretic information about the initial congruence monoid and its underlying number field, and we list
concrete invariants that can be derived directly from the C*-dynamical invariants in Corollary 7.7.
As an application of our main results, we show in Section 8 how several features of number fields can
be characterized in terms of C*-dynamical invariants. The main application is Theorem 8.2, where we
obtain the Dedekind zeta function of the field, the generalized ideal class number, and the Kronecker set
of a class field obtained naturally from the initial data defining the congruence monoid. This allows us to
characterize the field itself using C*-dynamical invariants. That these quantities are invariant has been
shown via K-theory, without any assumptions about time evolutions, in [11]. Here we reiterate the point
that KMS states very often lead to results quite similar to those obtained via K-theory, through methods
that are quite different, and that some of the number-theoretic invariants are computable directly from the
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representations associated to KMS states. These include the generalized class number, the zeta function
of the modulus of the monoid, the partial zeta function of the trivial ideal class, and, up to finite sets
of primes, the Kronecker set of the class field associated with the initial data defining the congruence
monoid.
Acknowledgment. Part of this research was carried out during a visit of Bruce to Kyoto, and he would
like to acknowledge this and to thank the faculty of Arts and Sciences at the Kyoto Institute of Technology
for their hospitality and support. In addition, part of this research was performed during two visits of
Takeishi to Victoria, and he would like to acknowledge the support and the hospitality of the Department
of Mathematics and Statistics at the University of Victoria. The authors would also like to thank the
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2. Persistence of Type I equilibrium under cooling and partition functions
A time evolution or dynamics on a C*-algebra A is a group homomorphism σ : R → Aut(A) such that
for each fixed a ∈ A the map t 7→ σt(a) is norm continuous. The pair (A, σ) is known as a C*-dynamical
system. The standard notion of equilibrium for these systems is given by KMS states. We refer the reader
to [5] for general background on KMS states. Every C*-dynamical system determines a function that
assigns to each β ∈ R the closed convex set KMSβ(A, σ) of KMSβ states. We will assume throughout that
A is unital, in which case this closed convex set is actually a Choquet simplex. In general, β 7→ KMSβ(A, σ)
can be a fairly arbitrary function, see e.g. [4], but if we restrict our attention to states of type I, i.e.,
those having GNS representations of type I in the Murray–von Neumann classification, then the extremal
ones have a property that is quite intuitive in classical macroscopic terms: equilibrium ‘improves’ when
the temperature is lowered. In this section we formulate this phenomenon explicitly and give a precise
definition of the partition function that is naturally associated to each quasi-equivalence class of type I
factor KMS states for general C*-dynamical systems. We begin with the following slight reformulation of
[12, Lemma 4.3].
Proposition 2.1. Let σ be a time evolution on the unital, separable C*-algebra A. Fix β0 ∈ (0,∞) and
suppose that ϕ is an extremal σ-KMSβ0 state of type I. Then
(i) there exists an irreducible representation pi of A on a separable Hilbert space H and a positive
trace-class operator ρ of norm 1 on H such that
ϕ(a) =
Tr(pi(a)ρ)
Tr(ρ)
a ∈ A; (1)
(ii) the operator ρ is strictly positive and Ut := ρ
−it/β0 is a strongly continuous one-parameter unitary
group on H such that
pi(σt(a)) = Utpi(a)U
∗
t a ∈ A, t ∈ R; (2)
(iii) any two triples (pij ,Hj , ρj) for j = 1, 2 arising as in part (i) above are unitarily equivalent, and
this unitary equivalence intertwines the unitary groups ρ
−it/β0
1 and ρ
−it/β0
2 .
Proof. Let (piϕ,Hϕ, ξϕ) be the GNS representation and cyclic vector associated to ϕ. By assumption,
Mϕ := piϕ(A)′′ ⊆ B(Hϕ) is a type I factor, so there exists an irreducible representation pi of A on a
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separable Hilbert space H such that the map θ : piϕ(a) 7→ pi(a) extends to a von Neumann algebra
isomorphism θ : Mϕ → B(H).
The vector state ϕ˜(x) = 〈xξϕ, ξϕ〉 is a normal state of Mϕ = piϕ(A)′′. Hence ϕ˜ ◦ θ−1 is a normal state of
B(H) so there exists a positive trace class operator ρ on H, such that
ϕ˜(θ−1(x)) =
Tr(xρ)
Tr(ρ)
. (3)
Writing x = pi(a) above and noticing that ϕ˜(θ−1(pi(a))) = 〈piϕ(a)ξϕ, ξϕ〉 = ϕ(a) we see that (1) holds for
every a ∈ A. We point out that (1) only determines the operator ρ up to a scalar multiple, and we choose
to normalize it by requiring ‖ρ‖ = 1. This completes the proof of part (i).
By [5, Corollary 5.3.9], the cyclic vector ξϕ is separating forMϕ, so ϕ˜(x) = 〈xξϕ, ξϕ〉 is a faithful state of
Mϕ and ϕ˜◦θ−1 is a faithful normal state of B(H). Thus ρ is a strictly positive compact operator of norm
1 on H, i.e. there exists an orthonormal basis {ξn}n∈N of H consisting of eigenvectors with eigenvalues
ωn ∈ (0, 1]. It follows that for each complex number z with Im z ≥ 0 the map Uz : ξn 7→ ω−iz/β0n ξn extends
by linearity and continuity to a contraction Uz on H.
A standard approximation argument then shows that {Uz}Re z≥0 is a strongly continuous contraction
semigroup on H whose restriction to the real axis is a unitary group, and whose restriction to the open
upper half-plane is an analytic function. Moreover, ρ = Uiβ0 so the state of B(H) defined by (3) is of Gibbs
type with respect to the unitary group U and hence satisfies the KMSβ0 condition for the associated time
evolution AdUt on B(H), which is sigma-weakly continuous. This can be verified directly: given X and Y
in B(H), the analytic function interpolating between the boundary values FX,Y (t+ i0) = Tr(XUtY U∗t ρ)
and FX,Y (t+ iβ0) = Tr(UtY U
∗
t Xρ) for t ∈ R is given by FX,Y (z) = Tr(XUzY U∗z ρ) .
On the other hand, at the level of the GNS representation of ϕ, a standard argument gives a unitary
group Uϕ on Hϕ defined by Uϕt : piϕ(b)ξϕ 7→ piϕ(σt(b))ξϕ for b ∈ A and t ∈ R. The associated time
evolution σ˜ := AdUϕt onMϕ is sigma-weakly continuous and satisfies σ˜t(piϕ(a)) = piϕ(σt(a)) and the state
ϕ˜ is a σ˜-KMSβ0 state of Mϕ, see e.g. [5, Corollary 5.3.4]. Then ϕ˜ ◦ θ−1 is also a (θ ◦ σ˜ ◦ θ−1)-KMSβ0
state on B(H). By [42, Theorem 13.2], (see also [5, Theorem 5.3.10]), the time evolution is determined
by the KMSβ0 state, so θ ◦ σ˜ ◦ θ−1 = AdUt on B(H), from which (2) follows on restricting to pi(A) because
θ ◦ σ˜t ◦ θ−1(pi(a)) = θ ◦ σ˜t(piϕ(a)) = θ(piϕ(σt(a))) = pi(σt(a)). This completes the proof of part (ii).
For part (iii), simply observe that pi1 and pi2 are two irreducible representations that are quasi-equivalent
to piϕ, so they are mutually unitarily equivalent via a unitary U : H1 → H2. Then Uρ1U∗ is a strictly
positive trace-class operator of norm 1 on H2 such that
Tr(pi2(a)Uρ1U∗)
Tr(Uρ1U∗) =
Tr(U∗pi2(a)Uρ1)
Tr(ρ1)
=
Tr(pi1(a)ρ1)
Tr(ρ1)
= ϕ(a) =
Tr(pi2(a)ρ2)
Tr(ρ2)
for every a ∈ A. Since pi2(A) is dense in B(H2) and each normal state of B(H2) has a unique density
operator, we have 1Tr(ρ1)Uρ1U∗ = 1Tr(ρ2)ρ2, and since both Uρ1U∗ and ρ2 have norm 1, they are equal. 
Remark 2.2. The result and its proof are essentially from [12, Lemma 4.3], see also [13, Proposition 4.52].
Here we have taken into account that the regularity property [12, Definition 4.1] is automatic for KMS
states [5, Corollary 5.3.9] and we have stated explicitly the uniqueness property of the construction. We
have also removed the assumption that for sufficiently large β all extremal KMSβ states are of type I. This
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assumption is stated shortly before [12, Lemma 4.3], see also [13, Remark 4.50], but it is not necessary
here, which is important in our applications.
Remark 2.3. If the C*-algebra A has an extremal σ-KMSβ0 state of type I for some β0 < 0, then
Proposition 2.1 can be applied to the reverse dynamics σ−t.
Fixing the notation (pi,H, ρ) to denote the admissible triple associated to a KMSβ0 state ϕ in Proposi-
tion 2.1, the infinitesimal generator of the unitary group Ut = ρ
−it/β0 is the operator
H := −1β0 log ρ (4)
and we may write the density operator and the unitary group in terms of H as ρ = e−β0H and ρ−it/β0 =
eitH , respectively. Because of this we view H as a ‘represented Hamiltonian’ associated to the state
ϕ that can be regarded as the ‘stable half’ of the Liouville operator Hϕ studied in [6, Chap. V], see
Proposition 2.8 below.
The normalization ‖ρ‖ = 1 is somewhat unusual, but it serves the purpose of forcing all the represented
Hamiltonians that arise as in Proposition 2.1 from extremal KMSβ states of type I to have 0 as the
minimum of their spectra. In general, if e−βH is of trace class and β′ ≥ β, then e−β′H is also of trace
class, so we define βc := inf{β ∈ [−∞,∞) : Tr(e−βH) < ∞}. Then 0 ≤ βc ≤ β0, unless the Hilbert
space is finite-dimensional, in which case βc = −∞, so that βc ∈ [0,∞) ∪ {−∞}. We shall see next that
there is a family consisting of exactly one KMSβ state for each positive β ∈ (βc,∞) that share the same
Hamiltonian with ϕ (up to unitary equivalence).
Definition 2.4. Let ϕ be an extremal σ-KMSβ0 state of type I, and let H be the represented Hamiltonian
associated to ϕ in Equation (4). The partition function of ϕ is the function Zϕ(s) := Tr(e
−sH) defined
for Re s > βc.
Proposition 2.5. Fix β0 ∈ (0,∞) and suppose ϕ is an extremal KMSβ0 state of type I of the system
(A, σ), let (pi,H, ρ) be the triple associated to ϕ in Proposition 2.1, and let H := −1β0 log ρ be the represented
Hamiltonian. For each positive β such that e−βH(= ρβ/β0) is of trace-class define a state on A by
ϕβ0,β(a) :=
Tr(pi(a)e−βH)
Tr(e−βH)
a ∈ A. (5)
Then ϕβ0,β is an extremal σ-KMSβ state of type I and (pi,H, ρβ/β0) is an admissible triple for ϕβ0,β in
the sense of Proposition 2.1 so all the states ϕβ0,β have H as represented Hamiltonian and Zϕβ0,β (s) =
Tr(e−sH) for every β > βc. Moreover, the quasi-equivalence class of the state ϕ among all KMSβ states
for β > 0 is precisely {ϕβ0,β : β > βc}.
Proof. Formula (5) clearly defines a state that is quasi-equivalent to ϕ because it is given by a density
operator in the same irreducible representation, and hence is a type I factor state. A computation
analogous to the one in the proof of Proposition 2.1 shows that this state satisfies the KMSβ condition
for the time evolution σ implemented by eitH . Thus, (pi,H, e−βH) is an admissible triple for ϕβ0,β and its
associated Hamiltonian is −1β log e
−βH = H. To prove that the quasi-equivalence class of ϕ is the given
set, assume ψ is a KMSβ state of type I for some β > 0 and that ψ is quasi-equivalent to ϕ. Then ψ
is a factor state, so it is extremal and it follows from [5, Theorem 5.3.30(4)] that ψβ,β′ = ϕβ0,β′ for all
β′ > max{β, βc}. Hence, ψ and ϕ share the same Hamiltonian, which implies that ψ = ϕβ0,β and that
e−βH is trace class. 
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Remark 2.6. The partition function of an extremal σ-KMSβ0 state ϕ of type I from Definition 2.4
coincides with the one mentioned in [28, Remark 2.2(ii)]. We emphasize here that the operator H and
hence the partition function Zϕ depend only on the quasi-equivalence class of ϕ, which consists of the
states that have densities e
−βH
Tr(e−βH) on the Hilbert space of ϕ, cf. Proposition 2.5. Thus, to obtain Zϕ, it
suffices to find a triple (pi,H, H) that is admissible for ϕ as in Proposition 2.1. This is useful when one
wishes to make explicit computations.
By definition, following [13], we reserve the terminology KMS∞ states to refer to the weak-* limits of
KMSβ states as β →∞. Next we extend Proposition 2.5 to cover the case β =∞ by interpreting it as a
such a limit.
Corollary 2.7. In the conditions of Proposition 2.5, let Q0 be the spectral projection of the largest
eigenvalue λ0 = 1 of ρ, and let ξ be a unit vector in the range of Q0. Then
(1) the state ϕβ0,∞ on A defined by
ϕβ0,∞(a) :=
Tr(pi(a)Q0)
Tr(Q0)
a ∈ A (6)
is a type I factor KMS∞ state that is quasi-equivalent to ϕβ0,β and limβ→∞ ϕβ0,β = ϕβ0,∞;
(2) the vector state ωξ defined by
ωξ(a) := 〈pi(a)ξ, ξ〉 a ∈ A
is a pure ground state, and pi together with the cyclic vector ξ is unitarily equivalent to the GNS
representation of ωξ.
Proof. Since ϕβ0,∞ is defined by a density in an irreducible representation, it is a type I factor state and
is quasi-equivalent to ϕβ0,β. The distance ‖ϕβ0,β − ϕβ0,∞‖ between the states is given by the trace-norm
of the difference of densities. Since∥∥∥∥ e−βHTr(e−βH) − Q0Tr(Q0)
∥∥∥∥
1
≤
∣∣∣∣ 1Tr(e−βH) − 1Tr(Q0)
∣∣∣∣ ‖e−βH‖1 + 1Tr(Q0)‖e−βH −Q0‖1
and since ‖e−βH −Q0‖1 = Tr(e−βH)−Tr(Q0), in order to show that ‖ϕβ0,β−ϕβ0,∞‖ → 0, and hence that
φβ,∞ is a KMS∞ state, it suffices to show that limβ→∞Tr(e−βH) = Tr(Q0). To do this, let {ξk}k∈N be
an orthonormal basis of H diagonalizing H = diag(d0 = 0, d1, d2, ...) with dk := − log λkβ0 strictly increasing
and let ak be the multiplicity of dk. Suppose β ≥ β0. Then
0 ≤ Tr(e−βH)− Tr(Q0) = Zϕ(β)− a0 =
∞∑
k=1
ake
−βdk ≤ e−βd1
∞∑
k=1
ake
−β0(dk−d1) → 0
because e−βd1 → 0 as β →∞ and ∑∞k=1 ake−β0(dk−d1) converges. This completes the proof of part (1).
To prove part (2) notice that ξ is cyclic because pi is irreducible so, by the essential uniqueness of the
GNS representation of ωξ, it is unitarily equivalent to pi, hence ωξ is pure. It remains to show that ωξ
is a ground state. Observe first that ϕβ0,∞ =
1
Tr(Q0)
∑
i ωξi , where the sum is over an orthonormal basis
of the range of Q0. Then ωξ is dominated by a positive multiple of ϕβ0,∞, which is a KMS∞ state and
hence a ground state itself. Since the set of ground states in a unital algebra is a face of the set of states
[5, Theorem 5.3.37], it follows that ωξ is a ground state. 
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Proposition 2.8. Suppose that (pi,H, ρ) is a triple arising from an extremal σ-KMSβ state ϕ of type I,
as in Proposition 2.1 with ρ = e−βH . For t ∈ R, let Wt := eitH ⊗ e−itH , so that {Wt}t∈R is a continuous
one-parameter unitary group on H⊗H, let {ξ0, ξ1, . . . , ξn, . . .} be an orthonormal basis for H consisting
of eigenvectors of H with eigenvalues {0 = h0 ≤ h1 ≤ · · · ≤ hn ≤ · · · } and let
η :=
1
Tr(e−βH)1/2
∞∑
n=0
e
−βhn
2 ξn ⊗ ξn.
Then there exists a unitary V : Hϕ
∼=→ H⊗H such that
(i) Vξϕ = η;
(ii) Vpiϕ(a)V∗ = pi(a)⊗ 1 for all a ∈ A;
(iii) VUϕt V∗ = Wt for all t ∈ R.
Proof. Let Φ : B(H)→ B(H⊗H) by Φ(T ) = T ⊗ 1. Then
〈Φ ◦ pi(a)η, η〉 = Tr(pi(a)e
−βH)
Tr(e−βH)
= ϕ(a) by (1).
By assumption pi(A)′′ = B(H), hence (Φ◦pi(A))′′ = B(H)⊗1. It is easy to see that for any pair (m,n) there
exists a rank-one operator T ∈ B(H) such that (T ⊗ 1)η = ξm⊗ ξn, so the unit vector η ∈ H⊗H is cyclic
for the representation Φ◦pi. By uniqueness of the GNS representation, there is a unitary V : Hϕ
∼=→ H⊗H
such that (i) and (ii) hold. The following calculation shows that (iii) holds:
WtV(piϕ(a)ξϕ) = Wt(pi(a)⊗ 1)η
= Wt
(
1
Tr(e−βH)1/2
∞∑
n=0
e
−βhn
2 (pi(a)ξn)⊗ ξn
)
=
1
Tr(e−βH)1/2
∞∑
n=0
e
−βhn
2 (eitHpi(a)ξn)⊗ (e−iHξn)
=
1
Tr(e−βH)1/2
∞∑
n=0
e
−βhn
2 (pi(σt(a))e
ithnξn)⊗ (e−ithnξn)
=
1
Tr(e−βH)1/2
∞∑
n=0
e
−βhn
2 (pi(σt(a))ξn)⊗ ξn
=
(
pi(σt(a))⊗ 1
)
η
=
(Vpiϕ(σt(a))V∗)η
= VUφt (piϕ(a))ξϕ.

Remark 2.9. Recall from [6, 7] that if ϕ is an invariant state of a C*-dynamical system (A, σ), then the
infinitesimal generator of the usual unitary group defined by Uϕt : piϕ(b)ξϕ 7→ piϕ(σt(b))ξϕ for b ∈ A and
t ∈ R on the GNS Hilbert space of ϕ is called the Liouville operator associated to ϕ. By Proposition 2.8
the spectrum of the Liouville operator associated to ϕ is given by {hj − hk : j, k = 0, 1, 2, . . .}, and is
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symmetric with respect to the origin, cf. [7]. The spectra of the represented admissible Hamiltonians
for ϕ are the same for quasi-equivalent type I factor KMS states, and do not depend on the inverse
temperature above critical; thus, the same is true of the spectra of the associated Liouville operators, cf.
[7, Theorem A]. However, as we shall see in Section 6, for the examples arising from congruence monoids,
the represented Hamiltonians of two inequivalent type I factor KMS states do not have to have the same
spectral sets. We suspect the same may be true for the spectra of the associated Liouville operators, even
though the corresponding representations are faithful by Theorem 6.10 below. This would not contradict
[7, Theorem A] because our systems are not approximately inner by [37, Theorem 1].
Remark 2.10. A consequence of Corollary 2.7 is that the admissible triples considered in Proposition 2.1
always arise as the GNS representations of those pure ground states that are quasi-equivalent to a KMSβ
state for finite β. This shows that the admissible triples are intrinsic to the C*-dynamical system in the
sense that they can be constructed from any ground state that lies below a KMS∞ state. In general, not
every ground state gives rise to an admissible triple. To see why, consider, for instance, O∞ with the
usual periodic dynamics, in which there is a ground state but no KMSβ states (see [37]).
3. Examples of partition functions
Semigroup C*-algebras of quasi-lattice ordered monoids. Let (G,P ) be a quasi-lattice ordered
group, and let C∗λ(P ) denote the left regular C*-algebra of P , which by definition is the C*-algebra
generated by the image of the left regular representation λ of P on `2(P ). If N : P → [1,∞) is a
multiplicative map such that N(p) = 1 only if p = e, then there is an associated dynamics αN on C∗λ(P )
determined by αN (λp) = N(p)
itλp. Assume that the growth series ZN (β) :=
∑
p∈P N(p)
−β has abscissa
of convergence βc for some 0 < βc < ∞ (see [8] for details). For β0 ∈ (βc,∞), let ψβ0 be the unique
αN -KMSβ0 state on C
∗
λ(P ) from [8, Definition 3.4]. Explicitly, ψβ0(·) = 1ZN (β)Tr( · e−βHN ) where HN is
the diagonal operator on `2(P ) such that HNδp = (logN(p))δp for all p ∈ P .
Using [8, Theorem 3.5(1)], it is easy to see that the left regular representation gives rise to a triple
(λ, `2(P ), e−βHN ) satisfying Proposition 2.1(i) and that the partition function is Zψβ0 (β) = ZN (β), and
is defined for all β > βc. See [8, § 4] for more on the growth series ZN (β), including its relation to cliques
in the special case that P is a finitely generated right-angled Artin monoid.
The Bost–Connes system for Q. For each rational prime p, let Zp denote the ring of p-adic integers,
and let Zˆ :=
∏
p Zp be the ring of integral adeles over Q. One model for the Bost–Connes C*-algebra
from [2] is the semigroup crossed product C(Zˆ) o N× where N× := N \ {0} acts on Zˆ by multiplication
(see [25, § 5.4] and [26, § 3]). For each n ∈ N×, let µn denote the corresponding isometry in C(Zˆ)o N×.
The C*-algebra C(Zˆ)oN× carries a canonical time evolution σQ such that σQt (µn) = nitµn for all n ∈ N×
and σQt (f) = f for all f ∈ C(Zˆ). Assume β > 1. Then the set of extremal points of the simplex of KMSβ
states on C(Zˆ) o N× is homeomorphic to Zˆ∗ :=
∏
p Z∗p where Z∗p denotes the group of units in Zˆp (see
[2, Theorem 5]). Explicitly, given u ∈ Zˆ∗, the corresponding KMSβ state ωβ,u can be realized as follows
(see [2, Theorem 25]). There is a representation piu of C(Zˆ)oN× on `2(N×) determined on the canonical
orthonormal basis by piu(f)δk = f(ku)δk for f ∈ C(Zˆ) and piu(µn)δk = δnk for n ∈ N×. Let H denote the
diagonal operator Hδn = (log n)δn, so that ζ(β) = Tr(e
−βH) for β > 1 where ζ(s) denotes the Riemann
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zeta function, and define
ωβ,u(·) := 1
ζ(β)
Tr(piu(·)e−βH).
Then (piu, `
2(N×), e−βH) is a triple satisfying (i) from Proposition 2.1, so the partition function of ωβ,u is
given by Zωβ,u(β) = ζ(β) for every u ∈ Zˆ∗.
We have restricted our attention here to Q only for ease of exposition and accessibility. For the general
Bost–Connes type system associated with a number field K (as defined in [20, 28]), one can similarly
show that the partition function of any low-temperature KMS state is ζK(s), the Dedekind zeta function
of K (cf. [28, Remark 2.2(ii)]).
The left regular C*-algebra of NoN×. The left regular C*-algebra C∗λ(NoN×) carries a canonical time
evolution σ such that σ(λ(m,k)) = k
itλ(m,k) for all (m, k) ∈ N o N× and t ∈ R. By [29, Theorem 7.1(3)],
for each β ∈ (2,∞], the set of KMSβ states of the system (C∗λ(NoN×), σ) is isomorphic to the simplex of
probability measures on T, so that the extremal KMSβ states are in bijection with the points in T, and
the KMSβ state φβ,z corresponding to z ∈ T is of type I. The state φβ,z can be described as follows (see
the proof of [29, Proposition 9.3]).
Let X = {(r, x) : x ∈ N×, 0 ≤ r ≤ x− 1} and let {δ(r,x) : (r, x) ∈ X} be the canonical orthonormal basis
for `2(X). For each z ∈ T, there is an irreducible representation piz of C∗λ(No N×) on `2(X) such that
piz(λ(1,1))δ(r,x) =
{
δ(r+1,x) if r < x− 1,
zδ(0,x) if r = x− 1,
and
piz(λ(0,p))δ(r,x) = δ(pr,px)
for every prime number p. Let H be the diagonal operator such that Hδ(r,x) = (log x)δ(r,x), so that
Tr(e−βH) = ζ(β − 1) where ζ(s) is the Riemann zeta function. Then
φβ,z(·) = 1
ζ(β − 1)Tr(piz(·)e
−βH),
and (piz, `
2(X), e−βH) is a triple satisfying (i) from Proposition 2.1, so the partition function of φβ,z is
given by Zφβ,z(β) = ζ(β − 1) for every z ∈ T.
The C*-algebra of the ax+ b-semigroup over the ring of algebraic integers. Let R be the ring
of algebraic integers in a number field K. The left regular semigroup C*-algebra associated to the ax+ b-
semigroup R o R× of the ring R has been studied in [15]. In the next section we will study in detail a
generalization of this considered in [9, 10], so we will be brief on details here, but we would like to mention
as motivation that the extremal KMSβ states of C
∗
λ(R o R×) for high β have been parametrized, first
by extremal traces on the C*-algebra
⊕
k∈ClC
∗(ak o R∗) [15, Theorem 7.3] and subsequently by ergodic
invariant probability measures for the action of the unit group R∗ of R on the tori âk together with
characters of the associated isotropy subgroups [31, Theorem 2.2]. From the analysis in [15] it is evident
that the partial zeta functions associated to ideal classes are related to partition functions. Nevertheless,
a concrete link has not been established formally until now, partly because, in contrast to previously
studied systems, there is not a unique choice for partition function, but several possibilities instead, that
depend on the ideal class and the size of the orbit associated to an extremal KMS state of type I. In
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Theorem 6.10 below we will clarify the situation and describe the partition functions associated to all the
extremal KMS states of type I for the systems introduced in [9, 10], which contain, as special cases, those
of [15].
4. C*-algebras from actions of congruence monoids
We begin with a brief review of some basic facts about congruence monoids and the semigroup C*-algebras
associated with their actions on rings of algebraic integers [9], and then we describe the phase transition
of KMS states obtained in [10].
Let K be an algebraic number field with ring of integers R. A modulus m = m∞m0 for K consists of
a {0, 1}-valued function m∞ on the set VK,R of real embeddings of K together with a non-zero ideal
m0 =
∏
p p
vp(m0) in R, which can be viewed as the finitely supported function on prime ideals with integer
values m0(p) = vp(m0). As customary, the real embeddings in the support of m∞ are said to divide m∞,
so we write w | m∞ to mean m∞(w) = 1.
Any a ∈ R that is relatively prime to m0 can be reduced modulo m by taking its sign in each real embedding
that divides m∞ together with its residue class modulo m0, that is, [a]m :=
((
signw(a)
)
w|m∞ , a+ m0
)
as
an element of the multiplicative group of residues modulo m
(R/m)∗ :=
( ∏
w|m∞
{±1}
)
× (R/m0)∗.
Given m and a subgroup Γ of
(
R/m
)∗
we may implement a further restriction on residues modulo m by
considering the multiplicative submonoid of R× consisting of elements that are relatively prime to m0 and
reduce to an element of Γ modulo m; this is the congruence monoid
Rm,Γ := {a ∈ R× : vp(a) = 0 if p | m0 and [a]m ∈ Γ}.
The associated group of quotients is
R−1m,ΓRm,Γ = Km,Γ := {x ∈ K× : vp(x) = 0 if p | m0 and [x]m ∈ Γ}.
See [19, Ch.2.11] for the general background on congruence monoids and also [9, Section 2.2] and [11] for
the details of this construction in relation to C*-algebras.
Let Im be the group of fractional ideals in K that are relatively prime to m0 and let i(Km,1) be the
subgroup formed by the principal fractional ideals whose generators reduce to the identity modulo m.
By definition, the ray class group modulo m is Clm := Im/i(Km,1). Taking Γ into account now we write
i(Km,Γ) for the subgroup of Im consisting of principal fractional ideals whose generators reduce to an
element of Γ modulo m. The quotient Im/i(Km,Γ) ∼= Clm/(i(Km,Γ)/i(Km,1)), which can be regarded as a
generalized ‘class group’, plays a key role in the parametrization of low-temperature KMS states in [10,
Theorem 3.2(iii)] and in the K-theory formula in [11, Theorem 4.1].
The congruence monoid Rm,Γ acts on R by multiplication and gives rise to the semi-direct product
RoRm,Γ, which is a submonoid of the full ax+ b-semigroup RoR×. By [9, Proposition 3.3], RoRm,Γ
is a left Ore monoid that has Q o Km,Γ as its group of left quotients, where Q := R−1m R denotes the
localization of R at Rm as usual.
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We are interested in the C*-dynamical system consisting of the left regular C*-algebra C∗λ(R o Rm,Γ)
under the canonical time evolution σ given by σt(λ(b,a)) = N(a)
itλ(b,a) for all (b, a) ∈ R o Rm,Γ, see [10,
Proposition 3.1]. Fix an integral ideal ak ∈ k for each class k ∈ Im/i(Km,Γ) (for the trivial class take
a[R] = R). According to [10, Theorem 3.2(iii)], for each β ∈ (2,∞) there is an affine isomorphism of the
simplex of tracial states on the C*-algebra ⊕
k∈Im/i(Km,Γ)
C∗(ak oR∗m,Γ)
and the simplex of KMSβ states on C
∗
λ(RoRm,Γ).
Recall that C∗λ(R o Rm,Γ) is canonically isomorphic to the C*-algebra of the partial transformation
groupoid (Q o Km,Γ) n Ω given in equation (3) in [9, § 5.2]. The unit space Ω := ΩmR of the groupoid
is best viewed as an adelic space on which Q o Km,Γ acts canonically, see [9, § 5.2]. This adelic space
is defined as follows. For each non-zero prime ideal p of R, let Kp denote the p-adic completion of K,
and let Rp be the ring of p-adic integers in Kp. Then the compact ring RˆS :=
∏
p-m0 Rp has unit group
Rˆ∗S =
∏
p-m0 R
∗
p, and we let a¯ denote the image of a ∈ RˆS under the quotient map RˆS → RˆS/Rˆ∗S . Then Ω
is defined as the quotient of RˆS × RˆS/Rˆ∗S by the equivalence relation (b, a¯) ∼ (d, c¯) if and only if a¯ = c¯
and b− d ∈ aRˆS . We let [b, a¯] denote the equivalence class of (b, a¯) ∈ RˆS × RˆS/Rˆ∗S . The partial action
of QoKm,Γ on Ω then comes from the canonical partial action of QoKm,Γ on RˆS × RˆS/Rˆ∗S .
Since for β > 2 the extremal quasi-invariant measures on Ω are supported on orbits, [35, Corollary 1.4]
applies and prescribes that KMSβ states are parametrized by the tracial states on the isotropy group of
a point in each orbit. In order to construct the state ϕβ,k,τ associated to a trace τ of C
∗(ak o R∗m,Γ) one
needs to find a quasi-invariant measure supported on the orbit of [0, ak] ∈ Ω, show that the corresponding
isotropy subgroup is akoR∗m,Γ and then transfer the trace τ of C∗(akoR∗m,Γ) to the isotropy subgroups of
the rest of the orbit, which are obtained via conjugation by elements of the enveloping group QoKm,Γ.
We set the notation and give the precise statements in the following propositions.
Proposition 4.1. Let (QoKm,Γ)n Ω be the partial transformation groupoid from [9, § 5.2]. As before,
fix an integral ideal ak ∈ k for each class k ∈ Im/i(Km,Γ) (for the trivial class take a[R] = R) and for each
a ∈ k fix a generator ta ∈ Km,Γ of the principal ideal a−1ak (for k = [R] and a = R, take ta = 1). Using
conjugation in QoKm,Γ as maps between its subgroups, we then have
(i) the orbit of [0, ak] is {[x, t−1a ak] ∈ Ω : x ∈ R, a ∈ k}, and the isotropy at [x, t−1a ak] is the group
Gx,a := (x, 1)(t
−1
a ak oR∗m,Γ)(−x, 1);
(ii) the isomorphisms of C*-algebras of isotropy groups derived from the partial action of Q o Km,Γ
are given by
θx,a : u(r,g) 7→ u(ta(r+(g−1)x),g) C∗(Gx,a) ∼= C∗(ak oR∗m,Γ),
where u(r,g) denotes the canonical unitary generator of C
∗(Gx,a) corresponding to (r, g) ∈ Gx,a;
(iii) the corresponding simplices of tracial states are affinely isomorphic through the maps
τ 7→ τx,a := τ ◦ θx,a T (C∗(ak oR∗m,Γ))→ T (C∗(Gx,a)),
where for each τ ∈ T (C∗(ak oR∗m,Γ)) the trace τx,a is characterized by
τx,a(u(x,1)u(r,g)u
∗
(x,1)) = τ(u(tar,g)) (r, g) ∈ aoR∗m,Γ.
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Proof. The proof consists of several straightforward calculations which we omit. 
For each class k ∈ Im/i(Km,Γ), let
ζK,k(s) :=
∑
a∈k,a⊆R
N(a)−s
denote the partial zeta function associated with k. The series ζK,k(s) converges for all s ∈ C with Re s > 1,
see, for example, [33, Ch.VI Section 2]. We will write ζk(s) rather than ζK,k(s) when it will not cause
confusion.
Using the quasi-invariant probability measures supported on orbits determined in [10, § 3] and following
the construction in the proof of [35, Theorem 1.3] we derive an explicit formula for the low-temperature
KMS states as follows.
Proposition 4.2. Fix β > 2. If τ is a tracial state on C∗(akoR∗m,Γ), then the KMSβ state ϕβ,k,τ is given
by
ϕβ,k,τ (f) =
1
ζk(β − 1)
∑
a∈k,a⊆R
∑
x∈R/a
∑
γ∈Gx,a
N(a)−βf((γ, [x, a]))τx,a(uγ) (7)
for all f ∈ Cc((QoKm,Γ)n Ω).
Proof. From [10, Proof of Theorem 3.2(iii)], we see that the quasi-invariant probability measure on Ω
determined by the restriction of ϕβ,k,τ to C(Ω) is given by µβ,k = pi∗(m×νβ−1,k) where m is the normalized
Haar measure on RˆS , νβ−1,k is the probability measure on RˆS/Rˆ∗S ∼=
∏
p-m0 p
N∪{∞} given by νβ−1,k =
1
ζk(β−1)
∑
b∈k,b⊆RN(b)
−(β−1)δb, and pi : RˆS × RˆS/Rˆ∗S → Ω is the quotient map pi(b,a) = [b, a¯].
We now show that µβ,k has the following explicit description:
µβ,k =
1
ζk(β − 1)
∑
b∈k,b⊆R
N(b)−β
∑
y∈R/b
δ[y,b]. (8)
For this, it suffices to show that these measures agree on the following compact open subsets of Ω given
by
Vx+a := {[b, a¯] : a | a¯ and a | (b− x)} for x ∈ R and integral a ∈ Im
because the characteristic functions {1Vx+a : x ∈ R, a ∈ Im, a ⊆ R} span a dense *-subalgebra of C(Ω).
We have
µβ,k(Vx+a) = m× νβ−1,k(pi−1Vx+a)
= m× νβ−1,k((x+ aRˆS)× aRˆS/Rˆ∗S) since pi−1(Vx+a) = (x+ aRˆS)× aRˆS/Rˆ∗S
= m(aRˆS)νβ−1,k(aRˆS/Rˆ∗S)
=
N(a)−1
ζk(β − 1)
∑
b∈k,a|b
N(b)−(β−1).
For an integral ideal b in Im and y ∈ R/b, we have [y, b] ∈ Vx+a if and only if a | b and y − x ∈ a, so
δ[y,b](Vx+a) =
{
1 if a | b and y − x ∈ a,
0 otherwise.
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If a | b, then there are |a/b| = N(b)/N(a) elements y ∈ R/b such that y − x ∈ a, so we have
1
ζk(β − 1)
∑
b∈k,b⊆R
N(b)−β
∑
y∈R/b
δ[y,b](Vx+a) =
1
ζk(β − 1)
∑
b∈k,a|b
N(b)−βN(b)N(a)−1,
which shows that (8) holds.
Since µβ,k is concentrated on the orbit {[x, a] : a ∈ k, a ⊆ R, x ∈ R} for the partial actionQoKm,Γ y Ω, τ ∈
T (C∗(akoR∗m,Γ)) canonically gives rise to a µβ,k-measurable field of tracial states (see [35, Proof of Corol-
lary 1.4]); namely, the µβ,k-measurable field corresponding to τ is (µ, {τx,a}) where we use that condition
(iii) in Proposition 4.1 is exactly condition (ii) of [35, Theorem 1.3]. The KMS state ϕβ,k,τ is then the
KMS state corresponding to (µ, {τx,a}) via [35, Theorem 1.3], which is given explicitly by
ϕβ,k,τ (f) =
∑
[x,a]∈Ω
a∈k,a⊆R,x∈R
N(a)−β
∑
γ∈Gx,a
f((γ, [x, a]))τx,a(uγ).
for all f ∈ Cc((Q o Km,Γ) n Ω). Note that the explicit formula is not given in the statement of [35,
Theorem 1.3], so one must look into the proof (see also [30, Theorem 1.1] where a version of [35, Theo-
rem 1.3] with the explicit formula is stated). Since this formula coincides with the one given in (7), we
are done. 
Next we characterize these low-temperature KMSβ states ϕβ,k,τ by their values on a set of analytic
elements spanning a dense *-subalgebra of C∗λ(R o Rm,Γ) with a formula similar to the one given in
[15, Remark 7.4(2)]. This will be instrumental later when we construct suitable Hilbert spaces for the
computation of the partition functions of the various states following Proposition 2.1.
To lighten the notation we will use the following conventions. For b ∈ Rm,Γ, we write sb := λ(0,b); for x ∈ R
we write ux := λ(x,1), so that λ(x,b) = u
xsb, and for a non-empty constructible right ideal (y+b)×(b∩Rm,Γ)
of RoRm,Γ, we write ey+b := E(y+b)×(b∩Rm,Γ) (see [9, § 3 & § 4]).
Proposition 4.3. The linear span of the elements s∗bey+bu
dsc with b, c ∈ Rm,Γ, y, d ∈ R, and b ∈ Im
with b ⊆ R is a dense *-algebra of C∗λ(R o Rm,Γ). Suppose β ∈ (2,∞) and let τ be a tracial state of
C∗(ak oR∗m,Γ) for a class k ∈ Im/i(Km,Γ). Then
ϕβ,k,τ (s
∗
bey+bu
dsc) =

1
ζk(β − 1)
∑
a∈k,
ba⊆b
∑
x∈R/a, d+cx−y∈b,
d+bx(g−1)∈ba
N(a)−βτ(u(ta(b−1d+x(g−1)),g)) if g := b
−1c ∈ R∗m,Γ
0 otherwise
(9)
Proof. Since λ∗(x,b)ey+bλ(d,c) = s
∗
bu
−xey+budsc = s∗bey−x+bu
d−xsc a computation similar to the one given
in [27, Remark 1.6] for general Ore semigroups shows that the set of products of the form s∗bey+bu
dsc is
closed under multiplication. Thus their linear span is a *-subalgebra that contains the generating elements
sb, u
x, and eb, hence is dense in C
∗
λ(RoRm,Γ).
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To verify formula (9) we use the isomorphism of C∗λ(R o Rm,Γ) to a partial transformation groupoid
C*-algebra, in which the spanning element becomes a convolution of functions of compact support:
s∗bey+bu
dsc = 1
∗
{(0,b)}×Ω ∗ eˆy+b ∗ 1{(d,c)}×Ω,
where eˆy+b ∈ C(Ω) denotes the image of the projection ey+b ∈ C∗λ(R o Rm,Γ) under the isomorphism
C∗λ(RoRm,Γ) ∼= C∗r ((QoKm,Γ)n Ω).
Let (γ, [b, a¯]) ∈ (QoKm,Γ)n Ω with γ = (n, k) and [b, a¯] ∈ Ω. Then
(1∗{(0,b)}×Ω ∗ eˆy+b ∗ 1{(d,c)}×Ω)(γ, [b, a¯])
=
∑
(h,[d,c¯])∈Gγ.[b,a¯]
1{(0,b)}×Ω((h−1, h[d, c¯]))(eˆy+b ∗ 1{(d,c)}×Ω)((h−1, h[d, c¯])(γ, [b, a¯]))
= (eˆy+b ∗ 1{(d,c)}×Ω)((0, b)γ, [b, a¯])
= eˆy+b([bn+ bkb, bka¯])1{(d,c)}×Ω((bn, bk), [b, a¯])
=
{
1 if d = bn, c = bk, b | bka¯, and b | (bn+ bkb− y),
0 otherwise,
=
{
1 if (b−1d, b−1c) = (n, k), b | ca¯, and b | (d+ cb− y),
0 otherwise.
Suppose now that a is an integral ideal in the class k, let x ∈ R so that [b, a¯] = [x, a] is a point in the orbit
of [0, ak]. Assuming γ = (n, k) is in the corresponding isotropy subgroup Gx,a = (x, 1)aoR∗m,Γ(−x, 1) we
may write it as γ = (x, 1)(r, g)(−x, 1) = (r + x(1− g), g) for some (r, g) ∈ aoR∗m,Γ. Then
(1∗{(0,b)}×Ω ∗ eˆy+b∗1{(d,c)}×Ω)(γ, [x, a])
=
{
1 if (b−1d, b−1c) = (r + x(1− g), g), ca ⊆ b, and d+ cx− y ∈ b,
0 otherwise,
=
{
1 if d+ bx(g − 1) = br, b−1c = g, ba ⊆ b, and d+ cx− y ∈ b,
0 otherwise.
If b−1c is not in R∗m,Γ, the function 1
∗
{(0,b)}×Ω ∗ eˆy+b ∗ 1{(d,c)}×Ω vanishes on the orbit of [0, ak] so the right
hand side of equation (7) vanishes. If g = b−1c ∈ R∗m,Γ, then equation (7) yields
ϕβ,k,τ (s
∗
bey+bu
dsc) =
1
ζk(β − 1)
∑
a∈k,
ba⊆b
∑
x∈R/a, d+cx−y∈b,
d+bx(g−1)∈ba
N(a)−βτx,a(u(x,1)u(b−1d+x(g−1),g)u∗(x,1))
=
1
ζk(β − 1)
∑
a∈k,
ba⊆b
∑
x∈R/a, d+cx−y∈b,
d+bx(g−1)∈ba
N(a)−βτ(u(ta(b−1d+x(g−1)),g)),
where in the last step we have used Proposition 4.1(iii). This completes the proof of formula (9). 
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5. Tracial states on C∗(ak oR∗m,Γ)
Given a C*-algebra A, we equip the set T (A) of tracial states on A with the weak-* topology. Given
a convex set Σ, we denote by EΣ the set of extreme points in Σ. We will need the following general
lemma about traces on direct sums, which we suspect to be well-known, but we provide the proof for
completeness.
Lemma 5.1. Let A1, A2, ..., An be C*-algebras, and let A :=
⊕n
k=1Ak. Then each projection map pik :
A → Ak induces a continuous injection of extremal tracial states pi∗k : ET (Ak) → ET (A) such that
pi∗k(τ)(a) = τ(pik(a)), and these maps induce a homeomorphism
unionsqnk=1pi∗k :
n⊔
k=1
ET (Ak) ' ET (A).
Proof. It is easy to see that each pi∗k is a continuous injection, so that unionsqnk=1pi∗k :
⊔n
k=1 ET (Ak)→ ET (A) is
also a continuous injection. It is not difficult to see that unionsqnk=1pi∗k is also surjective. To show that unionsqnk=1pi∗k
is a homeomorphism, it is enough to show that pi∗k(ET (AK)) is open in ET (A) for each k.
For τ ∈ ET (A), the restriction τ |Ak of τ to Ak either lies in ET (Ak) or is the zero functional, so we get a
continuous map
resAkA : ET (A)→ ET (Ak) ∪ {0}.
Hence, the set
(resAkA )
−1(0) =
⊔
l 6=k
pi∗l (ET (Al))
is closed, which implies that pi∗k(ET (Ak)) is open. 
In light of Lemma 5.1, we see that if a trace τ ∈ T (C∗(ak o R∗m,Γ)) is extremal, then the KMSβ state
ϕβ,k,τ from Proposition 4.3 is extremal and is thus a factor state. In order to determine the type of this
factor we will need to obtain a more explicit description of the tracial states of the group C*-algebras
C∗(ak oR∗m,Γ) for k ∈ Im/i(Km,Γ).
The proofs of [31, Lemma 2.1] and [31, Theorem 2.2], with the group of units replaced by its finite index
subgroup R∗m,Γ, carry over to the present setting, showing that extremal traces arise from ergodic measures
of groups of linear toral automorphisms and characters of the associated isotropy subgroups.
Theorem 5.2. Let k ∈ Im/i(Km,Γ) and let R∗m,Γ y âk be the action of R∗m,Γ on the Pontryagin dual âk of
the integral ideal ak obtained via transposition by duality from the multiplicative action of R
∗
m,Γ on ak.
(i) For any ergodic R∗m,Γ-invariant probability measure µ on âk, the system R
∗
m,Γ y (âk, µ) has constant
isotropy µ-a.e., that is, there exists a unique subgroup Hµ of R
∗
m,Γ such that Hµ = (R
∗
m,Γ)χ = {v ∈
R∗m,Γ : v.χ = χ} for µ-a.e. χ ∈ âk.
(ii) Let u(b,v) denote the canonical unitary in C
∗(ak o R∗m,Γ) corresponding to (b, v) ∈ ak o R∗m,Γ. For
each extremal tracial state τ of C∗(ak oR∗m,Γ), there exists a unique probability measure µτ on âk
C*-DYNAMICAL INVARIANTS AND ACTIONS OF CONGRUENCE MONOIDS 17
such that
τ(u(b,1)) =
∫
âk
γ(b)dµτ (γ) for b ∈ ak. (10)
The measure µτ is ergodic and R
∗
m,Γ-invariant, and the function χτ defined by χτ (h) = τ(uh) for
h ∈ Hµτ is a character on Hµτ .
(iii) The map τ 7→ (µτ , χτ ) is a bijection from the set of extremal tracial states of C∗(ak oR∗m,Γ) onto
the set of pairs (µ, χ) consisting of an ergodic R∗m,Γ-invariant probability measure µ on âk and a
character χ ∈ Ĥµ.
We shall also need to know the type of the factors associated to extremal tracial states on each of the
direct summands of
⊕
kC
∗(ak oR∗m,Γ).
Proposition 5.3. Let τ be an extremal tracial state on C∗(ak o R∗m,Γ) ∼= C(âk) o R∗m,Γ and let (µ, χ) =
(µτ , χτ ) be the pair corresponding to τ under Theorem 5.2. If the measure µ is concentrated on a finite
orbit O, then piτ (C
∗(ak oR∗m,Γ))′′ is a factor of type I|O|, otherwise it is a factor of type II1.
For each pair (O,χ) consisting of a finite orbit O for R∗m,Γ y âk and a character χ of the isotropy group
(R∗m,Γ)O of any point of O, define
τO,χ(fug) =
{
χ(g)
|O|
∑
x∈O f(x) if g ∈ (R∗m,Γ)O
0 otherwise
for g ∈ R∗m,Γ and f ∈ C(âk). Then the map (O,χ) 7→ τO,χ is a bijection between the set of such pairs and
the set of extremal tracial states of type I on C∗(ak oR∗m,Γ).
Proof. Let χ˜ be an extension of χ to R∗m,Γ. Then there is an isomorphism piτ (C
∗(akoR∗m,Γ))′′ ∼= L∞(âk, µ)o
(R∗m,Γ/Hµ) such that for f ∈ C(âk), piτ (f) 7→ f ∈ L∞(âk, µ) and piτ (uw) 7→ χ˜(w)uw¯ where w¯ is the image
of w under the quotient map R∗m,Γ → R∗m,Γ/Hµ (see [35, Remark 2.5]). The type assertions now follow
from the Murray–von Neumann classification of transformation group von Neumann algebras [34, Lemma
13.1.1 and Lemma 13.1.2].
The equi-probability on the points of a finite orbit is the only ergodic invariant measure supported on the
orbit, so the second claim follows from Theorem 5.2, and equation (10) gives the formula for τO,χ. 
Remark 5.4. When K = Q or K is quadratic imaginary the group R∗ of units is finite and the same
holds for R∗m,Γ, hence all the ergodic invariant measures of R
∗
m,Γ y âk are supported on finite orbits and all
extremal traces are of type I. If the rank of R∗ is at least 1, then so is that of R∗m,Γ and hence normalized
Haar measure on âk is ergodic invariant. Whether there are other ergodic invariant probability measures
than those arising from finite orbits and from Haar measure is the generalized Furstenberg question,
which is open for non CM fields with unit rank 2 or higher [31]. In any case, for all fields, the finite orbits
exhaust type I extremal traces, so Haar measure and the possible extra ones are necessarily of type II1.
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6. Type classification for low-temperature KMS states
The two main goals of this section are to determine the type of the extremal KMSβ states for β ∈ (2,∞),
Corollary 6.9, and to compute the partition functions for those of type I, Theorem 6.10. Both goals
depend heavily on Proposition 6.3, in which we ‘induce’ representations of the isotropy group C*-algebras
C∗(ak oR∗m,Γ) to representations of C∗λ(RoRm,Γ). The type of the ‘induced’ representation can then be
computed in terms of that of the original representation, Theorem 6.6. Moreover, when we induce from a
type I extremal tracial state of C∗(akoR∗m,Γ), the construction gives rise to an irreducible representation
and thus to an admissible triple, which allows us to compute the partition function of the associated
KMSβ state. This construction is inspired by [15, Lemma 7.1]. Our notation for representations induced
via Hilbert bimodules is the one used in [40].
As before we use Q := R−1m R to denote the localization of R at Rm, so that Q o Km,Γ is the group of
left quotients of R o Rm,Γ by [9, Proposition 3.3]. Denote by uγ the canonical generating unitary in
C∗(Q o Km,Γ) corresponding to γ ∈ Q o Km,Γ. For each fractional ideal a ∈ Im, the group a o R∗m,Γ
is a subgroup of Q o Km,Γ, and thus the C*-algebra C∗(a o R∗m,Γ) can be viewed as the subalgebra
C∗({uγ : γ ∈ aoR∗m,Γ}) of C∗(QoKm,Γ).
Recall from Proposition 4.1 that we have chosen a reference ideal ak in each class k ∈ Im/i(Km,Γ), with
the trivial class being represented by [R] itself, and for each a ∈ k we have also chosen ta ∈ Km,Γ such that
taa = ak. These choices give specific isomorphisms θta : C
∗(aoR∗m,Γ)→ C∗(akoR∗m,Γ) between subalgebras
of C∗(QoKm,Γ) determined by θta(u(x,v)) = u(0,ta)u(x,v)u∗(0,ta) = u(tax,v) for all (x, v) ∈ aoR∗m,Γ.
Let k ∈ Im/i(Km,Γ). The canonical right Hilbert C∗(akoR∗m,Γ)-module structure on C∗(QoKm,Γ) arising
from the inclusion of groups ak o R∗m,Γ ⊆ Q o Km,Γ gives rise to a right Hilbert C∗(ak o R∗m,Γ)-module
structure on
Xa := C∗(RoR∗m,Γ)u∗(0,ta) ⊆ C∗(QoKm,Γ)
with C∗(ak oR∗m,Γ)-valued inner product determined by
〈u(y,h)u∗(0,ta), u(x,g)u∗(0,ta)〉 =
{
u(0,ta)u
∗
(y,h)u(x,g)u
∗
(0,ta)
if (y, h)−1(x, g) ∈ aoR∗m,Γ,
0 if (y, h)−1(x, g) /∈ aoR∗m,Γ.
We shall view Xa as a C∗(RoR∗m,Γ)–C∗(akoR∗m,Γ)-bimodule via the canonical left action of C∗(RoR∗m,Γ)
given by multiplication.
We introduce now some notation that will be used throughout the remainder of this section. For each
integral ideal a ∈ k, let Ra be a complete set of representatives for R/a such that 0 ∈ Ra. For x ∈ R, let
x¯a denote the unique element of Ra such that x− x¯a ∈ a. We will occasionally omit the superscript when
the notation becomes particularly cumbersome.
Let k be a class in Im/i(Km,Γ). Suppose pi0 is a representation of C∗(ak o R∗m,Γ) on a Hilbert space H0,
and for each integral ideal a ∈ k let
ϑa := Xa-IndC
∗(RoR∗m,Γ)
C∗(akoR∗m,Γ)
pi0
C*-DYNAMICAL INVARIANTS AND ACTIONS OF CONGRUENCE MONOIDS 19
be the induced representation of C∗(RoR∗m,Γ) on the Hilbert space
Ha := Xa ⊗C∗(akoR∗m,Γ) H0 ⊆ C
∗(QoKm,Γ)⊗C∗(akoR∗m,Γ) H0.
Lemma 6.1. Let a be an integral ideal in Im, let k be the class of a in Im/i(Km,Γ), and suppose pi0 is a
representation of C∗(ak oR∗m,Γ) on H0. If {ξn}n is an orthonormal basis for H0, then {u(x,1)u∗(0,ta) ⊗ ξn :
x ∈ Ra, n ≥ 1} is an orthonormal basis for Ha, so there is a natural unitary Wa : Ha → `2(Ra) ⊗ H0
determined by Wa : u(x,1)u
∗
(0,ta)
⊗ ξn 7→ δ(x,a) ⊗ ξn where {δ(x,a) : x ∈ Ra} is the standard basis for the
finite-dimensional space `2(Ra).
Proof. For (x, g) ∈ RoR∗m,Γ and ξ ∈ H0, we have
u(x,g)u
∗
(0,ta)
⊗ ξ = u(x¯a,1)u((x−x¯a),g)u∗(0,ta) ⊗ ξ = u(x¯a,1)u∗(0,ta) ⊗ pi0(u(ta(x−x¯a),g))ξ
where the last equality uses that ta(x− x¯a) ∈ ak. This calculation implies that if {ξn} is an orthonormal
basis for H0, then the vectors u(x,1)u∗(0,ta)⊗ ξn for n ≥ 1 and x ∈ Ra span a dense subspace of the Hilbert
space Xa ⊗C∗(akoR∗m,Γ) H0. Moreover, if x, y ∈ Ra and m,n ≥ 1, then
〈u(x,1)u∗(0,ta) ⊗ ξn, u(y,1)u∗(0,ta) ⊗ ξm〉 = 〈pi0(〈u(y,1)u∗(0,ta), u(x,1)u∗(0,ta)〉)ξn, ξm〉
=
{
〈pi0(u(ta(x−y),1))ξn, ξm〉 if x− y ∈ a,
0 if x− y /∈ a
=
{
〈ξn, ξm〉 if x = y,
0 if x 6= y.
=
{
1 if x = y and m = n
0 if x 6= y or m 6= n.
Hence {u(x,1)u∗(0,ta) ⊗ ξn : x ∈ Ra, n ≥ 1} is an orthonormal basis for Ha, and Wa is the obvious unitary
resulting from the natural bijection between the corresponding orthonormal bases. 
Lemma 6.2. For each class k ∈ Im/(Km,Γ) define a Hilbert space by Hk :=
⊕
a∈k,a⊆RHa. Then there is
an isometry Sb : Hk → Hk for each b ∈ Rm,Γ that is determined on the direct summand Ha by
Sb(zu
∗
(0,ta)
⊗ ξ) = u(0,b)zu∗(0,b)u∗(0,tba) ⊗ pi0(u(0,bt−1a tba))ξ z ∈ C
∗(RoR∗m,Γ), ξ ∈ H0. (11)
Moreover, Sb maps Ha into Hba.
Proof. Let b ∈ Rm,Γ. Left multiplication by the element u(0,b) ∈ C∗(QoKm,Γ) defines a unitary
S˜b : C
∗(QoKm,Γ)⊗C∗(akoR∗m,Γ) H0 → C
∗(QoKm,Γ)⊗C∗(akoR∗m,Γ) H0
such that z ⊗ ξ 7→ u(0,b)z ⊗ ξ for all z ∈ C∗(QoKm,Γ) and ξ ∈ H0.
For each integral ideal a ∈ k and b ∈ Rm,Γ, we have (b−1ta)ba = taa = ak, which implies that bt−1a tba ∈ R∗m,Γ.
Now if z ∈ C∗(RoR∗m,Γ) and ξ ∈ H0, then
u(0,b)zu
∗
(0,ta)
⊗ ξ = u(0,b)zu∗(0,b)u∗(0,b−1ta) ⊗ ξ = u(0,b)zu∗(0,b)u∗(0,tba) ⊗ pi0(u(0,bt−1a tba))ξ.
Hence, restricting the unitary S˜b to Ha ⊆ C∗(Q o Km,Γ) ⊗C∗(akoR∗m,Γ) H0, we obtain an isometry Sab :
Ha → Hba satisfying (11). Now Sb :=
⊕
a∈k,a⊆R S
a
b has the desired properties. 
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Proposition 6.3. Fix a class k ∈ I/i(Km,Γ). For each x ∈ R, let Ux :=
⊕
a∈k,a⊆R ϑa(u
x), and for each
b ∈ Rm,Γ, let Sb be the isometry defined in Lemma 6.2. For integral ideals a, b ∈ Im, let Ra/b := a ∩ Rb,
so that Ra/b is a complete set of representatives for the (finite) quotient a/b, and 0 ∈ Ra/b. Using the
representative x¯a of x in Ra, for a ∈ k and x ∈ R, let
Hxa := span{u(x¯a,1)u∗(0,ta) ⊗ ξ : ξ ∈ H0} ⊆ Ha,
and define Ea to be the orthogonal projection from Hk onto
⊕
b∈k,a|b,x∈Ra/b Hxb . Then there is a unique
representation ϑk of C
∗
λ(RoRm,Γ) on Hk :=
⊕
a∈k,a⊆RHa such that ϑk(uxsb) = UxSb for (x, b) ∈ RoRm,Γ.
Moreover, ϑk(ea) = Ea for each integral ideal a ∈ k.
Proof. By [9, Proposition 4.3], it suffices to show that the families {Ux : x ∈ R}, {Sb : b ∈ Rm,Γ}, and
{Ea : a ∈ Im, a ⊆ R} satisfy the following relations:
(Ta) UxUy = Ux+y, SbSc = Sbc, and SbU
x = U bxSb for all x, y ∈ R and b, c ∈ Rm,Γ;
(Tb) EaEb = Ea∩b and ER = 1 for all integral a, b ∈ Im;
(Tc) SbEaS
∗
b = Eba for all b ∈ Rm,Γ and integral a ∈ Im;
(Td) UxEa = EaU
x if x ∈ a and EaUxEa = 0 if x 6∈ a.
Proof of (Ta): Let x, y ∈ R and b, c ∈ Rm,Γ. We have UxUy = Ux+y because each ϑa is a *-homomorphism.
Now Sb and Sc are defined via restriction to the Ha’s of left multiplication by u(0,b) and u(0,c), respectively,
on C∗(QoKm,Γ)⊗C∗(akoR∗m,Γ)H0, and Ux is defined via restriction to theHa’s of left multiplication by u(x,1).
Since u(0,b)u(0,c) = u(0,bc), we have SbSc = Sbc. Since u(0,b)u(x,1) = u(bx,1)u(0,b), we have SbU
x = U bxSb.
Proof of (Tb): For integral a, b, c ∈ Im, we have {d ∈ k : d ⊆ R, a∩ b | d} = {d ∈ k : d ⊆ R, a | d and b | d}
and Ra/c ∩ Rb/c = Ra∩b/c whenever a ∩ b | c; it follows that EaEb = Ea∩b. That ER = 1 follows directly
from the definition of ER.
Proof of (Tc): Let b ∈ Rm,Γ and suppose a ∈ Im with a ⊆ R. Let c be an integral ideal of R, x ∈ Rc, and
ξ ∈ H0. Since the range of Sb is equal to
⊕
a∈k,a⊆R,y∈Ra H
by
ba , we have
S∗b (u(x,1)u
∗
(0,tc)
⊗ ξ) =
{
u(b−1x,b−1)u
∗
(0,tc)
⊗ ξ if x ∈ bR and bR | c,
0 otherwise.
Moreover, for x ∈ bR and bR | c, we can write S∗b (u(x,1)u∗(0,tc) ⊗ ξ) = u(b−1xb−1c,0)u
∗
(0,tb−1c)
⊗ η for some
η ∈ H0. Hence, EaS∗b (u(x,1)u∗(0,tc) ⊗ ξ) = 0 unless x ∈ ba and ba | c.
For x ∈ Rc, we have that Eba(u(x,1)u∗(0,tc) ⊗ ξ) is non-zero if and only if x ∈ ba and ba | c, and SbEaS∗b is
the identity on the range of Eba, so we have SbEaS
∗
b = Eba, as desired.
Proof of (Td): Let a ∈ Im with a ⊆ R and x ∈ R. First, suppose x ∈ a. To show UxEa = EaUx, it
suffices to show that these operators agree on Hb for b ∈ Im with b ⊆ R. Let y ∈ Rb. Since x ∈ a, we
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can write Ux(u(y,1)u
∗
(0,tb)
⊗ ξ) = u(y,1)u∗(0,tb) ⊗ η for some η ∈ H0 if a | b, so
EaU
x(u(y,1)u
∗
(0,tb)
⊗ ξ) =
{
u(y,1)u
∗
(0,tb)
⊗ η if y ∈ a and a | b,
0 otherwise.
On the other hand,
UxEa(u(y,1)u
∗
(0,tb)
⊗ ξ) =
{
Uxu(y,1)u
∗
(0,tb)
⊗ ξ = u(y,1)u∗(0,tb) ⊗ η if y ∈ a and a | b,
0 otherwise.
Hence UxEa = EaU
x, as desired.
Now suppose x /∈ a. The range of Ea is
⊕
a∈k,a|b,y∈Ra/b H
y
b . Since x /∈ a, UxHyb = Hx+yb is orthogonal to
Hyb for all b. Hence, EaUxEa = 0, as desired. 
Remark 6.4. The projection Exa := U
xEaU
−x depends only on the class of x modulo a.
In order to analyze this representation, it will be convenient to write
⊕
aHa as `2
(⊔
aRa
)⊗H0.
Lemma 6.5. Let k be a fixed class and suppose a is an integral ideal in k. Under conjugation by the
unitary transformation
W : `2
( ⊔
a∈k,a⊆R
Ra
)
⊗H0
∼=−→
⊕
a∈k,a⊆R
Ha
obtained by combining the unitaries Wa from Lemma 6.1, the operators U
x, Sb, and Ea are given by
(i) W ∗UxW (δ(c,y) ⊗ ξ) = δ(c,x+yc) ⊗ pi0(u(tc(x+y−x+yc),1))ξ;
(ii) W ∗SbW (δ(c,y) ⊗ ξ) = δ(bc,bybc) ⊗ pi0(u(tbc(by−bybc),bt−1c tbc))ξ;
(iii) the range of W ∗EaW is `2
(⊔
b∈k,a|bRa/b
)⊗H0;
where a and c are integral ideals in the class k, x, y ∈ R, b ∈ Rm,Γ, and ξ ∈ H0. (After establishing this
unitary equivalence, we will drop the unitary W from the formulas and abuse the notation writing U , S,
and E, for the families of operators on `2
(⊔
a∈k,a⊆RRa
)⊗H0 defined by the right hand sides in (i)–(iii).)
Proof. Clearly, the Wa from Lemma 6.1 combine over the disjoint union, and their combined range is the
direct sum, so W is a unitary transformation. The explicit formula for W ∗UxW in (i) follows from a short
calculation, and the explicit formula for Sb in (ii) follows from Lemma 6.2. That the range of W
∗EaW is
`2
(⊔
b∈k,a|bRa/b
)⊗H0 is immediate from the definition of Ea. 
We are now ready to analyze the type of the representation of C∗(ak o R∗m,Γ) generated by U , S and E
in terms of the type of the representation pi0. We will rely on [1] as a general reference for the necessary
facts about von Neumann algebras.
Theorem 6.6. Fix a class k in Im/i(Km,Γ), suppose pi0 is a representation of C∗(akoR∗m,Γ) on H0, and let
ϑk be the associated representation of C
∗
λ(RoRm,Γ) on `2
(⊔
a∈k,a⊆RRa
)⊗H0 = ⊕a∈k,a⊆R `2(Ra;H0) from
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Proposition 6.3 via Lemma 6.5. Denote the associated von-Neumann algebras byM := ϑk(C∗λ(RoRm,Γ))′′
and N := pi0(C∗(ak oR∗m,Γ))′′ ⊆ B(H0). Then
M = B
(
`2
( ⊔
a∈k,a⊆R
Ra
))
⊗¯N (12)
under the natural identification of B(`2(⊔a∈k,a⊆RRa)⊗H0) = B(`2(⊔a∈k,a⊆RRa))⊗¯B(H0). Hence,
(i) if N is a type I (resp. type II1) factor, then M is a type I∞ (resp. type II∞) factor;
(ii) ϑk is irreducible if and only if pi0 is irreducible.
Proof of Theorem 6.6. To prove (12) it suffices to show that we have the following three inclusions:
(a) M⊇ B(`2(⊔a∈k,a⊆RRa))⊗¯C;
(b) M⊇ C⊗¯N ;
(c) M⊆ B(`2(⊔a∈k,a⊆RRa))⊗¯N .
We introduce first some notation that will be useful in several places. Let eR×a× :=
∑
x∈R/a ex+a. Then
the operator ϑk(eR×a×) =
∑
x∈Ra ϑk(u
xeau
−x) =
∑
x∈Ra U
xEaU
−x is the orthogonal projection onto the
subspace
`2
( ⊔
b∈k,a|b
Rb
)
⊗H0.
Therefore, the projection Ea := ϑk(eR×a×)−
∨
b∈k,b(a ϑk(eR×b×) lies in M. Note that Ea is the orthogonal
projection onto the subspace `2(Ra) ⊗ H0 ∼= Ha, and, recalling the projection Exa := UxEaU−x from
Remark 6.4, observe that Exa and Ea commute and that EaExa is the orthogonal projection onto Cδ(a,x)⊗H0.
Proof of (a): For integral ideals a, b ∈ k, x ∈ Ra, and y ∈ Rb, let W x,ya,b be the partial isometry in
B(`2(⊔a∈k,a⊆RRa)) with initial space Cδ(a,x) and final space Cδ(b,y), so that (W x,ya,b )∗ = W y,xb,a and (W x,ya,b ⊗
1)∗(W x,ya,b ⊗ 1) = EaExa . It is enough to show that each W x,ya,b ⊗ 1 belongs to M. First, suppose that there
exists b ∈ Rm,Γ with b = ba. Since t−1ba tab−1 ∈ R∗m,Γ, we have t−1ba ta ∈ Rm,Γ. Moreover, note that t−1ba taa =
t−1ba ak = ba = b. The operator U
ySt−1ba ta
Ux∗EaExa is zero on (Cδ(a,x) ⊗H0)⊥ ⊆ `2
(⊔
a∈k,a⊆RRa
)⊗H0, and
for every ξ ∈ H0, we can compute using Lemma 6.5:
UySt−1ba ta
Ux∗(δ(a,x) ⊗ ξ) = UySt−1ba ta(δ(a,0) ⊗ ξ) = U
y(δ(t−1ba taa,0)
⊗ pi0(u(0,(t−1b ta)t−1a tb))ξ)
= δ(b,y) ⊗ ξ
where we used that x¯a = x and y¯b = y because x ∈ Ra and y ∈ Rb. Thus, W x,ya,b ⊗1 = UySt−1ba taU
x∗EaExa ∈
M.
For the general case, we define an equivalence relation on the integral ideals in k as follows: for a, b ∈ k with
a, b ⊆ R, we say a ∼ b if and only if there exists x ∈ Ra and y ∈ Rb such that W x,ya,b ⊗ 1 ∈M. The above
argument for the case b = 1 shows that ∼ is reflexive. Symmetry follows from (W x,ya,b ⊗ 1)∗ = W y,xb,a ⊗ 1,
and transitivity follows from taking products. Hence, ∼ is an equivalence relation. Since a, b ∈ k, there
are c, d ∈ Rm,Γ such that ca = db. Now
a ∼ ca ∼ db ∼ b,
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as desired.
Proof of (b): It suffices to show that M contains the operators W y,ya,a ⊗ pi0(u(x,1)) and W y,ya,a ⊗ pi0(u(0,g))
for each fixed integral ideal a ∈ k, x ∈ ak, y ∈ Ra, and g ∈ R∗m,Γ where W y,ya,a is the projection in
B(`2(⊔a∈k,a⊆RRa)) onto the subspace Cδ(a,y).
Since a = t−1a ak, we have t−1a x ∈ a. For every ξ ∈ H0, Lemma 6.5 gives us
U t
−1
a x(δ(a,y) ⊗ ξ) = δ(a,t−1a x+ya) ⊗ pi0(u(ta(t−1a x+y−t−1a x+ya),1))ξ = δ(a,y) ⊗ pi0(u(x,1))ξ.
where we used that t−1a x+ y
a
= y (which holds because t−1a x ∈ a and y ∈ Ra). Hence, W y,ya,a ⊗pi0(u(x,1)) =
U t
−1
a xEaEya , which lies in M.
Next, let c := gy − gy, where gy is the unique elements in Ra such that gy − gy ∈ a. Let ξ ∈ H0. Since
c+ gy = gy, Lemma 6.5 yields
U cSg(δ(a,y) ⊗ ξ) = U c(δ(a,gy) ⊗ pi0(u(ta(gy−gy),g))ξ = δ(a,gy) ⊗ pi0(u(ta(c+gy−c+gy),1))pi0(u(ta(gy−gy),g))ξ
= δ(a,gy) ⊗ pi0(u(0,g))ξ,
so W y,gya,a ⊗ pi0(u(0,g)) = U cSgEaEya , which lies in M. Hence,
W y,ya,a ⊗ pi0(u(0,g)) = (W y,gya,a ⊗ 1)∗(W y,gya,a ⊗ pi0(u(0,g)))
also lies in M.
Proof of (c): Since elements of the form UxSb = ϑk(u
xsb) for (x, b) ∈ R o Rm,Γ generate a dense *-
subalgebra of ϑk(C
∗
λ(RoRm,Γ)), it suffices to show that Ux and Sb are in B
(
`2
(⊔
a∈k,a⊆RRa
))⊗¯N for all
x ∈ R and b ∈ Rm,Γ. This follows from the explicit formulas for Ux and Sb given in Lemma 6.5. Indeed,
given an integral ideal a ∈ Im, y ∈ Ra, and ξ ∈ H0, we have Ux(δ(a,y) ⊗ ξ) = δ(a,x+ya) ⊗ pi0(z)ξ and
Sb(δ(a,y)⊗ ξ) = δ(ba,byba)⊗pi0(z′)ξ for some z, z′ ∈ C∗(akoR∗m,Γ). Hence the operators Ux and Sb are given
by infinite matrices with entries in N , and are thus in B(`2(⊔a∈k,a⊆RRa))⊗¯N .
Once we have the factorization (12) it is easy to see that assertions (i) and (ii) hold, the latter because of
the standard fact
(
B(`2(⊔a∈k,a⊆RRa))⊗¯N)′ = CI⊗¯N ′, see, for instance, [1, III.1.5.9]. 
The following result, which explicitly constructs KMS states on C∗λ(R o Rm,Γ) from tracial states on N ,
will allow us to use Theorem 6.6 to both determine type and compute partition functions.
Proposition 6.7. Resume the notation and the assumptions from Theorem 6.6, and for each class k
let N(k) be the smallest among the norms of the integral ideals in k. For each t ∈ R, let eitHk denote
the diagonal unitary operator on `2
(⊔
a∈k,a⊆RRa
)
such that eitHk(δ(a,x)) =
(
N(a)
N(k)
)it
δ(a,x). Then t 7→
Ad(eitHk ⊗ I) is a time evolution on `2(⊔a∈k,a⊆RRa)⊗H0, and we have
ϑk(σt(z)) = Ad(e
itHk ⊗ I)(ϑk(z)) for t ∈ R, z ∈ C∗λ(RoRm,Γ). (13)
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For each β ∈ (2,∞), the diagonal operator e−βHk defined by e−βHk(δ(a,x)) = N(a)−β(δ(a,x)) is of trace class,
and Tr(e−βHk) = N(k)βζk(β − 1); let ψβ,k denote the Gibbs state on M defined by ψβ,k(T ) := Tr(Te
−βHk )
N(k)βζk(β−1) .
If τ˜ is a normal tracial state on N , then
ψβ,k,τ˜ := (ψβ,k ⊗ τ˜) ◦ ϑk = (Tr⊗ τ˜)
(
ϑk(·) e
−βHk
N(k)βζk(β − 1) ⊗ I
)
is a σ-KMSβ state on C
∗
λ(RoRm,Γ), and if we let τ := τ˜ ◦ pi0, then ψβ,k,τ˜ is equal to the state ϕβ,k,τ from
Proposition 4.3.
Proof. It is routine to check that t 7→ Ad(eitHk ⊗ I) is a time evolution on `2(⊔a∈k,a⊆RRa) ⊗ H0. To
show that ϑk is R-equivariant, it suffices to show that (13) holds for z of the form ux or sb where x ∈ R,
b ∈ Rm,Γ. This is easy to see for z = ux. Take an integral ideal a ∈ k, x ∈ Ra, and ξ ∈ H0. For t ∈ R,
Lemma 6.5(ii) implies that there exist η ∈ H0 such that Sb = δ(ba,bxba) ⊗ η. Hence,
Ad(eitHk ⊗ I)(ϑk(sb))δ(a,x) ⊗ ξ = (eitHk ⊗ I)Sb(e−itHk ⊗ I)δ(a,x) ⊗ ξ =
(
N(a)
N(k)
)−it
(eitHk ⊗ I)δ
(ba,bx
ba
)
⊗ η
= N(b)itδ
(ba,bx
ba
)
⊗ η = N(b)itSbδ(a,x) ⊗ ξ = ϑk(σt(sb))δ(a,x) ⊗ ξ,
from which R-equivariance follows.
A short calculation using the orthonormal basis {δ(a,x) : a ∈ Im, a ⊆ R, x ∈ Ra} for `2
(⊔
a∈k,a⊆RRa
)
shows that e−βHk is of trace class with Tr(e−βHk) = N(k)βζk(β − 1) if β > 2.
Lastly, we must show that ψβ,k,τ˜ = ϕβ,k,τ where τ := τ˜ ◦ pi0. For this, we first prove that it is enough to
deal with the case where τ˜ is a vector state. Assume the result holds in this case, and let τ˜ any tracial
state on N . Let pi′0 : C∗(ak o R∗m,Γ)→ B(H0 ⊗H0) by pi′0(z) = pi0(z)⊗ I. Since τ˜ is normal, there exists
orthogonal vectors ξ1, ξ2, ... in H0 such that τ˜(·) =
∑
n〈·ξn, ξn〉 and
∑
n ‖ξn‖2 = 1 (see, for instance, [1,
Theorem III.2.1.4(vii)]). Then a calculation shows that η :=
∑
n ξn ⊗ ξn ∈ H0 ⊗H0 is a unit vector and
the corresponding vector state τ˜ ′ satisfies τ˜ ′(z ⊗ I) = τ˜(z) for all z ∈ N , so that τ˜ ′ ◦ pi′0 = τ˜ ◦ pi0 = τ . Let
ϑ′k denote the representation associated with pi
′
0 using Proposition 6.3. By assumption, ψβ,k,τ˜ ′ = ϕβ,k,τ .
Thus, it remains to show that ψβ,k,τ˜ = ψβ,k,τ˜ ′ . For this, it suffices to show that the following diagram
commutes:
M⊗ I ⊆ B(`2(⊔a∈k,a⊆RRa)⊗H0 ⊗H0)
C∗λ(RoRm,Γ) M⊆ B
(
`2
(⊔
a∈k,a⊆RRa
)⊗H0).ϑk
ϑ′k
T 7→T⊗I
Commutativity follows from the definitions of ϑk and ϑ
′
k combined with the fact that the canonical iso-
morphism of Hilbert spaces
C∗(QoKm,Γ)⊗pi′0 (H0 ⊗H0) ∼= (C∗(QoKm,Γ)⊗pi0 H0)⊗H0
is even an isomorphism of left C∗(Q oKm,Γ)-modules. This concludes our proof that it suffices to deal
with the case where τ˜ is a vector state.
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Now suppose that τ˜(·) = 〈·η, η〉 for some unit vector η ∈ H0. Then a short calculation shows that
(ψβ,k ⊗ τ˜)(·) = 1
ζk(β − 1)
∑
a∈k,a⊆R,x∈Ra
N(a)−β〈·δ(a,x) ⊗ η, δ(a,x) ⊗ η〉.
Therefore, we we have
ψβ,k,τ˜ (s
∗
bey+bu
dsc) = (ψβ,k⊗τ˜)(S∗bEybUdSc) =
1
ζk(β − 1)
∑
a∈k,a⊆R,x∈Ra
N(a)−β〈S∗bEybUdScδ(a,x)⊗η, δ(a,x)⊗η〉.
Using Proposition 6.5(i)&(ii), we have
(1) Sb(δ(a,x) ⊗ η) = δ(ba,bxba) ⊗ pi0(u(tba(bx−bxba),bt−1a tba))η;
(2) UdSc(δ(a,x) ⊗ η) = δ(ca,d+cxca) ⊗ pi0(u(tca(d+cx−d+cxca),ct−1a tca))η, where cx is the unique element inRca such that cx− cx ∈ ca
Now, for
〈S∗bEybUdScδ(a,x) ⊗ η, δ(a,x) ⊗ η〉 = 〈EybUdScδ(a,x) ⊗ η, Sbδ(a,x) ⊗ η〉
to be non-zero, we must have ba = ca, bx
ca
= d+ cx
ca
, b | ca, and d+ cxca = y + zca for some z ∈ Rb/ca.
The second condition is equivalent to d+cx−bx ∈ ca, and the fourth condition is equivalent to d+cx−y ∈ b.
When these four conditions are satisfied, we have
〈S∗bEybUdScδ(a,x) ⊗ η, δ(a,x) ⊗ η〉 = 〈pi0(u(tca(d+cx−d+cxca),ct−1a tca))η, pi0(u(tba(bx−bxca),bt−1a tba))η〉
= 〈pi0(u(tba(bx−bxca),bt−1a tba))
∗pi0(u(tca(d+cx−d+cxca),ct−1a tca))η, η〉
= 〈pi0(u(b−1ta(d+cx−bx),b−1c))η, η〉 = τ(u(b−1ta(d+cx−bx),b−1c)).
Thus,
1
ζk(β − 1)
∑
a∈k,a⊆R,
x∈Ra
N(a)−β〈S∗bEybUdScδ(a,x) ⊗ η, δ(a,x) ⊗ η〉
=

1
ζk(β − 1)
∑
a∈k,b|ca,
a⊆R
∑
x∈R/a,
d+cx−y∈b,
d+cx−bx∈ca
N(a)−βτ(u(b−1ta(d+cx−bx),b−1c)) if b
−1c ∈ R∗m,Γ
0 otherwise
which is precisely the explicit formula for ϕβ,k,τ given in Proposition 4.3. 
Remark 6.8. If pi0 =
⊕
ϕ∈S(C∗(akoR∗m,Γ)) piϕ is the universal representation of C
∗(ak o R∗m,Γ), so that
N = pi0(C∗(ak o R∗m,Γ))′′ ∼= C∗(ak o R∗m,Γ)∗∗ and each tracial state τ ∈ T (C∗(ak o R∗m,Γ)) has a unique
extension to a tracial state τ˜ on N , then
T (C∗(ak oR∗m,Γ)) 3 τ 7→ (ψβ,k ⊗ τ˜) ◦ ϑk ∈ KMSβ(C∗λ(RoRm,Γ), σ)
defines an embedding of simplices, and these embeddings combine to give an isomorphism of simplices
T
( ⊕
k∈Im/i(Km,Γ)
C∗(ak oR∗m,Γ)
) ∼= KMSβ(C∗λ(RoRm,Γ), σ)
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(cf. [10, Theorem 3.2(iii)]).
However, in our main applications, N will have a unique normal tracial state arising from a tracial state
on C∗(ak oR∗m,Γ).
We are now ready for our computation of type. In our main application, the representation pi0 will be an
irreducible tensor factor of the GNS representation of an extremal type I tracial state of C∗(ak o R∗m,Γ)
or the GNS representation of an extremal type II tracial state of C∗(ak oR∗m,Γ).
Corollary 6.9. Let k ∈ Im/i(Km,Γ), fix β ∈ (2,∞), and let τ be an extremal trace on C∗(ak o R∗m,Γ). If
τ is type I, then ϕβ,k,τ is type I∞; and if τ is type II1, then ϕβ,k,τ is type II∞. By Proposition 5.3 this
exhausts all possibilities.
Proof. Let pi0 = piτ be the GNS representation associated with the tracial state τ ∈ T (C∗(ak o R∗m,Γ)),
so that N = pi0(C∗(ak o R∗m,Γ))′′ ⊆ B(Hτ ). Since ϕ := ϕβ,k,τ is extremal, piϕ(C∗λ(R o Rm,Γ))′′ is a factor.
Since τ is extremal, so that N is a factor, Theorem 6.6 implies thatM is also a factor of type I∞ or type
II∞ according to whether N is of type I or type II. Thus, it is enough to show that piϕ(C∗λ(R o Rm,Γ))′′
is isomorphic to M.
By Proposition 6.7, the KMS state ϕ=ϕβ,k,τ is given explicitly by
ϕ(z) = (Tr⊗ τ˜)
(
ϑk(z)
e−βHk
N(k)βζk(β − 1) ⊗ I
)
for all z ∈ C∗λ(R o Rm,Γ). Let (piψ,Hψ, ξψ) be the GNS representation of M associated with the normal
state ψ : x 7→ (Tr⊗ τ˜)(x( e−βHk
N(k)βζk(β−1) ⊗ I
))
of M. We have ϕ = ψ ◦ ϑk, so
〈piψ ◦ ϑk(z)ξψ, ξψ〉 = ψ(ϑk(z)) = ϕ(z)
for all z ∈ C∗λ(R o Rm,Γ). Now, by uniqueness of the GNS representation, piϕ is unitarily equivalent
to piψ ◦ ϑk. Since piϕ(C∗λ(R o Rm,Γ))′′ and M are factors, we have isomorphisms piϕ(C∗λ(R o Rm,Γ))′′ ∼=
piψ(M) ∼=M. 
Next we compute an admissible triple and the partition function for each extremal KMSβ state on C
∗
λ(Ro
Rm,Γ) that is of type I.
Theorem 6.10. Let ϕ = ϕk,β0,τ be the extremal KMSβ0 state on C
∗
λ(R o Rm,Γ) corresponding to a class
k ∈ Im/i(Km,Γ), an inverse temperature β0 ∈ (2,∞), and an extremal trace τ = τO,χ on C∗(ak o R∗m,Γ)
arising from the finite orbit O and the character χ of its isotropy subgroup (R∗m,Γ)O. Then the partition
function of ϕ from Definition 2.4 is given by
Zϕ(s) = |O|N(k)s ζk(s− 1) for Re s > 2.
Moreover, the irreducible representations of admissible triples and the GNS representation of ϕ are faithful.
Proof. For each x ∈ O, let Hx,χ := C∗(R∗m,Γ) ⊗C∗((R∗m,Γ)O) C where C∗((R∗m,Γ)O) acts on C via χ. Then
there is an |O|-dimensional irreducible representation pix,χ of C∗(akoR∗m,Γ) ∼= C(âk)oR∗m,Γ on Hx,χ given
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by
pix,χ(f)(ug ⊗ 1) = f(gx)ug ⊗ 1 and pix,χ(uh)(ug ⊗ 1) = ugh ⊗ 1,
where f ∈ C(âk) and g, h ∈ R∗m,Γ. Hence, N = pix,χ(C∗(ak o R∗m,Γ))′′ = pix,χ(C∗(ak o R∗m,Γ)) = B(Hx,χ).
Let ϑk be the representation of C
∗
λ(R o Rm,Γ) associated with pi0 := pix,χ from Proposition 6.3. By
Theorem 6.6(ii), ϑk is irreducible.
By Proposition 6.7,
ϕ = (Tr`2 ⊗
1
|O|TrHx,χ)
(
ϑk(·) e
−β0Hk
N(k)β0ζk(β0 − 1) ⊗ I
)
= (Tr`2 ⊗ TrHx,χ)
( ϑk(·)(e−β0Hk ⊗ I)
|O|N(k)β0 ζk(β0 − 1)
)
where Tr`2 and TrHx,χ are the canonical (unnormalized) traces on B
(
`2
(⊔
a∈k,a⊆RRa
))
and B(Hx,χ),
respectively. Now, Tr`2 ⊗ TrHx,χ is the canonical trace on B
(
`2
(⊔
a∈k,a⊆RRa
)⊗Hx,χ), and the operator
e−β0Hk ⊗ I has norm 1 and is of trace-class with trace |O|N(k)β0 ζk(β0 − 1). Hence the triple consisting
of the representation ϑk, the Hilbert space `
2
(⊔
a∈k,a⊆RRa
) ⊗Hx,χ and the density operator e−β0Hk ⊗ I
is admissible for ϕ so the partition function Zϕ(β) is equal to |O|N(k)s ζk(β − 1) (see Definition 2.4).
By Proposition 2.8, to prove the last assertion it suffices to show that the GNS representation piϕ of ϕ
is faithful. For this, we shall use [9, Theorem 6.1]. Recall from the proof of Proposition 4.2 that the
restriction ϕ|C(Ω) of ϕ to the diagonal C(Ω) is given by integration against the probability measure µβ,k
given by (8). Suppose k˜ is a class in Im/i(Km,Γ), y1, . . . yn ∈ R, and a1, . . . , an are integral ideals in Im such
that yi+ai ( ak˜. As explained in the proof of [9, Proposition 6.5], we can find an integral ideal b ∈ k such
that b ( ak˜ and yi+ai 6⊆ b. The function on Ω corresponding to the projection
∏n
i=1(eak˜−eyi+ai) has [0, b]
in its support, so a computation using the right-hand-side of (8) shows that ϕ
(∏n
i=1(eak˜ − eyi+ai)
) 6= 0.
Thus piϕ
(∏n
i=1(eak˜ − eyi+ai)
) 6= 0 by [38, Corollary 8.14.4], so that piϕ satisfies the faithfulness criteria
given in [9, Theorem 6.1]. 
Corollary 6.11. If K is not equal to Q and is not an imaginary quadratic field, then the C*-dynamical
system (C∗λ(RoRm,Γ), σ) has infinitely many distinct partition functions.
Proof. In light of Theorem 6.10, it suffices to show that the set
{|O| : O ⊆ R̂ is a finite orbit for R∗m,Γ y R̂}
is infinite.
Observe that our assumption aboutK implies thatR∗ is infinite by Dirichlet’s unit theorem. The subgroup
R∗m,Γ ⊆ R∗ is of finite index, so R∗m,Γ is also infinite. Hence, there exists an element in R∗m,Γ of infinite
order. Using such an element and considering points of the form 1N (1, 1, ..., 1) + Z
n ∈ Rn/Zn ∼= R̂ for
N ∈ N×, it is not difficult to come up with arbitrarily large orbits for R∗m,Γ y R̂, which shows that the
above set is infinite. 
7. Topological structure of extremal KMS states of type I
Given a C*-algebra A, we let EInT (A) denote the subset of ET (A) consisting of those extremal tracial
states on A that are of type In. Also let EIT (A) :=
⋃∞
n=1 EInT (A). Thus, EI1T (A) denotes the set of
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characters of A, these characters, or complex homomorphisms, are obviously pure states. We will need
the following strengthening of [35, Corollary 2.4] for the special case of characters in the crossed product
of an action with finitely many fixed points.
Lemma 7.1. Let G be a countable abelian group acting on a second countable locally compact Hausdorff
space X. Assume that the set F := {x ∈ X : gx = x for all g ∈ G} is finite. For each x ∈ F , there is a
continuous injective map
ρx : Ĝ→ EI1T (C0(X)oG)
such that ρx(γ)(fug) = γ(g)f(x) for all f ∈ C0(X) and g ∈ G where ug denotes the canonical unitary
corresponding to g in the multiplier algebra of C0(X)oG. Moreover, every character of C0(X)oG arises
this way and the map ⊔
x∈F
ρx :
⊔
x∈F
Ĝ→ EI1T (C0(X)oG)
is a homeomorphism.
Proof. It follows from [35, Corollary 2.4] that each ρx is a well-defined injection of Ĝ into ET (C0(X)oG).
By [35, Remark 2.5], we see the GNS representation piρx(γ) of ρx(γ) satisfies
piρx(γ)(C0(X)oG)
′′ ∼= L2(X, δx)o (G/Gx) ∼= C
for every γ ∈ Ĝ, so that the range of ρx is contained in EI1T (C0(X) o G) (also, a direct calculation
shows that ρx(γ) is always a character). Moreover, [35, Remark 2.5] shows that τ ∈ ET (C0(X) o G) is
of type I1 if and only if τ corresponds via the parameterization given by [35, Corollary 2.4] to a fixed
point x ∈ F and a character γ ∈ Ĝ, that is, if and only if τ = ρx(γ). Thus, unionsqx∈Fρx is a bijection onto
EI1T (C0(X)oG).
We need to show that ρx is continuous. Suppose (γi)i is a net in Ĝ converging to some γ ∈ Ĝ. Let
N ∈ N×, fk ∈ C0(X), gk ∈ G for k = 1, ..., N . If ε > 0, then taking j such that i ≥ j implies
|γi(gk)− γ(gk)| < εN max1≤k≤N ‖fk‖∞ for all k = 1, ..., N yields∣∣∣∣∣ρx(γi)
(
N∑
k=1
fkugk
)
− ρx(γ)
(
N∑
k=1
fkugk
)∣∣∣∣∣ ≤
N∑
k=1
|γi(gk)− γ(gk)|‖fk‖∞ < ε
for all j ≥ i. Hence, ρx(γi)(
∑N
k=1 fkugk) → ρx(γ)(
∑N
k=1 fkugk). Now an ε/3-argument shows that
ρx(γi)(a)→ ρx(γ)(a) for every a ∈ C0(X)oG.
To show that unionsqx∈Fρx is a homeomorphism, it suffices to show that ρx0(Ĝ) is open in EI1T (C0(X) o G)
for each fixed x0 ∈ F . Since Ĝ is compact and each ρx is continuous, so that ρx(Ĝ) is compact and hence
closed. Thus, the set ⊔
x∈F\{x0}
ρx(Ĝ)
is closed because F is assumed to be finite. Hence, its complement ρx0(Ĝ) is open. 
The actions of the group of units on the duals of the additive groups of ideals representing different ideal
classes need not be conjugate. Nevertheless, we have the following solidarity result for the number of
fixed points of those actions.
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Proposition 7.2. For each integral ideal a ∈ Im, let
Fa := {χ ∈ â : uχ = χ for all u ∈ R∗m,Γ}.
If R∗m,Γ 6= {1}, then FR is finite and |Fa| = |FR| for every integral ideal a ∈ Im.
Proof. Let u ∈ R∗m,Γ \ {1}, and let a be an integral ideal in Im. Let x1, x2, ..., xn be a Z-basis for a, where
n = [K : Q], and let A denote the matrix for the Z-linear map a → a given by x 7→ ux with respect to
this basis. The elements x1, x2, ..., xn are a Q-basis for K, so A is also the matrix for the Q-linear map
K → K given by x 7→ ux. By [36, Chapter I, § 2, Proposition 2.6], the eigenvalues for this transformation
are precisely w1(u), w2(u), ..., wn(u) where w1, w2, ..., wn are the archimedean embeddings of K. Hence,
the transpose of A has no eigenvalues equal to 1, so {χ ∈ â : uχ = χ} is finite by [21, Lemma 2]. This
implies that Fa is finite.
Next we show the inequality |FR| ≤ |Fa|. Let Fu := {χ ∈ R̂ : uχ = χ}. By possibly replacing a with
another ideal in the class [a], we may assume that N(a) and |Fu| are relatively prime (such an ideal exists,
for instance, by [33, Chapter VIII, Theorem 7.2]). Let x1, ..., xn be a Z-basis for R for which there exists
d1, ..., dn ∈ Z>0 be such that d1x2, ..., dnxn is a Z-basis for a (such bases exist by, for example, by the
theorem in [32]). Since N(a) = d1 · · · dn, each di is relatively prime to |Fu|.
Use the bases x1, ..., xn and d1x1, ..., dnxn to identify R̂ and â, respectively, with Rn/Zn. Under these
identification, the canonical projection map R̂ → â is taken to the map D : Rn/Zn → Rn/Zn given by
D((c1, ..., cn)+Zn) = (d1c1, ..., dncn)+Zn. Since D is R∗m,Γ-equivariant, to show the inequality |FR| ≤ |Fa|,
it suffices to show that D is injective on the (image of) FR. Since FR ⊆ Fu, it is even enough to show that
D is injective on Fu, where we view Fu as a subgroup of Rn/Zn. Since Fu is a finite subgroup of Rn/Zn,
we have Fu ⊆ tor(Rn/Zn) = Qn/Zn. In fact, since the order of every element of Fu divides |Fu|, we have
Fu ⊆ 1|Fu|Zn/Zn. Hence, it suffices to show that D is injective on 1|Fu|Zn/Zn. Suppose (a1, ..., an) + Zn is
in 1|Fu|Z
n/Zn with D((a1, ..., an) +Zn) = (0, 0, ..., 0) +Zn. Then we have diai ∈ Z for i = 1, ..., n. For each
i, there exists a′i ∈ Z such that ai = a
′
i
|Fu| . Now we have dia
′
i ∈ |Fu|Z for i = 1, ..., n. Since di and |Fu| are
relatively prime, this forces a′i ∈ |Fu|Z for i = 1, ..., n, which shows that (a1, ..., an)+Zn = (0, 0, ..., 0)+Zn.
Thus, D is injective on 1|Fu|Z
n/Zn, as desired.
Now we need to show that |Fa| ≤ |FR|. First, notice that |FR| = |F(b)| for every b ∈ Rm,Γ. Thus, if we
can find b ∈ Rm,Γ such that
• (b) ⊆ a, and
• gcd([a : (b)], |Fu|) = 1,
then we can run the same argument that we used to prove the inequality |FR| ≤ |Fa|. For this, choose
p ∈ [a]−1 such that N(p) and |Fu| are relatively prime (such a prime exists, for instance, by [33, Chap-
ter VIII, Theorem 7.2]). Then pa = (b) for some b ∈ Rm,Γ, and [a : (b)] = N(b)N(a) = N(p) is relatively prime
to |Fu|. 
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In order to select a distinguished subset from among all the partition functions associated to our systems
we will use their residues at the critical inverse temperature. We begin by computing the value of the
residues at β = 1 of the partial zeta functions associated to classes in Im/i(Km,Γ).
Proposition 7.3. Let r and s denote the number of real and complex embeddings of K, respectively. If
k ∈ Im/i(Km,Γ), then
Res
β=1
ζk(β) = |Γ¯| ·
(
2r(2pi)sreg(K)[R∗ : R∗m,1]
wmN(m0)2r0 |DK/Q|1/2
)
(14)
where Γ¯ = i(Km,Γ)/i(Km,1), and r0 is the number of real places that divide m, and wm is the number of
roots of unity in R∗m,1. In particular, Res
β=1
ζk(β) does not depend on k.
Proof. By [33, Chapter VI, Corollary 2.9], the residue at β = 1 of the partial zeta function from a class
in Clm is given by
2r(2pi)sreg(K)[R∗ : R∗m,1]
wmN(m0)2r0 |DK/Q|1/2
,
and is independent of the specific class. Let k ∈ Im/i(Km,Γ). Since Im/i(Km,Γ) = Clm/(i(Km,Γ)/i(Km,1)),
the class k is the disjoint union of |Γ¯| classes in Clm all having the same residue at β = 1. Additivity of
residues then gives Res
β=1
ζk(β) = |Γ¯| ·Res
β=1
ζk˜(β) where k˜ is any given class in Clm that is contained in k. 
The following lemma shows that the partial zeta function ζk(s − 1) can be recovered from the partition
function N(k)sζk(s − 1). A function of the form
∑∞
n=1 ann
−s for some sequence of non-negative integers
(an)n≥1 is called a Dirichlet series.
Lemma 7.4. The number N(k) is the smallest positive integer k such that k−sN(k)sζk(s−1) is a Dirichlet
series. In particular, we can recover N(k) from N(k)sζk(s− 1).
Proof. First, we prove that if a function f(s) has a series expansion f(s) =
∑∞
n=1 ane
−sλn for some
strictly increasing sequence of real numbers λ1 < λ2 < · · · and some sequence of non-negative integers
a1, a2, ..., then such a series expansion is unique. Let n1 < n2 < · · · be the natural numbers for which
the corresponding coefficients of f(s) are non-zero. Then λn1 is the unique positive real number such
that the limit lims→∞ esλn1f(s) exists and is non-zero, and an1 = lims→∞ esλn1f(s). Then λn2 is the
unique positive real number such that the limit lims→∞ esλn2 (f(s) − an1e−sλn1 ) exists and is non-zero,
and an2 = lims→∞ esλn2 (f(s)−an1e−sλn1 ). Continuing this way, one can compute the coefficients ani and
the exponents λni for i ≥ 1. This shows the uniqueness of series expansions of f(s).
Let f(s) := k−sN(k)sζk(s− 1). Then, f(s) has a series expansion of the form
f(s) =
∑
a∈k,a⊆R
N(a)
(
kN(a)
N(k)
)−s
. (15)
Since k contains (infinitely many) integral ideals whose norms are coprime to N(k), the right hand side of
(15) is a Dirichlet series if and only if N(k) divides k. 
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Definition 7.5. For each β > 2, let Σβ,I denote the set of extremal σ-KMSβ states on C
∗
λ(R o Rm,Γ)
that are of type I, and for each ϕ ∈ Σβ,I , let Z˜ϕ(s) := N−sϕ Zϕ(s) where Nϕ is the smallest positive integer
such that N−sϕ Zϕ(s) is a Dirichlet series.
We say that ϕ ∈ Σβ,I is minimal if
Res
β=2
Z˜ϕ(β) ≤ Res
β=2
Z˜ϕ′(β)
for every ϕ′ ∈ Σβ,I . Let Σminβ,I denote the set of minimal states in Σβ,I .
By Theorem 6.10 and Proposition 7.3, the function Z˜ϕ(β) associated to ϕ ∈ Σβ,I has a residue at β = 2
which is an integer multiple of the positive real number given in (14).
If ϕ is the extremal KMSβ state associated with the class k and a finite orbit O, so that Theorem 6.10
implies that Zϕ(s) = |O|N(k)s ζk(s− 1), then
Z˜ϕ(s) = |O|ζk(s− 1).
By Lemma 7.4, the function Z˜ϕ(s) is explicitly computable in terms of the partition function Zϕ(s), and
conversely the partition function Zϕ(s) is explicitly computable in terms of Z˜ϕ(s).
We define a zeta function associated to the modulus m by
ζK,m(s) :=
∏
p-m0
(1−N(p)−s)−1 =
∑
a∈Im,a⊆R
N(a)−s,
which only depends on the support of m0 and satisfies ζK,m(s) =
∑
k∈Im/i(Km,Γ)
ζk(s).
Theorem 7.6. Let K be a number field with ring of integers R, m a modulus for K, Γ a subgroup of
(R/m)∗, and Rm,Γ the associated congruence monoid. Let pi0(Σminβ,I ) denote the set of connected components
of Σminβ,I , and let ϕ¯ denote the connected component of ϕ ∈ Σminβ,I . Then
(i) |pi0(Σminβ,I )| =
{
|Im/i(Km,Γ)| if R∗m,Γ = {1},
|tor(R∗m,Γ)| · |Im/i(Km,Γ)| · |FR| if R∗m,Γ 6= {1};
(ii) the partition function Zϕ depends only on the connected component of ϕ, and
∑
ϕ¯∈pi0(Σminβ,I )
Z˜ϕ(s) =
{
ζK,m(s− 1) if R∗m,Γ = {1},
|tor(R∗m,Γ)| · |FR| · ζK,m(s− 1) if R∗m,Γ 6= {1},
where the sum is taken over any set of representatives and Re s > 2;
(iii) lim
s→∞
∑
ϕ¯∈pi0(Σminβ,I )
Z˜ϕ(s) =
{
1 if R∗m,Γ = {1},
|tor(R∗m,Γ)| · |FR| if R∗m,Γ 6= {1}.
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Proof. (i): By Corollary 6.9, and Lemma 5.1, the correspondence from [10, Theorem 3.2(iii)] specified in
equation (7) gives a homeomorphism
Σβ,I ∼=
⊔
k∈Im/i(Km,Γ)
EIT (C∗(ak oR∗m,Γ)).
By Theorem 6.10 and Proposition 7.3, the KMSβ state ϕ = ϕβ,k,τ is minimal if and only if µτ is a
probability measure on âk that is concentrated at a fixed point γ ∈ Fk, in which case χτ can be any
character of R∗m,Γ. Thus,
Σminβ,I
∼=
⊔
k∈Im/i(Km,Γ)
EI1T (C∗(ak oR∗m,Γ)).
If R∗m,Γ = {1}, so that C∗(ak o R∗m,Γ) ∼= C(âk) and EI1T (C∗(ak o R∗m,Γ)) ∼= EI1T (C(âk)) ∼= Tn, where
n = [K : Q], is connected, then we see that Σminβ,I has |Im/i(Km,Γ)| connected components.
Now assume that R∗m,Γ 6= {1}. Then Proposition 7.2 implies that Fak is finite for each k, so we can use
Lemma 7.1 to get the following decomposition
Σminβ,I
∼=
⊔
k∈Im/i(Km,Γ)
EI1T (C∗(ak oR∗m,Γ)) ∼=
⊔
k∈Im/i(Km,Γ)
⊔
γ∈Fak
R̂∗m,Γ.
Since R∗m,Γ is of finite index in R
∗, it follows from Dirichlet’s unit theorem that we have an isomorphism
R∗m,Γ ∼= tor(R∗m,Γ)× Zd where d = rankZ(R∗). Hence R̂∗m,Γ ∼= ̂tor(R∗m,Γ)× Td, so that R̂∗m,Γ has |tor(R∗m,Γ)|
connected components. By Proposition 7.2, |Fak | = |FR| for every k, so Σminβ,I has
|tor(R∗m,Γ)| ·
∑
k∈Im/i(Km,Γ)
|Fak | = |tor(R∗m,Γ)| · |Im/i(Km,Γ)| · |FR|
connected components.
(ii): The partition function of ϕ ∈ Σminβ,I depends only on the class k over which ϕ lies and is equal to
N(ak)
sζk(s− 1) by Theorem 6.10 and Proposition 7.2.
(iii): This follows from (ii) combined with the observation that lims→∞ ζK,m(s− 1) = 1. 
In the next corollary we obtain explicitly computable C*-dynamical invariants for our systems. To set
the notation, let PQ be the set of all prime numbers, and recall that the zeta function of the trivial class
is ζ[R](s) :=
∑
(a)∈[R],a∈Rm,Γ N(a)
−s.
Corollary 7.7. The following are explicitly computable invariants in terms of the partition functions of
the C*-dynamical system (C∗λ(RoRm,Γ), σ):
(i) the generalized class number |Im/i(Km,Γ)|;
(ii) the zeta function ζK,m(s) associated to the modulus m;
(iii) the product |tor(R∗m,Γ)| · |FR|;
(iv) the partial zeta function of the trivial class ζ[R](s); and
(v) the subset of rational primes {p ∈ PQ : N(a) = p for some prime element a ∈ Rm,Γ}.
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Proof. From our analysis of type I factor KMS states and the definition of the associated partition
functions we know that the family of partition functions, the space Σβ,I and its subspace Σ
min
β,I of minimal
states from Definition 7.5 are determined by the dynamical system (C∗λ(RoRm,Γ), σ). Thus, the quantities
in parts (i)–(iii) of Theorem 7.6 are preserved under equivariant isomorphism. In order to prove that the
quantities listed in parts (i)–(iv) above are preserved under equivariant isomorphism, we show how to
extract them from the family of zeta functions and the right hand sides of the equations in parts (i)–(iii)
of Theorem 7.6.
By parts (i) and (iii) of Theorem 7.6, |Im/i(Km,Γ)| is the number of connected components of Σminβ,I divided
by the quantity lim
s→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s). This proves that |Im/i(Km,Γ)| is preserved under equivariant
isomorphisms.
By parts (ii) and (iii) of Theorem 7.6, we can read off ζK,m(s) as the function
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s+1) divided
by the quantity lim
s→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s). This proves that also ζK,m(s) is a C*-dynamical invariant.
It follows from part (iii) of Theorem 7.6 that if lim
s→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s) = 1, then R
∗
m,Γ = {1} so that
every point is a fixed point and |FR| =∞. Thus the quantity
|tor(R∗m,Γ)| · |FR| =
 lims→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s) if lims→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s) > 1,
∞ if lim
s→∞
∑
ϕ¯∈pi0(Σminβ,I ) Z˜ϕ(s) = 1,
is invariant under equivariant isomorphism. This proves that |tor(R∗m,Γ)| · |FR|, from part (iii) above is
preserved under equivariant isomorphisms.
Suppose now ϕ is a type I factor KMSβ state. From the affine isomorphism given in [10, Theorem 3.2(iii)]
combined with Lemma 5.1 and with the parametrization of tracial states via ergodic invariant measures in
Theorem 5.2(iii) we know that ϕ determines an ideal class k, and a finite orbit O for the action R∗m,Γ y âk.
We have that the limit lims→∞ Z˜ϕ(s) is nonzero if and only if k is the trivial class [R], in which case the
limit is |O|. Hence, ζ[R](s) = Z˜ϕ(s + 1) exactly for those states ϕ whose partition functions satisfy
lims→∞ Z˜ϕ(s) = 1. This shows that ζ[R](s) is an invariant.
Next write ζ[R](s) as a Dirichlet series
∑∞
n=1 ann
−s with an := |{(a) : a ∈ Rm,Γ, N(a) = n}|, then
{p ∈ PQ : N(a) = p for some prime element a ∈ Rm,Γ} = {p ∈ PQ : an 6= 0}
is an invariant by part (iv). This proves (v) and concludes the proof the corollary. 
8. Recovering class field theoretic information
The purpose of this section is to show that the C*-dynamical invariants derived from the partition
functions of type I factor KMS states of the system (C∗λ(RoRm,Γ), σ) produce invariants for equivariant
isomorphism of systems that have class field theory content. The invariants themselves have already been
obtained via K-theory, [11, Theorem 5.5], so they are invariant under C*-algebra isomorphism without
reference to dynamics. This is stronger than what we prove here using partition functions because we
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only show that the quantities involved are invariant under R-equivariant isomorphism. Nevertheless, we
wish to reinforce the theme that KMS states deliver similar invariants to those obtained via K-theory,
often through entirely different considerations. There is also a small exception in that our result on the
generalized class numbers |Im/i(Km,Γ)| is slightly stronger than the analogous conclusion in [11, Theorem
5.5] because we do not need to assume that the class fields K(m)Γ¯ and L(n)Λ¯ are Galois over Q. We begin
by recalling some number-theoretic background leading to two notions of equivalence for number fields.
Let K be a number field with ring of integers R; in general we will let PK denote the set of non-zero
prime ideals in R; although in the rational case we invariably think of PQ as being (represented by) the
set of positive prime numbers. If p ∈ PQ is a prime number, then pR =
∏r
i=1 p
ei
i where the pi are distinct
prime ideals of R and the ei are positive integers. The inertia degree of pi over p, denoted by f(pi|p), is
the degree of R/pi as a field extension of Z/pZ (see [36, Chapter I, § 8]).
The r-tuple AK/Q(p) := (f(p1|p), f(p2|p), ..., f(pr|p)), re-indexed such that f(p1|p) ≤ f(p2|p) ≤ · · · ≤
f(pr|p), is called the splitting (or decomposition) type of p in K. Let L be another number field. By [39,
Theorem 1], the following statements are equivalent:
(a) ζK(s) = ζL(s);
(b) AK/Q(p) = AL/Q(p) for all p ∈ PQ;
(c) AK/Q(p) = AL/Q(p) for all but finitely many p ∈ PQ.
Number fields K and L satisfying the above conditions are said to be arithmetically equivalent (over Q).
Our partition functions are associated to congruence monoids, and thus depend on the choice of modulus,
so in order to show that number fields with the same dynamical invariants are arithmetically equivalent
we need to rely on the fact that the zeta function of the modulus characterizes the zeta function of
the underlying field itself; this is probably known to experts but we include a statement and proof here
because we have not been able to find a suitable reference.
Proposition 8.1. Let K and L be number fields, and let m and n be moduli for K and L, respectively.
If ζK,m(s) = ζL,n(s), then ζK(s) = ζL(s).
Proof. Suppose that ζK,m(s) = ζL,n(s). By [39, Theorem 1, (c) =⇒ (a)], in order to show that ζK(s) =
ζL(s), it suffices to show that AK/Q(p) = AL/Q(p) for all but finitely many rational primes p. We will
show that, for all but finitely many p, we can read off AK/Q(p) from ζK,m(s).
Write ζK,m(s) =
∑∞
n=1 ann
−s where an is the number of ideals of R that are relatively prime to m0 and
have norm n. The function ζK,m(s) determines (and is determined by) the coefficients an for n ≥ 1. Define
the support of the modulus m0 in Q to be the finite set
suppQ(m0) := {p ∈ PQ : pZ = p ∩ Z for some p | m0} = {p ∈ PQ : ∃p ∈ PK with p | m0 and p | p}.
For p ∈ PQ \ suppQ(m0) and p ∈ PK , we have p | p =⇒ p - m0. Hence, for p ∈ PQ \ suppQ(m0) and
integer f ≥ 1, we have
apf = |{a ∈ Im : a ⊆ R,N(a) = pf}|,
We will be done once we show that, for each p /∈ suppQ(m0), the splitting type of p is determined by the
numbers apf for f ≥ 1. The idea needed to show this appears in the proof of [39, Theorem 1]. For each
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prime p and f ≥ 1, let bpf := |{p ∈ PK : N(p) = pf}|. It is not difficult to see that the numbers bpf for
f ≥ 1 determine the splitting type of p in K, so we only need to show that each bpf is determined from
the numbers apf ′ for f
′ ≥ 1. This is proven in [24, Chapter I, Theorem 2.1]. The argument given in the
proof of [39, Theorem 1, (a) =⇒ (b)], also implies this, but we believe that the explicit formula expressing
each bpf in terms of the numbers apf ′ for f
′ ≥ 1 given there is not always valid. 
If K is a number field, then the Kronecker set of K over Q is
D(K|Q) := {p ∈ PQ : ∃P ∈ PK such that P | p and fK/Q(P|p) = 1}
where fK/Q(P|p) is the inertia degree of P over p. Two number fields are said to be Kronecker equivalent
(over Q) if their Kronecker sets differ by only finitely many primes (see [22]). If K is Galois over Q,
then D(K|Q) is, up to finitely many exceptions, the set of rational primes that split completely in K.
Since Galois extensions are determined by the primes that split in them, D(K|Q) determines K up to
isomorphism when K is Galois over Q (see, for instance, [33, Chapter V, Theorem 3.25]).
The pair (m,Γ) canonically gives rise to a class field (i.e., a finite abelian extension) of K. This is explained
in detail in [11, § 2.3], so our treatment here will be brief. For any modulus m, let K(m) denote the ray
class field associated with m, see, e.g. [33, Ch. V]. Thus, for instance, the ray class field K(1) associated
with the trivial modulus, is the Hilbert class field of K, and the ray class field K(∞) associated with the
modulus m = m∞ =∞ consisting of all real embeddings of K is the narrow Hilbert class field of K. Class
field theory gives us an isomorphism (R/m)∗/[R∗]m ∼= Gal(K(m)/K(1)) where [R∗]m is the image of the
unit group R∗ in (R/m)∗. Let Γ¯ be the image of Γ under the composition
(R/m)∗ → (R/m)∗/[R∗]m ∼= Gal(K(m)/K(1)),
and let K(m)Γ¯ ⊆ K(m) be the subfield of elements that are fixed by every element in Γ¯. Note that K(m)Γ¯
always contains K(1) and Gal(K(m)Γ¯/K) ∼= Im/i(Km,Γ).
Theorem 8.2. (cf. [11, Theorem 5.5]) Let K and L be number fields with rings of integers R and S,
respectively. Let m and n be moduli for K and L, respectively, and let Γ and Λ be subgroups of (R/m)∗
and (S/n)∗, respectively. Suppose there is an isomorphism of C*-dynamical systems
(C∗λ(RoRm,Γ), σ) ∼= (C∗λ(S o Sn,Λ), σ).
Then
(i) K and L are arithmetically equivalent and the class fields K(m)Γ¯ and L(n)Λ¯ are Kronecker equiv-
alent;
(ii) the generalized class numbers are the same, i.e. |IKm /i(Km,Γ)| = |ILn /i(Ln,Λ)|, and K(m)Γ¯ and
L(n)Λ¯ have the same degree over Q;
(iii) if K or L is Galois, then K = L in any algebraically closed field that contains both K and L.
Proof. The claim about arithmetic equivalence follows from Corollary 7.7(ii) and Proposition 8.1. In order
to prove the claim about Kronecker equivalence it suffices to show that up to a finite set of primes, the
Kronecker set D(K(m)Γ¯|Q) is an invariant of our system.
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As before, let suppQ(m0) := {p ∈ PQ : pZ = p ∩ Z for some p | m0} and for each prime p - m0, let f(p)
denote the order of the class of p in Im/i(Km,Γ). From the proof of [11, Theorem 5.5(i)] we know that
D(K(m)Γ¯|Q) \ suppQ(m0) = (PQ ∩ {N(p)f(p) : p - m0}) \ suppQ(m0). (16)
Write ζ[R](s) =
∑∞
n=1 ann
−s with an = |{(a) : a ∈ Rm,Γ, N(a) = n}| as in the proof of Corollary 7.7(v).
Hence to show that, up to finite sets of primes, D(K(m)Γ¯|Q) is an invariant of our system, it is enough
to show that for each p ∈ PQ \ suppQ(m0),
ap 6= 0 ⇐⇒ p ∈ (PQ ∩ {N(p)f(p) : p - m0}) \ suppQ(m0).
“=⇒”: Suppose p ∈ PQ \ suppQ(m0) with ap 6= 0. Then there exists a ∈ Rm,Γ such that N(a) = p. Thus,
(a) = p is a prime ideal such that fK/Q(p|p) = 1 and f(p) = 1. Hence, p lies in PQ ∩ {N(p)f(p) : p -
m0} \ suppQ(m0).
“⇐=”: Suppose p ∈ (PQ ∩ {N(p)f(p) : p - m0}) \ suppQ(m0). Then there exists a prime p - m0 such that
p = N(p)f(p). Hence, we must have fK/Q(p|p) = 1 and f(p) = 1, so that p = (a) for some a ∈ Rm,Γ. This
shows that ap 6= 0.
By Corollary 7.7(i), the generalized class number is an explicitly computable invariant associated to the
C*-dynamical system. For the second assertion, recall from equation (3) of [11, Section 2.3] that the degree
[K(m)Γ¯ : K] is given by the generalized class number |IKm /i(Km,Γ)|. Since K and L are arithmetically
equivalent by part (i) and since arithmetically equivalent fields have the same degree over Q by [39,
Theorem 1], this finishes the proof of part (ii).
The assertion in part (iii) follows, just as in the proof of [11, Theorem 5.5](iii), from the fact that arithmetic
equivalence implies that the fields have the same Galois closure and the same degree [39, Theorem 1]. 
Remark 8.3. We would like to emphasize that, under the stronger overall assumption of R-equivariant
isomorphism between systems that is necessary for our approach, Theorem 8.2 obtains similar conclusions
to those in [11, Theorem 5.5]. Statement (i) is the same here as there. Our statements in parts (ii) and
(iii) are slightly stronger than the corresponding ones in [11, Theorem 5.5] because they do not assume
the class fields K(m)Γ¯ and L(n)Λ¯ are Galois over Q. Thus, the statement of [11, Theorem 5.5](iv) also
follows if the dynamical systems are isomorphic, because its proof only relies on parts (i)–(iii), for which
we have stronger or equal versions here.
A sufficient condition for K(m)Γ¯ and L(n)Λ¯ to be Galois over Q is given in [11, Corollary 2.8].
For the case K = Q, we can say more.
Corollary 8.4. Let m and n be moduli for Q and let Γ and Λ be subgroups of (Z/m)∗ and (Z/n)∗,
respectively. If there is an isomorphism of C*-dynamical systems
(C∗λ(Z o Zm,Γ), σ) ∼= (C∗λ(Z o Zn,Λ), σ),
then 〈±1〉Zm,Γ = 〈±1〉Zn,Λ.
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Proof. By Theorem 8.2(i), Q(m)Γ¯ and Q(n)Λ¯ are Kronecker equivalent. Since Q(m)Γ¯ and Q(n)Λ¯ are Galois
over Q, it follows from [33, Chapter V, Theorem 3.25] that Q(m)Γ¯ = Q(n)Λ¯. Thus by [11, Proposition 2.2],
we have
〈±1〉 · (Zn ∩ Zm,Γ) = 〈±1〉 · (Zm ∩ Zn,Λ). (17)
We will be done once we show that supp(m0) = supp(n0). By Corollary 7.7(ii), ζQ,m(s) is an invariant of
the system (C∗λ(Z o Zm,Γ), σ). Write ζQ,m(s) =
∑∞
n=1 ann
−s where an = |{a ∈ Im : a ⊆ R,N(a) = n}|.
Now one can read off supp(m0) as the set of rational primes p such that there exists k ∈ Z>0 such that
apk = 0. 
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