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Editor Speech of IC - BTI 2019
International Conference is the 8th international interdisciplinary peer reviewed
conference which publishes works of the scientists as well as practitioners in the area
where UBT is active in Education, Research and Development. The UBT aims to
implement an integrated strategy to establish itself as an internationally competitive,
research-intensive institution, committed to the transfer of knowledge and the
provision of a world-class education to the most talented students from all
backgrounds. It is delivering different courses in science, management and
technology. This year we celebrate the 18th Years Anniversary. The main perspective
of the conference is to connect scientists and practitioners from different disciplines in
the same place and make them be aware of the recent advancements in different
research fields, and provide them with a unique forum to share their experiences. It is
also the place to support the new academic staff for doing research and publish their
work in international standard level. This conference consists of sub conferences in
different fields: - Management, Business and Economics - Humanities and Social
Sciences (Law, Political Sciences, Media and Communications) - Computer Science
and Information Systems - Mechatronics, Robotics, Energy and Systems Engineering
- Architecture, Integrated Design, Spatial Planning, Civil Engineering and
Infrastructure - Life Sciences and Technologies (Medicine, Nursing, Pharmaceutical
Sciences, Physcology, Dentistry, and Food Science),- Art Disciplines (Integrated
Design, Music, Fashion, and Art).
This conference is the major scientific event of the UBT. It is organizing annually and
always in cooperation with the partner universities from the region and Europe. In this
case as partner universities are: University of Tirana – Faculty of Economics,
University of Korca. As professional partners in this conference are: Kosova
Association for Control, Automation and Systems Engineering (KA – CASE), Kosova
Association for Modeling and Simulation (KA – SIM), Quality Kosova, Kosova
Association for Management. This conference is sponsored by EUROSIM - The
European Association of Simulation. We have to thank all Authors, partners, sponsors
and also the conference organizing team making this event a real international
scientific event. This year we have more application, participants and publication than
last year.
Congratulations!
Edmond Hajrizi,
Rector of UBT and Chair of IC - BTI 2019
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Near InfraRed-based hyperspectral imaging approach
for secondary raw materials processing in solid waste
sector
1,2

2

1,2

Giuseppe Bonifazi1 , Riccardo Gasbarrone , Silvia Serranti
1

Research Center for Biophotonics, Sapienza University of Rome,
Polo Pontino, Italy
2
Department of Chemical Engineering Materials Environment,
Sapienza University of Rome, Italy;

Abstract. In secondary raw materials and industrial recycling sectors there is the need of
solving quality control issues. The development and deployment of an effective, fast and robust
sensing architecture able to detect, characterize and sort solid waste products is of primary
importance. Near InfraRed (NIR) based HyperSpectral Imaging (HSI) techniques to detect
materials to recycle and/or solid waste products to process represents an interesting solution to
address quality control issues in these sectors. In this paper, are presented two different case
studies on the utilization of NIR-HSI to detect contaminants in household plastic packaging
waste and recognize materials occurring in processed monitors and flat screen waste. The
proposed approach consists of a cascade detection based on Partial Least Squares –
Discriminant Analysis (PLS-DA) classifiers applied on hyprspectral images acquired in NIR
range (1000-1700 nm).
Keywords: Near Infrared Spectroscopy, raw materials, quality control.

Introduction
One of the most challenging aspect in secondary raw materials and industrial recycling sectors
is represented by the need of solving quality control issues (i.e. material and/or particle
detection and contaminant recognition). Product quality plays a key role, in a progressively
demanding market where quality standards and products certification have an important role.
The need of achieving high performance in terms of material identification is linked to the
necessity of obtaining high-quality secondary materials [1]. Generally, waste chemical
composition and physical properties of the materials define the recycling options. Therefore,
the importance of characterization is linked to the possibility to design processing actions
addressed to perform a secondary raw materials recovery and reuse for various industrial
applications. Thus, the implementation of the material valorization chain and the optimization
of the material processing phases is so far a technological challenge that starts through an indepth characterization of the waste stream. In this scenario, the development and deployment of
an effective, fast and robust sensing architecture capable to detect, characterize and sort solid
waste products is of primary importance [2]. The utilization of HyperSpectral Imaging (HSI)
techniques for detecting both materials to recycle and/or products of solid waste processing
represents an interesting solution to address quality control issues in solid waste processing and
secondary raw materials sector.
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In this paper, two case studies of a Near InfraRed (NIR)-based HSI approach applied to solid
waste are presented. In the proposed approach, aimed to define quality control/sorting logics in
a recycling scenario, a cascade detection logic based on Partial Least Squares – Discriminant
Analysis (PLS-DA) classifiers was adopted to identify materials and/or components occurring
into the analyzed samples. In particular, the analyzed materials consist of: i) plastic packaging
waste from household collection and ii) milled processed products of End-of-Life (EoL) flat
monitors coming from a Waste of Electrical and Electronic Equipment (WEEE) stream. Both
those two categories of products are very heterogenous. Plastic packaging waste from
household collection may contains not only polymer-based fragments, but even contaminants:
i.e. cellulose-based fragments and multi-layered laminated materials (cellulose or polymer
based). WEEE represents an extremely heterogeneous category of waste, that may contain a
significant amount of valuable materials that could be profitably recovered: i.e. metals and/or
alloys, precious metals, high-quality plastics and other compounds.

HyperSpectral Imaging
HyperSpectral Imaging (HSI), known also as chemical imaging, is an emerging technique that
combines digital imaging with conventional spectroscopy, enabling the simultaneously
collections of spatial and spectral information of the sample under study [3, 4]. Those
information are enclosed in a 3D dataset, the hyperspectral image or the so-called “hypercube”,
in which two dimensions (x, y) are spatial and the other one gives spectral information (λ). A
hypercube not only contains morphological attributes of the investigated sample, but also its
physical and chemical characteristics, that can be analyzed according to the investigated
wavelengths of the adopted device. A full spectrum is thus obtained for each pixel and,
according to the different investigated wavelengths, each pixel gives information about several
sample physical-chemical characteristics. In the last years, HSI has rapidly fast-grown in many
sectors, including the solid waste sector. Different HSI-based approaches are proposed for
plastic recycling [5, 6], construction and demolition waste recycling [7, 8] and WEEE recycling
[9, 10].

Hyperspectral Imaging system and calibration procedure
Hyperspectral data were acquired at the Raw Materials Laboratory (Latina, Italy) of the
Department of Chemical Engineering, Materials and Environment (Sapienza - University of
Rome, Italy). A Spectral Camera™, equipped with the ImSpectorTM N17E (SPECIM Ltd,
Finland) spectrograph, working in the near infrared wavelength range (1000 - 1700 nm), was
used to collect hyperspectral images. The detection architecture is based on a pushbroom
acquisition platform. Calibration was performed acquiring a dark image ( ) and measuring the
“white reference image” ( ) on a ceramic standard (nominal reflectance at 99%).
The Spectral Scanner (Ver. 1.2) software was used to perform calibration and hyperspectral
data acquisition. PLS_Toolbox (Version 8.7, Eigenvector Research, Inc.) and MIA_toolbox
running in MATLAB® (Version R2019a, The Mathworks, Inc.) environment were adopted to
handle and analyze hypercubes.

Cascade detection logic
A cascade detection approach can be adopted to simulate a sorting processing core, in order to
identify materials occurring in samples under study. In each step, of the cascade detection
procedure, one or more classifier can be utilized. When the classifier identifies a material or an
object, the material can be excluded or classified in a subclass by another classification model.
The adopted logic is based on Partial Least Squares-Discriminant Analysis (PLS-DA)
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classification models. PLS-DA is a supervised pattern recognition technique [11, 12]. PLS-DA
model are calibrated with pre-processed spectra extracted from Region of Interests (ROIs)
depicting known samples, cross-validated and validated on a test set.

Case studies
Material cascade identification applied on plastic packaging for
contaminant detection
Issues and state of the art. Post-consumer plastic packaging waste is one of the primary sources
to recover polymers [6]. Thier recycling involves different activities [13]. The complexity of
the processing is linked to the heterogeneity of this waste stream from separate collection.
Heterogeneity is due to the presence of contaminants and cellulose fragments, and secondary to
the presence of multi-layer materials. Those materials are difficult to separate using classical
methods (i.e. gravimetric separation), due to similar physical characteristics, and sometimes end
up in the plastic outlet of the sorting line. Waste materials recognition can be obtained through
their surface spectral response. The response, in terms of reflectance spectra of the investigated
material surface properties, provides useful information about the physico-chemical state of the
analyzed sample.

9 cm
Fig. 1. Digital image of post-consumer household plastic packaging fragments.
Those physical-chemical features can be used to set-up and develop on-line procedures aimed
to recognize different materials occurring in a waste stream as they result after specific
processing/selection actions [14].
Analyzed materials and procedure set-up. The material (Figure 1), comes from a sorted waste
stream of post-consumer household plastic packaging. Sampling was performed on a waste bale
composed of post-consumer packaging fragments. Two steps cascade model, PLS-DA based,
was built to recognize polymeric fragments from cellulosic ones and to identify multi-layer
laminated materials (i.e. laminated plastic and cardboard). The 1st model was calibrated using
hyperspectral images depicting know samples of: cellulose-based fragments (“Paper &
Cardboard”) and polymer-based materials (“Polymer”). In the 2nd step a classifier was
calibrated to discriminate laminated card from other paper-based particles. The other
classification model was developed to discriminate laminated plastic and polymer-based
particles. As training set were used 40 fragments. The decision tree is shown in Figure 2. The
spectra used to build the classification models were extracted from Region of Interests (ROIs)
and pre-processed for scattering attenuation and spectra enhancement with the algorithm
combination [15]: Standard Normal Variate (SNV) + Smoothing + Mean Center (MC).
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Fig. 2. Decision tree on which is based the two-stage cascaded classifier
applied to a post-consumer packaging waste stream.

Paper & cardboard
Polymer
a

Paper & cardboard
Paper & cardboard (Laminated card)
c

Polymer

Predicted as “Paper & carboard”
Predicted as “Polymer”
b

Predicted as “Paper & carboard”
Predicted as “Paper & cardboard
(Laminated card)”
d

Predicted as “Polymer”

8

Predicted as “Polymer (Laminated
plastic)”
e
f
Figure 3. “Paper & cardboard” and “Polymer” classification: actual (a) and predicted classes
(b); Paper & cardboard” - “Paper & cardboard (Laminated card)” classification: actual (c) and
predicted classes (d) and “Polymer” - “Polymer (Laminated plastic)” classification: actual (e)
and predicted (f).
Results. An overall comparison between the real classes and the predicted classes by the PLSDA models is shown in Figure 3. The 1st step of the cascade model was able to recognize 27
out of 28 fragments (96 % of the total) a “Polymer” plastic (i.e. a laminated plastic fragment
circled in blue, as seen in Figure 3b), was misclassified for over 50 % of pixels as “Paper &
cardboard”. In the 2nd step of the cascade detection “Paper & cardboard” and “Paper &
cardboard (Laminated card)” classes were correctly assigned (Figure 3d), while in “Polymer” “Polymer (Laminated plastic)” classification 21 out of 22 fragments were correctly assigned to
their belonging classes: a “Polymer (Laminated plastic)” fragment (i.e. a laminated plastic
fragment circled in blue) (Figure 3f) was misclassified for over 50 % of pixels as “Polymer”.
Polymer (Laminated plastic)

Material cascade identification applied on milled products of EoL flat
monitors
Issues and state of the art. WEEE represents a category of waste steam extremely
heterogeneous. Materials such as metals and/or alloys, precious metals, high-quality plastics
and other compounds could be profitably recovered [16]. Because of the potential risks that
could cause the incorrect treatment of WEEE, and the considerable amount of "resources" in
them contained, it is essential to improve the WEEE recycling process, both from an economic
and an environmental point of view. The importance of characterization is linked to the
possibility to design processing actions to perform a secondary raw materials recovery and
reuse [14]. An efficient, reliable and low-cost analytical tool is thus needed to perform
detection/control actions in order to assess: i) waste composition and ii) physical-chemical
attributes of the resulting materials.
Analyzed materials and procedure set-up. Analyzed samples, consisting of EOL milled
monitors and flat screens, come from the milling line of a WEEE recycling plant (Figure 4).
Sample collection was performed by a coning/quartering procedure, followed by a manual
sorting stage. In order to recognize the particles occurring in sample under study, a cascade
identification approach, based on NIR - HSI, was carried out. More in detail, a four-steps
classification was designed, implemented and set up in order to recognize different materials
occurring in a specific WEEE stream (Figure 5): milled EOL monitors and flat screens.

9 cm

Figure 4. Digital image of the milled EoL monitors and flat screen.
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Fig. 5. Decision tree logic of the cascade detection applied to milled EoL flat screen and
monitors.
In the 1st classification step, Light Guide Panels (LGP) fragments were recognized from other
materials (i.e. “Other (1)”); in the 2nd one, after LGP particles removal from the “Other (1)”
class, the “Black Plastic” was recognized from the “Other (2)”; in the 3rd classification step, the
particles belonging to the “Other (2)” class were identified or as “Metals, PCBs and electrical
components” or as “Other (3)”. Finally, in the 4th classification step, the particles belonging to
“Metals, PCBs and electrical components” class were recognized as “PCBs and electrical
components” or as “Metals”. For calibrating the classification models were used about 230
particles. Different pre-processing strategies were adopted for training set in order to attenuate
scattering phenomena and enhance spectral information [15]: i.e. Standard Normal Variate
(SNV) + Mean Center (MC) for the 1st classification step, MC for the second classification
step, SNV + Smoothing + MC for the third classification step and SNV + Smoothing + Detrend
+ MC for the last classification step.
Results. In the 1st classification, as shown in prediction map (Figure 6b), all the particles
belonging to “Light Guide Panel fragments” category are correctly classified. In the second
classification, all the “Black plastics” are well recognized (Figure 6d). While in the third
classification set-up for discriminating Metals, PCBs and electrical components identification
from other materials, some
Light Guide
Panel
fragments

Predicted
as “Light
Guide
Panel
fragments”
Predicted
as
“Other (1)”

a

b
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Black
plastics

Predicted
as “Black
plastics”

Predicted
as “Other
(2)”

c

d
Metals,
PCBs
and
electrical
components

e

Predicted
as “Metals,
PCBs and
electrical
component
s”
Predicted
as “Other
(3)”

f
PCBs and
electrical
components

Predicted
as “PCBs
and
electrical
component
s”
Predicted
as “Metals”

Metals

g

h

Fig. 6. “Light Guide Panel fragments” and “Other (1)” classification: actual “Light Guide Panel
fragments” class (a) and predicted (b); “Black plastics” - “Other (2)” classification: actual
“Black plastics” class (c) and predicted (d); “Metals, PCBs and electrical components” - “Other
(3)” classification: actual “Metals, PCBs and electrical components” class (e) and predicted (f);
“PCBs and electrical components” - “Metals” classification: actual classes (g) and predicted
(h).
misclassified pixels occur (Figure 6f). However, with reference to each single object, more than
the 50% of the pixels belonging to each particle are recognized as the correct class. In the last
classification step, liberated “Metals” and “PCBs and electrical components” were correctly
recognized (Figure 6h).

Conclusions and future perspective
The potentialities offered by a cascade detection logic based on a NIR-HIS system to perform
the characterization, the inspection and the quality control of waste particulate solids fed and/or
resulting from different processing actions finalized to their recovery, have been investigated.
The developed procedure can be seen as an analytical tool to be customized for on-line
applications and to develop on-line strategies to perform a continuous monitoring of a particle
flow stream, related to waste materials coming from end-of-life product of different origin,
composition and characteristics. Results of the reported examples (i.e. plastic packaging and
WEEE) demonstrated as the proposed NIR-HIS approach can be successfully utilized: i) to
perform a continuous monitor process of the different waste particles streams before and/or
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after handling or processing actions and ii) to define innovative logics and procedures for
quality certification of waste-derived products. This approach opens the door to future
innovations in the field of resources and recycling, such as: i) the possibility of development a
system able to recognize processed materials and / or pollutants, in order to be used not only as
a sorting engine, but also as an analytical core to perform a quality control on products and
byproducts coming from different manufacturing stages and ii) the chance of ensuring a reliable
production of recycled product in both quality and quantity terms. However, in order to
improve the classification, a “machine vision” logic able to assign only one of the available
classes according to a set threshold has to be implemented.
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IMAGE BASED RECOGNITION OF THE
MONUMENTS IN PRIZREN
Annea Futko1, Bertan Karahoda2
1,2

UBT - Higher Education Institution, Lagjja Kalabria p.n.,
10000 Prishtina, Kosovo

Abstract. Image classification application has recently been covering a high number of
research fields. In the other hand as the performance of the mobile devices is being updated day
by day, the implementation of image recognition algorithms in them, is not only being trendy
but very helpful in everyday tasks. With the automatic monument recognition, visiting a city
can be easy and fun. This application recognizes the captured monument, gives useful
information and describes that particular landmark.
In this paper there are used four historical monuments of the city of Prizren, Kosovo and the
aim is to classify these four famous monuments.
The images where taken specially for the research from the different angles of the city and the
dataset for the classification process has been created.
One of the most convenient algorithms of Deep Learning is used for the classification of these
four types of monuments. Using Matlab, a convolutional neural network architecture is adopted
for the training of the created model.
After the model is fully trained, it is validated and tested to calculate the accuracy of the model.
Keywords: Convolutional Neural Networks, monument recognition, deep learning, accuracy.

Introduction
The application of Artificial Intelligence has expanded in almost every field of our lives. They
are helping us deal with the problems in a quicker, easier and more efficient way. From the
personal software assistants to learning from medical records for finding patient diagnosis, this
field has started to become a part of our everyday life.
With the development of the mobile phone industry, the machine learning algorithms are also
being implemented in so called smart phones, offering a range of practical features and easier
operation to their users.
This paper proposes a creation of an application for the mobile phones which can be very
helpful for the tourism industry.
By using the built-in camera of the smart phone the tourist will be able to use his it as a tour
guide with only capturing a photograph of the monument. So automatically recognizing the
monument and describing its features will help the visitors learn more the city and its
monuments, by just taking some pictures.
By using a machine learning algorithm is created a system which has the aim to recognize the
monuments in Prizren.
Prizren is a historic city located in Kosovo. Surviving since the ancient times, Prizren holds a
mixture of cultural and religious heritage which makes it more attractive for its visitors. For
this application are used only four famous monuments of the city with a different architecture
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and cultural meaning. With the collected images a dataset is formed. This dataset was trained
using the convolutional neural network – a deep learning algorithm.
The main objective of this paper is to test with how much accuracy can the created program
classify or so to say recognize these monuments by the dataset of the images created
specifically for this application.

Literature Review
Automatic monument recognition approach is still a new area of interest. The focused work on
this particular field is only been found in a very small number of papers. Although there are
some of the working groups and authors who have proposed and applied different methods for
the landmark recognition using different machine learning algorithms and processing methods.
(Gada, Mehta, Kanchan, & Jain, 2017) used the convolutional neural networks and the input
dataset consisted of the major monuments present in the Golden Quadrilateral of India
(Mumbai, Chennai, Kolkata and Delhi). For the training of the model they adopted the
Inception v2 architecture for classification. This architecture encompasses a multitude of
different layers used to refine the image dataset constantly to obtain a better model.
(Amato, Gennaro, & Falchi, 2015) have developed several strategies for efﬁcient landmark
recognition, which combine two different approaches k- nearest neighbor classiﬁcation
applying different methods to match local descriptors. They also proposed a local feature
classifier Comparisons were executed using various types of local features. The best
performance was always obtained using SIFT. Although binary features (ORB and BRISK)
were generally slightly worse, they can further boost efﬁciency, given their compactness and
convenience for mobile applications.
Another architecture of Convolutional neural network called NU-LiteNet is used for the
Landmark Recognition. (Termritthikun, Kanprachar, & Muneesawang, 2018) presents NULiteNet, which adopts the development idea of SqueezeNet to improve the network structure of
the convolutional neural network (CNN). The two versions of the proposed network were tested
on Singapore land-marks and a Paris dataset, and it was determined that NU-LiteNet can reduce
the model size by 2.6 times compared with SqueezeNet, and improve recognition performance.

Proposed Method
The main purpose of this paper is to classify the monuments of the city of Prizren so there is
formed a data set with images that were captured with a camera of a mobile phone.
There are used four different monuments such as two ottoman mosques, one catholic cathedral
and one orthodox church. The monuments are chosen this way to form a small variety of
classes.
Since these monuments where captured from different angles have similar backgrounds or
architectural forms, the architecture of the convolutional neural networks has been proposed.
Convolutional Neural Networks is a deep learning algorithm mostly used for face recognition,
image classification. These networks use a special architecture which is particularly welladapted to classify images. Using this architecture makes convolutional networks fast to train.
This, in turn, helps us train deep, many-layer networks, which are very good at classifying
images (Nielson, 2015) .
For training of these image it has been used the Matlab R2019a together with its apps and
toolboxes.
Before training all the images have been resized with Matlabs Image Batch Processor app.
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And for the classification algorithm the Convolutional Neural Networks has been used as being
more practical to implement.

Figure 1. Proposed Convolutional Neural Network architecture

Dataset and Preprocessing:
The data set of this program is created from the images photographed from the mobile phone.
It includes four classes as four different monuments. The Gazi Mehmet Pasha Mosque, Sinan
Pasha Mosque, Cathedral of Our Lady of Perpetual Succour and St. George Church. Each class
has 15 images taken from different angles and different times of the day.
The input images were all in different sizes and in RGB format.
Since the size of the input images for the input layer must be the same with the size of inputs
for the output layer the images are resized all in the same size and converted into grayscale
images.
For resizing and color converting, Image Batch Processor App of Matlab has been used.

Data Labeling and Splitting of the dataset
For the classification process it has been used the Convolutional Neural Networks from the
Deep Learning Toolbox of Matlab.
From the folder ‘classification dataset’ all the subfolders with images have been called and
stored in a data store. Four classes of inputs with 15 images where created and labeled.
Each label was randomly split into training and validation set but the number of training files is
given as 11.

Architecture of the CNN
The architecture of the convolutional network is shown in Figure 2.
In the imageInputLayer is specified the size of image 500x500 and 1 for the grayscale image.
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There are used three convolutional layers as convlution2dLayer with the filter size equal to 3,
Padding is used to add padding to the input feature map and ‘same’ to insure that the spatial
output size is the same as the input size.
Together with convolutional layers are used batchNormalizationLayer, making network
training an easier for optimization and reluLayer activation function.
As pooling layer is used the maxPooling2dLayer with the rectangular shape of 2x2 and ‘Stride’
for specifying the step size that the training function takes as it scans along the input.
FullyConnectedLayer is equal to 4 because as input there are only four classes and has a
softmaxLayer to normalize the output of it. And the final layer is the classificationLayer.

Figure 2. CNN architecture

Training of the network
For the training process is used the Learning rate which is equal to 0.0002 and a maximum
number of Epoch equal to 10.

Results
The labels of the validation data in the trained network are used for prediction. And to find out
how good the program predicted the accuracy is calculated.
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After running the program for sometimes, the highest prediction the program has showed a is
62.50 % with accuracy = 0.6250 for the validation set.
The training time with 10 iterations is 53 secs and the accuracy of the training set is equal to 1
in 10th iteration which means that the program predicts 100% for the training set. This can be
seen in the first graph of the Figure 3 together with other specific details of the training process.
Also in Figure 4 can be seen the values of the test set and the prediction that the system made
after training in the network.

Figure 3. Training Progress
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Figure 4. Test Set and the Predicted Test Set values
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Discussions and conclusions
With the obtained results we can come to the conclusion that the created system with this data
set of images is only 62.50% correct.
Even though the prediction was higher than 50%, when we first created the network we gave a
learning rate of 0.01. This value was too big and after a numerous time of changing the number
of epochs and running the program several times, it could always give us the accuracy of 0.25.
The learning rate of 0.0002 shows us that the program this number and type of collected images
does not need a high value of the learning rate.
To increase the value of the accuracy for a better classification of the monuments preprocessing
of the images can be proposed.
Even though the input images are trained with Convolutional Neural Networks and this deep
learning algorithm extracts the features of the images in its layers, it has resulted that this is not
enough for our dataset.
One of the methods for preprocessing before the CNN could supposably be extracting the
SURF points from the images. By giving a constant rate for the points this feature detection
algorithm could extract the most useful features from the monument images and better prepare
for the network.
Another good option could be the segmentation of the images.
With segmentation algorithms we could segment the monuments in the image, separate the
background from it so this way the classification could predict which monument it is with a
higher rate.
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Abstract. Continuous market demand shows a fast transition of Additive Manufacturing (AM)
from prototype to regular production. The different complex parts are easier to manage using
3D scanners and applying Reverse Engineering (RE) to convert them into digital data that can
be reproduced again. Through this paper we intend to explain the relationship between RE and
AM with decision making methodology by applying AHP hierarchy, including: goal, criteria,
sub-criteria and alternatives. Case study presented confirm the efficiency of the proposed
methodology for decision making in production technology.
Keywords: Additive Manufacturing (AM), Reverse Engineering (RE), Decision Making
Method, AHP Hierarchy

Introduction
The new production methods and technologies have forced the various manufacturing
companies to satisfy the requirements of the market with the shortest and most accurate
deadlines. One of the very good reasons is the application of Reverse Engineering (RE) in
different areas in industry. The ability to systematically analyses existing components and
mechanical systems, design and redesign parts is one of the most commonly used forms of RE
[1]. On the other hand, the continue growth and demand in various industrial fields, such as
automotive, aerospace and medical, tell us that research in Additive Manufacturing (AM) has
brought new developments in manufacturing technology [2].
AM has advanced in recent years along with the development of innovative techniques. This
has resulted in extensive application in the industry. AM compared to subtractive
manufacturing is best suited for low-output products, especially for complex geometry.
Additive Manufacturing (AM) is positioned as an advanced manufacturing technology and as
the future core technology in European as well as US research agendas [3].
With the aim of reducing time of production, design optimization and fabrication chain the AM
techniques effectively contribute to the development of new products and also has begun to
change the paradigm of industrial production and advanced development, including different
design processes. Through AM we can produce parts, components and subcomponents with a
variety of materials. Without traditional machining, reduction of the supply chains and
assembly are some of the advances that represent that AM brings in the industrial sectors in
general [4].
During each developed process it is required to find a solution within some alternatives, which
sometimes they know to be very close to each other.

21

In this paper a possibility to use Analytic Hierarchy Process (AHP) in selection of RE and AM
will be discussed. The most applied methods that deal with decision-making analysis are
(MCDM) methods. Multiple Criteria Decision Making Methods (MCDM) has evolved to suit
different types of applications. Over the years, many methods have been developed within the
MCDM, where new branches of research have been created. AHP is a theory of measurement
through pairwise comparisons and relies on the judgments of experts to derive priority scales
and it is one of the more popular methods of MCDM [5].

MCDM Method
In the decision making process we can use some methods that we can apply further in the
process. In this section of the paper the use of Analytic Hierarchy Process (AHP) method [6] in
application for RE and AM will be discussed. This approach begins by elaborating the problem
in a form of hierarchy by presenting the particular goal, criteria, sub criteria and alternatives
and making a comparison between them. This comparison is best explained by the Saaty’s table
[7] for relative scale values. Saaty’s relative importance scale is used to determine the
importance of the criteria used. After the weights have been defined, it it’s necessary to
compare criteria, two at a time, and the outcome of this comparison is a scale of criterion
importance, used to compare options and rank them in terms of adequacy.
The AHP hierarchy for RE is given in Figure 1. The criteria selected are: measurement time,
measurement accuracy, CAD modelling and Point cloud data. The AHP hierarchy for AM is
given in Figure 2. The criteria selected are: build speed, surface quality, mechanical properties,
manufacturing cost. Both of processes have the sub criteria which are form for legitimize the
weight of each particular criterion. Possible alternatives are: 3D Scanner [8], Coordinate
Measuring Machine (CMM) [9] for RE that are shown in Figure 3 and Fused Deposition
Modelling (FDM) [10] and Stereolithography (SLA) [11] for AM that are shown in Figure 4.
The analysis was divided into Reverse Engineering that is concentrated in data capture and
Additive Manufacturing that will provide the efficient technology selection for production.
All parameters related to solving the problem for each processes are separated in RE and AM.
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Fig. 1. AHP hierarchy for RE

Fig. 2. Possible alternatives for RE
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Fig. 3. AHP hierarchy for AM

Fig. 4. Possible alternatives for AM
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Case study
The part selected for this study is an internal gear that is used for special machine. Since the
part is damaged (Figure 5) and is out of function, the customer has requested to be reproduced
because this part is not in production by original manufacturer. The original part is made from
plastics. The general requirements are shown in Table 1.
Table. 1. Internal gear requirements
Requirements
Constructive

Max. dimensions: 23; 101.8; 101.8 mm

Strength

Good properties in all directions

Geometrical

High accuracy in teeth position

Given that this part is produced by mold as mass production technology (Figure 5), and
selection subtractive manufacturing as possibility for reproduction is difficult to fulfill some
technical requirements especially tooth hobbing operation.

Fig. 5. Original model

Fig. 6. Reproduced model

The customer agrees that the part can be produced from steel (Figure 6) despite long time
production and the high price. According to the subtractive processes this part has gone through
four stages:
- cutting the raw material in saw machine (15min)
- engraving in the lathe (4 hours)
- hobbing internal teeth in a special machine (6 hours)
- opening of the six-side profile in milling machine (2 hours)
In order to complete this part needed to cut 2 kg raw material, around 14 hours’ machine
working including the setup time, 4 workers are required for each machine operation, special
tools for each operation and the design engineer who make dimensioning and make technical
drawing for couple of hours including measurement with calipers, making simple sketch in
paper and processing data in CAD software that is not very accurate and there are possibilities
for mistakes.
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Based on the original model which is damaged and base on measurements and the requirements
of accuracy, the traditional way is not the appropriate solution having in mind the requirements.
According to the AHP hierarchy (Figure 2) two alternatives are possible for measurements: 3D
Scanner and CMM, and the solution should reduce the time of measurement, increase the
accuracy and generate data in proper way with CAD software. Some of advantage between
them are shown in Table 2.
Table. 2. Advantages of measurement devices
3D SCANNER

CMM

Full Surface Sweep

Accuracy

Capture large contours quickly

Stability

Easier data for CAD work

Targeted Inspection

As we explained, subtractive manufacturing required for production for this case study is
unacceptable due to the long time of production and the large staff involved in the process.
According to the AHP hierarchy (Figure 4) proposed for the reproduction of the part, two
alternatives are presented: FDM and SLA. Their comparison is shown in Table 3.
Table. 3. Comparison SLA vs. FDM
Requirements

SLA

FDM

Constructive

Easier to remove
structures

support

Strength
Geometrical

Better material behavior
More accurate
resolution

with

high

Each of these two alternatives should yield optimum results by reducing time of production,
increasing the surface quality, high mechanical properties and lowering the cost of production.
For the data collection a questionnaire has been developed regarding the main purpose of the
work including criteria, sub criteria and alternatives as a solution to the presented case. The
questionnaire is sent by e-mail to people who belong to the narrow field of study and are
recognized as a specialist in the field.
The answers from questionnaires and results obtained through the application of the AHP
method show that for the case study (internal gear) as the most important criterion in RE is the
measurement accuracy followed by CAD modeling, Point cloud modeling and measurement
time (Figure 7), while for the alternative as measuring device is a 3D scanner (Figure 7).
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Fig. 7. Multi-criteria decision making analysis results for RE
The most important criterion in AM is mechanical properties followed by manufacturing cost,
surface quality and build speed (Figure 8), while for the alternative as manufacturing
technology is FDM (Figure 8).

Fig. 8. Multi-criteria decision making analysis results for AM

Conclusion
In this article two AHP hierarchies for solving the most efficient selection for reproduction of
internal gear using RE and AM are presented. Based on the current data, there is a need for a
more advanced alternatives including RE process and AM processes.
On the basis of the obtained results it can be seen that for data capture the most favored RE
process is the 3D scanner as a device where the basic criterion is measurement accuracy while
in the selection of production technologies the FDM is favored where the mechanical properties
is the basic criterion.
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Abstract. This paper presents two possibilities of martensitic (fine grain and coarse grain)
microstructure preparation. These microstructures are present as sub-zones in the heat-affected
zone of welded joints. Due to the narrow region of HAZ in a real weld, only a few tests are
possible to perform such as micro-hardness. Welding simulator and laboratory furnace were
used as methods for the preparation of the specimens. The material used in this study was a
Nickel Molybdenum alloy steel (18CrNiMo7-6). Investigation of the mechanical properties of
sub-zones of the HAZ of this particular alloy steel, were done by applying proper thermal
cycles. Hardness and diameter of grain size were measured, tensile strength is calculated and
Charpy instrumented test of both microstructures were performed in room temperature. The
difference in Impact toughness was remarkable due to the difference in microstructure, energy
for initiation and propagation were calculated by comparing (F-t and E-t) diagrams for both
microstructures. The study revealed that the preparation of specimens with microstructure as at
welded condition is possible, and it could lead to prepare samples for investigation of other
mechanical properties such as fatigue crack growth and fracture toughness test.
Key words: Weld joint, laboratory furnace, welding simulator, fine grain HAZ, coarse grain
HAZ

Introduction
Welding process is becoming one the most economical and effective manufacturing processes
to join metals permanently, hence it is a vital component of our manufacturing economy. It is
estimated that over 50% of global domestic and engineering products contain welded joints and
in Europe the welding industry has traditionally supported a diverse set of companies across the
shipbuilding, pipeline, automotive, aerospace, defense and construction sectors. In weld joint
consumable material and a part of a base material are melted and solidified into weld metal
during the cooling. The heat input needed for welding increases material temperature in the
vicinity of the weld metal. As result of heat input some transformation in microstructure will
occur at high heated area of base material which is not melted [1,2], this region known as heat
affected zone (HAZ) of the weld joint. Heat affected zone (HAZ) microstructures is very
inhomogeneous and complex, its microstructure usually consist of Coarse Grain HAZ, Fine
Grain HAZ, Inter Critical HAZ and Over Tempered HAZ. The part of the HAZ which is heated
the most is located near to the fusion zone, therefore crystal grains are coarsening during due to
long period time of the thermal cycle. The coarse grain microstructure, called the coarse grain
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heat affected zone (CG HAZ), the fine grain microstructure (FG HAZ) is the next sub-region of
HAZ results from this process; see Figure 1.

Figure 1. Welded joint; BM (base material), HAZ (heat affected zone), WM (weld material)
Behavior of the material during process of welding in the view of the metallurgical aspect,
thermal cycles and metastable phase diagram Fe-C is shown in the Figure 2.

Figure 2. Weld thermal cycles and material behavior during welding

Material
Nickel-molybdenum alloy steel 17CrNiMo7 was used to prepare samples of FG HAZ and CG
HAZ microstructure. Chemical composition and mechanical properties of the steel are shown in
Tables 1 and 2.
Table 1 Chemical composition of the steel (weight /%)
C
0,18
Cr

Si
0,22
Ni

Mn
0,43
Cu

P
0,012
Mo

S
0,028
Al
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1,56

1,48

Rp0.2
/ MPa
489

0,15

0,28

0,023

Table 2 Mechanical properties of the steel
Rm
A5
Z
Hardness
/ MPa
/%
/%
/ HV 10
633
26
72
217

Experimental procedure
Four types of specimens were prepared by welding simulator SMITHWELD machine and
laboratory furnace. First type of specimens microstructure is prepared by simulation using weld
thermal cycle simulator. In order to form fine grain microstructure on heat affected zone FG
HAZ using weld thermal simulator a thermal cycle with Ṫ =150˚C/s, T p =1100˚C, Δt8/5= 10s is
simulated. After simulation specimen were cut by saw machine in proper size to polish surface
and prepare for microstructural observation.

Figure 3. FG HAZ specimens prepared in welding simulator
Second type of the specimens were prepared using laboratory furnace, specimen were polished
after heat treatment. In order to simulate fine grain microstructure as it is in heat affected zone
laboratory furnace is used. Heat treatment is applied in this conditions T= 870˚C and held for
45min, after that specimens were cooled into water.

Figure 4. FG HAZ specimens heat treatment cycle prepared in laboratory furnace
Third type of the specimens were prepared using laboratory furnace with the described cycle in
figure 5. In order to simulate coarse grain microstructure as it is in heat affected zone, heat
treatment is performed on specimens in conditions: 3 hours coarse grain annealing at 1100˚C
then temperature was lowered at 870˚C and after that quenched.
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Figure 5. CG HAZ specimens heat treatment cycle prepared in laboratory furnace
Fourth type of specimens microstructure is prepared by simulation in SMITHWELD machine
using weld thermal cycle simulator as it is described thermal cycle in figure 6. Simulation of
coarse grain microstructure as it is in heat affected zone, is prepared by using weld thermal
simulator with thermal cycle Ṫ=150˚C/s, Tp=1350˚C, Δt8/5= 5s is performed. After simulation
specimen were polish in order to prepare for microstructural observation.

Figure 6. CG HAZ specimens prepared in welding simulator

Results and discussion
Microstructure was observed by the light microscope LEICA at magnification of 100×. The
microstructure consists of small laths martensite, as shown in Figure 7 and Figure 8.
Photographs of the specimens under light microscope reveal that the average size of fine crystal
grains was 11µm, while the average size of coarse crystal grains was 200 µm.

Figure 7. Microstructure of FG HAZ material; light microscope 100 ×, preparation in
laboratory furnace and welding simulator
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Figure 8. Microstructure of CG HAZ material; light microscope 100 ×, preparation in welding
simulator and laboratory furnace

Hardness measurement
Vickers hardness of FG HAZ and CG HAZ was measured by using load of 98.1 N on
instrumented Zwick machine. Hardness of FG HAZ was 380 HV10 and 455 HV10 of CG HAZ.
Results are shown in Figure 9, presenting measurements of the Vickers hardness.
It was not possible to measure the tensile strength and a yield stress by mechanical testing,
because simulated HAZ region was too small. They were calculated approximately from the
hardness by applying equations from the BS 7448-2 [3] and equations proposed by Pavlina and
Tyne [4], but in such cases error occurs up to 10%. Equations 1 and 2 refer to the BSI standard
and equations 3 and 4 were proposed by Pavlina and Tyne:

Rp0.2 = 3.8 • HV – 221
Rm = 3.15 • HV + 93
Rp0.2 = 2.876 • HV - 90.7
Rm = 3.734 • HV – 99.8

(1)
(2)
(3)
(4)

(HV is the Vickers hardness number)
The yield stress and the tensile stress are presented in Table 3.
Table 3 Yield stress and tensile strength FG HAZ, CG HAZ and base material
Material
Rp0.2 / MPa
Rm / MPa
FG HAZ
1223 (1)
1290 (1)
(2)
1002
1319 (2)
(1)
CG HAZ
1271
1526 (1)
(2)
1218
1599 (2)
(1)
474
761 (1)
Steel 17CrNiMo7
519 (2)
692 (2)
(1)

BSI 7448-2 standard (equations 3 and 4)
proposed by Pavlina and Tyne (equations 5 and 6)
After preformation of Charpy Instrumented test diagrams were plotted and comparison of the
room-temperature load-time curves of the FG HAZ and CG HAZ microstructures is prepared.
Remarkable difference in toughness is obvious.
(2)
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Conclusion
Welding simulator and laboratory furnace make possible simulation and preparation of the fine
and coarse grain specimens with same microstructure as it is in heat affected zone of the welded
joint.
Average size of crystal grains of FG HAZ microstructure prepared by welding simulator and
laboratory furnace was 11 µm, while the size of crystal grains of CG HAZ microstructure was
200 µm.
The FG HAZ microstructure hardness was 380 HV10, while CG HAZ microstructure hardness
was 455 HV10.
Impact toughness of the CG-HAZ was 101J, whiles impact toughness was 58J which was
approximately half of the impact toughness of CG-HAZ.
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Abstract. In addition to the analysis of the transformer's assessment in view of the impact on
the topology of the transmission, generation and distribution system, the recognition of the
status of parameters and performance is a necessity to increase the efficiency of operational
work, but the techniques/methods to perform the monitoring are essential. In this context,
advanced monitoring techniques as well as smart devices that allow access to continuous
analysis and diagnosis of parameters that are considered important for this purpose should be
considered. One important condition of monitoring and diagnosis are the temperatures of the
power transformers. In this paper are depicted the analysis through trends and alarms of the
temperatures by comparing the range of the limits by on-line and off-line techniques.
Furthermore, the operational work and the status of monitored parts by year, load and alarms
are presented. Prepared monitoring and diagnostic reports, and appropriate corrective measures
are taken depending on the status of the power transformer based on their temperatures trend.
Keywords: Power transformers, temperatures, monitoring, electrical power system,
measurements.

Introduction
In addition to the analysis of the transformer's assessment in view of the impact on the topology
of the transmission, generation and distribution system, the recognition of the status of
parameters and performance is a necessity to increase the efficiency of operational work, but
the techniques/methods to perform the monitoring are essential. In this context, advanced
monitoring techniques as well as smart devices that allow access to continuous analysis and
diagnosis of parameters that are considered important for this purpose should be considered.
Such results are depicted through trend analysis and alarms by comparing the range of the
limits by on-line and off-line techniques. Furthermore, the operational work and the status of
monitored parts by year, load, alarms and life expectancy is presented. Prepared monitoring
and diagnostic reports, and appropriate corrective measures are taken depending on the status of
the power transformer.

Winding and oil temperature measurements
As well known a transformer begins to heat up, the winding insulation begins to deteriorate and
the dielectric constant of the mineral oil begins to degrade and so forth. The hot spot
temperature is also crucial in assessing the risk of bubble evaluation and in the short term
forecasting of overload capability. In fact, the condition of winding temperature is required
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under all loading conditions for the operator to take the right decision especially at events, such
as rapid dynamics load changes [1]. The following series of equations outlines the algorithm
used to compute temperatures in oil-filled transformers [2]. This method can be applied to
transformers of any MVA size. The ambient temperature is assumed to be constant and all
temperatures shown in 0C. The hot spot temperature H – is the temperature that
determines the thermal capability of the transformer and is given by the following equation:
H

A TO

H

(1)

– ambient temperature, TO – the temperature gradient of the top oil temperature over the
ambient temperature, H– temperature gradient of the hot spot over the top oil temperature. The
top TO oil temperature is calculated as follows [3]:
A

Fig.1. Transformer thermal model-IEC 354

Techniques for conditon monitoring of power transformers
Power transformers are the most prominent and costly elements in a power grid. In order to
avoid any incipient failure, it is importance to know the condition and trends of their
parameters. Thus, it is desired to monitor the main parameters or all electrical and thermal
aspects.
Monitoring techniques including on line and off line methods. On-line monitoring method is
one of the most reliable techniques in conducting the parameters and the transformer’s work, it
can help to prevent incipient failures, to decrease the life cycle cost, to increase availability and
reliability aspects.
It is also one of the methods that provide security, reduction of service and maintenance cost.
Depending on the installed systems, monitoring includes the main transformer parameters, like;
winding temperatures, oil, loads, voltages, moisture, dissolved gas, partial discharges, and other
parameters that depend on the various installation devices systems and their cost. Regarding
this are included some of the main parameters of the power transformers monitoring system.
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Monitoring of the power transfromers temperatures-case study
Thus, one of the main parameters for monitoring power transformers operation conditions is the
hot spot temperature, which is described through measured and calculated (IEC standards)
methods for the peak loads during winter and summer
(Figure 2 and 3).

Fig.2. Hot spot temperature, measured and calculated-IEC model at SS Ferizaj 2, AT1 300
[MVA] (winter period)

Fig.3. Hot spot temperature, measured and calculated-IEC model at SS Ferizaj 2, AT1 300
[MVA], (summer period)
To analyze the main thermal parameters of power transformers are used measurements during
the different time periods of power transformer operation through the monitoring system
(Transformer Monitoring System-Koncar). Measurements are performed during the on-line
transformer’s work in different time periods and loads.
In this case, the thermal parameters like; oil and winding temperature, calculated temperature
such as hot spot temperature of the autotransformer is presented. Thus, comparisons are
depicted between the model according to the IEC standards, taking into account the above
expressions and measurements through the monitoring system installed at SS Ferizaj 2 400/110
[kV].
This suggests that comparative methods should be used in such cases so that mistakes and
monitoring are as accurate conclusions and the control of integrated measuring devices and
instruments in the monitoring system, such as Pt – 100 probes, sensors and other devices. It
also helps in the correctness of the actions of responsible staff and operators in taking
appropriate measures regarding the unexpected anomalies.
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Figure 4 shows the trend of thermal parameters, such as hot spot temperature, top oil
temperature, load factor and ambient temperature during the summer period (01.08.2015 to
07.08.2012). The trend of thermal parameters shows that despite the high temperatures up to
40 °C and small load factor, the hot spot temperature reaches up to 60 °C, while the top oil
temperature is about 48 °C. Thus, the autotransformer operates under normal operating
conditions regarding the oil temperature (Figure 4).

Fig. 4. Temperature measurements and the load factor of power transformer at AT1 in SS
Ferizaj 2 (summer period)
Figure 5 shows the trend of the thermal parameters during the winter period (20.01.2016 to
27.01.2016). As a result, for the stretch temperature about (–20 0C) it is noticed that the
autotransformer thermal capacity is within operating limits, and so it is under normal
operating conditions. Thus, the hot spot temperature goes down to 40 °C and the top oil
temperature at the top of the main tank is around 36 °C. Therefore, trend analysis of the
temperature measurements is at the acceptable level of operating conditions and do not
endanger the work of the autotransformer in the thermal aspect.
Furthermore, in the diagram as shown in Figure 5 regarding temperatures; hot spot, top oil
temperature, ambient temperature and load factor, is concluded that the oil diagnostics, hotspots
in the active parts of the transformer, as well as load factor, indicate in the performance
regarding the transformer insulation system. It is important to emphasize the thermal aspect,
regarding the ratio of the parameters, then comparisons are necessary for the searching of
anomalies between each other.
Temperatures are a specific overview in addition to the finding incipient faults in the insulation
system, not forgetting the load condition, even though oil degradation is a factor that gives the
alarm in enhancing the respective temperatures. However, currents and temperatures will result
in an increase in the losses and power transformer’s risk level. Sometimes the hot spot
temperature (HST) represents an overloading or severe problem inside the power transformer
and shows the performance of the lifespan when they are higher than the normal range.
However, sometimes most of the faults and abnormal operating conditions of transformers can
be detected based on the trend and measurements of the hot spot temperature. As well known,
the hot spot temperature besides others is related to the top oil and ambient temperature.
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Fig. 5. Temperature measurements and the load factor of power transformer at AT1 in SS
Ferizaj 2 (winter period)
Discussion of the cases related to the status of the power transformers parameters such as
moisture in oil is helpful in achieving results for defining the transformer status during their
work. It is also important to perform other analysis. Through the methodology like; fuzzy logic
model, condition assessment or diagnosis of the power transformers can be carried out
automatically. Measurements values of moisture in oil and moisture level are based on the
many models like; fuzzy logic model, and the transformer condition status is automatically
obtained [4].

Conlucions
The model of oil and winding temperature analysis includes parameters, such as top oil
temperature, load factor and ambient temperature, based on trends and alarms at different time
periods can be examined and defined the hotspots in the overall transformer parts. In this case,
based on analysis that relies on trends the autotransformer is under good operating conditions.
By the trend of the parameters that are presented in the Figure 4 and Figure 5, is identified that
the relation between each other considering the time periods and loads of the power system,
respectively, as a result, power transformers should be analyzed according to short circuits and
partial discharges.
According to the trend, as shown in Figures 4 and Figure 5, the change of the values of the
analyzed parameters, based on such diagrams are higher during the summer than winter period,
although the load factor is higher during the winter period. It implies that ambient temperature
plays a significant role that needs to be highlighted and to do further analysis.
Therefore, the analysis of temperature measurements in different cases is very significant when
compared to the values calculated by standards, so that they help in the effective operation and
prevent unforeseen power transformer failures.
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Abstract. Optimization approaches and models are developed for job shop scheduling
problems over the last decades, particularly the most attempts have been done in industry
and considerable progress has been made on an academic line. The Job-shop scheduling
considered the most significant industrial activities, mostly in manufacturing. The JSSP (Job
Shop Scheduling Problems) is typical NP-hard problem. To solve this problem, we have used
the linear programming approach. Real data have been taken from the company of the
metalworking industry. The model has been created, then it was analyzed using Spreadsheet –
Excel Solver. The appropriate sequence has been obtained and the results shown that it is
possible to achieve the minimum completion time compared to other sequence combination
Keywords: Job Shop Scheduling, Linear Programming, Optimization, Spreadsheet – Excel
Solver

Introduction
During the last few years’ research into scheduling, especially in its most everyday industrial
form of job shop scheduling, has risen in significance due to the request of industry. Although
much enhancement has been made on an academic line, doubts stay over the transfer of the
technology to fit the flexibility demands of modern production facilities. After some visits
through Kosovo enterprises , we have noticed that the planning and scheduling tasks in
industries are generally done by experienced workers with manual paperwork and graphical
presentation and also by some industrial databases, the same principle we have found
in literature [1][2]. A numerous of analytical techniques such as “Branch and Bound” and
linear programming or heuristic approaches like priority rules and neighborhood methods were
investigated. Recently, most of the studies have to do with the solving techniques such
as Artificial Intelligence, Tabu Search, Genetic Algorithm and Simulation Techniques. Above
methods mentioned and other techniques have a significant role in moving forward in
solving problems on scheduling. The goal of this article is to use a linear programming
algorithm for the job shop scheduling problem for optimization makespan and total
completion flow time by spreadsheet- Excel Solver.
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Problem description, assumptions and presentations
In this part of article has been determined the problem on the JSSP (Job Shop Scheduling
Problem) in a metalworking company, scheduling process will be investigated where jobs
should be proceeding to machines for processing, activities are presented as a jobs and
resources are represented by machines and one machine can be processed only one job at the
same time and also, the job should visit one machine only once. All jobs having a particular
order of processing. Our goal will be focused on the minimization of the makespan. Below are
presented some notations which throughout the case are used [3]:

Number of machines are indexed with j= machine (j=1, 2, …, m),

The transfer time will not be taken in account,

P – is processing time,

W – is waiting time,

Ci – is time completion of job i.

Fi=Ci‐ri - is flow time of job i, when ri - is release date

Li=Ci‐di – is lateness of job i, di - is due date

Ti = max {0; Li}, Li>0 – is tardiness of job i,

Ei=max{0, ‐Li} – is earliness of job i,

Ni – is tardy jobs number.
Now, JSSP – the job-shop scheduling problem is described as below:
1) Is given a set of n jobs J = {J i : i ∈ {1, . . . , n}} and a parameter ei ∈ R+ (positive real
numbers) represents the size of the job J i. Job
2) Is given a set of m machines M = {M j : j ∈ {1, . . . , m}}. Then, machine sets
3) Processing time for each Job
4) Transfer time, but in this case transfer time will not be in consideration.
Also, jobs have to be processed across the machines in a particular sequence or also recognized
as technological constraint. The makespan is a maximal time that is required to complete
processes for all operations, while mean flow time is the average time which is required for
all
operations.
Our
main
reason
is
to
minimize the makespan
value
and making some solutions under constrains.
In our problem the mathematical description includes the following elements:
•
Set of machines
•
Set of Jobs
By selecting a proper process plan and also machining resource, the minimize of makespan is
the aim of process planning and scheduling or any other objective function for each job
along with a complete schedule that satisfy all precedence constraints.
Fellow are shown some assumptions used in this research:
1) The jobs and machines are independent.
2) Each machine should be processed only one operation at the same time.
3) Every machines are disposable at time zero.
4)
Each operation should to be processed in the course of a continuous period on given
machine.
5) The release date ( ) for jobs may be different, in our case all jobs starting at time zero.
6)
The setup times are independent of the jobs sequence and are included in the processing
times.
7) The transfer time between machines will be not taken in account.
8) There are no interruptions or machine breakdowns on the shop floor.

Mathematical formulation
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We suppose that any consecutive operations of the same job are executed on different
machines. A schedule of tasks is an allocation of the operations for intervals of time on the
machines. The problem in scheduling and planning is to find a schedule which can
optimize a given objective. The formulation begins with the defining of the objective functions
for scheduling.

Objective function
The aim or objective in many scheduling problems is to minimize various functions of the
completion times of the tasks subject to several constraints [4][5]. The objective function in
most cases can be simply a function of one or more measures of performance. Here, we have
written the objective function as a linear combination of the decision variable, F = ( ) and
after that we will develop technical constraints for the job shop scheduling situations [4].
Let F be an objective function for the ensuing criteria: Minimize function F. Optimization of
the makespan or to optimize the maximum completion time (the criteria which are the most
commonly used to estimate the scheduling algorithms and heuristics in the literature) the
objective was to minimize the completion time of all jobs on the last phase of processing. In
this formulation the objective function is the minimization of completion time for the last
process among all jobs without breaking any constraints. Therefore, if F is the makespan’s
value, it must be equal than or larger to the completion time
the last stage
have:

of all jobs

, on

of processing time by their respective last set of machines M. Then, we

(2.1)
Criteria of the mean completion time, can be modelled as:

Constrains for the job shop model
Linear programming (LP) is the most recognized technique of operational research, it is created
for models with constraint functions and linear objective. An LP model may be created and
solve to decide the best courses of action as in the product combination subject to the possible
constraints [6]. The job shop scheduling problem is a typical linear programming. As a result,
the objective function constraint and let
means the start processing time of jth step of the
ith job, below are some parameters of JSSP mathematical model:

In the constrain, equation (2.3) means that process (i,k) must be processed after process (i,k-1)
and (2.4) means that the start processing time must be no less than zero, and (2.5) means that a
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certain machine only can process one part at the same time, which can eliminate conflict of two
jobs.
Whereas:
– is processing time of process (i,k)
– is the machine number of process (i,k)
(i,k), m(i,k) means that the kth step of the ith part is processed by the m(i,k) th machine,
and
means the last step of the ith part. The objective of scheduling was to minimize the
processing time of all tasks, that is to say that let all parts (jobs) completed as fast as possible.

Computational results and analyses
Using Excel Solvers for Optimal jobs processing scheduling
The Linear Programing Algorithm for model 4Jx4M problem were verified through solving and
optimizing objective function. Optimizers or solvers, are program tools which help users to
locate the most ideal approach to distribute resources.
For the given problem, we have formulated a mathematical model which describes the problem
situation. Objective function, decision variables, and constraints are the main components
which are included on the model. The model is called a linear programming model,
if it consists of linear constraints and the linear objective function in decision variables. A
linear programming (LP) is a method used to solve models with linear objective function and
linear constraints [7]. Dantzig in 1963 has developed the simplex Algorithm to solve linear
programming problems. By using this technique, we can solve problems with two or more
dimensions. Excel Solver and spreadsheet we have used for solving our linear programming
problem.
The cell G13 is the overall process time duration.
The processing time of jobs is referenced in cells: F11:F19 – “J1”,
F20:F23 – “J2”,
F24:F27 – “J3”,
F28:F31 – “J4”, table 2.1.
In the cells E16:E31 is entered the sequence of operations for each job accordingly in table 2.1.
Table 2.1. Sequence of operations given in gama cells E16:E31

Job processing

J1

J2

Machine

Processing Time, Time “Days”

M2

9

M1

8

M4

4

M3

6

M1

7

M4

6

M2

5

M3

8

M3

7

M2

4
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J3

J4

The

cells

M4

5

M1

5

M3

6

M2

9

M4

7

M1

5

H15:AA15

are

reserved for

the decision variables

,

,
,
,
and the cells
H14:AA14 for their values.
The restrictions (2.3) coefficient matrix is entered in the table area G16:AA31 (table
2.2).
Table 2.2. Matrix coefficients for restrictions

In the same way are entering the restrictions (2.5).
The objective function, its coefficients and overall processing time should be entered in cell
G16, the formula is:
=SUMPRODUCT(H16:AA16,$H$14:$AA$14).
The coefficients of the objective function from (2.1) are entered in the row
H44:AA44.
The cell H45 is reserved for the objective function value, calculated by the formula:
=SUMPRODUCT(H44:AA44,H14:AA14)
In cell G13, we enter the formula for calculating all jobs processing time duration, i.e., the
biggest value of the Ci variables: =MAX(H14:AA14).

Results
Now, we can use the Excel Solver for optimization objective function, and let know which cells
on the worksheet represent the objective function, the constraints and decision variables. The
“Tools”- “Solver” dialog window the corresponding information is entered as in figure 3.1.
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$H$45 – for the objective function target cell,
$H$14:$AA$9 – for the variables,
$F$16:$F$43<=$G$16:$G$43 and $H$14:$AA$14>=0 – for the restrictions.

Fig. 3.1. Dialog window of Solver parameters
The button “solve” is activated to find the optimal solution for Job shop scheduling in our case
of 4x4 model. After the solver is activated we obtain results for start and end time for each job
in each machine table 2.3.
Table 2.3. The start and finish time for each job corresponding to each machine

9

17

0

7

26

31

34

40

M2

0

9

13

18

9

13

18

24

M3

21

27

27

35

0

7

12

17

M4

17

21

7

13

21

26

27

34

end

start

end

M1

end

start

J4

end

J3

start

J2

start

J1

The total flow time is: 132, Makespan Cmax is 39. The Gantt Chart (figure 3.2) of solution
problem have been calculated automatically based on values from table 2.3.
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Figure 3.1. The Gantt Chart of JSSP for model 4x4

Conclusion
In this paper are presented the usage of linear programming algorithm to the job shop
scheduling problem (JSSP). The real case study has been investigated, and we consider
that is important to analyze scheduling models regard to objectives that are well suited for real
cases and for which they are intended. For the given problem, we have formulated a
mathematical model which has described the problem situation. Objective function, decision
variables, and constraints were the main components which have been included in the model.
The Linear Programing Algorithm for model
4Jx4M problem were verified through solving and optimizing an objective function. This model
gives the solution of the optimization. It gives the optimal allocation of the start time and endtime for processing of each job and duration of the overall processing time, the optimal
processing schedule. This approach has been tested in a metalworking manufacturing industry
for defining the optimal scheduling process in a number of resources, it can be easily applied
and modified for different practical demands. The numerical results show that our adaptation is
competitive when compared with other existing methods in the literature. However, the
model developed is only limited to the job shop scheduling problem case 4Jx4M instance, but it
can be modified easily also for other objective functions and other instances.
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Abstract. The opening of the economic market, the free movement of people and goods, the
right to freedom of expression, political alternatives to governance in society, free circulation of
ideas and services; at the time of democratic development are the values on which the country's
democracy remains unmovable. Whereas, when these developments, in co-operation, are in
strong cohesion with the rule of law, then a country's state and democratic stability can be said
to be advanced. The new technological developments of this century have also spurred new
rules regarding the protection of the individual, and our common values of democracy. While
the new challenge in Kosovo, though surpassing both the state and regional borders, is the
aspect of the right to personal data protection (PDP), information security (IS) and access to
public documents (APD). In the future, we will try to spot our shortcomings in this regard,
while at the same time giving recommendations to overcome these challenges.
Key words: Data protection, information security, access to public documents, ICT, social
networks.

Introduction
The protection of personal data is a legal-constitutional obligation, where the legal basis is in
Article 36 of the constitution. The protection of the privacy of the individual and the personal
data, are also constitutional rights of the countries of the region deriving from international
legislation, respectively EC Directive 95/46 of the PPD, which as of 25 May 2018, ceases to
operate and entry into force of EU Regulation 2016/679 of the PPD, which is based on Council
of Europe Convention 108/1981, concerning the protection of individuals, during the automatic
processing of personal data
Law on Access to Public Documents; is a constitutional category based on Article 41. While
freedom of expression implies: "the right to express, to disseminate and receive information,
opinions and other messages without being obstructed by anyone".
While the media, meaning social networks, online communications, etc., under Article 42, are
guaranteed the plurality of action, where exactly is stated in paragraph 2 of this article that:
"Censorship is prohibited. No one can prevent the dissemination of information or the ideas
through the media, except in cases; when such a thing is necessary to prevent the incitement
and provocation of violence and hostility on racial, national, ethnic or religious grounds.
"Meanwhile, under this provision, everyone has the right to correct the untrue, incomplete or
inaccurate information if it violates his / her rights and interests in accordance with the law. The
main role in this regard, of course, it plays the SI.
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Whilst; threats to the security of Kosovo, in terms of investigation, detection and supervision of
these, under Article 129 of the Constitution of Kosovo, in the field of intelligence action are the
competences of the "Kosovo Intelligence Agency".
Then is there anything else in the area that would help in these developments?
Certainly yes, there are many aspects, ways and other possibilities. In addition to legal
infrastructure, rule of law, administration, security etc., it is of great importance to focus on the
critical infrastructure of information technology and its management.

Protection of personal data
The MDHP/PPD in Kosovo, Institutionally has the practical application since mid-2011, while
legal infrastructure has since May 2010. So the practical institutional application of this field,
although new in Europe, Kosovo in the Balkans is the latest one with practical institutional
application. Regarding the continuity of the work of the institution - the ASHMDHP/PPDA,
although having marked the courageous successes in its 5-year career since July 2016, is been
having significant stagnation.
Practically, the Agency has entered its third year on the impossibility of practical application of
LMDHP/LPPD, for the negligent causes, because of the rejection of supervising council and the
head of this institution, which is the responsibility of the Government and Assembly.
What is the reason? It is said that in consultation with the EU office, the Government of
Kosovo has agreed to redraft the LPPD, incorporating into the law the new flows brought by
the GDPRR, came into force on 25 May 2018. It is worth pointing out that the law of
MDHP/PPD, was in redevelopment since the year of 2013.
Reasons are not sustainable and are in contravention of Kosovo's constitution and citizen's
interests, more over because this area falls within the protection of human rights and freedoms.
MDPP is an important area in the Pillars of Justice - Freedom and Security, in the process of the
LVK and Association of Stabilization. While the state's negligence in this regard, is detrimental
to Kosovo and its institutions. The country's constitution does not allow institutional vacuum
that has negative effects on citizens' rights. Such interruption / disruption has not been
encountered in the institutional work of the countries of the region or of the EU.
MDHP/PPD and SI are closely related to each other. While MDHP/PPD, is directly related to
the data subjects (citizens), the SI is intended to provide a credible environment and to protect
the information with integrity, including personal data. The whole activity during the MDG and
SI process should be passed through rules and a legal environment harmonized with the
international standard acts of respective fields.

Security of Information (SI)
For information to have the necessary security, it is imperative to meet some basic criteria:
information to have credibility and integrity, to be confidential, to be available to the public, to
be authentic and to be undeniable.
Meeting these criteria requires a range of activities, knowing that:
Confidentiality, it means measure or information protection capability, which is not accessible
or released to individuals, entities or unauthorized processes.
Integrity, It is the ability to maintain the accuracy and completeness of the information, in brief;
we mean the inviolability of information.
Availability, provides reliable access to data, at a specified time for authorized individuals.
Authenticity, is a guarantee that the information is true and from the accurate sources.
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An assertion is the act that proves that an activity, action or event has occurred and that this
event cannot be denied later or cannot be dismissed.
Moreover, IS, as a democratic need for human security, in the function of public order and
tranquility, requires that Kosovo should have special institutions for the protection of the
constitutional order and territorial integrity, the preservation of public peace and order, which
functions under the constitutional authority of the democratic institutions of the Republic of
Kosovo.
In this connection, Kosovo has established its constitutional basis in the formation of basic
institutions; that are part of the security sector. Some of these institutions are: Kosovo Security
Force, Kosovo Police, Kosovo Intelligence Agency, Kosovo Security Council, Civil Aviation
Authority. Rapid developments in cyber security, internet, electronic communications and
information transmission in this context require continued follow-up of the legal framework of
EU and EC legislation.
Whereas, with regard to information security-related legislation, Kosovo has issued the Law on
Information Classification and Security Verification, the Law on Cyber-attack Protection (June
2010), the Law on Informational Society, which aims to determine the competencies, the
features, functions, development and application of technology of information! These laws are
enforced through the competent institutions established by law, such as: KIA, NKK in KP,
ASHI. Regarding the strategic development of cyber security, the State Strategy on Cyber
Security and the Action Plan 2016-2019.
However, there is still a lot of work to be done in this regard, in terms of enhancing legal and
regulatory capacities, and those of supervisory and humane.

Access to public documents
Development of democracy, as a governing value of a society in which values and human rights
rule; QDP/APD is an elementary right of citizens to exercise control over the public powers,
mainly about guaranteeing access to official documents, where the data on the spending of state
funds of public money and other common resources are evidenced. This right is been
guaranteed by the constitution of Kosovo:
"1. Each person enjoys the right of access to public documents.2. Documents held by public
institutions and state authorities are public, with the exception of information that is limited by
law due to privacy, business secrets or classified security information”.
Since 2011, there has been a debate over the institutional oversight of the implementation of
LQDP/LAPD. So far, the People’s Advocate has managed this law. While it is now set in the
new Draft Law on the MDHP/PPD, the MDHP/PPD Commissioner as an institution oversees
the implementation of LQDP/LAPD.
Since 2006, Kosovo has issued the Law on Access to Official Documents, which in 2010 was
revised as a law for the QDP/APD and is now in the revised approval phase, proceed to the
Kosovo Assembly for Approval. Article 10 of this draft law guaranteed the citizens' rights to
QDP/APD. While the limitations of these rights are set out in Article 17, where we find that
refusal of access to public information may occur due to the:
"2.1State security, defense and international relations, 2.6. The right to privacy;
2.7.Commercial confidentiality such as business secrets, professional secrets or of the
companies."
This citation of these paragraphs provides sufficient grounds for the necessary coordination of
these institutions, to enforce the law about decision-making related to; life, work and
fundamental rights of citizens, guaranteed by constitutions, conventions and other international
acts.
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Legal and institutional interactions
Viewed in the interactive aspect of international acts, such as the Universal Declaration of
Human Rights (1948), the European Convention on Human Rights and Human Freedoms
(1953), the Personal Protection Convention for Personal Data Processing (1981) and yes, a
range of directive; EU and EC Directive 95/46 (1995) on MDHP/PPD, Directive 2013/13/37
and EU, on Public Sector Information Reuse, the Network Safety and Information Systems
Directive (NIS Directive ) (EU) 2016/1148; New EU General Rule on MHP 679/2015, IDAS
Regulation (EU) 910/2014 on Electronic Identification and Trust Services for Electronic
Transmission in the Internal Market etc., which are in operation, lie at the root of the EU pillar
in the area of LV and MSA/ASA, known as the Pillars of; FREEDOM – JUSTICE SECURITY.
In addition, we have briefly seen some of the laws adopted in Kosovo, that derive from
international acts and that the Constitution of Kosovo has established the legal basis, for their
issuance in the field of security, cyber security, information security, MDHP/PPD and
QDP/APD, the Law on Communications and electronic eavesdropping.
These laws are: Law on Kosovo Security Council (KSK Law, 03 / L-050), Law on Protection
of Personal Data (Draft Law Processed in Kosovo Assembly for Approval), Law on Access to
Public Documents (Draft Law proceeded to the Kosovo Assembly for approval), the Law on
Classification of Information and Security Verification, the Law on Cyber Security, the Law on
the Association of Information.
Nevertheless, who are the institutions that deal with the supervision of these laws in practice?
These laws are being supervised on a constitutional basis: Kosovo Security Council oversees
KSK Law and reports to Kosovo Government, AKI supervises the Law on Classification of
Information and Security Verification, Cyber Crime Unit at KP (Kosovo Police) supervises the
law on cyber security, the ASHMDP/SAPPD now COMMISSIONER (in the new draft law),
supervises the law on MDHP/PPD and the law on QDP/APD, (which in some aspects is also
supervised by the Ombudsman, according to the draft law in the approval procedure). The
Cyber Crime Unit, (NKK) at the PK, supervises the Law against Cyber Crimes. While ASHI
hosts over 320 virtual or physical servers, more than 120 electronic or service systems, more
than 130 web sites and more than 22,000 officials, across all institutions. ASHI's task is to
focus on the establishment of the national CERT.
Some laws have supervised during the practical implementation by independent agencies, some
security agencies, and some others by law enforcement agencies. However, the common to
these laws is Justice, Security and Human Rights and Freedoms.

What are the shortcomings and challenges?
In the wake of the overall effort for protection from intrusions, cyber-attacks and overcoming
the risks of social network that come from abuse in the internet, knowing that the digital
environment is sensitive, we need to build trust in the online environment, which is the key of
economic and social development.
In this view, we understand that for the avoidance of gaps and overcoming of emergent
challenges, our recourses are:
Aquickest possible erecting of the Institutional and legal capacities of the above - mentioned
institutions.
Even today, there is no institutional action of MDHP/PPD and QDP/APD (there are
almost 3 years of institutional vacuum)
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• Establishment of a national academic authority that deals with training and certification of
MDHP officials, information security officers, incident management officers of TIK systems,
officials for access to public documents.
This is also a requirement of the new General Regulation on the MDHP/PPD, at the
same time with the rules of information security systems, requiring officials with ethical and
professional knowledge.
• Functionalization and establishment of the National Cyber security Authority
- From an entity, which is within the KP, be independently and professionally empowered by
being established in an independent authority. It is known that the critical infrastructure of a
state involves; assets, systems and physical and virtual nets, that are vital to a state, so their
incapacitation or destruction can have a destabilizing effect on security, the economy and
public health and may collapse state sustainability.
• The creation of national CERT and CERTs, in public and non-public institutions and
provision of a juristic and legal basis for action.
• Establishment and accreditation of Academic Educational Institutions for upbringing of
experts and professional staff of these fields (SI and privacy systems, MDHP/PPD, QDP/APD,
cyber control management etc.), with permanent training centers.
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CERT- The Information Technology Infrastructure
ASHMDHP/SAPPD- State Agency for Protection of Personal Data,
LMDHP/LPPD- The Law on Protection of Personal Data,
LQDP/LAPD- Law on Access to Public Documents,
QDP/MDHP- Access to Public Documents / Personal Data Protection,
NKK/PK- Unit against Cybercrime / Kosovo Police,
AKI/KIA- The Kosovo Intelligence Agency,
KSK/KSC- Kosovo Security Council,
BE/EU- European Union
KE/EC- European Council
LVK/VLK- Visa Liberalization for Kosovo
GDPRR/GRPPD - The EU General Regulation on the Protection of Personal Data
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Determination of the type of turbines for use in Restelica
1,2 and 3 hydropower plants based on the natural
characteristics of the river
Bukurije Hoxha
Faculty of Mechanical Engineering, University of Prishtina,

Abstract. The focus of this paper describes the designing procedure of Small hydro power
plant implemented in Restelica River, Kosovo. For normal operation of the Small hydro power
plant, there must be done measurements of the river basin annually water flow, hydraulic net
head of water, to calculate sustainability of water flow, flow duration curve, flow rate,
configuration units depending on flow rate etc. The choice of the turbines was made depending
on head and flow rate of water from which has resulted in the installation of different turbines
that have fit better those conditions. The head losses in penstock are estimated to be in the
percentage (%) of the hydraulic gross head, depending on the length of the penstock, its
diameter, sustainability of flow rate and its velocity. Since the water flow, it's not stable enough
for production 3.018 MW electricity from one turbine, in this case, are proposed to installing
three different turbines. This paper aims to determine the best efficiency of Small hydro power
plants SHPP Restelica 1,2 and 3, with three turbines during operation depending on rated
discharge per unit. If we rely only on the gross level of water drop in the respective turbine,
then for all three power plants, Restelica 1, 2 and 3, it follows that the most favorable turbines
will be those of Francis. But when optimizing a particular type of turbine for a particular
location, one must also consider the amount of water that will pass through the turbine in
question.
Keywords: Francis turbine, efficiency, biodiversity, water flow, head, power, sustainability

Introduction
River ecosystems result from a dynamic balance between the biotic (e.g., plants and animals)
and abiotic (e.g., climate, topography, and hydrology) factors under natural flow. The
construction and operation of water storage and hydropower projects have changed the
hydrology of rivers leading to changes in riverine ecosystems. [1]. Run-of-River (RoR)
hydropower plants play a significant role in many parts of the world by providing energy,
reducing carbon emissions and creating job opportunities. Simulation of the optimal design
discharge, number of turbines and installed capacity, the model uses the flow duration curve
developed from real river flow data and the rating curve estimating upstream and downstream
water level and determine available head.[2] The water streaming down from higher to lower
levels consists of potential energy in itself because of its altitude which is converted into kinetic
energy while flowing downhill. The gravitational force near the Earth’s surface varies very
little with the height z (m) and is equal to the mass m (kg) multiplied by the gravitational
acceleration, g (m/s2). As much higher the height z (m) to be more potential energy is
produced, respectively more electricity in our case. [3] The turbine is the heart of a hydropower
plant, and this is why special care should be taken when installing a particular type of turbine,

54

because all the hydropower work and the energy produced depends on whether we are able to
optimize the type. designated turbine for the conditions in question.

Calculation of power output
All hydro power plants depend on water flow rate and net head of water. These two parameters
determine the power that can be captured by a hydro turbine. Other parameters have little effect
on the overall production of power from the hydro power plant. The output power generation
from the hydro turbine (Pout), can be estimated by the following expression [12]:

P    g  H n  V  t  g

(1)

Pout [W] - power output
ρ [kg/m3] - water density
g [m/s2] - gravity acceleration constant
Hn (m) - net downward water height,
ɳt (%) - the maximum efficiency of hydro turbine (ɳt = 0.93),
ɳg (%) - generator efficiency (ɳg = 0.97)

Calculation of the specific speed
The specific speed is a dimensionless parameter associated with a given group of turbines at
maximum efficiency with known values of angular velocity ω, head net H, and power output
Pout. It constitutes a reliable criterion for selection of turbine type and dimension. The specific
speed is given by equation:


T 

Pout



 g  Hn 

5/4

(2)

where, ω [rad/s] - angular velocity.
A preliminary selection of appropriate type of turbine for given installation is based on specific
speed ωT. For presented analysis, the specific speed was found to be ωT = 1.5 and this range
determines the selection of Francis turbine.
Table 1. Specific speed ωT given from different authors
Author
Potter (1977)
Douglas (1995)

Pelton
0-1.0
0.05-0.4

Francis
1.0-3.5
0.4-2.2

Mixed flow
Axial flow
3.5-7.0
7-14
1.8-4.6
also higher
Shames (1992)
0.05-0.5
0.4-2.5
1.8-4.6
also higher
Another equation, which is used for calculation of the specific speed of turbine, is given with
expression:
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( N s )T 

N  Pout
H n5/4

(3)

N [rpm] - turbine’s rotation speed
Hn [m] - net head
Pout [kW] - power output.
From the above-mentioned equation, the specific speeds of different turbines based on the
book of Fluid Mechanics are given by Arora (2005).
Table 2. Turbine selection characteristics

Nor

Range of head (m)

Specific speed Ns

Type of Turbine

1

10-20

290 – 860

Propeller and Kaplan

2

30-60

215 – 340

3

150-500

70 – 130

4

150-500

24 – 70

5

500-1500

17 – 70

6

500-2000

12 – 30

-

Francis low
speed
Francis high
speed
Pelton 4 nozzles
Pelton 2 nozzles
Pelton 1 nozzles

Turbines and auxiliaries

Francis turbine
Where water is available with average flow and average fall height of 25 m to 250 m, Francis
turbine is used for water use.
It covers a wide range of specific speed from Ns = 70 to 340 corresponding to high head and
low head respectively. Table 1 and Table 2 present the zone of specific speed for different
turbines [10]. The choice of the runner type is mainly based on the availability of flow rate and
net head.
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Figure 1: Francis turbine rotor1
The runner of the Pelton turbine consists of double hemispherical cups fitted on its
periphery as shown in figure (1).

Fig. Pelton turbine rotor2
These turbines are used for high water heights (from 60 m to 1000 m) and variable flow rates as
the change in flow does not affect their efficiency.
Because of the rate of change of angular momentum and the motion of the vanes, work is done
on the runner (impeller) by the fluid and, thus, energy is transferred. Since the fluid energy
which is reduced on passing through the runner is entirely kinetic, it follows that the absolute
velocity at outlet is smaller than the absolute velocity at inlet (jet velocity). Furthermore, the
fluid pressure is atmospheric throughout and the relative velocity is constant except for a slight
reduction due to friction. [6]

1

https://www.bing.com/images/search?view=detailV2&id=819E24581C08E19AEE5C00F7A
F6A2099C9414345&thid=OIP.lq0RtFxSCMZ4NvvY8Mun0AHaFj&mediaurl=https%3A%2
F%2Fs-media-cacheak0.pinimg.com%2F736x%2F88%2F8a%2Fde%2F888adecf3a31d97113390f5faf43eee8.jpg
&exph=552&expw=736&q=francis+turbine&selectedindex=5&ajaxhist=0&vt=0&eim=1,2,6
2

https://www.google.com/search?q=pelton+turbine+pdf&rlz=1C1SQJL_en__838__838&sxsr
f=ACYBGNTTK8jrjXdkY7mxlVwnbrMqvpZUhw:1569677572885&source=lnms&tbm=isc
h&sa=X&ved=0ahUKEwj_65LR0PPkAhXK0KQKHWXyCxwQ_AUIEigB&biw=1366&bi
h=657#imgrc=wTes_CjGSzMPPM:
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Kaplan Turbine
Based on the principles of a Francis Turbine the Kaplan Turbine was developed by the Austrian
engineer Victor Kaplan towards the beginning of the 20th century. Kaplan's turbine is an axial
reactive turbine which finds application at low water heights ranging between 2 m and 30 m.
In the Kaplan turbine the runner has 4 to 6 blades attached to the hub or boss. The water enters
the turbine in the axial direction. Since only a few blades are used the contact surface with
water and hence the frictional resistance is reduced. The blades are made of stainless steel. The
runner blades are so arranged that their angle of inclination can be adjusted while running
Hence the kaplan turbine is also called variable pitch propeller turbine. [7]

Figure 3: Kaplan Turbine rotor3

Hydrology of Restelica River
Restelica River flows from Sharr Mountain in the southernmost part of suburbs of Prizren, at an
altitude of 2300-2500m above sea level, thus following the northwest direction of its valley
until it reaches the border state - Kosovo. It can be used from quota of about 1500m to the
quota of about 1050m. In this river can 2-3 HPPs with a capacity of about 4000 kW be built.
[8,9]

3

https://www.bing.com/images/search?view=detailV2&id=894D8AC675695E894898B26ED
E4AF89AC8C4BBCA&thid=OIP.EeL3aVWJWHo3vJMcjIafFwHaFj&mediaurl=https%3A
%2F%2Fupload.wikimedia.org%2Fwikipedia%2Fcommons%2Fthumb%2F0%2F03%2FKap
lan_Turbine.JPG%2F1200pxKaplan_Turbine.JPG&exph=900&expw=1200&q=kaplan+turbine&selectedindex=0&ajaxhi
st=0&vt=0&eim=1,2,6
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Figure 4: Restelica River

Positioning of hydropower plants according to the accepted scheme
According to the accepted hydropower scheme of the River Te Five
HPP Restelica 1 with receiving point, at 1750m above sea level and central building at 1581m
quota. HEC Restelica 1 (1750-1581).
HPP Restelica 2, with receiving works in the quota 1581m above the level of sea and central
building at quota 1350m. HEC Restelica 2 (1581- 1350).
HPP Restelica 3, with receiving point 1350m above the level of sea and central building at
quota 1220m. HEC Restelica 3 (1350-1220).
The average slope of the riverbed for this full segment is 8.5% with a gross decline total Hg =
680m. In this scheme the works of reception are presented and all three hydropower plants.
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Figure 5: Consecutive layout of hydropower plants intended for construction
Two formulas given in above equations, can help us to determine which turbine is useful for
specific hydro power plant, exactly HPPs Restelica 1,2,3.

Results
Based on the hydrology of the river considered, we have three potential sites for hydropower
construction,
of
which
we
have:
- Since the water drop height for the three plants is over 130m, it follows that the Kaplan
turbine is unsuitable for application, due to the very low altitude range it can be used. Of the
two possible types of turbines that can be implemented are Pelton and Francis.
The total potential for installed power is 3.018MW, and annual energy production is
14.6GWh/yr that in the total electricity generation balance in Kosovo of 5835000 GWh/year,
and the percentage of total energy production in Kosovo from those 3 rivers is 0.0002%.

Conclusions
The data for Restelica River shows that in the case of Restelica 1 HPP we have water flow of
0.31 m3/s, Restelica 2 of 0.57 m3/s and Restelica 3, with 0.77 m3/s.
In the previous case where we said that based on the height of the water drop for the particular
type of turbine, this conclusion can be reconceptualized when the water flow for each of these
hydropower plants is known, and in this case, in the case of placement. that each turbine
specific to the power plant in question, we can see that there is an issue of discussion between
the two types of turbines, those of Francis and Pelton. In this case, it is considered that the
Pelton turbines are more suitable for lower water flow as in the case of Restelica 1, whereas for
the two Restelica 2 and 3 hydropower plants, Francis turbines should be used, resulting in
efficiency. higher.
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Figure 6: Relationship between water flow and height for Restelica 1,2,3 HPP
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Figure 7: Relationship between Height of water running and installed power
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