We introduce factor circulant matrices: matrices with the structure of circulants, but with the entries below the diagonal multiplied by the same factor. The diagonalization of a circulant matrix and spectral decomposition are conveniently generalized to block matrices with the structure of factor circulants. Differential equations involving factor circulants are considered.
INTRODUCTION
A square matrix is called circulant if each row after the first is obtained from its predecessor by a cyclic shift. Circulant matrices arise in diverse fields of applications [3, 4, 6 , 81, and they have been put on firm basis with the work of P. Davis [l] .
The basic fact about circulant matrices with scalar components is that they are simultaneously diagonalizable by the Fourier matrix. This represen- W&3795/88/$3.50 tation is extremely useful for deriving innumerable properties in "closed form." When considering block circulants, that is, circulant matrices whose entries are square matrices, there is still a sort of diagonalization by blocks in terms of Kronecker products of the Fourier matrices involved. However, this latter representation does not clearly resemble the scalar case, as would be desirable.
In this work we introduce the factor circulant as a matrix with the same structure as a circulant, except that the entries below the main diagonal are multiplied by the same matrix factor. This kind of matrix has arisen in characterizing the periodic output of a forced undamped matrix differential equation of even order. Their basic properties are outlined in [4] . It is clear that circulant matrices are a particular case arrived at by taking the factor equal to unity.
Our purpose is to formulate a theory of block factor circulants in the spirit of Davis, and to extend properly the mentioned diagonalization of scalar circulants. This will be accomplished in terms of block Vandermonde matrices involving the roots of the matrix factor. It will turn out that factor circulants differ from simple circulants by certain weighting matrices, once the Vandermonde matrices are expressed in terms of block Fourier matrices. Moreover, the block diagonalization characterizes factor circulant matrices completely, and the relationships are given explicitly. We consider the spectral decomposition of block factor circulants and apply it to differential equations involving circulants.
For related work with block group matrices see [7] .
FACTOR CIRCULANTS
Let C,,C,,..., C,, A be square matrices each of order n. We assume that A is nonsingular and that it commutes with each of the C,'s. By an A-factor block circulunt matrix of type (m, n) is meant an mn x mn matrix of the form Factor circulants of type (m, 1) will be referred to as scalar factor circulants.
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In this case the matrix A reduces to a nonzero scalar that we shall denote by a. When A is the identity matrix I, we drop the word "factor" in the above definition. This kind of matrices are just block circulants.
We define n, as the basic A-factor circulant, that is, As an example of A-factor circulants, we mention the matrix functions sinJ--751t/J-7TA1 cosJ, 7~ t, which are the fundamental solutions of the second order matrix differential equation u"(t) = rAu(t). It has been shown in [4] that the given sine matrix function equals circ,(C,( t, A), C,(t, A), . . . , Czj_ 1( t, A) ), while the cosine matrix function equals circ,(C,(t, A), Ca(t, A),. .., CSj_a(t, A)). Here m = 2j and the C,(t, A)'s are the fundamental solutions of the matrix differential equation I =
Ax(t).
In view of the structure of the powers of the basic factor circulant TV, it is clear that From the above we conclude that
It should be observed that the usual transpose and the block transpose of 7rA coincide only when A is symmetric. Moreover, IT~ is unitary when A is. In contrast to circulant matrices, the transpose of a factor circulant is not necessarily a factor circulant of the same type. This fact is based on the important commuting characterization of circulants:
%' is an A-factor circulant if and only if V commutes with the basic factor circulunt, that is,
The proof follows on performing the product ?T:~~%T~, where is a block matrix, and taking into account (2.7). From (2.8) we obtain, by using (2.6), (2.7), that
It should be mentioned that the usual transpose rules apply for block matrices only under special circumstances, which hold for the factors involved. We have then
V is an A-factor circulunt if and only if %?* (Wt) is an A ~ '-factor circuiiznt ((A ~ ')f-factor circulant).
The above conditions clearly coincide whenever A is symmetric. The transpose will be a factor circulant of the same type only when A is idempotent. This latter is the situation with block circulants.
In addition to the algebraic properties that can be easily derived from the representation (2.4), we mention the following. Two A-factor circulants V = circ,(C,, C,, . . . , C,), 53 = circ, (D,, D, ,..., 0,) commute if the Cj's commute with the Dj's. The inverse of a nonsingular factor circulant is also a factor circulant of the same type. This later was used in [4] in order to construct the inverse of the sine matrix function mentioned before, at values of t for which it is nonsingular.
BLOCK DIAGONALIZATION OF FACTOR CIRCULANTS
We proceed now to extend the diagonalization of scalar circulant matrices [l, Theorem 3.2.2, pp. 72-731 to the case of A-factor block circulants. This diagonalization will by blocks, and it requires the following definitions in terms of block matrices. will be referred to as the block Vandermonde matrix of the H,'s. When n = 1, the definition reduces to the usual one.
DEFINITION. Let
DEFINITION. Let w = exp(2rri/m) denote the basic mth root of unity. We define the block Fourier matrix Frn" as
where I denotes the identity matrix of order n. It follows that the block conjugate transpose of the block Fourier matrix is given by Proof. The first part of the theorem follows from the polynomial representation (2.4) and the block diagonalization of rA given in (3.5). We have that and Xisasin Lemma 1.
From the above discussion it is clear that a block circulant can be expressed as which is a proper generalization of the diagonalization of scalar circulants.
For further purposes, we consider in detail the case of scalar factor circulants, that is The well-known representation of scalar circulant matrices in terms of the Fourier matrix arises when a = 1.
FACTOR CIRCULANTS WITH FACTOR CIRCULANT BLOCKS
We consider now A-factor circulant matrices We now observe that PA(90) is a diagonal matrix whose eigenvalues are given by (3.10) , that is,
.cPA( u'-'zi)> j = 1,2 ,..., n, where u = exp(2&/n).
On the other hand the matrix gP is also diagonal, and consequently each term glk+l( 9a)9i is itself a diagonal matrix. This shows that alI factor circulant matrices whose entries are scalar factor circulants are simultaneously diagonalizable by the matrix +$VA, which, in view of Lemma 1, can be expressed in terms of Fourier matrices. We thus enunciate THEOREM 2. Let %? = circ, ( C,, C,, . . . , C,,,) , with each C, and a-factor scalar circulant, and let us assume that A is an a-factor circulant whose representer is .sY~( z). Then V has the representation (4.1), and its eigenvalues are given by fors=1,2 ,..., mandj=1,2 ,..., n. Proof. This is immediate from the above theorem, because the representer .PA( z) is just the identity matrix of order n when a = 1 and A = I. It follows then that
where U = Y1(l, (YU, . . . , a(~~-').
SPECTRAL DECOMPOSITION
The diagonalization of block factor circulants given by (3.6) can be written more concisely by introducing the factor Fourier matrices that is, 
MATRIX DIFFERENTIAL EQUATIONS
We shall apply the basic theory of block factor circulants to the solution of the following matrix differential equations: x@')(t) = Ax(t), (6.1)
i(t) =qt>+>+g(t>, (6.2)
where A is a square matrix of order n and U(t) is an u-factor circulant of order m with variable coefficients. The results will be more general than those given in [8] and established in a simpler manner. The equation ( ( t), . . . , c,( t ) ).
By introducing the new variable y = SAx we have ij = NLJY + -%idt>.
Since 9(a2,) is a diagonal matrix, we can integrate the decoupled system and obtain Consequently that is.
The above formula could be generalized to block factor circulants whose entries are scalar factor circulants; this would assure a decoupling for each vector entry of y.
PARTIAL DIFFERENTIAL EQUATIONS
The wave and Laplace operators in two variables can be formally written as L = det where a = + 1, and the product of the derivatives is understood as composition. The operator L can be diagonalized with a change of variables suggested by the structure of the factor circulant, that is, we can write It turns out that the converse is also true. Given entire functions uO, ul, such that their Jacobian matrix is an a-factor circulant, then there are entire functions h, g such that (a) =m*( hgj::;)
and L( uo) = L( uI) = 0. This result was established by Wilde [8] in a separate manner in the cases a = 1 (circulant) and a = -1 (skew-circulant). We shah use the factor circulants to unify such cases, and we define a factor discrete Fourier transform in order to clarify arguments involved in the proof as well as to suggest further generalizations. We begin with the definition of the linear differential operator a a L = detcirc, ax,.
. . , -0 ax,-,
where a is a nonzero scalar. From (5.10) we have so that
L=det
The linear maps x = &Fo*z (7.2) will be referred to as the factor discrete Fourier transfm and the inverse transform respectively. In terms of components, we have Given a differentiable vector function u = (ua( x), . . . , u,_ r( x)), we have by the chain rule 
Proof.
We must show that 9(u)=O, where u=(u,,...,u,_i) and P(u) = col(L(u,,..., L( u,_ 1)) with L given by (7.1'). Let us introduce the
