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Abstract
In this paper, we further develop the approach, originating in [26], to “computation-friendly”
statistical estimation via Convex Programming.Our focus is on estimating a linear or quadratic
form of an unknown “signal,” known to belong to a given convex compact set, via noisy indirect
observations of the signal. Classical theoretical results on the subject deal with precisely stated
statistical models and aim at designing statistical inferences and quantifying their performance in
a closed analytic form. In contrast to this traditional (highly instructive) descriptive framework,
the approach we promote here can be qualified as operational – the estimation routines and their
risks are not available “in a closed form,” but are yielded by an efficient computation. All we
know in advance is that under favorable circumstances the risk of the resulting estimate, whether
high or low, is provably near-optimal under the circumstances. As a compensation for the lack of
“explanatory power,” this approach is applicable to a much wider family of observation schemes
than those where “closed form descriptive analysis” is possible.
We discuss applications of this approach to classical problems of estimating linear forms of pa-
rameters of sub-Gaussian distribution and quadratic forms of partameters of Gaussian and discrete
distributions. The performance of the constructed estimates is illustrated by computation experi-
ments in which we compare the risks of the constructed estimates with (numerical) lower bounds
for corresponding minimax risks for randomly sampled estimation problems.
1 Introduction
This paper can be considered as a follow-up to the paper [27] dealing with hypothesis testing for
simple families – families of distributions specified in terms of upper bounds on their moment-
generating functions. In what follows, we work with simple families of distributions, but our focus
is on estimation of linear or quadratic forms of the unknown “signal” (partly) parameterizing the
distribution in question. To give an impression of our approach and results, let us consider the sub-
Gaussian case, where one is given a random observation ω drawn from a sub-Gaussian distribution P
on Rd:
Eω∼P {ehTω} ≤ µTh+ 12hTΘh ∀h ∈ Rd,
with sub-Gaussianity parameters µ ∈ Rd, Θ = ΘT ∈ Rd×d affinely parameterized by “signal” x ∈ Rm.
The goal is, given observation ω “stemming” from unknown signal x known to belong to a given convex
compact set X ⊂ Rm, to recover the value at x of a given linear form g(·) : Rm → R. The estimate
ĝ we build is affine function of observation; the coefficients of the function, same as an upper bound
on the -risk of the estimate on X 1 stem from an optimal solution to an explicit convex optimization
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problem and thus can be specified in a computationally efficient fashion. Moreover, under mild
structural assumptions on the affine mapping x 7→ (µ,Θ) the resulting estimate is provably near-
optimal in the minimax sense (see Section 4 for details). The latter statement is an extension of the
fundamental result of D. Donoho [10] on near-optimality of affine recovery of a linear form of signal
in Gaussian observation scheme.
This paper contributes to a long line of research on estimating linear (see, e.g., [36, 24, 16, 35, 29, 26,
7] and references therein) and quadratic ([21, 25, 1, 17, 14, 6, 15, 30, 18, 23, 32, 31, 28, 8] among others)
functionals of parameters of probability distributions via observations drawn from these distributions.
In the majority of cited papers, the objective is to provide “closed analytical form” lower risk bounds
for problems at hand and upper risk bounds for the proposed estimates, in good cases matching the
lower bounds. This paradigm can be referred to as “descriptive;” it relies upon analytical risk analysis
and estimate design and possesses strong explanation power. It, however, imposes severe restrictions
on the structure of the statistical model, restrictions making the estimation problem amenable to
complete analytical treatment. There exists another, “operational,” line of research, initiated by
D. Donoho in [10]. The spirit of the operational approach is perfectly well illustrated by the main
result of [10] stating that when recovering the linear form of unknown signal x known to belong to a
given convex compact set X via indirect Gaussian observation ω = Ax + ξ, ξ ∼ N (0, I), the worst-
case, over x ∈ X, risk of an affine in ω estimate yielded by optimal solution to an explicit convex
optimization problem is within the factor 1.2 of the minimax optimal risk. Subsequent “operational”
literature is of similar spirit: both the recommended estimate and its risk are given by an efficient
computation (typically, stem from solutions to explicit convex optimization problems); in addition, in
good situations we know in advance that the resulting risk, whether large or small, is nearly minimax
optimal. The explanation power of operational results is almost nonexisting; as a compensation, the
scope of operational results is usually much wider than the one of analytical results. For example,
the just cited result of D. Donoho imposes no restrictions on A and X, except for convexity and
compactness of X; in contrast, all known to us analytical results on the same problem subject (A,X)
to severe structural restrictions. In terms of the outlined “descriptive – operational” dichotomy, our
paper is operational. For instance, in the problem of estimating linear functional of signal x affinely
parameterising the parameters µ,Θ of sub-Gaussian distribution we started with, we allow for quite
general affine mapping x → (µ,Θ) and for general enough signal set X, the only restrictions on X
being convexity and compactness.
Technically, the approach we use in this paper combines the machinery developed in [19, 27] and the
Cramer-type techniques for upper-bounding the risk of an affine estimate developed in [26].2 On the
other hand, this approach can also be viewed as “computation-friendly” extension of theoretical results
on “Cramer tests” supplied by [3, 2, 4, 5] in conjunction with techniques of [13, 14, 11, 12, 10, 8], which
exploits the most attractive, in our opinion, feature of this line of research – potential applicability to
a wide variety of observation schemes and (convex) signal sets X.
The rest of the paper is organized as follows. In Section 2 we, following [27], describe the families
of distributions we are working with. We present the estimate construction and study its general
properties in Section 3. Then in Section 4 we discuss applications to estimating linear forms of sub-
Gaussian distributions. In Section 5 we apply the proposed construction to estimating quadratic forms
of parameters of Gaussian and discrete distributions. To illustrate the performance of the proposed
approach we describe results of some preliminary numerical experiments in which we compare the
bounds on the risk of estimates supplied by our machinery with (numerically computed) lower bounds
on the minimax risk. To streamline the presentation, all proofs are collected in the appendix.
2To handle the case of estimates quadratic in observation, we treat them as affine functions of “quadratic lifting”
ω+ = [ω; 1][ω; 1]T of the actual observation ω.
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Notation. In what follows, Rn and Sn stand for the spaces of real n-dimensional vectors and real
symmetric n × n matrices, respectively; both spaces are equipped with the standard inner products,
xT y, resp., Tr(XY ). Relation A  B (A  B) means that A, B are symmetric matrices of the same
size such that A−B is positive semidefinite (resp., positive definite). We denote Sn+ = {S ∈ Sn : S  0}
and Sn++ = int S
n
+ = {S ∈ Sn : S  0}.
We use “MATLAB notation:” [X1; ...;Xk] means vertical concatenation of matrices X1, ..., Xk of
the same width, and [X1, ..., Xk] means horizontal concatenation of matrices X1, ..., Xk of the same
height. In particular, for reals x1, ..., xk, [x1; ...;xk] is a k-dimensional column vector with entries
x1, ..., xk.
For probability distributions P1, ..., PK , P1 × ... × PK is the product distribution on the direct
product of the corresponding probability spaces; when P1 = ... = PK , we denote P1 × ...× PK by PK
or [P ]K .
Given positive integer d, θ ∈ Rd, Θ ∈ Sd+, we denote by SG(θ,Θ) the family of all sub-Gaussian,
with parameters (θ,Θ), probability distributions, that is, the family of all Borel probability distribu-
tions P on Rd such that
∀f ∈ Rd : ln (Eζ∼P {exp{fT ζ}}) ≤ fT θ + 1
2
fTΘf.
We use shorthand notation ω ∼ SG(θ,Θ) to express the fact that the probability distribution of
random vector ω belongs to the family SG(θ,Θ).
2 Simple families of probability distributions
Let
• F , 0 ∈ intF , be a closed convex set in Ω = Rm symmetric w.r.t. the origin,
• M be a closed convex set in some Rn,
• Φ(h;µ) : F ×M→ R be a continuous function convex in h ∈ F and concave in µ ∈M.
Following [27], we refer to F ,M,Φ(·, ·) satisfying the above restrictions as to regular data. Regular
data F ,M,Φ(·, ·) define the family
S = S[F ,M,Φ]
of Borel probability distributions P on Ω such that
∃µ ∈M : ∀h ∈ F : ln (∫Ω exp{hTω}P (dω)) ≤ Φ(h;µ). (1)
We say that distributions satisfying (1) are simple. Given regular data F ,M,Φ(·, ·), we refer to
S[F ,M,Φ] as to simple family of distributions associated with the data F ,M, Φ. Standard examples
of simple families are supplied by “good observation schemes,” as defined in [26, 19], and include
the families of Gaussian, Poisson and discrete distributions. For other instructive examples and an
algorithmic “calculus” of simple families, the reader is referred to [27]. We present here three examples
of simple families which we use in the sequel.
2.1 Sub-Gaussian distributions
Let F = Ω = Rd,M be a closed convex subset of the set Gd = {µ = (θ,Θ) : θ ∈ Rd,Θ ∈ Sd+}, and let
Φ(h; θ,Θ) = θTh+ 12h
TΘh.
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In this case, S[F ,M,Φ] contains all sub-Gaussian distributions P on Rm with sub-Gaussianity pa-
rameters from M:
(θ,Θ) ∈M⇒ SG(θ,Θ) ⊂ S[F ,M,Φ]. (2)
In particular, S[F ,M,Φ] contains all Gaussian distributions N (θ,Θ) with (θ,Θ) ∈M.
2.2 Quadratically lifted Gaussian observations
Let V be a nonempty convex compact subset of Sd+. This set gives rise to the family PV of distributions
of quadratic liftings [ζ; 1][ζ; 1]T of random vectors ζ ∼ N (θ,Θ) with θ ∈ Rd and Θ ∈ V. Our goal now
is to build regular data such that the associated simple family of distributions contains PV . To this
end we select Θ∗ ∈ Sd++ and δ ≥ 0 such that for all Θ ∈ V one has
Θ  Θ∗, and ‖Θ1/2Θ−1/2∗ − I‖ ≤ δ, (3)
where ‖ ·‖ is the spectral norm; under these restrictions, the smaller are Θ∗ and δ, the better. Observe
that for all Θ ∈ V, we have 0  Θ−1/2∗ ΘΘ−1/2∗  I. Hence
‖Θ1/2Θ−1/2∗ ‖2 = ‖Θ−1/2∗ Θ1/2‖2 = ‖Θ−1/2∗ Θ1/2[Θ−1/2∗ Θ1/2]T ‖ = ‖Θ−1/2∗ ΘΘ−1/2∗ ‖ ≤ 1,
and we lose nothing when assuming from now on that δ ∈ [0, 2]. The required regular data are given
by the following
Proposition 2.1 In the just described situation, let γ ∈ (0, 1),
Z+ = {Z ∈ Sd+1 : Zd+1,d+1 = 1}, Hγ = {H ∈ Sd : −γΘ−1∗  H  γΘ−1∗ }
and let F = Rd ×Hγ, M+ = V × Z+. We set
Φ(h,H; Θ, Z) = Υ(H,Θ) + Γ(h,H,Z), (4)
Υ(H,Θ) = − 12 ln Det(I −Θ1/2∗ HΘ1/2∗ ) + 12Tr([Θ−Θ∗]H)
+
δ(2 + δ)
2(1− ‖Θ1/2∗ HΘ1/2∗ ‖)
‖Θ1/2∗ HΘ1/2∗ ‖2F
Γ(h,H;Z) = 12Tr
(
Z
[[
H h
hT
]
+ [H,h]T [Θ−1∗ −H]−1[H,h]
])
.
Then
(i) F ,M+,Φ form a regular data, and for every (θ,Θ) ∈ Rd × V it holds for all (h,H) ∈ F :
ln
(
Eζ∼N (θ,Θ)
{
eh
T ζ+ 1
2
ζTHζ
})
≤ Φ (h,H; Θ, [θ; 1][θ; 1]T ) . (5)
(ii) Besides this, function Φ(h,H; Θ, Z) is coercive in the convex argument: whenever (Θ, Z) ∈ M+,
(hi, Hi) ∈ F and ‖(hi, Hi)‖ → ∞ as i→∞, we have Φ(hi, Hi; Θ, Z)→∞.
For proof, see Appendix A.1.
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2.3 Quadratically lifted discrete observations
Consider a random variable ζ ∈ Rd taking values ei, i = 1, ..., d, where ei are standard basic orths in
Rd.3 We identify the probability distribution Pµ of such variable with a point µ = [µ1; ...;µd] from
the d-dimensional probabilistic simplex ∆d = {ν ∈ Rd+ :
∑d
i=1 νi = 1} where µi = Prob{ζ = ei}. Let
now ζK = (ζ1, ..., ζK) with ζk drawn independently across k from Pµ, and let
ω[ζK ] =
2
K(K − 1)
∑
1≤j<j≤K
ωij [ζ
K ], ωij [ζ
K ] = 12 [ζiζ
T
j + ζjζ
T
i ], 1 ≤ i < j ≤ K. (6)
We are about to point our regular data such that the associated simple family of distributions contains
the distributions of the “quadratic lifts” ω[ζK ] of random vectors ζK .
Proposition 2.2 Let F = Sd,
∆d =
Z ∈ Sd : Zij ≥ 0∀i, j,∑
i,j
Zij = 1
 . (7)
and let Zd be a set of all positive semidefinite matrices from ∆d. Denote
Φ(H;Z) = ln
 m∑
i,j=1
Zij exp{Hij}
 : Sd ×∆d → R, (8)
so that Φ(·; ·) is convex-concave on Sd ×∆d. We set
ΦM (H;Z) = MΦ(H/M ;Z), M ∈ Z+.
Then for M = M(K) = bK/2c,
ln
(
EζK∼PKµ
{
exp{Tr(Hω[ζK ])}}) ≤ ΦM (H;µµT ). (9)
In other words, the simple family S[F ,Zd,ΦbK/2c] contains distributions of all random variables ω[ζK ]
with ζ ∼ Pµ, µ ∈ ∆d.
For proof, see Appendix A.2.
3 Estimating linear forms
3.1 Situation and goal
Consider the situation as follows: given are Euclidean spaces EF , EM , EX along with
• regular data F ⊂ EF ,M⊂ EM ,Φ(·; ·) : F ×M→ R,
• a nonempty set X contained in a convex compact set X ⊂ EX ,
• an affine mapping x 7→ A(x) : EX → EM such that A(X ) ⊂M,
3This is nothing more than a convenient way of thinking of a discrete random variable taking values in a d-element
set.
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• a vector g ∈ EX and a constant c specifying the linear form G(x) = 〈g, x〉+ c : EX → R 4,
• a tolerance  ∈ (0, 1).
Let P be the family of all Borel probability distributions on EF . Given a random observation
ω ∼ P (·) (10)
where P ∈ P is associated with unknown signal x known to belong to X, “association” meaning that
∀f ∈ F : ln
(∫
EF
e〈f,ω〉P (dω)
)
≤ Φ(f ;A(x)), (11)
we want to recover the quantity G(x).
Given ρ > 0, we call an estimate – a Borel function ĝ(·) : EF → R – (ρ, )-accurate, if for all pairs
x ∈ X, P ∈ P satisfying (11) it holds
Probω∼P {|ĝ(ω)−G(x)| > ρ} ≤ .
If ρ∗ is the infimum of those ρ for which estimate ĝ is (ρ, )-accurate, then clearly ĝ is (ρ∗, )-accurate.
We refer to ρ∗ as the -risk of the estimate ĝ w.r.t. the data G(·), X, and (A,F ,M,Φ):
Risk(ĝ(·)|G,X,A,F ,M,Φ) = min
{
ρ : ∀(x, P ) ∈ X × P :
Probω∼P {ω : |ĝ(ω)−G(x)| > ρ} ≤ 
ln
(∫
e〈f,ω〉P (dω)
) ≤ Φ(f ;A(x)) ∀f ∈ F
} (12)
WhenG,X,A,F ,M,Φ are clear from the context, we shorten Risk(ĝ(·)|G,X,A,F ,M,Φ) to Risk(ĝ(·)).
In the setting of this section, we are about to build, in a computationally efficient fashion, an affine
estimate ĝ(ω) = 〈f∗, ω〉+ κ along with ρ∗ such that the estimate is (ρ∗, )-accurate.
3.2 The construction
Let us set
F+ = {(f, α) : f ∈ EF , α > 0, f/α ∈ F}
so that F+ is a nonempty convex set in EF ×R+, and let
Ψ+(f, α) = sup
x∈X
[αΦ(f/α,A(x))−G(x)] : F+ → R,
Ψ−(f, β) = sup
x∈X
[βΦ(−f/β,A(x)) +G(x)] : F+ → R,
so that Ψ± are convex real-valued functions on F+ (recall that Φ is convex-concave and continuous
on F ×M, while A(X ) is a compact subset of M). These functions give rise to convex functions
Ψ̂± : EF → R given by
Ψ̂+(f) := infα {Ψ+(f, α) + α ln(2/) : α > 0, (f, α) ∈ F+} ,
Ψ̂−(f) := infα {Ψ−(f, α) + α ln(2/) : α > 0, (f, α) ∈ F+}
and to convex optimization problem
Opt = min
f
{
Ψ̂(f) := 12
[
Ψ̂+(f) + Ψ̂−(f)
]}
, (13)
With our approach, a “presumably good” estimate of G(x) and its risk are given by an optimal (or
nearly so) solution to the latter problem. The corresponding result is as follows:
4from now on, 〈u, v〉 denotes the inner product of vectors u, v belonging to a Euclidean space; what is this space, it
always will be clear from the context.
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Proposition 3.1 In the situation of Section 3.1, let Φ satisfy the relation
Φ(0;µ) ≥ 0 ∀µ ∈M. (14)
Then
Ψ̂+(f) := inf
α
{
Ψ+(f, α) + α ln(2/) : α > 0, (f, α) ∈ F+
}
= max
x∈X
inf
α>0,(f,α)∈F+
[αΦ(f/α,A(x))−G(x) + α ln(2/)] , (15)
Ψ̂−(f) := inf
α
{
Ψ−(f, α) + α ln(2/) : α > 0, (f, α) ∈ F+
}
= max
x∈X
inf
α>0,(f,α)∈F+
[αΦ(−f/α,A(x)) +G(x) + α ln(2/)] , (16)
and the functions Ψ̂±(·) are convex real-valued. Furthermore, a feasible solution f¯ , κ¯, ρ¯ to the system
of convex constraints
Ψ̂+(f) ≤ ρ− κ, Ψ̂−(f) ≤ ρ+ κ (17)
in variables f , ρ, κ induces estimate
ĝ(ω) = 〈f¯ , ω〉+ κ¯, (18)
of G(x), x ∈ X, with -risk at most ρ¯:
Risk(ĝ(·)|G,X,A,F ,M,Φ) ≤ ρ¯. (19)
Relation (17) (and thus – the risk bound (19)) clearly holds true when f¯ is a candidate solution to
problem (13) and
ρ¯ = Ψ̂(f¯), κ¯ = 12
[
Ψ̂−(f¯)− Ψ̂+(f¯)
]
.
As a result, by properly selecting f¯ we can make (an upper bound on) the -risk of estimate (18)
arbitrarily close to Opt, and equal to Opt when optimization problem (13) is solvable.
For proof, see Appendix A.3.
3.3 Estimation from repeated observations
Assume that in the situation described in Section 3.1 we have access to K observations ω1, ..., ωK
sampled, independently of each other, from a probability distribution P , and are allowed to build
our estimate based on these K observations rather than on a single observation. We can immediately
reduce this new situation to the previous one simply by redefining the data. Specifically, given F ⊂ EF ,
M ⊂ EM , Φ(·; ·) : F × M → R, X ⊂ X ⊂ EX , A(·), G(x) = 〈g, x〉 + c, see Section 3.1, and a
positive integer K, let us replace F ⊂ EF with FK := F × ...×F︸ ︷︷ ︸
K
⊂ EKF := EF × ...× EF︸ ︷︷ ︸
K
, and replace
Φ(·, ·) : F×M→ R with ΦK(fK = (f1, ..., fK);µ) =
∑K
i=1 Φ(fi;µ) : FK×M→ R. It is immediately
seen that the updated data satisfy all requirements imposed on the data in Section 3.1. Furthermore,
for all fK = (f1, ..., fK) ∈ FK , whenever a Borel probability distribution P on EF and x ∈ X satisfy
(11), the distribution PK of K-element i.i.d. sample ωK = (ω1, ..., ωK) drawn from P and x are linked
by the relation
ln
(∫
EKF
e〈f
K ,ωK〉PK(dωK)
)
=
∑
i
ln
(∫
EF
e〈fi,ωi〉P (dωi)
)
≤ ΦK(fK ;A(x)). (20)
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Applying to our new data the construction from Section 3.2, we arrive at “repeated observations”
version of Proposition 3.1. Note that the resulting convex constraints/objectives are symmetric w.r.t.
permutations of the components f1, ..., fK of f
K , implying that we lose nothing when restricting
ourselves with collections fK with equal to each other components; it is convenient to denote the
common value of these components f/K. With these observations, Proposition 3.1 becomes the
statements as follows (we use the assumptions and the notation from the previous section):
Proposition 3.2 In the situation described in Section 3.1, let Φ satisfy the relation (14), and let a
positive integer K be given. Then functions Ψ̂± : EF → R,
Ψ̂+(f) := infα
{
Ψ+(f, α) +K
−1α ln(2/) : α > 0, (f, α) ∈ F+}
= maxx∈X infα>0,(f,α)∈F+
[
αΦ(f/α,A(x))−G(x) +K−1α ln(2/)] ,
Ψ̂−(f) := infα
{
Ψ−(f, α) +K−1α ln(2/) : α > 0, (f, α) ∈ F+
}
= maxx∈X infα>0,(f,α)∈F+
[
αΦ(−f/α,A(x)) +G(x) +K−1α ln(2/)]
are convex and real valued. Furthermore, let f¯ , κ¯, ρ¯ be a feasible solution to the system of convex
constraints
Ψ̂+(f) ≤ ρ− κ, Ψ̂−(f) ≤ ρ+ κ (21)
in variables f , ρ, κ. Then, setting
ĝ(ωK) =
〈
f¯ ,
1
K
∑K
i=1
ωi
〉
+ κ¯, (22)
we get an estimate of G(x), x ∈ X, via independent K-repeated observations
ωi ∼ P, i = 1, ...,K
with -risk at most ρ¯, meaning that whenever a Borel probability distribution P is associated with
x ∈ X in the sense of (11), one has
ProbωK∼PK
{
ωK : |ĝ(ωK)−G(x)| > ρ¯} ≤ .
Relation (21) clearly holds true when f¯ is a candidate solution to the convex optimization problem
Opt = min
f
{
Ψ̂(f) := 12
[
Ψ̂+(f) + Ψ̂−(f)
]}
(23)
and
ρ¯ = Ψ̂(f¯), κ¯ = 12
[
Ψ̂−(f¯)− Ψ̂+(f¯)
]
.
As a result, properly selecting f¯ , we can make (an upper bound on) the -risk of estimate ĝ(·) arbitrarily
close to Opt, and equal to Opt when optimization problem (23) is solvable.
From now on, if otherwise is not explicitly stated, we deal with K-repeated observations; to get back
to single-observation case, it suffices to set K = 1.
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4 Application: estimating linear form of parameters of sub-Gaussian
distributions
4.1 Situation
We are about to apply construction form Section 3 in the situation where our observation is sub-
Gaussian with parameters affinely parameterized by signal x, and our goal is to recover a linear
function of x. Specifically, consider the situation described in Section 3, with the data as follows:
• F = EF = Rd, M = EM = Rd × Sd+, Φ(h;µ,M) = hTµ + 12hTMh : Rd × (Rd × Sd+) → R (so
that S[F ,M,Φ] is the family of all sub-Gaussian distributions on Rd);
• X = X ⊂ EX = Rnx is a nonempty convex compact set, and
• A(x) = (Ax+a,M(x)), where A is d×nx matrix, and M(x) is affinely depending on x symmetric
d× d matrix such that M(x) is  0 when x ∈ X,
• G(x) is an affine function on EX .
Same as in Section 3, our goal is to recover the value of a given linear function G(y) = gT y + c at
unknown signal x ∈ X via K-repeated observation ωK = (ω1, ..., ωK) with ωi drawn, independently
across i, from a distribution P which is associated with x, which now means “is sub-Gaussian with
parameters (Ax + a,M(x)).” We refer to Gaussian case as to the special case of the just described
problem, where the distribution P associated with signal x is exactly N (Ax+ a,M(x)).
In the case in question Φ(0;µ,M) = 0, so that (14) takes place, and the left hand sides in the
constraints (21) are
Ψ̂+(f) = supx∈X infα>0
{
fT [Ax+ a] + 12αf
TM(x)f +K−1α ln(2/)−G(x)}
= maxx∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2
+ fT [Ax+ a]−G(x)
}
,
Ψ̂−(f) = supx∈X infα>0
{−fT [Ax+ a] + 12αfTM(x)f +K−1α ln(2/) +G(x)}
= maxx∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2 − fT [Ax+ a] +G(x)} .
Thus, system (21) reads
aT f + max
x∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2
+ fTAx−G(x)
}
≤ ρ− κ,
−aT f + max
x∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2 − fTAx+G(x)} ≤ ρ+ κ.
We arrive at the following version of Proposition 3.2:
Proposition 4.1 In the situation described above, given  ∈ (0, 1), let f¯ be a feasible solution to the
convex optimization problem
Opt = min
f∈Rd
{
Ψ̂(f) := 12
[
Ψ̂+(f) + Ψ̂−(f)
]}
(24)
where
Ψ̂+(f) = max
x∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2
+ fTAx−G(x)
}
+ aT f,
Ψ̂−(f) = max
y∈X
{[
2K−1 ln(2/)fTM(x)f
]1/2 − fTAy +G(y)}− aT f.
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Let us set
κ¯ = 12
[
Ψ̂−(f¯)− Ψ̂+(f¯)
]
, ρ¯ = Ψ̂(f¯).
Then the -risk of the affine estimate
ĝ(ωK) =
1
K
K∑
i=1
f¯Tωi + κ¯,
taken w.r.t. the data listed in the beginning of this section, is at most ρ¯.
It is immediately seen that optimization problem (24) is solvable, provided that
⋂
x∈X
Ker(M(x)) = {0},
and an optimal solution f∗ to the problem, taken along with
κ∗ = 12
[
Ψ̂−(f∗)− Ψ̂+(f∗)
]
, (25)
yields the affine estimate
ĝ∗(ω) =
1
K
K∑
i=1
fT∗ ωi + κ∗
with -risk, w.r.t. the data listed in the beginning of this section, at most Opt.
Consistency. We can easily answer the natural question “when the proposed estimation scheme is
consistent”, meaning that for every  ∈ (0, 1), it allows to achieve arbitrarily small -risk, provided that
K is large enough. Specifically, if we denote G(x) = gTx + c, from Proposition 4.1 it is immediately
seen that a sufficient condition for consistency is the existence of f¯ ∈ Rd such that f¯TAx = gTx
for all x ∈ X − X , or, equivalently, that g is orthogonal to the intersection of the kernel of A with
the linear span of X − X . Indeed, under this assumption, for every fixed  ∈ (0, 1) we clearly have
limK→∞ Φ̂(f¯) = 0, implying that limK→∞Opt = 0, with Ψ̂ and Opt given by (24). The condition in
question is necessary for consistency as well, since when the condition is violated, we have Ax′ = Ax′′
for properly selected x′, x′′ ∈ X with G(x′) 6= G(x′′), making low risk recovery of G(x), x ∈ X ,
impossible already in the case of zero noise observations (i.e., those where the observation stemming
from signal x ∈ X is identically equal to Ax+ a)5.
Direct product case. Further simplifications are possible in the direct product case, where, in
addition to what was assumed in the beginning of Section 4,
• EX = EU × EV and X = U × V , with convex compact sets U ⊂ EU = Rnu and V ⊂ EV = Rnv ,
• A(x = (u, v)) = [Au+ a,M(v)] : U × V → Rd × Sd, with M(v)  0 for v ∈ V ,
• G(x = (u, v)) = gTu+ c depends solely on u, and
It is immediately seen that in the direct product case problem (24) reads
Opt = min
f∈Rd
{
1
2
[
φU (A
T f − g) + φU (−AT f + g)
]
+ max
v∈V
[
2K−1 ln(2/)fTM(v)f
]1/2}
, (26)
5Note that in the Gaussian case with M(x) depending on x the above condition is, in general, not necessary for
consistency, since a nontrivial information on x (and thus on G(x)) can, in principle, be extracted from the covariance
matrix M(x) which can be estimated from observations.
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where
φU (h) = max
u∈U
uTh.
Assuming
⋂
v∈V Ker(M(v)) = {0}, the problem is solvable, and its optimal solution f∗ gives rise to
the affine estimate
ĝ∗(ωK) =
1
K
∑
i
fT∗ ωi + κ∗, κ∗ = 12 [φU (−AT f∗ + g)− φU (AT f∗ − g)]− aT f∗ − c,
with -risk ≤ Opt.
Near-optimality. In addition to the assumption that we are in the direct product case, assume for
the sake of simplicity, that M(v)  0 whenever v ∈ V . In this case (24) reads
Opt = min
f
max
v∈V
{
Θ(f, v) := 12 [φU (A
T f − g) + φU (−AT f + g)] +
[
2K−1 ln(2/)fTM(v)f
]1/2}
,
whence, taking into account that Θ(f, v) clearly is convex in f and concave in v, while V is a convex
compact set, by Sion-Kakutani Theorem we get also
Opt = max
v∈V
{
Opt(v) = min
f
1
2 [φU (A
T f − g) + φU (−AT f + g)] +
[
2K−1 ln(2/)fTM(v)f
]1/2}
. (27)
Now consider the problem of recovering gTu from observation ωi, 1 ≤ i ≤ K, independently of each
other sampled from N (Au+a,M(v)), where unknown u is known to belong to U and v ∈ V is known.
Let ρ(v) be the minimax -risk of the recovery:
ρ(v) = inf
ĝ(·)
{
ρ : ProbωK∼[N (Au+a,M(v))]K{ωK : |ĝ(ωK)− gTu| > ρ} ≤  ∀u ∈ U
}
,
where inf is taken over all Borel functions ĝ(·) : RKd → R. Invoking [26, Proposition 4.1], it is
immediately seen that whenever  < 12 , one has
ρ(v) ≥ qN (1− )√
2 ln(2/)
Opt(v)
where qN (s) is the s-quantile of the standard normal distribution. Since the family of all sub-Gaussian,
with parameters (Au+a,M(v)), u ∈ U , v ∈ V , distributions on Rd contains all Gaussian distributions
N (Au+ a,M(v)) induced by (u, v) ∈ U × V , we arrive at the following conclusion:
Proposition 4.2 In the just described situation, the minimax optimal -risk
Riskopt (K) = inf
ĝ(·)
Risk(ĝ(·)),
of recovering gTu from K-repeated i.i.d. sub-Gaussian, with parameters (Au+a,M(v)), (u, v) ∈ U×V ,
random observations is within a moderate factor of the upper bound Opt on the -risk, taken w.r.t.
the same data, of the affine estimate ĝ∗(·) yielded by an optimal solution to (26). Namely,
Opt ≤
√
2 ln(2/)
qN (1− ) Risk
opt

with the “near-optimality factor”
√
2 ln(2/)
qN (1−) → 1 as → 0.6
6It is worth mentioning that in a more general setting of “good observation schemes,” described in [26], the -risk
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4.2 Numerical illustration
In this section we consider the problem of estimating a linear form of signal x known to belong to a
given convex compact subset X via indirect observations Ax affected by sub-Gaussian “relative noise.”
Specifically, our observation is
ω ∼ SG(Ax,M(x))
where
x ∈ X = {x ∈ Rn : 0 ≤ xj ≤ j−α, 1 ≤ j ≤ n} , M(x) = σ2 n∑
j=1
xjΘj . (28)
Here A ∈ Rd×n and Θj ∈ Sd+, j = 1, ..., n, are given matrices. In other words, we are in the situation
where small signal results in low observation noise. The linear form to be recovered from observation
ω is G(x) = gTx. The entities g,A, {Θj}nj=1 and reals α ≥ 0 (“degree of smoothness”), σ > 0 (“noise
intensity”) are parameters of the estimation problem we intend to process. Parameters g,A,Θj are
generated as follows:
• g ≥ 0 is selected at random and then normalized to have max
x∈X
gTx = 2;
• we consider the case of n > d (“deficient observations”); the d nonzero singular values of A
were set to θ−
i−1
d−1 , 1 ≤ i ≤ d, where “condition number” θ ≥ 1 is a parameter; the orthonormal
systems U and V of the first d left and, respectively, right singular vectors of A were drawn at
random from rotationally invariant distributions;
• positive semidefinite d×d matrices Θj are orthogonal projectors on randomly selected subspaces
in Rd of dimension bd/2c;
• in all experiments, we deal with single-observation case K = 1.
Note that X possesses ≥-largest point x¯, whence M(x)  M(x¯) whenever x ∈ X; as a result, sub-
Gaussian distributions with matrix parameter M(x), x ∈ X, can be thought also to have matrix
parameter M(x¯). One of the goals of the present experiment is to compare the risk of the affine
estimate in the above model to its performance in the “envelope model” ω ∼ SG(Ax,M(x¯)), where
the fact that small signals result in low-noise observations is ignored.
We present in Figure 1 the results of the experiment in which for a given set of parameters
d, n, α, θ and σ we generate 100 random estimation problems – collections {g,A,Θj , j ≤ d}. For
each problem we compute (= 0.01)-risks of two affine in ω estimates of gTx as yielded by optimal
solution to (24): the first – for the problem described above (the left boxplot in each group), and
the second – for the aforementioned “direct product envelope” of the problem, where the mapping
x 7→ M(x) is replaced with x 7→ M̂(x) := M(x¯) (the right boxplot). Note the “noise amplification”
effect (the risk is about 20 times the level σ of the observation noise) and significant variability of
risk across the experiments. Seemingly, both these phenomena are due to deficient observation model
(n > d) combined with “random interplay” between the directions of coordinate axes in Rm (along
these directions, X becomes more and more thin) and the orientation of the kernel of A.
Opt of the affine estimate constructed following the rules in Section 3.3 satisfies the bound
Opt ≤ 2 ln(2/)
ln
(
1
4
) Riskopt
where Riskopt is the corresponding minimax risk.
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Figure 1: Empirical distribution of the 0.01-risk of affine estimation over 100 estimation problems.
[d = 32, n = 48, α = 2, θ = 2] for σ = 0.01 and σ = 0.05. In each group, distribution of risks for the
problem with ω ∼ SG(Ax,M(x)) on the left, for the problem with ω ∼ SG(Ax,M(x¯)) – on the right.
5 Quadratic lifting and estimating quadratic forms
In this section we apply the approach in Section 3 to the situation where, given an i.i.d. sample
ζK = [ζ1; ...; ζK ], ζi ∈ Rd, with distribution Px of ζi depending on an unknown “signal” x ∈ X, our
goal is to estimate a quadratic functional q(x) = xTQx+cTx of the signal. We consider two situations
– the Gaussian case, where Px is a Gaussian distribution with parameters affinely depending on x, and
discrete case where Px is a discrete distribution corresponding to the probabilistic vector Ax, A being
a given stochastic matrix. Our estimation strategy is to apply the techniques developed in Section
3 to quadratic liftings ω of actual observations ζ (e.g., ωi = (ζi, ζiζ
T
i ) in the Gaussian case), so that
the resulting estimates are affine functions of ω’s. We first focus on implementing this program in the
Gaussian case.
5.1 Estimating quadratic forms, Gaussian case
In this section we focus on the problem as follows. Given are
• a nonempty bounded set U ⊂ Rm and a nonempty convex compact set V ⊂ Rk,
• an affine mapping v 7→M(v) : Rk → Sd which maps V onto convex compact subset V of Sd+;
• an affine mapping u 7→ A[u; 1] : Rm → Ω = Rd, where A is a given d× (m+ 1) matrix,
• a “functional of interest”
F (u, v) = [u; 1]TQ[u; 1] + qT v : Rm ×Rk → R, (29)
where Q and q are known (m + 1) × (m + 1) symmetric matrix and k-dimensional vector,
respectively.
• a tolerance  ∈ (0, 1).
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We observe an i.i.d. sample ζK = [ζ1; ...; ζK ], ζi ∈ Rd, with Gaussian distribution Pu,v of ζi depending
on an unknown “signal” (u, v) known to belong to U × V : Pu,v = N (A[u; 1],M(v)). Our goal is to
estimate F (u, v) from observation ζK .
The -risk Risk(ĝ) of a candidate estimate ĝ(·) – a Borel real-valued function on RKd – is defined
as the smallest ρ such that
∀((u, v) ∈ U × V ) : ProbζK∼PKu,v{|ĝ(ζK)− F (u, v)| > ρ} ≤ .
5.1.1 Construction
Our course of actions is as follows.
• We specify convex compact subset Z ⊂ Sm+1 such that
∀u ∈ U : [u; 1][u; 1]T ∈ Z ⊂ Z+ = {Z ∈ Sm+1+ : Zm+1,m+1 = 1}, (30)
matrix Θ∗ ∈ Sd and real δ ∈ [0, 2] such that Θ∗  0 and
∀Θ ∈ V : Θ  Θ∗and ‖Θ1/2Θ−1/2∗ − I‖ ≤ δ;
(cf. section 2.2).
• We set x(u, v) = (v, [u; 1][u; 1]T ), and X = {(v, [u; 1][u; 1]T ) : u ∈ U, v ∈ V }, so that
X ⊂ X := V ×Z ⊂ EX := RK × Sm+1.
We select γ ∈ (0, 1) and set
Hγ = {H ∈ Sd : −γΘ−1∗  H  γΘ−1∗ }, F = Rd ×Hγ ⊂ EF = Rd × Sd,
M = V ×BZBT ⊂ EM = Sd × Sd+1, B = [A; eTm+1] (31)
where em+1 being the (m+ 1)-th canonic basis vector of R
m+1.
• When adding to the above entities function Φ(·; ·)), as defined in (5), we conclude by Proposition
2.1 that M,F and Φ(·; ·) form a regular data such that for all (u, v) ∈ U × V and (h,H) ∈ F ,
ln
(
Eζ∼Pu,v
{
exp{〈(h,H), (ζ, ζζT )〉}}) ≤ Φ (h,H;M(v), B[u; 1][u; 1]TBT ) (32)
where the inner product 〈·, ·〉 on EF is defined as 〈(h,H), (g,G)〉 = hT g + 12Tr(HG), so that
〈(h,H), (ζ, ζζT )〉 = hT ζ + 12ζTHζ.
Observe that A(x = (v, [u; 1][u; 1]T︸ ︷︷ ︸
Z
)) = (M(v), BZBT ) is an affine mapping which maps X into
M, and G(x) : EX → R,
G(x) = Tr(QZ) + qT v = [u; 1]TQ[u; 1] + qT v
is a linear functional on EX .
As a result of the above steps, we get at our disposal entities EX , EM , EF ,F ,M,Φ, X,X ,A(·), G(·)
and  participating in the setup described in Section 3.1, and it is immediately seen that these entities
meet all the requirements imposed by this setup. The bottom line is that the estimation problem
stated in the beginning of this section reduces to the problem considered in Section 3.
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5.1.2 The result
When applying to the resulting data Proposition 3.2 (which is legitimate, since Φ in (5) clearly
satisfies (14)), we arrive at the result as follows:
Proposition 5.1 In the just described situation, let us set
Ψ̂+(h,H) = max
(v,Z)∈V×Z
inf
α>0,
−γαΘ−1∗ HγαΘ−1∗
{
αΦ
(
h
α ,
H
α ;M(v), BZB
T
)−G(v, Z) + αK ln(2 )} ,
Ψ̂−(h,H) = max
(v,Z)∈V×Z
inf
α>0,
−γαΘ−1∗ HγαΘ−1∗
{
αΦ
(− hα ,−Hα ;M(v), BZBT ) +G(v, Z) + αK ln(2 )} .
(33)
so that the functions Ψ̂±(h,H) : Rd × Sd → R are convex. Furthermore, whenever h¯, H¯, ρ¯, κ¯ form a
feasible solution to the system of convex constraints
Ψ̂+(h,H) ≤ ρ− κ, Ψ̂−(h,H) ≤ ρ+ κ (34)
in variables (h,H) ∈ Rd × Sd, ρ ∈ R, κ ∈ R, setting
ĝ(ζK := (ζ1, ..., ζK)) =
1
K
K∑
i=1
[
hT ζi +
1
2ζ
T
i Hζi
]
+ κ¯, (35)
we get an estimate of the functional of interest F (u, v) = [u; 1]TQ[u; 1] + qT v via K independent
observations
ζi ∼ N (A[u; 1],M(v)), i = 1, ...,K,
with -risk not exceeding ρ¯:
∀(u, v) ∈ U × V : ProbζK∼[N (A[u;1],M(v))]K
{|F (u, v)− ĝ(ζK)| > ρ¯} ≤ . (36)
In particular, setting for (h,H) ∈ Rd × Sd
ρ¯ = 12
[
Ψ̂+(h,H) + Ψ̂−(h,H)
]
, κ¯ = 12
[
Ψ̂−(h,H)− Ψ̂+(h,H)
]
, (37)
we obtain an estimate (35) with -risk not exceeding ρ¯.
For proof, see Section A.4.
Remark 5.1 In the situation described in the beginning of this section, let a set W ⊂ U×V be given,
and assume we are interested in recovering functional of interest (29) at points (u, v) ∈W only. When
reducing the “domain of interest” to W , we hopefully can reduce the -risk of recovery. Assuming
that we can point out a convex compact set W ⊂ V ×Z such that
(u, v) ∈W ⇒ (v, [u; 1][u; 1]T ) ∈ W.
it can be straightforwardly verified that in this case the conclusion of Proposition 5.1 remains valid
when the set V × Z in (33) is replaced with W, and the set U × V in (36) is replaced with W . This
modification enlarges the feasible set of (34) and thus reduces the attainable risk bound.
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Discussion. When estimating quadratic forms from K-repeated observations ζK = [ζ1; ...; ζK ] with
i.i.d. ζi we applied “literally” the construction of Section 3.3, thus restricting ourselves with estimates
affine in quadratic liftings ωi = (ζi, ζiζ
T
i ) of ζi’s. As an alternative to such “basic” approach, let
us consider estimates which are affine in the “full” quadratic lifting ω = (ζK , ζK [ζK ]T ) of ζK , thus
extending the family of candidate estimates (what is affine in ω1, ..., ωK , is affine in ω, but not vice
versa, unless K = 1). Note that this alternative is covered by our approach – all we need, is to replace
the original components d, M(·), V, A of the setup of this section with their extensions
d+ = Kd, M+(v) = Diag{M(v), ...,M(v)︸ ︷︷ ︸
K
},
V+ = M+(V ) = {Θ = Diag{M(v), ...,M(v)}, v ∈ V }, A+ = [A; ...;A],
and set K to 1.
It is easily seen that such modification can only reduce the risk of the resulting estimates, the price
being the increase in design dimension (and thus in computational complexity) of the optimization
problems yielding the estimates. To illustrate the difference between two approaches, consider the
situation (to be revisited in Section 5.2) where we are interested to recover the energy uTu of a signal
u ∈ Rm from observation
ζ = u+ ξ, ξ ∼ N (0,Θ) (38)
where Θ is (unknown) diagonal matrix with diagonal entries from the range [0, σ2], and a priori
information about u is that ‖u‖2 ≤ R for some known R. Assume that (cf. Section 5.2.2) m ≥
16 ln(2/), where  ∈ (0, 1) is a given reliability tolerance and that R2 ≥ mσ2. Under these assumptions
one can easily verify that in the single-observation case the -risks of both the “plug-in” estimate ζT ζ
and of the estimate yielded by the proposed approach are, up to absolute constant factors, the same as
the optimal -risk, namely, O(1)R, R = σ2m+σR√ln(2/). Now let us look at the case K = 2 where
we observe two independent copies, ζ1 and ζ2, of observation (38). Here the -risks of the “naive”
plug-in estimate 12 [ζ
T
i ζ1 + ζ
T
2 ζ2], and of the estimate obtained by applying our “basic” approach with
K = 2 are just by absolute constant factors better than in the single-observation case – both these
risks still are O(1)R. In contrast to this, an “intelligent” plug-in 2-observation estimate ζT1 ζ2 has risk
O(1)σ(R + σ
√
m)
√
ln(2/) whenever R ≥ 0, which is much smaller than R when m  ln(2/σ) and
R
√
ln(2/)  σm. It is easily seen that with the outlined alternative implementation, our approach
also results in estimate with “correct” -risk O(1)σ(R+ σ
√
m)
√
ln(2/).
5.1.3 Consistency
We are about to present a simple sufficient condition for the estimator suggested by Proposition 5.1
to be consistent, in the sense of Section 4. Specifically, assume that
A.1. V = {v¯} is a singleton such that M(v¯)  0, which allows to satisfy (3) with Θ∗ = M(v¯) and
δ = 0, same as allows to assume w.l.o.g. that
F (u, v) = [u; 1]TQ[u; 1], G(x = (v, Z)) = Tr(QZ);
A.2. the first m columns of the d× (m+ 1) matrix A are linearly independent.
The consistency of our estimation procedure is given by the following simple statement:
Proposition 5.2 In the just described situation and under assumptions A.1–2, given  ∈ (0, 1), con-
sider the estimate
ĝK(ζ
K) =
1
K
K∑
i=1
[h¯T ζi +
1
2ζ
T
i H¯ζi] + κK ,
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where
κK = 12
[
Ψ̂−(h¯, H¯)− Ψ̂+(h¯, H¯)
]
and Ψ̂± = Ψ̂K± are given by (33). Then the -risk of ĝK,(·) goes to 0 as K →∞.
For proof, see Section A.5.
5.2 Numerical illustration, direct observations
5.2.1 The problem
Our first illustration is deliberately selected to be extremely simple: given direct noisy observation
ζ = u+ ξ
of unknown signal u ∈ Rm known to belong to a given set U , we want to recover the “energy” uTu of
u; what we are interested in, is the quadratic in ζ estimate with as small -risk on U as possible; here
 ∈ (0, 1) is a given design parameter. Note that we are in the situation where the dimension d of the
observation is equal to the dimension m of the signal underlying observation. The details of our setup
are as follows:
• U is the “spherical layer” U = {u ∈ Rm : r2 ≤ uTu ≤ R2}, where r,R, 0 ≤ r < R < ∞ are
given. As a result, the “main ingredient” of constructions in Section 5.1 – the convex compact
subset Z of Z+ containing all matrices [u; 1][u; 1]T , u ∈ U , see (30), can be specified as
Z = {Z ∈ Sm+1+ : Zm+1,m+1 = 1, 1 + r2 ≤ Tr(Z) ≤ 1 +R2};
• ξ ∼ N (0,Θ), with matrix Θ known to be diagonal with diagonal entries satisfying θσ2 ≤ Θii ≤
σ2, 1 ≤ i ≤ d = m, with known θ ∈ [0, 1] and σ2 > 0. In terms the setup of Section 5.1, we are
in the case where V = {v ∈ Rm : θσ2 ≤ vi ≤ σ2, i ≤ m}, and M(v) = Diag{v1, ..., vm};
• the functional of interest is F (u, v) = uTu, i.e., is given by (29) with Q = Im and q = 0.
5.2.2 Processing the problem
It is easily seen that in the situation in question the construction in Section 5.1 boils down to the
following:
1. We lose nothing when restricting ourselves with estimates of the form
ĝ(ζ) =
η
2
ζT ζ + κ, (39)
with properly selected scalars η and κ;
2. η and κ are supplied by the convex optimization problem (with just 3 variables α+, α−, η)
min
α±,η
{
Ψ̂(α+, α−, η) = 12
[
Ψ̂+(α+, η) + Ψ̂−(α−, η)
]
: σ2|η| < α±
}
, (40)
where
Ψ̂+(α+, η) = −mα+2 ln(1− σ2η/α+) + m2 σ2(1− θ) max[−η, 0] + mδ(2+δ)σ
4η2
2(α+−σ2|η|)
+ max
r2≤t≤R2
[[
α+η
2(α+−σ2η) − 1
]
t
]
+ α+ ln(2/)
Ψ̂−(α−, η) = −mα−2 ln(1 + σ2η/α−) + m2 σ2(1− θ) max[η, 0] + mδ(2+δ)σ
4η2
2(α−−σ2|η|)
+ max
r2≤t≤R2
[[
− α−η
2(α−+σ2η) + 1
]
t
]
+ α− ln(2/),
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with δ = 1−√θ. Specifically, the η-component of a feasible solution to (40) augmented by the
quantity
κ =
1
2
[
Ψ̂−(α−, η)− Ψ̂+(α+, η)
]
yields estimate (39) with -risk on U not exceeding Ψ̂(α+, α−, η);
The “energy estimation” problem where ξ ∼ N (0, σ2Im) with σ2 known to belong to a given range
is well studied in the literature. Available results investigate analytically the interplay between the
dimension m of signal, the range of noise intensity σ2 and the parameters R, r,  and offer provably
optimal, up to absolute constant factors, estimates. For example, consider the case with r = 0, and
θ = 0, and assume for the sake of definiteness that R2 ≥ σ2m (otherwise already the trivial – identically
zero – estimate is near optimal) and that we are in “high dimensional regime,” i.e., m ≥ 16 ln(2/). It
is well known that in this case the optimal -risk, up to absolute constant factor, is σ2m+σR
√
ln(2/)
and is achieved, again, up to absolute constant factor, at the “plug-in” estimate x̂(ζ) = ζT ζ. It is
easily seen that under the circumstances similar risk bound holds true for the estimate (39) yielded
by the optimal solution to (40).
A nice property of the proposed approach is that (40) automatically takes care of the parameters
and results in estimates with seemingly near-optimal performance, as is witnessed by the numerical
results we present below.
5.2.3 Numerical results
In the experiments we are reporting on, we compute, for different sets of parameters m, r, R and θ
(σ = 1 in all experiments) the 0.01-risk attainable by the proposed estimators in the Gaussian case –
the optimal values of the problem (40), along with “suboptimality ratios” of such risks to the lower
bounds on the best possible under circumstances 0.01-risks.
To compute these lower bounds we use the following construction. Consider the problem of esti-
mating ‖u‖22, u ∈ U = {u : r ≤ ‖u‖2 ≤ R} given observation ω = N (u, ϑIm), with ϑ ∈ [θ, 1]. Same
as in Section 4, the optimal -risk Riskopt for this problem is defined as the infimum of the -risk over
all estimates. Now let us select somehow the r1, r2, r ≤ r1 < r2 ≤ R, and σ1, σ2, θ ≤ σ1, σ2 ≤ 1, and
let P1 and P2 be two distributions of observations as follows: Pχ is the distribution of random vector
ω = η + ξ, where η and ξ are independent, η is uniformly distributed over the sphere ‖η‖2 = rχ, and
ξ ∼ N (0, σ2χIm), χ = 1, 2. It is immediately seen that if there is no test which can decide on the
hypotheses H1 : ω ∼ P1, and H2 : ω ∼ P2 via observation ω with total risk ≤ 2 (defined as the sum,
over our two hypotheses, of probabilities to reject the hypothesis when it is true), the quantity
r22−r21
2
is a lower bound on the optimal -risk Riskopt . In other words, denoting by pχ(·) the density of Pχ,
we have
0.02 <
∫
Rd
min[p1(ω), p2(ω)]dω ⇒ Riskopt0.01 ≥
r22 − r21
2
.
Now, the densities pχ are spherically symmetric, whence, denoting by qχ(·) the univariate density of
the energy ωTω of observation ω ∼ Pχ, we have∫
Rd
min[p1(ω), p2(ω)]dω =
∫ ∞
0
min[q1(s), q2(s)]ds,
and we conclude that
0.02 <
∫ ∞
0
min[q1(s), q2(s)]ds⇒ Riskopt0.01 ≥
r22 − r21
2
. (41)
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On a closest inspection, qχ is the convolution of two univariate densities representable by explicit
computation-friendly formulas, implying that given r1, r2, σ1, σ2, we can check numerically whether
the premise in (41) indeed takes place; whenever this is the case, the quantity
r22−r21
2 is a lower bound
on Riskopt0.01. In our experiments, we used a simple search strategy (not described here) aimed at crude
maximizing this bound in r1, r2, σ1, σ2 and used the resulting lower bounds on Risk
opt
0.01 to compute
the suboptimality ratios.7
In Figures 2–4 we present some typical simulation results illustrating dependence of risks on prob-
lem dimension m (Figure 2), on ratio r/R (Figure 3), and on parameter θ (Figure 4). Different curves
in each plot correspond to different values of the parameter R varying in {16, 32, 64, 128, 256, 512},
other parameters being fixed. We believe that quite moderate values of the optimality ratios presented
in the figures (these results are typical for a much larger series of experiments we have conducted)
attest a rather good performance of the proposed apparatus.
102 103
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1.5
Figure 2: Estimation risks as functions of problem dimension m and R ∈ {16, 32, 64, 128, 256, 512} (different
curves); other parameters: r/R = 0.5, and θ = 1.0. Left plot: estimation risks; right plot: suboptimality ratios.
5.3 Numerical illustration, indirect observations
5.3.1 The problem
The estimation problem we address in this section is as follows. Our observations are
ζ = Pu+ ξ, (42)
where
• P is a given d×m matrix, with m > d (“under-determined observations”),
• u ∈ Rm is a signal known to belong to a given compact set U ,
• ξ ∼ N (0,Θ) is the observation noise; Θ is positive semidefinite d× d matrix known to belong to
a given convex compact set V ⊂ Sd+.
7The reader should not be surprised by the “singular numerical spectrum” of optimality ratios: our lower bounding
scheme was restricted to identify actual optimality ratios among the candidate values 1.05i, i = 1, 2, ...
19
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
101
102
103
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1
1.1
1.2
1.3
1.4
1.5
1.6
Figure 3: Estimation risks as functions of the ratio r/R and R ∈ {16, 32, 64, 128, 256, 512} (different curves);
other parameters: m = 512, and θ = 1.0. Left plot: estimation risks; right plot: suboptimality ratios.
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Figure 4: Estimation risks as functions of θ and R ∈ {16, 32, 64, 128, 256, 512} (different curves); other
parameters: m = 512, and r/R = 0.5. Left plot: estimation risks; right plot: suboptimality ratios.
Our goal is to estimate the energy
F (u) =
‖u‖22
m
of the signal given a single observation (42).
In our experiment, the data is specified as follows:
1. We assume that u ∈ Rm is a discretization of a smooth function x(t) of continuous argument
t ∈ [0; 1]: ui = x( im), 1 ≤ i ≤ m, and use in the role of U ellipsoid {u ∈ Rm : ‖Su‖22 ≤ 1}
with S selected to make U a natural discrete-time version of the Sobolev-type ball {x : [x(0)]2 +
[x′(0)]2 +
∫ 1
0 [x
′′(t)]2dt ≤ 1}.
2. d×m matrix P is of the form UDV T , where U and V are randomly selected d× d and m×m
orthogonal matrices, and the d diagonal entries in diagonal d × m matrix D are of the form
ϑ−
i−1
d−1 , 1 ≤ i ≤ d; the “condition number” ϑ of P is a design parameter.
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3. The set V of allowed values of the “covariance” matrices Θ is the set of all diagonal d×d matrices
with diagonal entries varying in [0, σ2], with the “noise intensity” σ being a design parameter.
5.3.2 Processing the problem
Our estimating problem clearly is covered by the setups considered in Section 5.1. In terms of these
setups, we specify Θ∗ as σ2Id, V as V, and M(v) as the identity mapping of Sd onto itself; the mapping
u 7→ A[u; 1] becomes the mapping u 7→ Pu, while the set Z (which should be a convex compact subset
of the set {Z ∈ Sd+1+ : Zd+1,d+1 = 1} containing all matrices of the form [u; 1][u; 1]T , u ∈ U) becomes
the set
Z = {Z ∈ Sd+1+ : Zd+1,d+1 = 1,Tr
(
ZDiag{STS, 0}) ≤ m}.
As suggested by Proposition 5.1, linear in “lifted observation” ω = (ζ, ζζT ) estimates of F (u) = 1m‖u‖22
stem from the optimal solution (h∗, H∗) to the convex optimization problem
Opt = min
h,H
1
2 [Ψ̂+(h,H) + Ψ̂−(h,H)], (43)
with Ψ̂±(·) given by (33) as applied with K = 1. The resulting estimate is
ζ 7→ hT∗ ζ + 12ζTH∗ζ + κ, κ = 12 [Ψ̂−(h∗, H∗)− Ψ̂+(h∗, H∗)] (44)
and the -risk of the estimate is (upper-bounded by) Opt.
Problem (43) is a well-structured convex-concave saddle point problem and as such is beyond
the “immediate scope” of the standard Convex Programming software toolboxes primarily aimed
at solving well-structured convex minimization problems. However, applying conic duality, one can
easily eliminate in (33) the inner maxima over v, Z ro arrive at the reformulation which can be solved
numerically by CVX [20], and this is how (43) was processed in our experiments.
5.3.3 Numerical results
To quantify the performance of the proposed approach, we present, along with the upper risk bounds,
simple lower bounds on the best -risk achievable under the circumstances. The origin of these lower
bounds is as follows. Let w ∈ U with t(w) = ‖Pw‖2, and let ρ = 2σqN (1 − ) where qN (·) is the
standard normal quantile:
Probξ∼N (0,1){ξ ≤ qN (p)} = p ∀p ∈ (0, 1).
Then for θ(w) = max[1 − ρ/t(w), 0], we have w′ := θ(w)w ∈ U , and ‖Pw − Pw′‖2 ≤ ρ. The latter,
due to the origin of ρ, implies that there is no test which decides on the hypotheses u = w and u = w′
via observation Pu+ ξ, ξ ∼ N (0, σ2Id), with risk < . As an immediate consequence, the quantity
φ(w) :=
1
2
[‖w‖22 − ‖w′‖22] = ‖w‖22[1− θ2(w)]/2
is a lower bound on the -risk, on U , of a whatever estimate of ‖u‖22. We can now try to maximize
the resulting lower risk bound over U , thus arriving at the lower bound
LwBnd = max
w∈U
{
1
2‖w‖22(1− θ2(w))
}
.
On a closest inspection, the latter problem is not a convex one, which does not prevent us from
building its suboptimal solution.
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Note that in our experiments even with fixed design parameters d,m, θ, σ, we still deal with
families of estimation problems differing from each other by their “sensing matrices” P ; orientation
of the system of right singular vectors of P with respect to the axes of U is random, so that these
matrices varies essentially from simulation to simulation, which affects significantly the attainable
estimation risks. We display in Figure 5 typical results of our experiments. We see that the (theoretical
upper bounds on the) -risks of our estimates, while varying significantly with the parameters of the
experiment, all the time stay within a moderate factor from the lower risk bounds.
(a) (b)
Figure 5: Empirical distribution of the 0.01-risk over 20 random estimation problems, σ = 0.025. (a): upper
risk bound Opt as in (43); (b) corresponding suboptimality ratios.
5.4 Estimation of quadratic functionals of a discrete distribution
In this section we consider the situation as follows: we are given an d×m “sensing matrix” A which
is stochastic – with columns belonging to the probabilistic simplex ∆d = {v ∈ Rd : v ≥ 0,
∑
i vi = 1},
and a nonempty closed subset U of ∆m, along with a K-repeated observation ζ
K = (ζ1, ..., ζK) with
ζi, 1 ≤ i ≤ K, drawn independently across i from the discrete distribution µ = Au∗, where u∗ is an
unknown probabilistic vector (“signal”) known to belong to U . We always assume that K ≥ 2. We
treat a discrete distribution on d-point set as a distribution Pµ on the d vertices e1, ..., ed of ∆d, so
that possible values of ζi are basic orths e1, ..., ed in R
d with Probζ∼µ(ζ = ej) = µj . Our goal is to
recover from observation ζK the value at u∗ of a given quadratic form
F (u) = uTQu+ 2qTu.
5.4.1 Construction
Observe that for u ∈ ∆m, we have u = [uuT ]1m, where 1m is the all-ones vector in Rm. This
observation allows to rewrite F (u) as a homogeneous quadratic form:
F (u) = uT Q¯u, Q¯ = Q+ [q1Tm + 1mq
T ]. (45)
Our goal is to construct an estimate ĝ(ζK) of F (u), specifically, estimate of the form
ĝ(ζK) = Tr(hω[ζK ]) + κ
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where ω[ζK ] is the “quadratic lifting” of observation ζK (cf. (6)):
ω[ζK ] =
2
K(K − 1)
∑
1≤j<j≤M
ωij [ζ
K ], ωij [ζ
K ] = 12 [ζiζ
T
j + ζjζ
T
i ], 1 ≤ i < j ≤ K,
and h ∈ Sm and κ ∈ R are the parameters of the estimate. To this end
• we set x(u) = uuT , with X = {uuT : u ∈ U}, and specify a convex compact subset X of the
intersection of the “symmetric matrix simplex” ∆m ⊂ Sm (see (7)) and the cone Sm+ of positive
semidefinite matrices such that X ⊂ X ⊂ EX := Sm. We put F = EF := Sd, andM = ∆d, thus
AXAT ⊂M ⊂ EM := Sd.
• By Proposition 2.2, F , M and Φ(·; ·), as defined in (8), form a regular data such that setting
M = bK/2c, for all u ∈ U and h ∈ Sd it holds
ln
(
Eζ∼Pu
{
exp{〈h, ω[ζK ]〉}}) ≤ ΦM (h;AuuTAT )[
ΦM (h;Z) = M ln
(∑
i,j Zij exp{M−1hij}
)
: Sd ×∆d → R
]
.
(46)
where 〈h,w〉 = Tr(hw) is the Frobenius inner product on Sd.
Observe that for x ∈ EX , x 7→ A(x) = AxAT is an affine mapping from X into M, and setting
G(x) = 〈Q¯, x〉 : EX → R,
we get a linear functional on EX such that we ensure that
G(uuT ) = 〈Q¯, uuT 〉 = F (u).
The relation Φ(0, z) = 0 ∀z ∈ M being obvious, Proposition 2.2 combines with Proposition 3.1 to
yield the following result.
Proposition 5.3 In the situation in question, given  ∈ (0, 1), let M = M(K) = bK/2c, and let
Ψ+(h, α) = max
x∈X
[
αΦM (h/α,AxA
T )− Tr(Q¯x)] : Sd × {α > 0} → R,
Ψ−(h, α) = max
x∈X
[
αΦM (−h/α,AxAT ) + Tr(Q¯x)
]
: Sd × {α > 0} → R
Ψ̂+(h) := inf
α>0
{Ψ+(h, α) + α ln(2/)}
= max
x∈X
inf
α>0
[
αΦM (h/α,AxA
T )− Tr(Q¯x) + α ln(2/)]
= max
x∈X
inf
β>0
[
βΦ1(h/β,AxA
T )− Tr(Q¯x) + β
M
ln(2/)
]
[β = Mα],
Ψ̂−(h) := inf
α>0
{Ψ−(h, α) + α ln(2/)}
= max
x∈X
inf
α>0
[
αΦM (−h/α,AxAT ) + Tr(Q¯x) + α ln(2/)
]
= max
x∈X
inf
β>0
[
βΦ1(−h/β,AxAT ) + Tr(Q¯x) + β
M
ln(2/)
]
[β = Mα].
The functions Ψ̂± are real valued and convex on Sm, and every candidate solution h¯ to the convex
optimization problem
Opt = min
h
{
Ψ̂(h) := 12
[
Ψ̂+(h) + Ψ̂−(h)
]}
, (47)
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induces the estimate
ĝh¯(ζ
K) = Tr(h¯ω[ζK ]) + κ(h¯), κ(h) =
Ψ̂−(h)− Ψ̂+(h)
2
,
of the functional of interest (45) via observation ζK with -risk on U not exceeding ρ¯ = Ψ̂(h¯):
∀(u ∈ U) : ProbζK∼PKu {|F (u)− ĝh¯(ζK)| > ρ¯} ≤ .
5.4.2 Numerical illustration
To illustrate the above construction, consider the following problem: we observe independent across
k ≤ K realizations ζk of discrete random variable ζ taking values 1, ..., d. The distribution p ∈ ∆d of
ζ is linearly parameterized by “signal” u which itself is a probability distribution on “discrete square”
Ω = Ξ× Ξ, Ξ = {1, ...,m}:
pi =
∑
1≤r,s≤m
Ap,rsurs, 1 ≤ i ≤ d.
Here Ai,rs ≥ 0 are known coefficients such that
∑
iAi,rs = 1 for all (r, s) ∈ Ω. Now, given two sets
I ⊂ Ξ and J ⊂ Ξ, consider the events I = I × Ξ ⊂ Ω and J = Ξ × J ⊂ Ω. Our objective is to
quantify the deviation of these events, the probability distribution on Ω being u, from independence,
specifically, to estimate, via observations ζ1, ..., ζK , the quantity
FIJ(x) =
∑
(r,s)∈I×Jurs −
[∑
(r,s)∈I×Ξurs
] [∑
(r,s)∈Ξ×Jurs
]
which is a quadratic function of u. In the experiments we report below, this estimation was carried
out via a straightforward implementation of the construction presented earlier in this section. Our
setup was as follows:
1. We use d = m2. d×d column-stochastic “sensing matrix” A 8 corresponding to the “mixed-noise
observations” [33, 34] is generated according to A = θId+(1−θ)D, with column-stochastic d×d
matrix D, θ ∈ [0, 1] being our control parameter. D was selected at random, by normalizing
columns of a d×d matrix with independent entries drawn from the uniform distribution on [0, 1];
2. We set
X = {x ∈ Sd : xrs,r′s′ ≥ 0 ∀r, s, r′, s′ ≤ m, x  0,
∑
1≤r,s,r′,s′≤m
xrs,r′s′ = 1}
which is the simplest convex outer approximation of the set {uuT : u ∈ ∆d}.
3. We use I = J = {1, 2, 3} ⊂ Ξ = {1, 2, ..., 8},  = 0.01, m = 8 (i.e., d = 64).
We present in Figure 6 the results of experiments for θ taking values in {0.00, 0.25, 0.50, 0, 75, 1.00}.
Other things being equal, the smaller θ, the larger is the condition number cond(A) of the sensing
matrix, and thus the larger is the (upper bound on the) risk of our estimate – the optimal value of
(47). Note that the variation of Fij over X is exactly 1/2, so the maximal risk is ≤ 1/4. It is worthy
to note that simple (if compared, e.g., to much more involved results of [22]) bounds in Proposition
2.2 for Laplace functional of order-2 U -statistics distribution result in fairly good approximations of
the risk of our estimate (cf. the boxplots of empirical distributions of the estimation error in the right
plot of Figure 6).
8we identify the m×m “discrete square” Ω with {1, ..., d}, which allows to treat a probability distribution u on Ω as
a vector from ∆d.
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Figure 6: Estimation of “independence defect.” (a): Upper risk bound (value Opt in (47)) of linear estimate
as a function of condition number cond(A); data for K = 2 · 103, 2 · 104 and 2 · 105. (b): risk of linear
estimation as function of K along with boxplots of empirical error distributions for 100 simulations (θ = 0.1,
cond(A) = 39.2).
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A Proofs
From now on, we use the notation
Z(u) = uuT .
A.1 Proof of Proposition 2.1
Proposition 2.1 is nothing but [9, Proposition 4.1.(i)]; to make the paper self-contained, we reproduce
the proof below.
We start with proving item (i) of Proposition.
10. For any θ, h ∈ Rd, Θ ∈ Sd+ and H ∈ Sd such that −I ≺ Θ1/2HΘ1/2 ≺ I we have
Ψ(h,H; θ,Θ) := ln
(
Eζ∼N (θ,Θ)
{
exp{hT ζ + 12ζTHζ}
})
= ln
(
Eξ∼N (0,I)
{
exp{hT [θ + Θ1/2ξ] + 12 [θ + Θ1/2ξ]TH[θ + Θ1/2ξ]
})
= − 12 ln Det(I −Θ1/2HΘ1/2) + hT θ + 12θTHθ + 12 [Hθ + h]TΘ1/2[I −Θ1/2HΘ1/2]−1Θ1/2[Hθ + h]
= − 12 ln Det(I −Θ1/2HΘ1/2) + 12 [θ; 1]T
[
H h
hT
]
[θ; 1]
+ 12 [θ; 1]
T
[
[H,h]TΘ1/2[I −Θ1/2HΘ1/2]−1Θ1/2[H,h]
]
[θ; 1]. (48)
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Observe that for H ∈ Hγ we have Θ1/2[I −Θ1/2HΘ1/2]−1Θ1/2 = [Θ−1−H]−1  [Θ−1∗ −H]−1, so that
(48) implies that for all θ ∈ Rd, Θ ∈ V, and (h,H) ∈ F ,
Ψ(h,H; θ,Θ) ≤ − 12 ln Det(I −Θ1/2HΘ1/2) + 12 [θ; 1]T
[[
H h
hT
]
+ [H,h]T [Θ−1∗ −H]−1[H,h]
]
︸ ︷︷ ︸
P [H,h]
[θ; 1]
= − 12 ln Det(I −Θ1/2HΘ1/2) + 12Tr(P [H,h]Z([θ; 1]))
= − 12 ln Det(I −Θ1/2HΘ1/2) + Γ(h,H;Z([θ; 1])). (49)
20. We need the following
Lemma A.1 Let Θ∗ be a d× d symmetric positive definite matrix, let δ ∈ [0, 2], and let V be a closed
convex subset of Sd+ such that
Θ ∈ V ⇒ {Θ  Θ∗} & {‖Θ1/2Θ−1/2∗ − I‖ ≤ δ} (50)
(cf. (3)). Let also Ho := {H ∈ Sd : −Θ−1∗ ≺ H ≺ Θ−1∗ }. Then for all (H,Θ) ∈ Ho × V,
− 12 ln Det(I −Θ1/2HΘ1/2) ≤ Υ(H; Θ), (51)
where
Υ(H; Θ) = − 12 ln Det(I −Θ1/2∗ HΘ1/2∗ ) + 12Tr([Θ−Θ∗]H) +
δ(2 + δ)‖Θ1/2∗ HΘ1/2∗ ‖2F
2(1− ‖Θ1/2∗ HΘ1/2∗ ‖)
(here ‖ · ‖ is the spectral, and ‖ · ‖F - the Frobenius norm of a matrix).
In addition, Υ(H,Θ) is continuous function on Ho × V which is convex in H ∈ Ho and concave
(in fact, affine) in Θ ∈ V
Proof. For H ∈ Ho and Θ ∈ V fixed we have
‖Θ1/2HΘ1/2‖ = ‖[Θ1/2Θ−1/2∗ ][Θ1/2∗ HΘ1/2∗ ][Θ1/2Θ−1/2∗ ]T ‖
≤ ‖Θ1/2Θ−1/2∗ ‖2‖Θ1/2∗ HΘ1/2∗ ‖ ≤ ‖Θ1/2∗ HΘ1/2∗ ‖ =: d(H)
with d(H) < 1 for H ∈ Ho (we have used the fact that 0  Θ  Θ∗ implies ‖Θ1/2Θ−1/2∗ ‖ ≤ 1). Noting
that ‖AB‖F ≤ ‖A‖‖B‖F , a similar computation yields
‖Θ1/2HΘ1/2‖F ≤ ‖Θ1/2∗ HΘ1/2∗ ‖F =: D(H) (52)
Besides this, setting F (X) = − ln Det(X) : int Sd+ → R and equipping Sd with the Frobenius inner
product, we have∇F (X) = −X−1, so that with R0 = Θ1/2∗ HΘ1/2∗ , R1 = Θ1/2HΘ1/2, and ∆ = R1−R0,
we have for properly selected λ ∈ (0, 1) and Rλ = λR0 + (1− λ)R1:
F (I −R1) = F (I −R0 −∆) = F (I −R0) + 〈∇F (I −Rλ),−∆〉 = F (I −R0) + 〈(I −Rλ)−1,∆〉
= F (I −R0) + 〈I,∆〉+ 〈(I −Rλ)−1 − I,∆〉.
We conclude that
F (I −R1) ≤ F (I −R0) + Tr(∆) + ‖I − (I −Rλ)−1‖F ‖∆‖F . (53)
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Denoting by µi the eigenvalues of Rλ and noting that ‖Rλ‖ ≤ max[‖R0‖, ‖R1‖] = d(H) we get
|µi| ≤ d(H). Therefore, the eigenvalues
νi = 1− 1
1− µi = −
µi
1− µi
of I − (I −Rλ)−1 satisfy
|νi| ≤ |µi|/(1− µi) ≤ |µi|/(1− d(H)),
whence
‖I − (I −Rλ)−1‖F ≤ ‖Rλ‖F /(1− d(H)).
Noting that ‖Rλ‖F ≤ max[‖R0‖F , ‖R1‖F ] ≤ D(H), see (52), we conclude that
‖I − (I −Rλ)−1‖F ≤ D(H)/(1− d(H)),
and when substituting into (53) we get
F (I −R1) ≤ F (I −R0) + Tr(∆) +D(H)‖∆‖F /(1− d(H)). (54)
Furthermore, because by (3) the matrix D = Θ1/2Θ
−1/2
∗ − I satisfies ‖D‖ ≤ δ,
∆ = Θ1/2HΘ1/2︸ ︷︷ ︸
R1
−Θ1/2∗ HΘ1/2∗︸ ︷︷ ︸
R0
= (I +D)R0(I +D
T )−R0 = DR0 +R0DT +DR0DT .
Consequently,
‖∆‖F ≤ ‖DR0‖F + ‖R0DT ‖F + ‖DR0DT ‖F ≤ [2‖D‖+ ‖D‖2]‖R0‖F
≤ δ(2 + δ)‖R0‖F = δ(2 + δ)D(H).
This combines with (54) and the relation
Tr(∆) = Tr(Θ1/2HΘ1/2 −Θ1/2∗ HΘ1/2∗ ) = Tr([Θ−Θ∗]H)
to yield
F (I −R1) ≤ F (I −R0) + Tr([Θ−Θ∗]H) + δ(2 + δ)
1− d(H)‖Θ
1/2
∗ HΘ
1/2
∗ ‖2F ,
and we arrive at (51). It remains to prove that Υ(H; Θ) is convex-concave and continuous on Ho×V.
The only component of this claim which is not completely evident is convexity of the function in
H ∈ Ho. To see that it is indeed the case, note that ln Det(·) is concave on the interior of the
semidefinite cone, function f(u, v) = u
2
1−v is convex and nondecreasing in u, v in the convex domain
Π = {(u, v) : u ≥ 0, v < 1}, and the function ‖Θ
1/2
∗ HΘ
1/2
∗ ‖2F
1−‖Θ1/2∗ HΘ1/2∗ ‖
is obtained from f by convex substitution
of variables H 7→ (‖Θ1/2∗ HΘ1/2∗ ‖F , ‖Θ1/2∗ HΘ1/2∗ ‖) mapping Ho into Π. 
30. Combining (51), (49), (5) and the origin of Ψ, see (48), we conclude that for all (θ,Θ) ∈ Rd × V
and (h,H) ∈ F = Rd ×Hγ),
ln
(
Eζ∼N (θ,Θ)
{
exp{hT ζ + 12ζTHζ}
}) ≤ Φ(h,H; Θ, Z([θ; 1])).
To complete the proof of (i), all we need is to verify the claim that F ,M+,Φ is regular data, which
boils down to checking that Φ : F × M+ → R is continuous and convex-concave. Let us verify
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convexity-concavity and continuity. Recalling that Υ(H; Θ) : F × V → R indeed is convex-concave
and continuous, the verification in question reduces to checking that Γ(h,H;Z) is convex-concave and
continuous on (Rd ×Hγ)×Z+. Continuity and concavity in Z being evident, all we need to prove is
that whenever Z ∈ Z+, the function ΓZ(h,H) := Γ(h,H;Z) is convex in (h,H) ∈ F = Rd ×Hγ . By
the Schur Complement Lemma, we have
G := {(h,H,G) : G  P [H,h]} =
(h,H,G) :
 G− [ H hhT ] [H,h]T
[H,h] Θ−1∗ −H
  0
 ,
implying that G is convex. Now, since Z  0 due to Z ∈ Z+ ⊂ Sm+1+ , we have
{(h,H, τ) : (h,H) ∈ Hγ , τ ≥ ΓZ(h,H)} = {(h,H, τ) : (h,H) ∈ Hγ , ∃G : G  P [H,h], 2τ ≥ Tr(ZG)},
and because G is convex, so is the epigraph of ΓZ , as claimed. Item (i) of Proposition 2.1 is proved.
40. It remains to verify item (ii) of Proposition 2.1 stating that Φ is coercive in h,H. Let Θ ∈ V, Z ∈
Z+, and (hi, Hi) ∈ Rd×Hγ with ‖(hi, Hi)‖ → ∞ as i→∞, and let us prove that Φ(hi, Hi; Θ, Z)→∞.
Looking at the expression for Φ(hi, Hi; Θ, Z), it is immediately seen that all terms in this expression,
except for the terms coming from Γ(hi, Hi;Z), remain bounded as i grows, so that all we need to verify
is that Γ(hi, Hi;Z) → ∞ as i → ∞. Observe that the sequence {Hi}i is bounded due to Hi ∈ Hγ ,
implying that ‖hi‖2 → ∞ as i → ∞. Denoting by e the last basic orth of Rd+1 and taking into
account that the matrices [Θ−1∗ −Hi]−1 satisfy αId  [Θ−1∗ −Hi]−1  βId for some positive α, β due
to Hi ∈ Hγ , observe that[[
Hi hi
hTi
]
+ [Hi, hi]
T [Θ−1∗ −Hi]−1 [Hi, hi]
]
︸ ︷︷ ︸
Pi
=
[
hTi [Θ
−1
∗ −Hi]−1hi
]︸ ︷︷ ︸
αi‖hi‖22
eeT +Ri,
where αi ≥ α > 0 and ‖Ri‖F ≤ C(1 + ‖hi‖2). As a result,
Γ(hi, Hi;Z) ≥ Tr(ZPi) = Tr(Z[αi‖hi‖22eeT +Ri])
≥ αi‖hi‖22 Tr(ZeeT )︸ ︷︷ ︸
=Zm+1,m+1=1
−‖Z‖F ‖Ri‖F ≥ α‖hi‖22 − C(1 + ‖hi‖2)‖Z‖F ,
and the concluding quantity tends to ∞ as i→∞ due to ‖hi‖2 →∞, i→∞. 
A.2 Proof of Proposition 2.2
Continuity and convexity-concavity of Φ and ΦM are obvious. Let us verify relations (9). Let us fix
µ ∈ ∆d, and let and ζK ∼ PKµ . Let us denote SK the set of all permutations σ of {1, ...,K}, and let
ωσ[ζK ] =
1
M
M∑
k=1
ωσ2k−1σ2k [ζ
K ], σ ∈ SK .
By the symmetry argument we clearly have
∑
σ∈SK
M∑
k=1
ωσ2k−1σ2k [ζ
K ] = N
∑
1≤i 6=j≤K
ζiζ
T
j = 2N
∑
1≤i<j≤K
ωij [ζ
K ],
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where N is the number of permutations σ ∈ SK such that a particular pair (i, j), 1 ≤ i 6= j ≤ K is
met among the pairs (σ2k−1, σ2k), 1 ≤ k ≤ M . Comparing the total number of ωij-terms in the left
and the right hand sides of the latter equality, we get Card(SK)M = NK(K − 1), which combines
with the equality itself to imply that
2
K(K − 1)
∑
1≤i<j≤K
ωij [ζ
K ] =
1
Card(SK)
∑
σ∈SK
1
M
M∑
k=1
ωσ2k−1σ2k [ζ
K ] =
1
Card(SK)
∑
σ∈SK
ωσ[ζK ]. (55)
Let σid be the identity permutation of 1, ...,K. Due to (55) we have
EζK∼PKµ
{
exp{Tr(Hω[ζK ])}} = EζK∼PKµ
exp
 1Card(SK) ∑
σ∈SK
Tr(Hωσ[ζK ])


[by the Ho¨lder inequality] ≤
∏
σ∈SK
[
EζK∼PKµ
{
exp
{
Tr(Hωσ[ζK ])
}}]1/Card(SK)
[because ωσ[ζK ] are equally distributed ∀σ] = EζK∼PKµ
{
exp{Tr(Hωσid [ζK ])}}
[by definition of ωσid [·]] = EζK∼PKµ
{
M∏
k=1
exp
{
1
M
Tr(Hω2k−1,2k[ζK ])
}}
[since ζ1, ..., ζK are i.i.d.] =
[
Eζ2∼P 2µ
{
exp{Tr((H/M)ω12[ζ2])}
}]M
. (56)
The distribution of the random variable ω12[ζ
2] = 12 [ζ1ζ
T
2 + ζ2ζ
T
1 ], ζ
2 ∼ P 2µ , clearly is PZ[µ], so that
ln
(
Eζ2∼P 2µ
{
exp{Tr((H/M)ω12[ζ2])}
})
= ln
(
EW∼PZ[µ] {exp{Tr((H/M)W )}}
)
= ln
 d∑
i,j=1
eM
−1Hijµiµj
 = Φ(H/M ;Z(µ)).
The latter relation combines with (56) to imply (9). 
A.3 Proof of Proposition 3.1
Let us first verify the identities (15) and (16). The function
Θ(f, α;x) = αΦ(f/α,A(x))−G(x) + α ln(2/) : F+ ×X → R
is convex-concave and continuous, and X is compact. Hence, by Sion-Kakutani Theorem,
Ψ̂+(f) := infα {Ψ+(f, α) + α ln(2/) : α > 0, (f, α) ∈ F+}
= infα>0,(f,α)∈F+ maxx∈X Θ(f, α;x) = supx∈X infα>0,(f,α)∈F+ Θ(f, α;x)
= supx∈X infα>0,(f,α)∈F+ [αΦ(f/α,A(x))−G(x) + α ln(2/)] ,
as required in (15). As we know, Ψ+(f, α) is a real-valued continuous function on F+, so that Ψ̂+ is
convex on EF , provided that the function is real-valued. Now, let x¯ ∈ X , and let ψ be a subgradient
of φ(f) = Φ(f ;A(x¯)) taken at f = 0. For f ∈ EF and all α > 0 such that (f, α) ∈ F+ we have
Ψ+(f, α) ≥ αΦ(f/α;A(x¯))−G(x¯) + α ln(2/)
≥ α[Φ(0;A(x¯)) + 〈ψ, f/α〉]−G(x¯) + α ln(2/) ≥ 〈ψ, f〉 −G(x¯)
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(we have used (14)). Therefore, Ψ+(f, α) is below bounded on the set {α > 0 : f/α ∈ F}. In addition,
this set is nonempty, since F contains a neighbourhood of the origin. Thus, Ψ̂+ is real-valued and
convex on EF . Verification of (16) and of the fact that Ψ̂−(f) is a real-valued convex function on EF
is completely similar.
Now, given a feasible solution (f¯ , κ¯, ρ¯) to (17), let us select somehow ρ˜ > ρ¯. Taking into account
the definition of Ψ̂±, we can find α¯ and β¯ such that
(f¯ , α¯) ∈ F+ and Ψ+(f¯ , α¯) + α¯ ln(2/) ≤ ρ˜− κ¯,
(f¯ , β¯) ∈ F+ and Ψ−(f¯ , β¯) + β¯ ln(2/) ≤ ρ˜+ κ¯,
implying that the collection (f¯ , α¯, β¯, κ¯, ρ˜) is a feasible solution to (57). We need the following state-
ment.
Lemma A.2 Given  ∈ (0, 1), let f¯ , α¯, β¯, κ¯, ρ˜ be a feasible solution to the system of convex con-
straints
(a) (f, α) ∈ F+, α ln(/2) ≥ Ψ+(f, α)− ρ+ κ,
(b) (f, β) ∈ F+, β ln(/2) ≥ Ψ−(f, β)− ρ− κ, (57)
in variables f , α, β, ρ, κ. Then the -risk of the estimate ĝ(ω) = 〈f¯ , ω〉+ κ¯, is at most ρ˜.
Proof. Let  ∈ (0, 1), f¯ , α¯, β¯, κ¯, ρ˜ satisfy the premise of Lemma, and let x ∈ X,P satisfy (11). We
have
Probω∼P {ĝ(ω) > G(x) + ρ˜} ≤
[∫
e〈f¯ ,ω〉/α¯P (dω)
]
e−
G(x)+ρ˜−κ¯
α¯ ≤ eΦ(f¯/α¯,A(x))e−G(x)+ρ˜−κ¯α¯ .
Thus
α¯ ln (Probω∼P {ĝ(ω) > G(x) + ρ˜}) ≤ α¯Φ(f¯/α¯,A(x))−G(x)− ρ˜+ κ¯
[by definition of Ψ+ and due to x ∈ X] ≤ Ψ+(f¯ , α¯)− ρ˜+ κ¯
[by (57.a)] ≤ α¯ ln(/2),
and we conclude that
Probω∼P {ĝ(ω) > G(x) + ρ˜} ≤ /2.
Similarly,
Probω∼P {ĝ(ω) < G(x)− ρ˜} ≤
[∫
e−〈f¯ ,ω〉/β¯P (dω)
]
e
−−G(x)+ρ˜+κ¯
β¯ ≤ eΦ(−f¯/β¯,A(x))e
G(x)−ρ˜−κ¯
β¯ ,
whence
β¯ ln (Probω∼P {ĝ(ω) < G(x)− ρ˜}) ≤ β¯Φ(−f¯/β¯,A(x)) +G(x)− ρ˜− κ¯
[by definition of Ψ− and due to x ∈ X] ≤ Ψ−(f¯ , β¯)− ρ˜− κ¯
[by (57.b)] ≤ β¯ ln(/2),
so that
Probω∼P {ĝ(ω) < G(x)− ρ˜} ≤ /2. 
When invoking Lemma A.2, we get
Probω∼P {ω : |ĝ(ω)−G(x)| > ρ˜} ≤ 
for all (x ∈ X,P ∈ P) satisfying (11). Since ρ˜ can be selected arbitrarily close to ρ¯, ĝ(·) indeed is a
(ρ¯, )-accurate estimate. 
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A.4 Proof of Proposition 5.1
Under the premise of the proposition, let us fix u ∈ U , v ∈ V , so that x := (v, Z(u) := [u; 1][u; 1]T ) ∈ X.
Denoting by P = Pu,v the distribution of ω := (ζ, ζζ
T ) with ζ ∼ N (A[u; 1],M(v)), and invoking (5),
we see that for just defined (x, P ), relation (11) takes place. Applying Proposition 3.2, we conclude
that
ProbζK∼[N (A[u;1],M(v))]K
{|ĝ(ζK)−G(x)| > ρ¯} ≤ .
It remains to note that by construction it holds
G (x = (v, Z([u; 1]))) = qT v+Tr(QZ([u; 1])) = qT v+Tr(Q[u; 1][u; 1]T ) = qT v+[u; 1]TQ[u, 1] = F (u, v).
The “in particular” part of proposition is immediate – with ρ and κ given by (37), h,H, ρ,κ clearly
satisfy (34). 
A.5 Proof of Proposition 5.2
10. By A.2, the columns of (d+ 1)× (m+ 1) matrix B, see (31), are linearly independent, so that
we can find (m + 1)× (d + 1) matrix C such that CB = Im+1. Let us define (h¯, H¯) ∈ Rd × Sd from
the relation [
H¯ h¯
h¯T
]
= 2[CTQC]o, (58)
where for (d+ 1)× (d+ 1) matrix S, So is the matrix obtained from S by replacing the entry Sd+1,d+1
with zero.
20. Let us fix  ∈ (0, 1). Setting
ρK =
1
2
[
Ψ̂K+ (h¯, H¯) + Ψ̂
K
− (h¯, H¯)
]
and invoking Proposition 5.1, all we need to prove is that in the case of A.1-2 one has
lim sup
K→∞
[
Ψ̂K+ (h¯, H¯) + Ψ̂
K
− (h¯, H¯)
]
≤ 0. (59)
To this end note that in our current situation, (5) and (33) simplify to
Φ(h,H;Z) = − 12 ln Det(I −Θ1/2∗ HΘ1/2∗ ) + 12Tr
(
Z
(
BT
[[
H h
hT
]
+ [H,h]
T
[Θ−1∗ −H]−1 [H,h]
]
B
)
︸ ︷︷ ︸
P [H,h]
)
,
Ψ̂K+ (h,H) = inf
α
{
max
Z∈Z
[
αΦ(h/α,H/α;Z)− Tr(QZ) +K−1α ln(2/)] : α > 0,−γαΘ−1∗  H  γαΘ−1∗ } ,
Ψ̂K− (h,H) = inf
α
{
max
Z∈Z
[
αΦ(−h/α,−H/α;Z) + Tr(QZ) +K−1α ln(2/)] : α > 0,−γαΘ−1∗  H  γαΘ−1∗ } .
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Hence,[
Ψ̂K+ (h¯, H¯) + Ψ̂
K
− (h¯, H¯)
]
≤ inf
α
{
max
Z1,Z2∈Z
[
αΦ(h¯/α, H¯/α;Z1)− Tr(QZ1) + Φ(−h¯/α,−H¯/α;Z2) + Tr(QZ2)
+2K−1α ln(2/)
]
: α > 0,−γαΘ−1∗  H¯  γαΘ−1∗
}
= inf
α
max
Z1,Z2∈Z
{
− 12α ln Det
(
I − [Θ1/2∗ H¯Θ1/2∗ ]2/α2
)
+ 2K−1α ln(2/) + Tr(Q[Z2 − Z1])
+ 12
[
αTr
(
Z1P [H¯/α, h¯/α]
)
+ αTr
(
Z2P [−H¯/α,−h¯/α]
)]
: α > 0,−γαΘ−1∗  H¯  γαΘ−1∗
}
= inf
α
max
Z1,Z2∈Z
{
− 12α ln Det
(
I − [Θ1/2∗ H¯Θ1/2∗ ]2/α2
)
+ 2K−1α ln(2/)
+ Tr(Q[Z2 − Z1]) + 12Tr([Z1 − Z2]BT
[
H¯ h¯
h¯T
]
B)︸ ︷︷ ︸
T [Z1,Z2]
+ 12Tr
(
Z1B
T [H¯, h¯]T [αΘ−1∗ − H¯]−1[H¯, h¯]B
)
+ 12Tr
(
Z2B
T [H¯, h¯]T [αΘ−1∗ + H¯]
−1[H¯, h¯]B
)
: α > 0,−γαΘ−1∗  H¯  γαΘ−1∗
}
(60)
By (58) we have 12B
T
[
H¯ h¯
h¯T
]
B = BT [CTQC + J ]B, where the only nonzero entry, if any, in the
(d+ 1)× (d+ 1) matrix J is Jd+1,d+1. Due to the structure of B, see (31), we conclude that the only
nonzero element, if any, in J¯ = BTJB is J¯m+1,m+1, and that
1
2B
T
[
H¯ h¯
h¯T
]
B = (CB)TQ(CB) + J¯ = Q+ J¯
(recall that CB = Im+1). Now, whenever Z ∈ Z, one has Zm+1,m+1 = 1, whence
1
2Tr([Z1 − Z2]BT
[
H¯ h¯
h¯T
]
B) = Tr([Z1 − Z2]Q) + Tr([Z1 − Z2]J¯) = Tr([Z1 − Z2]Q),
implying that the quantity T [Z1, Z2] in (60) is zero, provided Z1, Z2 ∈ Z. Consequently, (60) becomes[
Ψ̂K+ (h¯, H¯) + Ψ̂
K
− (h¯, H¯)
]
≤ inf
α
max
Z1,Z2∈Z
{
− 12α ln Det
(
I − [Θ1/2∗ H¯Θ1/2∗ ]2/α2
)
+ 2K−1α ln(2/)
+ 12Tr
(
Z1B
T [H¯, h][αΘ−1∗ − H¯]−1[H¯, h¯]TB
)
+ 12Tr
(
Z2B
T [H¯, h¯]T [αΘ−1∗ + H¯]
−1[H¯, h¯]B
)
: α > 0,−γαΘ−1∗  H¯  γαΘ−1∗
}
(61)
Now, for appropriately selected independent of K real c > 0 we have for α ≥ c:
− 12α ln Det
(
I − [Θ1/2∗ H¯Θ1/2∗ ]2/α2
)
≤ c/α,
and
1
2Tr
(
Z1B
T [H¯, h¯]T [αΘ−1∗ − H¯]−1[H¯, h¯]B
)
+ 12Tr
(
Z2B
T [H¯, h¯]T [αΘ−1∗ + H¯]
−1[H¯, h¯]B
) ≤ c/α
for all Z1, Z2 ∈ Z (recall that Z is bounded). Consequently, given ω > 0, we can find α = αω > 0
large enough to ensure that
−γαωΘ−1∗  H¯  γαωΘ−1∗ and 2c/αω ≤ ω,
which combines with (61) to imply that[
Ψ̂K+ (h¯, H¯) + Ψ̂
K
− (h¯, H¯)
]
≤ ω + 2K−1αω ln(2/),
and (59) follows. 
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