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A bstract
SUPERCONDUCTING SYSTEMS OF LOW 
DIMENSIONALITY
M. Zafer Gedik 
Pli. D. in Physics 
Supervisor: Prof. Salim Çiraci 
September 1992
It is possible to call the last five years as the golden age of superconductivity. 
The two most important developments in the field are the discovery of copper 
oxide and fullerene superconductors. In this work, some possible pairing 
mechanisms for these materials ai’e examined by giving emphasis on the reduced 
dimensionality. First, an older problem, spatially separated electron-hole system, 
is investigated to identify the possible phases in coupled double quantum well 
structures in electric field. Secondly, the superconducting transition temperature 
and response to external magnetic fields of layered systems with varying number 
of layers are studied by means of a microscopic model and its Ginzburg- 
Landau version. It is also shown that an interlayer pairing mechanism, phonon 
assisted tunneling, can induce superconductivity. Finally, effects of the spherical 
structure of fullerenes are examined by solving a two fermion problem on 
an isolated molecule where the particles interact via a short range attractive 
potential. As a possible mechanism of superconductivity in alkali metal doped 
fullerenes, coupling between electrons and the radial vibrations of the molecule 
is investigated.
K eyw ords: Superconductivity, coupled double quantum wells, spatially 
separated electron-hole system, Kosterlitz-Thouless transition, 
Wigner crystal, exciton condensation, layered superconductors, 
superconductor-insulator superlattices, superconducting thin 
films, high temperature superconductors, phonon assisted 
tunneling, electron-phonon interaction, fullerenes, bound-state 
formation, polaron, negative U Hubbard model.
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ö z e t
DUŞUK BOYUTLU USTUNILETKEN SİSTEMLER
M. Zafer Gedik 
Fizik Doktora
Tez Yöneticisi: Prof. Salim Çıracı 
' Eylül 1992
Son beş yılı üstüniletkenliğin altın devri olarak adlandırmak mümkündür. 
Bu alandaki en önemli iki gelişme bakır oksit ve fullerene üstüniletkenlerin 
bulunuşudur. Bu çalışmada, düşük boyutluluk vurgulanarak, bu malzemelerdeki 
bazı olası çift oluşturma mekanizmalari incelendi, ilk olarak, etkileşen kuvantum 
kuyu çiftlerinin elektrik alanındaki mümkün fazlarını belirleyebilmek için, eski 
bir problem, uzayda ayrılmış elektron-delik sistemi çalışıldı, ikinci olarak, 
mikroskopik bir model ve bu modelin Ginzbur-Landau şekliyle, değişken sayıda 
tabakalardan oluşan yapıların üstüniletkenlik geçiş sıcaklıkları ve dış manyetik 
alanlara tepkileri araştırıldı. Ayrıca bir tabakalar arası çiftleşme mekanizmasının, 
fonon aracılı tünelleme, üstüniletkenliğe yol açabileceği gösterildi. Son olarak, 
fullerene moleküllerinin küresel şekillerinin etkileri bir molekül üzerinde kısa 
menzilli çekici bir potensiyelle etkileşen iki fermiyon problemi çözülerek incelendi. 
Alkali metal katkılı fullerene'lerde gözlenen üstüniletkenliğin mümkün bir 
mekanizması olarak, elektronlarla moleküllerin ışınsal yöndeki titreşimlerinin 
etkileşimleri araştırıldı.
m
Anahtar
sözcükler: Ustüniletkenlik, etkileşen kuvantum kuyu çiftleri, uzayda 
ayrılmış elektron-delik sistemleri, Kosterlitz-Thouless geçişi, 
Wigner kristali, uyartı yoğunlaşması, tabakalı üstüniletkenler, 
üstüniletken-yalıtkan üstünörgüleri, üstüniletken ince film­
leri, yüksek sıcaklık üstüniletkenleri, fonon aracılı tünelleme, 
elektron-fonon etkileşimi, /u//erene’ler, bağlı-durum oluşumu, 
polaron, negatif U Hubbard modeli.
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C hapter 1
Introduction
Dimensionality, namely the number of space dimensions, of a quantum 
mechanical system is one of the most important parameters in determining the 
dynamical behavior. There are several manifestations of the dimensionality in 
both single and many particle systems. The latter is especially important, because 
all the macroscopic systems fall in this category. In this introductory chapter we 
are going to mention some of the dimensional effects which turn out to be very 
important. We will mainly concentrate on many particle systems where a new 
parameter, temperature, enters into the picture and hence thermal fluctuations 
become effective along with the quantum fluctuations.
Although we live in a three dimensional (3D) space, there are several situations 
in which the effective dimensionality is lower than that. Let us consider for 
example a system for which the Schrôdinger equation is separable in x·, y and z 
directions so that the energy eigenvalues can be written as E = Ex Ey E;;¡. 
Each Ei is determined by the associated Schrôdinger equation and the boundary 
conditions. According to quantum mechanics, E{ can change only in certain 
quanta which can not be smaller than say AEi. For example, for a particle in a 
box AEi  is proportional to the inverse square of the size of the box, while for a 
free particle AE{ —> 0. The criterion determining the effective dimensionality of 
a quantum mechanical system is the relative magnitudes of AEi's. Let us think 
of a situation in which A E ,  >> AEx, AEy. For low lying excitations the presence
1
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of z degree of freedom is immaterial. Because, excitations into higher levels in 
this direction are extremely unlikely. This is the case for example for a particle 
confined between two infinite walls perpendicular to z-axis. Thus, we end up with 
a two dimensional (2D) system as long as we deal with low energy excitations. 
Decreasing AEz, we observe a transition from 2D to 3D. For the particle between 
walls, this corresponds to the increasing interwall distance. Confining the particle 
in more number of directions, we can create one and zero dimensional (ID and 
OD) structures.
As we have mentioned above, when AE.  is reduced we go from 2D behavior 
to 3D. However, what dimension to assign to the system in between is not clear. 
In several cases, it is possible to assign a nontrivial dimension, which can be 
fractional also. For example, it is possible to show that the free energy of a 
system composed of weakly interacting 2D Bose gas layers is equivalent to the 
free energy of a (2 + e)D Bose gas where the small parameter e increases with the 
increasing interlayer separation.^ The concept of fractional dimensionality has 
been successfully used in several branches of physics. This method is especially 
useful in solving problems in a different dimensionality, which is presumably easier 
to do, and finding the solution of the original problem by analytic continuation. 
Dimensionality is a nonperturbative parameter, and therefore the dimensional 
expansion provide accurate nonperturbative analytic results. For example, in 
D-dimensional Euclidean space, we can start from a OD quantum field theory as 
the unperturbed problem, which is the simplest interacting quantum field theory 
that can be solved in closed form.
A familiar example for the effects of dimensionality in a single particle problem 
is bound state formation. A particle moving in a short range attractive potential 
forms a bound state if the attraction is very strong. However, what is not obvious 
is the behavior of the particle for a weak potential. It turns out that in ID and 
2D, a bound state is always formed, no matter how weak the attractive interaction 
is.^’^  On the other hand, in the 3D case, it is necessary for the potential to be 
stronger than a threshold in order to observe the same phenomenon. Furthermore, 
that kind of behavior is independent of the detailed structure of the system. It is
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possible to verify the same theorem on a lattice instead of a continuum problem.“*
Due to their large number of degrees of freedom, many particle systems exhibit 
a rich variety of phenomena originating from reduced dimensionality. Some of 
these effects are observable even at a classical level. The relations between the 
critical points of a periodic function and the dimensionality of the domain on 
which it is defined have found many applications both in classical problems like 
the vibration spectra of crystals®’*^ and in quantum mechanical phenomena such 
as the electronic energy levels in a solid. According to a general theorem of 
M o rse ,any  periodic function of more than one independent variable has at 
least a certain number of saddle points which depends only on the number of 
independent variables, namely dimensionality. The idea in this topological work 
is that the existence of some critical points necessitates the existence of others. 
Therefore, independent of the detailed structure of the crystal, it is possible to 
obtain important information on the nature of the singularities in the density of 
states for vibrational or electronic spectra.
Another important phenomenon, which is specific to 2D systems, is the 
existence of topological long range order.® It has been known for a long time 
that in 2D solids due to the thermal motion of low energy phonons, there can not 
be long range order.^ Reduced dimensionality causes the mean square deviation 
of atoms from their equilibrium positions to increase logarithmically with the 
size of the system.*® Similarly, it can be shown that there is no spontaneous 
magnetization in a 2D Heisenberg magnet** and the expectation value of the 
superfluid order parameter for 2D Bose liquid vanishes.*^ In spite of the fact that 
in 2D systems thermal fluctuations destroy all of the above mentioned long range 
orders, Kosterlitz and Thouless showed that for short range interactions a new 
kind of order, so called topological order, can exist and there is a phase transition 
associated with this ordering.®
The idea of Kosteiiitz and Thouless was that above a certain temperature the 
entropy term in the free energy expression dominates and therefore it allows the 
creation of excitations whose formation energy changes with the logarithm of the 
size of the system. In 2D crystal these excitations are dislocations, in magnets
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they are vortices characterized by the phase of the spins going through an integer 
times 2tt when a closed path around a vortex is followed and in superfluids they 
are simply the vortices due to the circular motion of superfluid. The common 
property of these excitations is that formation energy U of one excitation is 
proportional to the logarithm of the size of the 2D system. As can be seen from 
the free energy expression F = U — T S , the second contribution to F  comes from 
entropy S, where T  is the temperature. However, entropy is nothing but the 
logarithm of the number of available states for the excitations. Thus, the entropy 
term also changes with the logarithm of the size of the system. From the free 
energy expression we see that at high temperatures the entropy term takes over 
and isolated vortices occur. If the interactions between the dislocations or vortices 
are weak, the above expression can be used to predict the critical temperature at 
which isolated excitation are formed.
In crystal, presence of free dislocations imply that the system is not rigid 
because dislocations can move to the edges under the influence of an arbitrarily 
small shear stress and this motion produces a viscous flow. Below the critical 
temperature, the dislocations can occur only in pairs. The energy of a pair is 
finite in contrast to that of an isolated dislocation and therefore pairs can exist at 
any nonzero temperature. The critical temperature at which dislocation pairs are 
broken has been identified as the melting temperature of the 2D crystal. Later, 
Halperin and Nelson have pointed out that the transition to isotropic fluid phase 
occurs after a second step at which not only the translational but also rotational 
order disappears.H ow ever, melting in 2D is still one of the fields with several 
open problems.
Similar arguments can be used to understand the physics of the vortex 
unbinding transition or so called Kosterlitz-Thouless transition in neutral and 
charged superfluids, i.e. superconductors.In  this case, the problem has direct 
relation to the practical use of superconductors. Because, the finite resistance 
in superconductors is associated with the motion of vortices. In thin films, the 
vortices can occur even in the absence an external magnetic field because the 
free energy for creation of a vertex can become very small. In superconductors.
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vortex unbinding is observable in spite of the fact that flux lines have finite energy 
which depends on the penetration d e p th .T h e  cause of the transition is that at 
small distances the interaction of two vortices in a superconductor has the same 
distance dependence as the interaction of vortices in neutral superfluid.
In addition to the thermal fluctuations which can exist even in classical 2D 
systems, e.g. a 2D crystal, there are quantum fluctuations that play an important 
role in quantum systems even at zero temperature. Quantum fluctuations exist at 
any dimension but their importance increases with decreasing dimensionality. A 
very useful example to understand the role of quantum fluctuations is spin system. 
Spin is a quantum mechanical degree of freedom and its proper treatment forces 
us to introduce vector wave functions. We expect thiit if the spin S  increases, 
so does the effective dimensionality of the system, because with increasing S  
we gain a new degree of freedom changing from —S  to S  which is very similar 
to the spatial coordinates. In fact, this is very well demonstrated by the spin 
wave theory developed by Anderson^*  ^ and Kubo''^ to study the ground state of 
antiferromagnets with large 5. In spin wave theory, it is assumed that there is an 
antiferromagnetic long range order in the ground state and that the amplitude of 
quantum fluctuations about the classical Neel state is small. Then, an expansion 
is done in powers of 1/zS, where z is the coordination number which we can 
view of as dimensionality D also. It is seen that spin S  and dimensionality D 
enters on equal footing. For low S  or low D systems, quantum fluctuations are 
expected to be very important. For example, the ground state of the spin-1/2 
antiferromagnetic Heisenberg chain, as has been shown by Bethe,^® is not the 
classical Neel state but a superposition of spin singlets formed by two by two 
combinations of spins. In the 3D case, the antiferromagnetic Heisenberg model 
for S '=l/2, admits a ground state with a long range order.^^ So far, no rigorous 
proof is available for the same model on a 2D square lattice, which is a model of 
great interest due to its possible relation to copper oxide superconductors.^®
Finally, before presenting the relation of the above phenomena to the 
superconducting systems of low dimensionality, we will mention another property 
of 2D systems: fractional statistics. 2D systems, or in field theory language
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2+1 (2 space and 1 time) dimensional systems, display some peculiar quantum 
mechanical phenomena. All of these phenomena, like massive gauge fields and 
soluble quantum gravity, are results of the special structure of rotation, Lorentz 
and Poincare groups and also the existence of local, Lorentz invariant interactions, 
so called Chern-Simons and Hopf topological interactions, exhibiting very unusual 
behaviors under CP and general coordinate transformations. We will consider the 
implications of the peculiar structure of the spatial rotation group S0(2). The 
group is Abelian and has a continuum of representations and hence there is no 
reason for angular momentum to be quantized. The absence of quantization 
can be seen in a very simple way. In the S0(2) case, we walk on a ring where 
we reach the same final point independent of the order of the steps once their 
lengths and directions are fixed while for S0(3) the motion is on the surface of 
a sphere and the final point to be reached depends very strongly on the order 
of the steps. In the latter cause,“ the components of the the generator of the 
rotations, namely angular momentum operator, do not commute but instead 
satisfy the well known commutation relations leading to the quantization of 
angular momentum. In summary, in 2D systems angular momentum can take any 
value. This property has very far reaching results due to possible extension of the 
spin-statistics^theorem. Since the quantum states can have angular momentum 
which is neither integer nor half-integer, they will be neither bosons nor fermions. 
Thus, we end up with anyons obeying a new statistics, so that when two of these 
particles are exchanged the many body wave function gains a phase ex\:>{i(j)) where 
(j) need not be 0 or tt in contrast to bosons and fermions.
In the last five years, two new classes of superconductors have been discovered: 
copper oxides and fullerenes. Both classes of materials are low dimensional 
structures and they have very high superconducting critical temperatures. The 
copper oxide compounds are layered systems. The layers are composed of copper 
and oxygen atoms, and current carriers are confined into these planes. Therefore, 
depending upon the strength of the interlayer coupling, the system has an 
eifective dimensionality between 2D and 3D as we are going to study in detail in 
Chapter 3. As a result we expect to observe some dimensional effects. In fact.
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the Kosterlitz-Thouless type of resistivity versus temperature curves of copper 
oxide superconductors supports this expectation. Melting of the flux lattice in 
the mixed state is still one of the problems of great interest. 2D Hubbard and 
as a limiting case of it Heisenberg models have been studied in detail with the 
expectation that they describe the physics of copper oxide layers correctly. There 
are various implications of possible anyon supercoirductivity. The fullerenes, on 
the other hand, are 3D structures composed of spherical units. Since the spheres 
are finite systems, they are OD. However, in Chapter 4 we will show that the 
surface of a sphere can behave like a 2D plane. Finally, it is very interesting 
to note that both copper oxide compounds and alkali metal doped fullerenes, 
although they are very good superconductors, are bad conductors in the normal 
state. In fact, they are very near to metal-insulator transition.
In the next chapter we will study possible states of a new 2D structure, 
namely spatially separated electron-hole systems in coupled double quantum 
wells. We will present possible explanations of the observed reduction in the 
photoluminescence linewidth below a certain temperature. In Chapter 3, we will 
consider metal-insulator superlattices and in particular artificially grown copper 
oxide superlattices. We will propose a microscopic mechanism, an interlayer 
interaction, which can explain the dependence of superconducting critical 
temperature on the thicknesses of superconducting and insulating layers. We 
then investigate the behavior of upper critical field of these structures by means 
of the Ginzburg-Landau formulation of the model. We also study the results 
of the coupling between electrons and interlayer vibration modes controlling the 
tunneling rate of electrons. Chapter 4 is devoted to superconductivity of alkali 
metal doped fullerenes. We solve a model for two fermions confined to the surface 
of a Ceo molecule. We also consider the coupling of radial oscillation of molecule 
with electrons. Finally, in Chapter 5 we summarize the conclusions.
C hapter 2
C oupled Q uantum  W ells
Semiconducting lieterostructures haive been widely used to study the physics 
of low dimensional electron or hole gases. For low energy excitations, i.e. the 
processes in which electrons (holes) remain essentially at the bottom (top) of the 
conduction (valence) band, the motion of charge carriers can be described by a 
parabolic band. Thus, in this approximation, so called the effective mass theory, 
electrons and holes are treated as free particles as long as the interactions between 
them are not important. When two semiconductors with different energy gaps are 
brought together by means of an interface, interesting electronic structures may 
arise. For example, if GaAs and GaAlAs are grown on each other, it turns out that 
the charge carriers in GaAs, which has the smaller energy gap, govern decaying 
wave functions in GaAlAs region (figure 2.1). As a result, it is possible to obtain 
various quantum well structures by playing the thicknesses of the semiconducting 
layers. Furthermore, by changing the composition of Gai.Ali_a.As, one can control 
the bandwidth and hence the height of the barrier regions.
Recently, Fukuzawa, Mendez and Hong·^ * reported that below a certain 
critical temperature (T < 10 K), the photoluminescence linewidtli measured 
in coupled quantum wells made from GaAs/Gao.rAlo.sAs/GaAs compounds 
suddenly reduced. They found that a single, broad photoluminescence peak split 
into two peaks under an electric field E  (± .ry-epitaxial plane); the low-energy 
peak became sharper and more intense with the increasing electric field at low
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Figure 2.1: GaAs coupled quantum wells 
Electron and heavy-hole wave functions for the ground state are shown on the potential 
profile. Each well (GaAs slabs) is 50 Awide and the barrier (GaAlAs region) is 
40 Athick. The electric field tilts the potential profile. From reference 21.
temperature (figure 2.2). The reduction of linewidth was observed only under an 
electric field for certain excitation power densities in the region of 0.6 Wcm~^, 
and for certain barrier thickness (~ 40 A) allowing only weak coupling between 
adjacent quantum wells. These observed changes were attributed to the transition 
of excitons in the quantum wells to an ordered phase with a long coherence length, 
so their energy is prevented from broadening due to the structural imperfections.
For more than two decades the possibility of such a phase transition leading 
to a liquid state or droplets has been of continuing interest in condensed matter 
p h y s i c s . I t  has been proposed that two fermions, electron and hole, can 
form a composite particle, so called exciton, which exhibits bosonic properties, 
particularly a tendency to Bose-Einstein condensation. The effective mass of 
excitons is relatively small, and as a result quantum effects are enhanced. This 
is apparent from the expression for the critical temperature Tc of the ideal Bose 
gas at which the phase transition occurs,
ksTc = . (2.1)
Here, N  is the concentration and M  is the mass of the particles. For M  ~  —
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Figure 2.2: Photoluminescence spectra for coupled GaAs/AlGaAs quantum 
wells
The peak for 0 kV/cm corresponds to the eihj transition of figure 2.1. With increasing 
electric field, anew peak from the e2hi and ejli^ transitions appears. From reference 21.
10“ ®^ kg, concentrations about 10 ‘^‘ m~^ are enough to reach critical temperatures 
as high as 100 K. However, ideal Bose gas model is a good approximation only 
at low densities. If the separation between the excitons becomes comparable to 
their sizes, the internal structure of the excitons begin to play an important role. 
Even in the absence of Coulomb interaction, the ideal boson picture breaks down 
due to bare quantum statistical effects (Pauli principle). A more quantitative 
criterion for the validity of the structureless boson model can be obtained by 
introducing the exciton operators
k  ^ ^
(2.2)
where Q, e and h are exciton, electron and hole annihilation operators, 
respectively, k is the relative momentum of the electron and hole while K  is the 
exciton momentum. (j){k) is simply the normalized ground state wave function
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of the exciton. Now, the bosonic nature of the Q operators is justified if they 
satisfy the usual commutation relations. It can be easily shown that
Therefore, as long as the second term is small enough the boson commutation 
relation is satisfied. However, the matrix elements of the second term are of the 
order of the concentration N  of the electrons and holes times exciton volume a .^ 
As a result, the structureless boson picture is only accurate to terms of the order 
N a l
Earlier, Lozovik and Yudson^^ and Shevchenko^*  ^pointed out a fundamentally 
different pairing mechanism and, hence, formation of a superconducting phase. 
This was the Coulomb attraction between quasi-2D electrons and holes, separated 
by dielectric media, which may lead to a finite gap of single particle excitations. 
Inspired by the work of those authors, Fukuzawa et predicted eaidier a phase 
transition that was similar to one observed experimentally.·^^ In an electric field 
the electrons and holes can, in fact, be confined in spatially adjacent wells to 
form excitons. A simple argument based on the minimization of electrostatic 
energy due to oppositely charged sheets suggests that the density of excitons 
of this kind is proportional to the electric field. This is because there are two 
terms competing with each other in lowering the electrostatic energy. One is the 
interaction of electrons and holes with the applied electric field E  and the other 
is simply the electrostatic energy of the plate capacitor. The first term is linearly 
proportional to the exciton density ?i, while the second one increases with n?. 
Thus, minimization with respect to the density gives n a  E. Accordingly, the 
intensity of the eihi transition^^ increases linearly with E, while that of e2hi 
decreases. This is qualitatively the situation observed in experim ent.B ecause 
of this effect of E, the time for recombination increases with the decrease of 
overlap between the electron and hole wave functions, and a situation identical 
to that described by the above-mentioned theories^^’^® will be created.
If what was observed by Fukuzawa et al. is a phase transition, it might be 
of one of the following three types: Wigner crystal, Bose-Einstein condensation.
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and BCS-like.^® By examining the limits of these types, we argue that the model 
described by Fukuzawa et may lead to a BCS-type phase transition, but 
neither to a Bose-Einstein condensation^“* nor to a Wigner crystal. In these 
phase transitions two parameters are of prime importance: the spatial extend 
of the exciton in the xy-plane (A), and the exciton-exciton separation (/). if 
A <C one can consider the Wigner crystal or Bose-Einstein condensation. In this 
low density limit, electrons and holes can be viewed as individual quasiparticles, 
which can form excitons, but not other condensed forms (droplets or molecules), 
because the parallel dipoles repel in the .cy-plane. The other limit, \  ^  I, is 
appropriate for the BCS transition. By consideration of the expected exciton 
density^* Pe(~10*°cm“^)one can obtain the very crude estimates I ~1000 Äand 
A ~200 Äfor the given separation of quantum wells of 40 Ä.
The possible lattice structure of the Wigner crystal was studied earlier^^ for 
a similar system under a dipole-dipole interaction. This 2D Wigner crystal 
is assumed to melt via a Kosterlitz-Thouless transition, with the melting 
temperature given by
^  mh^vlvf
8TrkB(i{vi -f vf)
Here, Vti u/, 6, and a are respectively, longitudinal and transverse sound velocities, 
the Burgers vector and the area of the unit cell. With appropriate parameters 
and m = ink + we found that Tc is negligibly small. Very low Tc as well as a 
significant value of A// rules out the Wigner crystid. As for the second possibility 
within the low-density limit, we assume that the system is an ideal Bose gas, 
since excitons can be treated as bosons at this limit. Then the total number of 
bosons, N,  can be calculated from the following expression
N = z - ^  In Z(z ,V ,T)  
Oz
(2.5)
with Z  the grand partition function, the fugacity and T  the temperature. For 
free bosons confined in a 2D box of area S  with infinite walls, we find that
N  2mnbkBT , in ,^  = — p — ln(iv„ + 1) + y ( 2 .6)
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where No is the number of bosons in the zeroth energy level, m.b{= me +  m/,) 
is the mass of the boson. We note that Nq = N  for T=0 K. Since the first 
term on the right-hand side changes slowly in comparison to the second one, near 
T=0 K, A^o decreases from A^(i.e. from the maximum value it attains at 7^=0 K) 
linearly with temperature. The slope of this linear dependence is approximately 
2TrmbkB \n N / h'^  ^ which is in the region of lO^^lnA^ m~^K“ .^ With the values 
reported from the experiment for N /S ,  this slope is ~  10^ ® m“^K“ .^ This means 
that even for T  ~0.05 K, No/S  drops half of its initial value. Furthermore, full 
solution of equation 2.6 shows that there is no critical temperature Tc at which 
Nq/ S  suddenly becomes non-zei'o. Instead, it changes from zero gradually as the 
temperature is decreased. In view of the fact that the ordered phase in 2D can 
occur through the Kosterlitz-Thouless transition, the relation
kßTe = nh’^pe2m (2.7)
yields Tc CiiO.3 K. This simple analysis also shows that if the observed reduction 
of the linewidth is due to a phase trcuisition of the electron-hole system in the 
weakly coupled quantum wells, this phase transition cannot be a Bose-Einstein 
condensation.
If the density of excitons is not very low, the interactions between electron 
gas in one well and hole gas in the other well are enhanced with the diminishing 
of the excitons. In this case an electron-hole pair is treated like a Cooper pair, 
but neither as boson nor as a free exciton. The Hamiltonian of this system can 
be written^® by analogy with the standard BCS theory. To this end, one assigns 
creation and annihilation operators for electron states of energy ee{k), as well 
as hole states th{k). The coupling constant is a screened, attractive Coulomb 
potential F (^ ,  through which an electron-hole pair of wave vectors k and -k, 
respectively, is annihilated while cinother pair of wave vectors k -\- q and -k — q \s 
created. Therefore, we start with the following Hamiltonian
H =  + E  ■ (2-8)
k ij-kk'
As we have mentioned above, for simplicity, we look for the zero pair momentum
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solutions, i.e. k = —k'. For this purpose we introduce the order parameter A(^) 
defined by
A (i) = <  E  > . (2.9)
and write down the resulting effective Hamiltonian as
+ ^h{k)hihj^ + [A(^)/ite|^r + h.c.]} . (2.10)
Hefj can be diagonalized by generalizing the familiar Bogoliubov transformation 
to take into account the presence of two different kinds of fermions
T.d-yzl^lt-  '^k^-k '"kf^-k
k  = “ ift- -  f i« !  ,
(2.11)
where
u | =
-1 =
V k  =
5 (1 + | )
1 0 - ^ )
1
2 Er )
(2.12)
^k — \[^e(k) + e/i(^)]
y«! +
Substituting the above expressions into the definition of the order parameter 
gives the gap equation. Another way to obtain the same result is to treat the 
ground state energy as a functional of A(A:), and to do a variational calculation. 
Equivalence of the two approaches is due to the fact that they both stem from 
the mean field approximation in which A(^) is assumed to be very small and the 
total energy is expanded in terms of it to the second order. The energy spectrum 
of the quasi-particles that describe the excited states of the ordered phase is 
therefore given by [(ce(^) +  ^/i(^))^/4 + A(^)]^/^. In the weak coupling limit, for 
Tc ^  8.5 K at which the sharp reduction of the photoluminescence linewidth has 
been observed, we estimate the energy gap at zero temperature to be 1.3 meV.
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Validity of the theory depends upon whether the mean field approximation is 
justified. As is well known strong thermal fluctuations prevents the formation of 
long range order in infinite ID and 2D sy s te m s .F o r  a finite 2D system, since the 
phase of A changes logarithmically with the size of the system, it may be possible 
to apply the mean field theory. However, if the size goes to infinity existence of 
long range order is ruled out. In this case, the phase transition to the superfluid 
phase still exists but it should be treated in the context of Kosterlitz-Thouless 
theory.
The peak observed in the photoluminescence experiment for the double well 
structure is simply due to the annihilation of an electron-hole pair to create a 
photon (i.e. recombination) as a result of the single-particle excitation across 
the energy gap. The spectrum I(u>) is calculated by assuming that E  is strong 
enough that electrons and holes have already formed the BCS phase before they 
are recombined; furthermore, the effects of imperfections are neglected. I(oj) is 
expressed in atomic units as
¡(u) = 2тг X] I < + U.) (2.13)
Here Фо is the BCS wave function with the eigenvalue Eq, and is the wave 
function obtained from the former by eliminating one electron-hole pair of (q, — 
Therefore,
|Фо > =  Щ К · + >
|Ф ,->= е,;Л_,-|Фо> ,
(2.14)
where |0 > is the vacuum. Note that for parabolic energy bands E(q) — Eq = 
E^ — (Eg + 12m) in terms of the band gap Eg and the reduced mass m of the
electron-hole pair. Choosing the vector potential A(f,z) ,  being the 2D radius 
vector in the a;?/-plane, in the Coulomb gauge V · /1 =  0, the operator V  for the 
interaction of electrons and holes with the electromagnetic field has the following 
approximate form when linearized with respect to A:
V
2meC -
J^(2k  -b ^  ' ^ ( 2 k  + ^
kq
2mkC -
kq
(2.15)
Chapter 2. Coupled Quantum Wells 16
Figure 2.3: Photolumiziescence intensity 
(a) calculated for various values of A. (b) The variation of the FWHM and A 
with T/Tc- The calculations are carried out with qp/^m=20 ineV.
Here rrie and rn/j are effective masses of electrons and holes, respectively. For a 
coordinate system whose origin falls at the middle of the electron and hole planes 
of separation d, the vector potentials are given by
A \ r )  = A{r, +d/2) = ^ e x p ( i( f  · i~^A\
= A(r,-dli) = O-if
(2.16)
In order to produce equation 2.13 the following assumptions are made: (i) all the 
electrons and holes are separated in different wells, there is no exciton confined 
in a single well; (ii) the system at the hand is in the ground state (i.e. all 
the electrons and holes are paired). Since the excited states are separated by 
a gap from the ground state, the second approximation is valid as long as the 
temperature is not too close to Tc- Substituting V into equation 2.13, we obtain
I{u>) =  CA  (4mif +  iir)« V / { I  + V )li;=io ) (2.17)
where = (2dw — -y/dcu'·^  + 3A^)/3 with 5uj — u  -  {Eg + qp/2m); qp is the 
Fermi momentum; A = Aq = A^; u and v are the usual coherence factors 
expressed in terms of the energy spectrum of normal and superconductive states; 
C is a constant. In figure 2.3 (a), we show I{u) for various values'of the 
superconducting gap, A(T). Note that the larger the value of A, the larger the
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Figure 2.4: Linewidth as a function of temperature 
Linewidth of the eihi transition is plotted for E= 0, 4 and 28 kV/cm. The sharp 
reduction of FWHM is apparent from the 28 kV/cm curve. From reference 21.
full width at half maximum (FVVHM). Since A is a function of temperature, 
so is /(m). In figure 2.3 (b), we plot FWHM as a function of T/Tc- On 
the same plot we show the temperature dependence of the BCS gap. The 
FWHM is proportional to A. This is an expected result, since an electron and 
a hole can be recombined only if they are first excited from the ground state 
by A. Accordingly, the FWHM is expected to show the behavior dej^icted 
in figure 2.3 (b) in the interval 0< T/Tc <1, if the observed transition is the 
BCS-like transition. The experimental variation of FWHM also indicates the 
contribution of a different type of broadening mechanism, which is insensitive 
to the variation of temperature, but increases with decreiising E  (figure 2.4). 
Therefore, the FWHM can never become zero as T/Tc —» 1.
In conclusion, the behavior of the photoluminescence linewidth below Tc can 
be considered as a fingerprint for deciding whether or not the observed event 
originates from a BCS-like phase transition of electrons and holes. Recently, Kash
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et al. proposed that the temperature dependence of FVVHM can be explained 
by Fermi-Dirac distribution of excitons.^° They claim that due to the repulsion 
between them, excitons can not occupy the same spatial position and hence they 
behave like fermions. Further exjjerimental investigation in the range below Tc 
is expected to shed light on the nature of the observed transition.
C hapter 3
Layered System s
Superconductivity of layered crystals has been of great interest with the 
hope of obtaining high transition temperatures.'^’ The motivation underlying the 
synthesis of two-dimensional (2D) systems of the sandwich type is to locate an 
easily polarizable medium adjacent to a conducting layer, and hence to realize the 
exciton mechanism of superconductivity. The transition-metal dichalcogenides 
and intercalation compounds have been candidates for the observation of this 
kind of electronic pairing mechanisms. Strong anisotropy of crystals of this class 
pointed to the fact that the superconductivity can be dealt with almost 2D motion 
of conduction electrons. The discovery of copper oxide superconductors^^ opened 
new horizons in the field of low-dimensional systems. Several experiments have 
led to the conclusion that charge carriers in these high-Tc materials are mainly 
localized in 2D copper oxide planes separated by insulating media. Not only their 
unusually high critical temperatures but also peculiar normal state properties of 
high-Tc compounds have been subject to several studies.
In this chapter we are going to concentrate on layered .systems, where 2D 
Fermi liquids are coupled weakly in the third direction. In the next section we 
study the transition temperature of a superconductor-insulator superlattice with 
a particular type of interlayer interaction. Then, we explore the Ginzburg-Landau 
version of the model to understand the dimensional crossover observed in these 
systeiTis. In the last section, starting from a microscopic mechanism, we show that
19
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Figure 3.1: Superconductor-Insulator superlattice 
Schematic sketch of the superlattice consisting of M  cells of superconducting material
(S) separated by N  unit cells thick insulating (I) layers. The letter n labels the unit 
cells within S.
interlayer tunneling process coupled to phonons can induce superconductivity in 
metallic layers.
3.1 M icroscopic Theory
Recently, considerable progress has been made in fabricating and studying 
(M  X N)  superlattices, in which YBCO layers consisting of M  ( = 1 ,  2, 3, 4, ...) 
unit cells are separated by insulating PrBCO layers N  unit cells t h i c k . B y  
varying N  and M  independently, the dependence of the critical temperature 
Tc on the YBCO thickness (M) and the intercell separation (N) has been 
determined. According to these measurements, Tc initially decreases rapidly with 
increasing PrBCO thickness (N), but saturates at T'c=20, 53 and 72 K for M = l, 
2 and 3, respectively. The fact that Tc of nearly isolated YBCO slabs strongly 
depends on the number M  of adjacent YBCO unit cells can be interpreted as
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an evidence for an intercell pairing interaction between YBCO cells, raising Tc 
from 20 K (corresponding to M = l, A^=20) to the bulk value 92 K. A related 
phenomenon is the rise of Tc with the number of Cu02 layers (/) in the bismuth 
and thallium compounds (BÍ2Ca/_iSr2Cu/Oa;, Tl2Ca;_iSr2CuiOx.).^®’^  ^ Moreover, 
a significant increase in Tc was also observed in ultrathin NbSe2 films, as the 
number of unit cells was in c reased .T h ese  experimental findings suggest that 
superconductivity occur in a layer as thick as one unit cell, but that coupling 
between superconducting layers is needed to reach the higher bulk value. The 
rise of Tc with the number of layers is not restricted to high-Tc materials, but 
appears to be a common feature of all layered superconductors wlien finite-size 
effects become important. Furthermore, as we will see, a similar phenomenon 
has also been observed in magnetic systems composed of weakly coupled layers.
In this section, we present a microscopic model for the explanation of 
these phenomena.^^ For this purpose, we extend the theory of layered 
superconductors'*·^“^^  by adopting a mixed representation for the single-particle 
wave functions. In this representation, for the intra-plane degrees of freedom, 
momentum space wave function is used while the interplane motion is studied 
directly in the real space. Taking the scattering of two carriers within and between 
adjacent layers into account, there are four possible processes as sketched in 
figure 3.2. The intracell process (i) and the intercell processes ((ii) and (iii)) 
have been widely studied.‘*^“'*'* Here, we also consider the interaction (iv), which 
turns out to be indispensable for obtaining the observed dependence of Tc on 
M  and N. We solve the problem using the mean field approximation. To this 
end, we derive the Gorkov’s equations for the Green’s functions in the mixed 
representation and solve them with free end boundary conditions.
We start with a brief description of the extension of the Gorkov’s equations.^® 
In the mixed representation, the electron field operators are expressed in terms 
of the states {n,p}. Here n labels the unit cells in the superconducting slabs 
and p is the wave vector parallel to the (a, 6)-plane. This is the most natural 
representation, since the electrons exhibit wave functions extended in the planes 
and localized in the perpendicular direction. Therefore, the electron field operator
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Figure  3.2: Scattering processes of two carriers due to 
Here, 71 labels the cells and ?i ± 1 the adjacent ones. denotes the coupling constant 
of the corresponding potential Vuin^niUt-
'ilair) can be written as
) — y ] 4'np{'^ ')(^ np<T 1 (3.1)
up
where we made an expansion for in 7i.;7-basis. Here, Cnfc is the creation
operator for an electron in layer n with momentum (in the layer) p and 4’np{C) 
is the corresponding expansion coefficient which is nothing but a wave function 
localized at layer n. We will consider a very general problem. Electrons, localized 
into the planes with 2D energy bands c{p), can jump from one layer (n) to another 
(n'). These two motions, in-plane and interplane hopping processes, give a 3D 
energy band structure with relatively flat bands in the perpendicular direction. 
Introducing a general pairing potential E(7%7^ ), the Hamiltonian reads
H {^p)^ np<T^ np<T + ^  tnn'CnjScr^ n'pa· (3.2)
1
+ 2 E
npcr
K i i  712 n3 n4 1 p+ qa 7^12 f - q c r '  ’^ 3^ /T'ct' jTa
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where
Kiin2n3ni — 2 j  ■ (3-3)
tnn’ is the single-particle hopping integral between the layers n and n'. Here we 
assume that during the hopping process, spin a and the momentum p (which is 
parallel to the planes) are conserved. Apparently, the pairing potential involves 
four layer indices. This exhausts all possible interactions between two electrons. 
We have dropped the momentum indices because in our calculations we are 
going to assume that the interactions are independent of them (or we use the 
interaction matrix elements averaged over the Fermi surface). The pairing of 
electrons causes correlations in their relative motion which can be described by 
the Green’s functions'“’
Gnn>{p, T - t ') ^  -  < >
-  ’■') = <  rrC,'„„(T)c*,.,-|(T') >
(3.4)
Using the equations of motion, we will derive the self consistency equations for 
the correlation functions G', F  and F^. It is enough to consider one of F  and 
F^ because both give the same equation. Since the Green’s functions are defined 
in terms of the expectation values of the electron field operators, we will need 
(imaginary) time derivatives of these operators. We first consider
d
dr
Cnpaiy^ '}  —  C,,po· ( t )] 'y ^ UiU2>137i.i C,i2- »r-<7 ^ »‘3p’-(T^inp-qa
712 71.3 714 p'7a'
(3.5)
In the interaction term n·^ , nz and ??.4 are dummy indices while n labels the 
operator Cnpa- From the definition of the time ordering operator Tt, the time 
development of G can easily be found by the help of the rule for taking the 
derivative of a product. Since
-^Gnn'iP, T - t ') = - 6 { t -  T')6nn‘~ < Tr[-^Cnfa{T)]cl~^{T') > , (3.6)
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we can substitute the above expression for the time derivative of the operator 
Cnpc{T) and end up with
o
-  £{p))Gnn'{p,T -  t ') (3.7)
+ ) > =  6 [t — T')6nn' ·
7l2 7l3 7l^ p*qa'
To derive an equation for G and F \  everything should be expressed in terms 
of these two functions. However, the above equation contains a four operator 
term which cannot be reduced to two. For this purpose, we apply a mean field 
approximation which is equivalent to replacing the four operator terms by two 
operator terms multiplied by the expectation value of the other two.^ ® As a 
result, equation 3.7 takes the form
-  t ' )
"i" ^  ^ I^7l2n3ri4 [^ 7l2il4 — (i^ ) ^  ^ )
(3.8)
7i2n37i^ p'qa'
-S^,-a'Sfq-pFn,n, {p -  (p , r' -  r)] = 6 {t -  t ')S,
A similar equation can be derived for F^. This time we start with the equation 
of motion for which is given by
^npcr('^)]  “  ^{P )^n p < T  ^ n i7 l2 7 l3 u (^ n y f- ( f- a ^ n 2 iP - \- q c r '^ 7 l3 f (7 '  ·
(3.9)
Then from
we obtain
U T
(3.10)
d
( - ¿ 7  +  r  -  t ' )  (3.11)
+  ^  Kii»i2n37i <  r V c j j j ( r ) c | j 2 j ; ,^ - j , , / ( T ) c , i 3 j i r > c r / ( T ) c „ /_ ,7 | ( T  ) >  =  0  .
Til 712 713
Note that there is no Dirac delta term in contrast to the equation for G. This 
is because F^ involves two creation operators. For small fluctuations, the four
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operator term can again be approximated by means of the mean field theory. The 
analogue of equation 3.8 is
(3.12)
“  ^ni7i2n3n^a'[^p'-pf'n^n2iP'~ “  '7'^ )
?ll n2 7l3^ icr'
+ ^7ll7l2nzn^q0^7l27l3 '^ '^n2f ~
n\n2nz'p'(](7’
+ X^  ^ n i n 2 n z n ^ f i ) - q ^ a > \ ^ n i n 2 ' ^ ' ^ u i v - ( ' j F ^ ^ ^ ^ ^ i { ‘P - iT  — T ' )  =0  .
n \n 2 n : i ’^  qo'
Equations 3.8 and 3.12 can be written as two coupled set of algebraic equations 
by introducing the Fourier transforms of the Green’s functions
(3.13)
UJ[
Fnn'iv. ^  E  iui)
P U>1
Fnn'iP^ ^) =  1  EP LJl
where /? is the inverse temperature and cu/’s are the Matsiibara frequencies. 
Substituting the transforms into equations 3.8 and 3.12, we obtain the Gorkov’s 
equations.
[iuJi -  e{p)]Gnn'{p,iui) -  E '^nn‘ ^ -^ nn' (3.14)
71'T^71
““  X y  ( ^ ^ 7 1 3 7 1 4  (/>^ * ~  ( p , ' ¿ o ; / )  —  S j i n '
712 713 714 9
[iuji + e{j))]Fl^,{p,iLoi) + tun'Fnn'iPP^^i)
-  E  ^nvi2nzn{^FY^^{p-q,Q)Gn^n'{p,i^l) = 0
7 l l 7 l 2 n 3  9
This system is still complicated to find a complete solution. According .to the 
observation that the in-plane coherence length <f„i is large compared to (ci we 
can neglect several processes. Confinement of the pairs into the layers can be 
interpreted as an evidence for the weakness of the interlayer congelations which
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implies that is diagonal, i.e. vanishing for n ^  n'. Thus, the dominating 
pairing interactions must be those in which both carriers belong to the same 
layer. Among the processes shown in figure 3.2, (ii) and (iii) involve interlayer 
correlations and hence we neglect them, (i) is already a completely in-plane 
process. In spite of the fact that (iv) is cin interlayer interaction, it can be 
described by diagonal elements and hence we keep it. We will also discard 
the single particle hopping inn' not only because it is small but mainly due to the 
fact its only effect is to introduce anisotropy to the system. Our interest is not 
the conventional anisotropic superconductivity. As we have mentioned above, we 
assume that Ku»12713714 (i) independent of f/, since fy-dependence gives rise only 
to gap anisotropy within the (a,b)-planes. Therefore, we are left with the pairing 
interactions Vq =  -Km 7i7i and V3 = -K i± i7i±i,m· After all these simplifications 
let us rewrite the Gorkov’s equations as
[iui -  e[pj]G„(p,iuii) (3.15)
-C ,;(p ,iw ,)E  -  i.O) + H [C .+ j(p - 9,0) + 9,0)1 = 1
[ioji -f e{p)]F,\{p,iivi)
-Gn{p, ioJt) VoF,l(p- q, 0) + V3[ F ,Y { p -  q, 0) + F,\_i{p -  q, 0)] = 0
where Gn = Gnn and F,\ — F,\, .^ We are going to solve this equation for a 
periodic system in which M unit cells of a superconducting material are separated 
by insulating layers that are N  unit cells thick. The values of the correlation 
functions G and F^ for r  =  0 can be found by doing the summations over the 
Matsubara frequencies using the contour in teg ra tion .S ince , we are interested 
in the critical temperature Tc, vye investigate the solution for T  ~  Tc at which the 
energy gap vanishes and hence we end up with the condition that the determinant
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of the matrix
a: Y 0 0
Y X Y 0
0 Y X Y
0 0 Y X z
z X
Y  X  
0
(3.16)
must be zero. Here all the blocks on the diagonal are M x M  square matrices 
and the entries are given by
X  = l -  Vof 
Y = -V 3 f  
Z = Z ( N ) — V3 exp{—KNd)
(3.17)
where
/ = E 1 taiih ß A f ) (3.18)
and = l/ksTc- Y  describes the pairing interaction V3 acting between the 
unit cells in the superconducting material and Z{N)  that between the stacks 
separated by N  insulating units. Z/{N) is expected to decay exponentially 
according to Z{N) — —V3 exp(—/cA'^ d), where d denotes the c-axis lattice constant 
of the insulator. For large N,  we have widely separated superconducting stacks 
consisting of M  units [Z{N)=0).  In this limiting ca.se the determinant equation 
reduces to
l - [ F o  + 2|I/3|cos(-
7T
-)!/ = 0■M +  i ...............
For M = l, corresponding to an isolated unit cell, Tc i.s the lowest and fixed by Vq. 
In the bulk, where M  00, the effective coupling and, in turn, Tc reach their 
maximum values. As a consequence, the M-dependence of Tc is traced back to the 
interaction V3 and its interesting property to form pairs within the unit cells by 
an intercell interaction. Owing to this intercell coupling, the effective interaction
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becomes M-dependent, namely 2|V3| cos[7t/(M  + 1)] and varies for M = l  to oo 
between 0 and 2|f^|. Considering the bulk as the infinite system, we see that 
the M-dependence of Tc is a finite size effect, corresponding to the crossover 
from the nearly two to three dimensional behavior. This phenomenon has been 
observed in YBCO/PrBCO superlattices^^“^  ^ and in ultrathin NbSe2 f i l ms . To  
illustrate this behavior, we use the weak coupling solution of equation 3.19. For 
an unretarded pairing interaction, the sum in the definition of /  extends from 
the bottom to the top of the band, i.e. p must run over all the occupied states. 
In the end, we obtain
1
Tc =  0 exp[- (3.20)
A q "k 2 A 3 c o s [7t / ( A /  +  1)]
with Ao = Z)(0)Vo) -^ 3 =  D(0 )V3 . Here D{0) is the density of states at the Fermi 
level. Due to the assumed nature of the pairing interaction, 0  is given in terms of 
the Fermi energy Ep (measured from the bottom of the band) and the bandwidth 
W,  by“3
k e e  =  y/Ep{W -  Ep) . (3.21)
Determining 0 , Aq and A3 from the experimental values of Tc{M) for M = l, 
2, and 3, equation 3.21 leads to the M-dependence of Tc shown in figure 3.3. 
Here we have also included the experimental data for comparison. The resulting 
parameters are 0=4000 K, Ao=0.19 and A3=0.04, consistent with our assumption 
that 0  >> Tc. Apparently, even the weak coupling expression describes the 
essential features of the M-dependence of Tc very well. Initially Tc increases 
rapidly with M  and saturate for large values. To provide further evidence for 
the importance of the pairing interaction V3, we turn to the variation of Tc with 
N  for fixed M-values. For M=1 to 4, the M  x matrix vanishes if
[Vo + 2F{M,N)] = l (3.22)
where
F(l,7V) = |I/3|exp(-/ciVd) (3.23)
i ’(2, N)  = i(F ^ (l, N) + 2F(1, /Vjim +
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M
Figure 3.3: Tc for isolated YBCO stacks with M  unit cells 
The solid line is obtained from equation 3.21. The experimental data was taken from 
references x:37, o:35, +:36. In determining 0, Aq and A3 we used Tc(M = 1,2,3) of 
reference 37. The arrow at the right hand side marks the experimental bulk value of 
T c·
F ( i ,N )  = W) + v W + ^ ( T j v T )
F{4,N) = ^ l W i  + F H l ,N )
+ F ^ ( i , N ) Y - i { V ^ ' - 2 V iF ( l ,N )  +  Л ))) '/ ' .
For yV=0, these expressions reduce to the equation for the bulk superconductor, 
while for TV —> 00 one recovers equation 3.19. To illustrate the Л^ -dependence 
of Tc for fixed M, we again use the weak coupling solutions corresponding to 
equation 3.20. The only additional parameter, к, was determined from the 
experimental data for iV/=l, yielding /c=0.03 Á“ h The resulting Tc{M,N) is 
depicted in figure 3.4, including the experimental values for comparison. In
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Figure 3.4: Tc{M,N) for YBCO/PrBCO superlattice 
The solid lines are obtained from the weak coupling solution, k was determined from 
the experimental data for M=l. The experimental values were taken from reference 37: 
+  M=l] X M=2] o M=Z, and O M=4. The arrow marks the experimental bidk value
ofT,.
view of the fact that we only fixed k, the inverse decay length of the coupling 
V3 between YBCO layers separated by PrBCO, it is quite remarkable that the 
theoretical curves reproduce the essential trends. Moreover, l//c=30 Á points to 
an interlayer interaction of rather long range.
To summarize, we have extended the theory of layered superconductors by 
including the intercell interaction V3, which pairs carriers within a unit cell. It 
renormalizes the intracell interaction, but its effective strength varies between 
0 (M —l) and 2IV3I [M —> 00), depending on the number M  of unit cells in the 
Superconducting slabs. Because Tc saturates at the bulk value, the M-dependence 
of Tc is a finite size effect, corresponding to the crossover from nearly- two to 
three dimensional behavior. Considering then the CuOi layers (/) in the bismuth
Chapter 3. Layered Systems 31
and thallium compounds (Bi2Ca/_iSr2Cu/Oi, Tl2Ca;_iBa2Cu/Oa;)^®’^® as units, 
the rise of Tc with I can be understood along these lines also. It should be 
kept in mind , however, that the present treatment corresponds to a mean field 
solution, leaving room for improvement. Nevertheless, we have identified the 
pairing interaction that raises Tc from low (20 K) to high (92 K) temperature. 
Finally, we note that the Ginzburg-Landau functional for the model treated here 
differs markedly from the widely used Lawrence-Doniach free energy as we are 
going to show in the next section.
Before closing this section, we will present a possible microscopic mechanism, 
an electrostatic model leading to V3 . The interlayer coupling constant V3 is given 
by
V3 corresponds to the process in which two electrons moving in the S  sheet of 
a unit cell n are scattered together to the cell n i l .  The term V3 vanishes if 
there is no overlap between the wave wave functions of the consecutive layers 
t = f  (f)n{r)(l)n+i{^df. Since the overlap, which increases with the integrand 
^n(F)<^„4-i(7^ , will be largest between the superconducting S  sheets, V3 is 
essentially the Coulomb repulsion e^/p of electrons between two S  units, where 
p denotes the separation of the electrons parallel to the planes. For metallic 
S  sheets, the bare Coulomb repulsion will be reduced by the interaction of one 
electron with the images of the other and by the effect of polarization. In the 
electrostatic limit, V3 can be estimated from‘‘^ ’‘'''^
l/3~ < V (p ,d ) (3.25)
where
and
= r = t
)3/2 ·
(3.26)
(3.27)
The first term is the bare Coulomb repulsion, reduced by the second 
contribution, which describes the interaction of one electron with the images of
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Figure 3.5; Electrostatic model of the interaction V3 
V3 corresponds to the electrostatic interaction of two electrons se]>arated by a distance 
r between two conducting plates of separation d.
Figure 3.6; Momentum dependence of the interlayer interaction V3 
Vertical axis is V(j)d = x) for a=0, 0.5 and 1.
the other. The third term arises from the polarization effects. An electron interact 
with the dipoles induced by the other, with the moments oriented perpendicular 
to the sheets. These in turn lower the energy of the second electron in proportion
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to the polarizability a  of the layer. We neglected here the effect of screening. This 
is justified in the copper oxides with pronounced ionic nature. More generally, 
the polarizability is frequency dependent
___ «e/
t '   ^ ^  ‘
(3.28)
The first term comes from the optical phonons with frequency while
the second one is the electronic contribution with tiui of the order of an 
atomic excitation energy. Here we assume that the dominant contribution to 
superconductivity comes from the energy shell ± ¿ £ 0  around the Fermi level 
with hu,n < ksQ < hu>t. In this case Vs is unretarded and given by equation 3.1 
with a =  cvg. Of greater relevance is the Fourier transform of V{p),
/¿.Tre^ d f°° , ...................r o Vire f^ldrrJo{pdr)V{r) — (3.29)
where for pd = x,
1 °° (—Ij”
y(a;) = -  + 2 ^  — I— exp( —nx) — 167raexp(—x)
X
(3.30)
71=1
The momentum dependence of V is depicted in figure 3.6 for o;=0, 0.5 and 1. As 
expected, sufficiently large polarizability leads to attraction, namely to a range 
of p values where V3(p) is negative. As far as superconductivity is concerned, the 
coupling mediated by V3{p) comes from the scattering of electrons with Fermi 
momenta 73)r and ¡7p, with momentum transfer \j7p — j7p\ = p- According to the 
photoemission results'*^ and the band structure calculations,^*^ we approximate 
the Fermi surface by a circle around the X  point of the Brillouin zone, as shown 
in figure 3.7. To estimate the coupling strength, we average V3 over the hole 
Fermi surface with radius kp ~  tv/ 2a. We call this average gz and use for V3 
in our model where we assumed that the interaction is momentum independent. 
Thus
(Jz =  r
27re^d
< V{x) >
where
< V > = -  r  d<f>VidV2kpJ\ -cos<t>) .
IT JQ ^
(3.31)
(3.32)
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Figure  3.7: Fermi surface and irreducible part of the Brillouin zone 
kjr is the radius of the hole Fermi surface. A typical scattering process on the Fermi 
surface due to V3(p) is also shown.
Replacing d by d{N) = d x {N + 1), with d=12 Â, the thickness of YBCO or 
PrBCO unit cells, we obtain
A3(iV) = 2TreY\I(N) < V(pd(N)) > n(0) . (3.33)
We will use this result to explain the change of Tc with the number of S layers 
in the next section.
3.2 G inzburg-Landau Form alism
Having proposed a microscopic mechanism, we will explore its Ginzburg- 
Landau version.^' It turns out that the order parameter coupling of the 
model is of Heisenberg type, cinalogous to layered magnets. The mean-field 
result for Tc{M,N) is found to be in excellent agreement with experiment for 
ultrathin NbSe2 crystals and Sn-SiO, AI-AIO2, YBCO/PrBCO superlattices.
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The fact that Tc(M, N)  increases with increasing A4 is traced back to a finite 
size effect, corresponding to a crossover from nearly two to three dimensional 
superconductivity. This change from low to high-temperature superconductivity 
is found to be independent of the sign of the interlayer interaction. We will show 
that the orbital upper critical field //J2 is unlimited while is proportional to 
Tc{M,N).
The mechanisms responsible from the behavior of the cuprate high- 
temperature superconductors have remained elusive. Nevertheless these materials 
also share a generic property of layered superconductors, including superlattices, 
namely that the transition temperature exhibits a pronounced size dependence. 
This property appears to be very similar to the rise of Tc in layered magnetic 
systems, where Tc increases with the number M  of magnetic layers and saturates 
at large M  values, provided there is a finite interlayer spin interaction of ferro- or 
antiferromagnetic nature. Here the phenomenon has been traced back to a size 
effect, corresponding to a crossover from 2D to 3D behavior.
In the previous section we identified an interlayer electron-electron interaction, 
which leads to a dimensional crossover in terms of a Heisenberg-like coupling 
between the order parameters of adjacent layers. Now, we will derive the 
Ginzburg-Landau functional F  of the model [F has nothing to do with the 
correlation function that we mentioned above). If the interlayer interaction V3 is 
absent, then the problem is equivalent to a well known model: Superconducting 
layers coupled by Josephson tunneling which is known as Lawrence-Doniach 
m o d e l . I n  this case F  is given by
F = Y . j  -  «>..+.(>^ 1'^ ) ■ (3.34)
where t] cc F. The term T\ is the transition temperature of one unit cell, 
D{0) is the density of states at the Fermi level, go is the coupling constant for 
intracell pairing, which is given by the average of Vo on the Fermi surface. It 
is readily verified that the interlayer coupling of this model, resulting from the 
single particle hopping t, does not alter Tc.
At this point, it is useful to consider a related problem, namely the transition
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temperature of layered magnetic systems. For the Ising model consisting of M  
layers, a mean field treatment yields
k sT ^ M )  =  2,7(1+
= Ti(l + hLJ M+l
M+l- (3.35)
where J  is the ferromagnetic interaction within the sheets and J' is the interlayer 
coupling. Apparently, Tc is independent of the sign o f w h i c h  merely determines 
the magnetic order perpendicular to the layers. The resulting increase of Tc is 
neither an artifact of the mean field approximation nor a peculiar feature of the 
Ising m o d e l . I t  also occurs in Heisenberg systems for any n, the number of 
components of the order parameter.®'*"®*^  The physical reason for the increase 
of Tc is the dimensional crossover, corresponding to a size effect driven by the 
increasing number of effective nearest neighbors in the bilinear interaction of the 
spins SiSj.
We will show that the transition temperature of layered superconductors for 
both conventional and high-Tc compounds is well described by equation 3.35, as 
far as the cos[7t/(M  +  1)] dependence is concerned. This points to the existence 
of an interlayer interaction of Heisenberg form, namely + c.c.. In our
discussion for the microscopic model, we have shown that this interaction follows 
from the process V3. A mean field treatment®® of the model yields
^  = E ¡ d K ^ ^ ( T  -  - 1 líS¡.(?)(A.-.(0 + ■
(3.36)
where i/3 is the average of V-i over the Fermi surface. Considering a stack of M  
unit cells and free end boundary conditions, minimizing the Ginzburg-Landau
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functional, Tc then follows from
A" 1 0 0
1 X 1 0
0 1 X 1
= 0 (3.37)
where
X  = 4 ^ l T c { M ) - T , \ (3.38)
Tc{M) = Ti[l +  a cos( 
21 <73
The highest Tc (which corresponds to the minimum free energy) is then given by 
with
M + 1 
2|A3| ^ _  l^«/ | _  1^^ 1
dD{0) XI ■ * ■ ^
In contrast to the magnetic analog (equation 3.35), a is not proportional to 
the ratio between the inter- and the intralayer coupling constants , but to 
IAsI/Aq. As in the magnetic case, however, the rise of Tc with increasing M  
is independent of the sign of the interlayer interaction. In both layered magnets 
and superconductors, the substitution (jx^  (—l)’‘'<^ n leads to the same functional 
F, provided we change the sign of g3 . Thus the sign of A,·} affects only the phase 
of the order parameter and even a repulsive A3 will enhance Tc.
Turning back to the general case, where M  ,S'-unit cells are separated by
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insulating material N  unit cells thick, the variation of F  with respect to gives
X  Y  0 0
Y  X  V 0
0 Y  X  Y  .
0 0 Y  X  Z . .
Z X  Y  0 
Y  X  
0
= 0 (3.41)
where
X  = ^ [ U M , N ) - T , \
V = Лз(Л1 =  0) = Лз
г  = x,(/v) .
(3.42)
(3.43)
(3.44)
Here, each block in the determinant is a M x M  square matrix corresponding to 
S  slabs. The term Y  describes the interaction дз acting between the unit cells 
in the S  layers and Z{N) that between the S  stacks separated by N  insulating 
cells. Clearly Z{N  = 0) =  Л3 and Z{N  00) —> 0. For M = l, 2, 3 and 4 we 
obtain
re(M,iV) = r,(l)[l+ a(M ,yV )]
where
а(1,Л0 = a{N) = 
1
2|Аз(Л)|
(3.45)
(3.4G)
«(2.JV) = -[a(lV) + a(0)l 
<1(3, N) = j(a(/V) + ys«2(0) + <.2(iV)] 
»(4,lV) = ^ [ 3 a ^ ( 0 )  + o W
+У(3о*(0) + a ^ N ) y  -  4a^(0)(a(0) -  .
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Figure 3.8: of NbSe-2 versus M  and cos M-l-l
M is the number of Nb layers in the ultrathin crystals. ·: experimental values are 
taken from reference 40. The straight line corresponds to 7^ .(1 )=2 K and a=2..5 in 
equation 3.39.
For  ^ 0, a{N) approaches a(0) = 2IA3I/A0 and Tc{M,N) tends to the result 
of the bulk superconductor, while for N  -^ 0 0 , a{N) — 0 and one recovers 
equation 3.39. As in the finite slab, Tc{M, N) is independent of the sign of \ 3{N), 
which determines the phase of the order parameter. Analogous to equation 3.39, 
even a repulsive coupling A3 enhances Tc- VVe will compare these results for 
Tc{M,N) with experiments on superlattices and ultrathin films.
Tc{M, N)  was investigated in NbSe-2 crystals made up of stacks of NbSe-i layers, 
each layer consisting of a sheet of Nb atoms between two sheets of .Se atoms.'*® 
The separation of the Nb sheets is 6.3 Á. According to equation 3.39, Tc(M) 
is expected to depend linearly on c o s [7t / ( M  + 1)]. As shown in figure 3.8, the 
experimental data is remarkably consistent with this behavior. The straight line 
yields Tc(l) = 2 K and a = 2|A3|/Ao=2.5. Increases in the transition temperature 
of a structure consisting of alternate 60 A layers of superconductor S  and insulator
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Figure  3.9; Trairsition temperature of Sn-SiO and AI-AIO2 structures 
The SI  structure consists of M alternate 60 Athick layers. The experimental data is 
from reference 59. ·: Sn-SiO, □: AI-AIO2· The straight line is given by equation 3.39 
with: Tc(l)=4.25 K, a=0.4S for Sn-SiO; Tc=2.6 K, a=0.61 for AI-AIO2.
/  have been observed in Sn-SiO and AI-AIO2 when the number M  of S  layers 
were in c reased .T h e  experimental data, plotted versus cos[7t/(M  +  1)] is shown 
in figure 3.9. Finally, we turn to high Tc materials and consider (M x N) 
superlattices, in which YBCO layers consisting of M (= l, 2, 3, ...) unit cells are 
separated by insulating PrBCO layers N  unit cells thick.
According to equcitions 3.45 and 3.47, the superlattice corresponds for large 
n values to stacks of independent and ultrathin YBCO crystals each M  unit cells 
thick, where Tc{M,N 00) is given by equation 3.39. As can be seen from 
figure 3.10, this behavior is nicely confirmed by the experimental Tc{M) values 
yielding 2'c(l)=20 K, and o=3.6.
The fact that the experimental data of rather different systems closely follow 
equation 3.39, strongly suggests that the rise of Tc with increasing M  is indeed a 
size effect, corresponding to the crossover from nearly two to three dimensional
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Figure 3.10: Tc for isolated YBCO stacks 
Each stack is M unit cell thick. The experimental data was taken from references 35-37. 
The straight line corresponds to equation 3.39 with Tc(l)=20 K and a=3.6.
superconductivity. This phenomenon is intimately related to the existence of the 
interlayer coupling V3, corresponding to the Heisenberg interaction in magnetic 
systems. The value of Tc{M) is then determined by Tc(l) and 2IA3I/A0. Estimates 
for these parameters, as derived from the straight lines in figures 3.8, 3.9, 3.10 
are summarized in table 3.1. It is important to keep in mind that the rise of Tc 
up to the bulk value
2IA2Tc{M ^ 0 0 ) = Tc{l){l + , (3,47)
does not depend upon the sign of A3. Both attractive and repulsive interlayer 
coupling will enhance Tc- The sign of A3 = g3D{0 ), however, determines the 
phase of the order parameter <^ ,i.
As far as the Y-dependence of Tc{M, N) for fixed M  is concerned, equations 
3.45 and 3.47 imply that this behavior is fully controlled by a{N) for all M. To 
test this prediction we evaluated a{N) from the available experimental data'^’'^ ^
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n(l) (K) a — —^ T,{M -> 00) (K)
NbSe.2 2.5 1.7 7
Sn-SiO 4.25 0.48 6.3
A1-A102 2.6 0.61 4.2
YBCO/PrBCO 20 3.6 92
Table 3.1: Estimates for Гс(1) and a
The parameters have been derived from the straight lines in figures 3.8, 3.9 and 3.10.
for YBCO/PrBCO superlattices with T'c(l, oo)=20 K ciud a(0)=3.6. The resulting 
a(N) is depicted in figure 3.11. As expected, a{N) decreases with increasing 
N,  which is the number of PrBCO unit cells separating the 7V/-YBCO units. 
It is important to point out that an uncertainty of 10 percent in Tc{M,N) 
affects a(N) up to 20 percent. In view of this, the experimental data shown in 
figure 3.11 appear to be fairly consistent with an Y-dependence, fully controlled 
by a{N) for all M,  with a(0) = 2|A3|/Ao, as assumed in equations 3.45 and 
3.47. To summarize, the essential characteristics of the dimensional crossover 
or equivalently of a finite size effect driven by the interaction V3 are in good 
agreement with experiments for rather different, layered S I  superconductors. In 
view of this, the Heisenberg-type interaction, mediated by V3, appears to be a 
generic feature of superconductor-insulator superlattices and controls Tc{M,N).
Now, let us try to apply the electrostatic model that we have introduced in 
the last section to predict the coupling constants. From equation 3.33, we find 
that
4тгеa{N) = - ^ C d ( N )  < V{pd{N)) > D{0) (3.48)
Because (7)a( stacks are not uniform, but consist of several insulating layers that 
differ substantially on an atomic scale, the assumption of a single exponential 
decay, t oc exp(—Kd(l + Y)), appears to be an oversimplification. The 
identification of the dominant contribution to the Y-dependence of a{N) is 
simplified considerably by noting that d{N) < V{pd{N)) > /  < Y(pd(0)) >
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Figure 3.11: a{N) clete]'minecl from the experimental data 
a{N) is calculated from the Tc(M,N) values measured in YBCO/PrBCO superlat- 
tices^ ®’^  ^with Tc(l,oo)=20 K and n(0)=3.6.
is nearly independent of N  for a  > 1. Thus, the A^-dependence of fi(7V)/«(0) 
depicted in figure 3.12 predominantly probes The decay is reasonably well
described by the exponential t'^(N)/t'^{0) = exp(—2/cd(A/’)), as depicted in fig­
ure 3.12 with 1//C = 6.7d, pointing to a rather long range interlayer interaction.
The remaining problem is the assessment of «(0) = 2IA3I/A0 and in particular 
of A3 where o; enters. To estimate A3(A^  = 0) = g3{N = 0)i)(0) in YBa^CusOr, 
we take a = 3.8 Aand d=l2 A. The density of states D{Q) is of the order of 
2/3 eV“ ,^ while t{N = 0) can be estimated from the interlayer hopping matrix 
element C ~20 meV,*^ ® yielding t ~  Cd^je^ ~1.65xl0“ .^ The resulting values 
for < V{pd) >, Xz/t'^ and A3 are listed in table 3.2 for various values of the 
polarizability a. Apparently, A3 increases rapidly with a and becomes negative 
above a threshold value. The corresponding strength of the interlayer pairing- 
interaction Ao is readily obtained from a(0) = [AsI/Aq and equation 3.47, and 
yields with the BCS-type formula Tc(l) = 1.140exp( —I/Aq) and 7c(l)=20 K,
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Figure 3.12: a{N)/a{0 ) versus N
For comparison with the experimental'data,^*^’·^  ^we included the exponentially decaying 
curve of i^(A^)/i'^(0) = exp(—2Kd{N)) with Kf/=0.15.
an estimate for the cutoiF temperature 0 . The resulting Aq and 0  values are 
also included in table 3.2. Our assumption of an unretarded interaction requires 
ksQ hujpk, where cOp/, is a characteristic phonon frequency. This is certainly the 
case for 0  > 1000 K. Moreover, 0  values exceeding the width of the conduction 
band (=0.6 eV) are unphysical. According to table 3.2, consistency with the 
assumption of an unretarded V3 then requires a values in the range 1 < a  < 2, 
which coincides with the physical range in YBCO.*^ ® Additional evidence for the 
unretarded nature of the interactions comes from the correlation between the 
Hall coefficient, penetration depth and transition temperature.*’’
In summary, the overlap integral controls the A^-dependence and determines 
the rather long range of the interaction, while the electronic polarizability enters 
as a crucial factor, raising the coupling strength to the range where retardation 
effects can be neglected and where V3 is attractive. The resulting estimates for 
Ao, the coupling strength of the intralayer pairing interaction, are within the 
range of conventional superconductors. Thus the high-Tc property of YBCO is
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a < V(pd) > -^3 Ao 0(K)
0.0 0.2 15 0.004 0.048 -
0.5 -1.4 -110 -0.029 0.130 4x10“
1.0 -3.1 -230 -0.063 0.190 3700
1.5 -4.7 -350 -0.096 0.230 1300
2.0 -6.3 -475 -0.1.30 0.270 700
2.5 -8.0 -600 -0.160 0.300 490
3.0 -9.6 -720 -0.200 0.330 360
Table 3.2: Estimates for the coupling strengths 
< V{pd) >, -^ 3) 0 calculated for various polarizabilities a with
a=3.8 A, fi=12 A, kp = 7r/2a, f?(0)=2/3 eV"' and t ~1.65xl0“ .^
due to the high cutoflf temperature and to the pronounced crossover from 2D to 
3D superconductivity, controlled by IA3I/A0.
Finally, using the Ginzburg-Landau formuhition, we will calculate the orbital 
upper critical field, the magnetic field strength at which the critical temperature 
vanishes, for our model. For this purpose, we introduce the vector potential A 
into the free energy functional. The resulting Ginzburg-Landau functional, in 
CGS units, is given by
F  = (3.49)
9lP(0)
r,
exp(—/:|£ AJz)(f>n{r)
+ 9^ n-i (F) e x p (- i |f  A,dz)(f>n{r)]} .
Note that F  has an unusual form in that the vector field enters not only the 
kinetic energy term but also the interaction gz terms. This is a result of the 
peculiarity of V3, which involves interlayer motion of electrons. A enters due to 
gauge invariance. Order parameters, which describe the center of mass motion of 
the Cooper pairs, of adjacent layers are coupled as a result of the V3 interaction. 
When a pair goes from one layer to another it gets a phase, which is nothing but 
the exponential term in the above expression for the free energy.
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The Ginzburg-Landau equation is obtained by the variational calculation 
SF/64>n=^  for all n which gives
2í71||
9 ¡D{0 )
{iV + 2 e A ) M ñ (3.50)
Tl
¿e
-<73[<?í'n+i(Oexp(-íi- / A,dz)fie Jnd
+<?i„_i(7^exp(-?:— A:,dz)] = 0  .
Due to the assumed 2D isotropy of the layers, it is enough to give the magnitude 
H of the magnetic field H and the angle 0 it makes with the c (or z) direction. 
Thus, 0=0 and 0 = -k¡2 corresponds to H perpendicular and parallel to layers, 
respectively. We use the gauge
/4 = iif(0, ;c cos Í?, —.T sin 0) , (3.51)
where a;, y are parallel and z is perpendicular to the S  units. Since we have 
chosen A to be independent of y, this coordinate can be eliminated to give
r (P ,2e ..21 . (3.52)
9lD{^)
Tl { T c { H ) - 2 \)ct>n 
,,2e
- 9 s[K+i exp(7^a;d// sin 0 ) he
2 e
+<f)n-i exp{—i— xdH s'm 0 )] = 0  .
Tic
The upper critical field is obtained by looking for the solution of the above 
equation with the largest H so that Tc{H)=0. Solutions with ^=0 and 0 = tt/ 2 
give and //'L  respectively. For, 0=0 we end up with
which can be readily solved for íí= 1,...,M, to give
(3.5.3)
Í7á = ^ í 2 í > ( 0 ) ( l + - o s ^ ) . (3.54)
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where a — 2|A3|/Ao. Thus, and Tc have the same M-dependence, such that
_  m||C^gT>(0)
Tc{M) eh Tc{l) ■
Lastly, the upper critical field for H parallel to the layers is given by
(P glD{^)
(3.55)
[- 2mii dx"^ (3.56)
-gslK+i exp{i^xdl-l)  lie
. ¿eex p (-f^a ;d //)]  = 0 .
Again, evaluation of //¿2 is tantamount to determining the largest field H for 
which these equations have a solution. This leads to an eigenvalue problem of 
a Hermitian matrix. It turns out ’that the relevant eigenvalue is independent of 
the phase and merely yields Tc{M) for any finite M. Thus, according to the 
Ginzburg-Landau model, a parallel field does not affect Tc- In fact, this is what 
has been observed experimentally up to 90 kG.'^^
3.3 Tunneling Induced Superconductiv ity  in 
Layered Systems
In this section, we study the effects of ])honon modes which modify the 
interlayer distances in systems consisting of a sequence of conducting and 
insulating la y e rs .T h is  is an example for interlayer pairing mechanism that we 
discussed in the preceding sections. In fact, there are no intralayer interactions 
in this model. The only electron-electron interaction is an interlayer coupling 
mediated by phonons, which is very similar to V3 process of section 3.1. However, 
since for this model it is more convenient to study in the band picture rather than 
the layer picture, we will use the band indices. VVe show that the modification 
of interlayer transition rate of electrons by phonons can lead to an attractive 
electron-electron interaction. We conclude that a bare interlayer interaction is 
enough for a superconducting transition in layers which are otherwise normal.
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For simplicity, we consider a system composed of two conducting (metallic) 
layers separated by an insulating medium. This system contains the essential 
ingredients of the tunneling-induced superconductivity as revealed in this study. 
Recently thin fdms of high-Tc superconductor of YBa-iCusOr have been grown 
artificially, allowing to investigate the properties of a one-unit-cell thick films®'* 
which contains two copper oxide layers only. For such a system we assume that 
the metallic layers can be treated within the 2D Fermi liquid picture and the only 
interaction between the layers is phonon assisted tunneling. The Hamiltonian 
relevant for the said system is given by
H = cj^ j^ Cni(T 4- 1 -f ^3 d" T + h.c.).
ni<7 q i(T
(3.57)
Here, e is the self-energy, cr is the s])in of the electron, and t is the hopping 
matrix element between nearest neighbor lattice sites. The.se lattice sites (labeled 
by i or j )  lie in the same metallic layer (labeled by n). The first two terms 
in equation 3.57, represent on-site and nearest neighbor hopping processes, 
respectively, and they lead to the electronic energy structure of the layers in 
the absence of interlayer interaction. The third term stands for the phonons. 
For the purpose of this study, we are going to consider only transversal phonon 
mode with displacements perpendicular to the layers. Phonon assisted tunneling 
introduced via the last term describes the interaction between the metallic layers. 
The factor t{ is simply the hopping matrix elenient for an electron to go from site 
i in layer 1 to the corresj^onding site in layer 2. This term is the first order 
contribution of the interlayer interaction within the tight binding approximation. 
The coupling to phonon degree of freedom comes from the dependence of i,· on the 
interlayer separation.®® We assume that is of the form ¿le“'''·', where (i is the 
displacement of the site i from the equilibrium value. This assumption is justified 
by the fact that the atomic orbitals have radial part decaying exponentially. Note 
also that in the case of square barrier the transmission amplitude is exponentially 
dependent on the width of of the tunneling barrier. In both cases, the adiabatic 
approximation is valid. That is the changes in Z,· are treiited as very slow in
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comparison to the interlayer tunneling rate of electron. This is nothing but the 
Born-Oppenheimer approximation applied to the current problem. For small 
displacements the exponential can be expanded to give ij_(l — kQ). Here Q is 
linear in phonon operators and is given by
hQ = E(;^ 2L ñ4iQjiiOq (3.58)
where L  is the number, of lattice sites, il/,on is the ion mass and R {  is the 
equilibrium position of site i. Here, we do not take into account the modification 
of the intralayer hopping matrix element t by the phonons since these changes are 
only second order in The Hamiltonian takes a familiar form by two successive 
canonical transformations. The first one is the usual Fourier transformation 
which changes site label to wave vector k, and also introduces the energy bands 
e .^ The electron layer-operators c,„v are now changed to In the absence
of interlayer tunneling this transformation would diagonalize the Hamiltonian 
completely resulting in two identical energy bands The next transformation 
is obtained by taking the symmetric and the antisymmetric combinations of the 
layer-operators in order to diagonalize the interlayer tunneling term. The 
composed transformation can be written as
~  + (~1) C-2icr)i (3.69)
Note that this is actually a three dimensional Fourier transformation with only 
two different values (0 and tt) for the component in the perpendicular direction. 
We introduce the split energy bands and the electron-phonon interaction 
constant by
= + (3.60)
and
gif — í i .r{~
h
2 L M i o n < ^ f
1/2 (3.61)
respectively. Neglecting the Umklapp processes, we can write the transformed
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Hamiltonian as
= X) hiOg-{blh^ -+ x) +
tnkcr q m k a
(3.62)
Clearly, this is nothing but Fröhlich Hamiltonian'*® for two independent 
subsystems labeled by m  since the band index m is a good quantum number. As 
a result, the conventional BCS theory*^ ** can be applied to each band separately. 
Earlier, BCS theory of superconductivity was generalized to take into account the 
materials having several energy l^ands.**'’®® Our Hamiltonian after the canonical 
transformation is simply a two-band model with vanishing interlayer coupling. 
Thus, we can use the results of existing solutions of the two-band model.
It should be noted that the calculation of the electron-phonon coupling 
constant in terms of the Vciriation of the hopping integrals owing to the change 
of interatomic distances was first proposed by Fröhlich.®® Later, Ashkenazi et 
al.^  ^ showed that this method is equivalent to the Bloch approach.'® The same 
method has been used by Weber^* to calculate the electron-phonon coupling 
leading to high Tc in La2_a:(Ba,Sr)i.CuO,(. In this section, we use the Fröhlich 
approach to study the effect of phonon modes modifying the distance between 
two conducting layers in normal state. We find that modification of the interlayer 
transition rate of electrons and hence phonon induced tunneling can lead to an 
attractive electron-electron interaction. As a result the normal layers become 
superconducting due to an interlayer interaction alone.
According to two-band model of superconductivity, the Hamiltonian in 
equation 3.62 will adopt a solution with two order parameters Ai and 
corresponding to the bands 1 and 2, respectively. Furthermore, as a result of 
vanishing interband interaction there will be two critical temperatures, one for 
each band.®^’®* However, in our case the energy bands given by equation 3.60 
are identical apart from a small splitting, and hence there is only one critical 
temperature Tc. The strength of the electron-phonon coupling is measured by 
the dimensionless parameter A. In the case of vanishing Coulomb coupling 
constant p*, Tc ~  where uq is the maximum phonon frequency.®*
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The critical temperature for the present model can be calculated by using the 
known parameters of some materials, but it is not always reliable since Tc is a 
very sensitive function of A. Nevertheless, we are going to determine the order of 
magnitude only. The value of A can be calculated in terms of the electronic matrix 
element g, (which is constant and is given by g = ti_K in our case), and phonon 
frequencies lo. The expression for the dimensionless electron-phonon coupling 
constant is
A = ^(0) < g'  ^ >
Mian < 0J'^  >'
(3.63)
Here < > is the square of the electronic matrix element averaged over the
Fermi surface and < u>'^  > is an average of the square of the phonon frequency. 
D{0 ) is the electronic density of states(DOS) at the Fermi level and Mian is the 
atomic mass. Since the two bands of the system we are considering differ by a 
small splitting only, D{0) and hence Tc is the same for both bands. Considering 
the acoustic branch of phonons we see that the average < uj  ^ > can simply be 
taken as oJq. Since, we are dealing with the weakly interacting two 2D layers, 
the interlayer hopping matrix element tx is small as compared to its intralayer 
counterpart. Therefore, if we assume that the latter is ~  1 eV then t± can be 
taken to be ~  0.1 eV. An estimation for k can be obtained by using a square 
barrier modeling of the interlayer tunneling process. As a result, for typical values 
of the parameters given by Mian ~  10“ ·^® kg, uq ~  lO*'^  s“ ’, D{0) ~  10 eV“\  
/c ~  1 and ¿X ~  10“’ eV, the electron-phonon coupling constant A is found 
to be of the order of unity which can le<ul to physical Tc values.
The order parameters Ax and A-2 can also be written in the real space, i.e. 
by using the layer index rather than the band index. Since Ax and A-2 are 
symmetric and antisymmetric combinations of the layer orbitals, the real space 
representation Ax ±  A2 give rise to pair wave functions localized either in layer 1 
or 2. The generalization of the problem to infinite number of layers also gives the 
same result. In this case, there is band formation in the perpendicular direction 
and hence the order parameter is labeled by a wave number k~ instead of the 
discrete values 1 and 2. Since, At. is more or less independent of owing to the 
small dispersion in the z direction, the real space representation of A is given by
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a Dirac delta-like function. Thus, electron pairs are localized in the layers. This 
is also what is observed in expei’iments on high-Tc materials.
Electron-phonon coupling in solids is a result of the modification of the lattice 
structure by phonons.^® Depending upon the nature of the solid this interaction 
is dominated by a certain type of coupling (delbrmation, piezoelectric, polar etc.). 
In our model, the interaction is due to the change in the interlayer hopping matrix 
elements caused by the phonons existing in the medium. If the interlayer distance 
becomes smaller, it becomes easier for an electron to tunnel from one layer to 
the other. Now the pairing can be visualized in terms of this interpretation. 
Consider two electrons in the same layer. If one of them tunnels to the other 
layer owing to the shrinking interlayer separation caused by transversal phonons, 
then the other one will also choose this way. As in the conventional systems, the 
many body ground state is attained if electrons having opposite momenta couple 
to each other. Consequently, it is energetically more favorable for electrons to 
tunnel in pair.
At this point we should note that the interaction we mentioned has nothing 
to do with Josephson tunneling. In the latter there are two systems which are 
already in superconducting state and the phases of the order parameters at 
two sites are locked by means of the interaction between them. On the other 
hand in our model, superconductivity is induced by the interaction itself. Two 
conducting layers here, are in the normal state unless they are brought together 
to allow interlayer tunneling. Then, tunneling causes a kind of pairing interaction 
which results in superconductivity of whole system. Superconductivity of systems 
composed of layers coupled via .Josephson interaction have been studied in detail 
e a r l i e r . I t  has been shown that .Josephson tunneling does not contribute to the 
pairing.
In order to explore the stability of the solution with respect to imperfections 
(defects, impurities), one has to investigate the behavior of the system in the 
presence of scattering centers. This is, however, very similar to the problem 
of two-band superconductivity with impurities studied e a r l i e r . T h e  present 
problem corresponds to the strong intraband coupling limit of the two-band model
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where the interband phonon coupling is neglected. The temperature dependence 
of the order parameters is given by two coupled equations whose general solution 
is quite complicated and thus is beyond the scope of the present study. An 
interesting observation is that if the order parameter of one band is much larger 
than that of the other, the interband impurity scattering enhances the lower 
critical temperature.
It is easy to modify the model for the continuum limit which is relevant 
especially for metals where the tight l.)inding approximation is replaced by a more 
realistic nonlocal picture. For 2D noninteracting electron gas, DOS is independent 
of energy and therefore identity of the critical temperatures of the two energy 
bands is fully satisfied. The continuum model is analogous to jellium modeF^’'*® 
of conventional systems. Phonons are now the quantized vibrations of the two 
membranes. The cut oif frequency is related to the sharpest possible deformation 
on the membranes. In this respect, the assumption that the conducting layers are 
identical and have lattice sites on top of each other can be generalized to cover 
incommensurate layers.
In summary, a possible mechanism was proposed for the superconductivity 
of layered systems. The only interaction between the 2D Fermi liquid layers, 
is assumed to be tunneling. We show that transversal phonon modes with 
displacements perpendicular to these layers causes an attractive electron- 
electron interaction which can induce a superconducting transition. According 
to this model electrons and phonons can couple via tunneling and as a 
result a bare interlayer interaction can cause otherwise normal layers to go 
into superconducting state. In this respect, short periodicity semiconductor 
superlattices (consisting of consecutive quantum wells and barriers) can be 
interesting systems to explore.
C hapter 4
Fhllerenes
4.1 Review
In 1985, Kroto et al7^ have succeeded in isolating a special carbon molecule 
by laser vaporization of graphite. It was proposed that the molecule, composed 
of 60 carbon atoms, had the truncated-icosahedron structure and was named 
Buckminsterfullerene, after the engineer Buckminster Fuller who had pioneered 
the concept of geodesic domes. The name fullerene is now used for the cage- 
structure carbon clusters. Cm, with even number of atoms where each atom 
is connected to three nearest neighbors. Each polyhedral network consists of 
pentagons and hexagons. According to a relation due to the 18‘^ ‘-century Swiss 
mathematician Leonhard Euler, for any polyhedron the number of pentagons 
must always be 12 while the number of hexagons can be anything other than 
one, but including zero. Among the possible carbon clusters, C’co ‘'■nd C70 have 
been found to be relatively stable (figure 4.1). The extraordinary stability of 
the 60-atom species stems from the symmetry of the molecule. Having the 
icosahedron point group, Ceo is the most symmetric molecule possible in three- 
dimensional Euclidean space. The Cco structure can be visualized as a single, two 
dimensional (2D) graphite layer consisting of pentagons and hexagons which is 
wrapped on a sphere of diameter 7.1 Á. The effective dimensionality of this sphere 
and properties in conjunction with it are of interest for studies on low dimensional
54
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Figure 4.1: Fullerenes
The two stable molecules: Cco (left) and C70 (right). The number of pentagons is 
always 12. The soccer ball structure of Ceo has 20 hexagons, while C70 has 25 producing 
a shape reminiscent of a rugby ball. From Reference 76.
electron systems. Five years after the discovery of buckminsterfullerene,
or buckyball in short, Kratschmer and Fostiropoulos developed a method to 
produce macroscopic amounts of the third crystalline form of pure carbon 
after diamond and g r aph i t e . Ac c o r d i ng  to single crystal x-ray diffraction 
measurements, at room temperature solid Coo (fullerite) form a face centered 
cubic (fee) Bravais lattice with the cubic lattice parameter по=14.2 A, and with 
a high degree of rotational disorder of the basis formed by C'eo molecules at the 
lattice s i t es . Synchr ot r on x-ray powder diffraction and differential scanning 
calorimetry meevsurements on solid C’eo by Heiney ct show that at 249 К fee 
structure changes to a low temperature simple cubic structure by a first order 
phase transition. The properties of solid Ceo are summarized in table 4.1.
One of the most critical developments in the field was the synthesis of the 
conducting solid fullerenes Ceo and C70 doped by alkali-metals.®“ Haddon et 
al. prepared films of those materials having conductivities at room temperature 
that are comparable to those attained by n-type doped polyacetylene. Thus, the 
possibility of intercalating small dopant ions into the fullerene crystal without
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S tru c tu ra l D ata
Crystal structure cubic Fm.3m ( T > 260 K )
Cage diameter
Pa.3 ( T < 260 /r  ) 
7.1 Â
Bond lengths ■■(C-C) 1.391 Âsix-six ring fusions
Ceo-Ceo nearest neighbor distiince
1.455 Afive-six ring fusions 
3.1 A
Bulk modulus 18 G Pa
Density 1.65 g/cm'^
E lectron ic /S pectroscop ic  D ata  
Electron affinity 2.6-2.8 eV
Ionization energy 7.6 eV
Band gap 1.9 eV
NMR chemical shift 142.68 ppm
Vibrational frequencies 
infrared 528, 577, 1183, 1429 1/cm
Raman 272, 429, 495, 711, 772, 1099,
librations
1250, 1422, 1467, 1573 1/cm 
22 1/cm (5 K)
Refractive index 2.2 (630 nm)
Table 4.1: Properties of solid C'eo 
From Reference 76.
disrupting the network of contacts between the spheroids led to the production 
of the first 3D isotropic organic conductor. The most exciting news came from 
the same group again. Potassium-doped Cgo was found to be superconducting 
at 18 Further studies showed that only KaCso exhibits the superconducting 
behavior. Zhou et al.^  ^ found that KsCeo, in which Ceo’s form an fee lattice at 
room temperature, undergoes a transition from fee to bcc upon further doping 
(figure 4.2). They have demonstrated that KeCeO) which is an insulator, form a 
bcc lattice.
The isotope experiment is one of the cleanest ways to understand the role of 
lattice vibrations in superconductivity. Measurements of Rcimirez et yield 
an exponent of o; =  0.37 ±  0.05 for the relation Tc on A/~", where M  is the ionic
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Figure 4.2: Doped fullerenes 
K3C60 has an fee strueture (left)^  ^while KgCgo is bee (riglit).^ '^
mass. This result can be interpreted ¿is an evidence for phonon-mediated pairing.
Another interesting observation is tluit it is possible to obtain a ferromagnetic 
solid if Ceo is reduced not by alkcili-metal but by reaction with organic electron 
donors. (TDAE=tetrakis(dimethylamino)-ethylene)CGo has a Curie temperature 
of 16 K, which is higher than any other known molecular ferromagnet.®^
Properties of alkali-metal doped A3CG0 ^re summarized in table 4.2. Note 
that the superconducting critical temperatures are higher than any other known 
molecular superconductor and only the cuprate superconductors have higher Tc-
Shortly after the synthesis of Cgo, Haddon ct al.^^  calculated the energy 
levels of the molecule by using the Hiickel method. The hexagons involve the 
sp^ hybridization while the pentagons have the sp  ^ hybridization. The bond 
angle 108^  in the pentagon is very close to the angle 109^ 2^8’ in the ideal sp^
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Crystal structure cubic Fm3m
Superconductivity type II
Transition temperature Tg KsCoo 19 KRbsCeo 29 K
Cs^RbCoo 33 K
Rb'i.TTl'i.^Crjo 42.5 K
Pressure dependence 6Tg/SP= -0.63 to -.078 K/kbar
Effective mass of carriers 1.3 rUg
Lower critical field Hci{0 ) 0.013 T
Upper critical field Hg2{0 ) 49 T
Coherence length m 26 A
Penetration depth MO) 2400 A
NMR chemical shift 186 ppm
Table 4.2: Properties of alkali-metal doped AaCeo fullerides 
mg is the mass of free electron. From References 76 and 86.
hybridization. Since Ceo is nearly spherical, it is very convenient to label the 
states according to their approximate transformations under the operations of 
the full rotation group as shown in figure 4.3. The electronic spectrum is similar 
to the spectrum of 60 noninteracting electrons on the surface of a sphere. The 
low-lying states correspond approximately to the angular momenta /= 0, 1, 2, 
3, and 4 states. The lowest-lying unoccupied orbitals consist of a pair of triply 
degenerate orbitals (¿lu and t^y) and they constitute the /=5 states along with 
the 5-fold degenerate highest-lying occupied orbital (/¿u).
Ceo solid was found to be a direct band gap semiconductor in the solid phase.** 
Self-consistent field (SCF) calculations based on the local density approximation 
have predicted that the solid phase is stable in the fee structure with a 1.6 eV 
(per basis, i.e. Ceo cluster) cohesive energy and has a direct band gap of 1.5 
eV (figure 4.4). The deeper levels of the cluster, forming very narrow bands in 
the solid, are considered to be bonding states due to the cr-bonds. The bands 
formed by the 7r-bond states (those between -6 and -f 7 eV) are more dispersive 
due to their relatively larger intermolecular overlap. The antibonding states of
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Figure 4.3; Electronic energy levels of Ceo 
The corresponding energy levels of the spherical harmonics are also indicated. /3 is the 
hopping integral for the carbon 7r-orbitals. From Reference 87.
a bonds are above 7 eV. The calculated electronic structure of the solid C'oo 
indicates that intermolecular interactions are weak owing to small overlap of 
molecular orbitals.®®’®^ Nearest neighbor interaction in the solid phase can be 
compared with the interlayer interaction in graphite. The latter is known to be 
weak. In fact, photoemission measurements^® along with the results of those SCF 
calculations imply that the electronic states of solid phase can be described to 
some extent by the states of isolated Ceo· Figure 4.5 shows the contour plot of 
the valence-electron density of the fee C’eo crystal on the (010) plane. As can be 
seen, the electron density between C’eo clusters is much lower than the densities
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(a) (b)
'zC
Degeneracy
Figure 4.4; The band structure of the fee C'eo solid 
(a) Electronic energy levels of isolated Ceo molecule. The arrows denote the optically 
allowed transitions, (b) Band structure oi the solid pha.se near the energy gap. The 
valence and the conduction bands are closest at the A' point. From Reference 88.
60at single (five-six ring fusion) and double (six-six ring fusion) bonds within a C, 
cluster.
In the isolated Cco, the lowest unoccupied molecular orbital (LUMO) state 
is ~  5 eV below vacuum level and also is 1.9 eV above the highest occupied 
molecular orbital (HOMO) s t a t e . T h e  valence electron of an <'ilkali atom has 
low affinity, and thus can easily be donated to LUMO. A similar situation was 
already pointed out for K and Na adsorbed on Si s u r f a c e s . A c c o r d i n g  to 
the results of the SCF pseudopotential calculations based on the local density 
approximation, the alkali atoms are adsorbed at the centers of the hexagonal 
rings above the atomic plane. These are the low charge density locations on 
the surface. At low coverage, the adsorbed alkali atoms donate their valence 
electrons to the empty surface states which attributes a 2D metallic character to 
the semiconductor surface.
An important clue about the mechanism of superconductivity came from
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Figure 4.5; Contour plot of valence-electron density 
The fee strueture is viewed in the (010) direetion. Solid eireles are earbon atoms. 
Eaeh eontour represents twiee (or half) the density of neighboring eontours. From 
Referenee 88.
the measurements on the pressure dependence of the critical temperature Tc. 
Spam et have measured Tc of single-phase K3C60 compound as a function 
of pressure (figure 4.6). Their powder sample showed a very large decrease 
of Tc with increasing pressure. A simple argument, piling of the density of 
states at the Fermi level, can explain this behavior. According to BCS theory, 
Tc oc o;exp( —1/A), where u  is a characteristic phonon frequency and A is 
the dimensionless electron-phonon coupling parameter which is proportional to 
density of states at the Fermi level N{Ep) and inversely proportional to uT. 
Pressure is expected to increase u> and broaden the conduction band and hence 
decreasing N{Ep). Since the exponential factor is dominant, we expect a negative 
slope in Tc versus pressure curve. A similar argument, can also be used to 
understand the increase of Tc with larger alkali metal radius (table 4.2).
The development of the field have been so rapid that the applications of the 
fullerenes yet to be established. Interestingly, varying the doping concentration 
and tempei’ature, Ceo can be made to function as an insulator, a conductor, 
a semiconductor and a superconductor. Its direct band gap along with the
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Figure 4.6: Tc versus pressure
The superconducting critical temperature Tc of KaCco decreases with increasing 
pressure. Since the experiment has been performed on a powder sample, there are 
two critical temperatures. Tc2 is related to .Josephson coupling of superconducting 
grains. From Reference 94.
peculiar rotational disorder of the Coo molecules in solid phase makes fullerenes 
a new kind of semiconductor. Highly ordered Cco films have been grown on 
crystalline substrates like gallium arsenide, which is a promising result for 
niicroelectronic applications. High transition temperatures for superconducting 
and ferromagnetic orderings may be very important for technological applications. 
Since alkali metal doped Cgo is a 3D superconductor, it is a candidate for the 
production of practical superconducting wires. Ceo molecules, due to their ability 
to accept and release of electrons, can be used as charge carriers (in batteries for 
example). There has also been developments in putting a dopant atom in the 
cage. The properties of these materials are yet to be found. Liquid solutions of 
fullerenes have shown interesting optical harmonic generation properties. It has 
been found that under pressure C'eo solid can be converted to diamond. Finally,
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fullerene tubules, tubular graphitic filaments, have been proposed to a new class 
of materials yet to be studied on.
The dependence of the critical temperature Tc only on the distance between 
the Ceo molecules^^ has been interpreted as an evidence for an intramolecular 
superconductivity mechanism. However, whether this intramolecular mechanism 
originates from electron-phonon coupling; or whether purely repulsive electron 
correlations cause an effective attractive interaction between the electrons; or else 
whether both are operative is still an open question. Anotherpoint to be clarified 
is the coupling strength which determines the state of the system between the 
weak coupling BCS type superconductivity and the Bose-Einstein condensation 
of bosons formed by two electrons as a result of strong interaction. Several 
models using phonons^®“ °^° or electron correlations'^^’^ '^  ^ have been proposed as 
the mechanism of superconductivity in the alkali metal doped Cco-
The models based on the electron-phonon interaction generally concentrate 
on the particular molecular and chemical nature of the compounds and they 
use the standard BCS-type coupling to molecular vibrations. Schlüter et al.^  ^
consider intramolecular .Jahn-Teller type modes. As a result of the geometry of 
the system, the dimensionless BCS coupling parameter A = N V  is factorized in 
real space. The coupling V is largely an isolated molecule property while the 
density of states N  of conduction electrons is controlled by the intermolecular 
hopping. However, the point to be kej)t in mind is that since the average phonon 
energy and the electron kinetic energy are comparable, Migdal’s approximation 
used in BCS theory is questionable.
It has been argued that the 7r-electrons on the surface of a single C'eo molecule 
by themselves can provide an effective attractive interaction for the electrons, 
favoring even occupancy of the molecules, that is, electron p a i r i n g . F o r  an 
on-site repulsive interaction Í/, Chakravarty and Kivelson"^^ claimed that the 
energy to add two electrons to a C(jo molecule is less than the twice the energy 
to add one electron. Therefore, it is lower in energy for electrons to form pairs. 
However, this and similar models generally treat the problem by perturbation 
theory to the second order and it is an open question whether the same result
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holds with the higher order corrections.
Finally, it is not clear whether the superconductor A3C60 is an ofF- 
stoichiometric composition. Lof et proposed that stoichiometric or ordered 
K3C60 is a half-filled shell Mott-Hubbard insulator. They also claim that since 
the on-site molecular Coulomb repulsion is very large in comparison to the 
bandwidth, Ceo should be considered as a strongly correlated system. The 
photoemission and the inverse photoemission measurements of Takahashi em et 
al.^ °'* indicates that the change of the electronic structure by alkali metal doping 
is not a rigid and simple band filling but a transfer of the electronic states from 
the LUMO band to an additional band produced by the doping below the Fermi 
level. Furthermore, they identify a pseudo-gap opening at the Fermi level in 
K3C60.
In order to understand the electronic structure and possible electron-electron 
interactions of an isolated Ceo niolecule, we should start with a model which 
takes at least 60 electrons into account. However, it is still very helpful to 
study two electron problem which gives an idea about the pairing due to 
an attractive electron-electron interaction. In the next section, we solve the 
problem of two fermions on a truncated-icosahedron interacting via a short-range 
attractive interaction. This problem turns out to be very useful in determining the 
dimensional effects. In the last section, we propose a simple model to understand 
the physics of electron-phonon interaction in solid Ceo·
4.2 Two-Fermion Problem  on a 
T runcated-Icosahedron
In this section we study the dimensional effects emerging from the confinement 
of electrons on a s u r f a c e . F o r  this purpose, we consider two electrons (or 
fermions in general) moving on a truncated-icosahedron. What we want to 
understand is whether this surface is reminiscent of a plane from the point of 
view of the interaction of fermions to form a bound state. As is well known, in
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one and two-dimensional (ID and 2D) cases, when two particles interact via a 
short-range potential, a bound state is formed no matter how weak the attractive 
interaction is.^ In 3D, on the other hand, one requires a critical coupling strength 
to form a discrete level below the continuous energy spectrum.
In the next section we study the local attraction problem in ID, 2D and 3D, 
and we verify the above statement on the formation of bound-states. Then we 
consider the fullerenes. Taking the discrete structure of the Ceo molecule into 
account, we first solve the negative U Hubbard model, which is obtained from 
the tight binding Hamiltonian by adding a term lowering the energy when two 
fermions occupy the same site, for two fermions on a lattice of sixty sites formed 
by the vertices of a truncated-icosahedron. By exact diagonalization, we find 
that even a very small but negative U value is enough to form a pair, i.e. a wave 
function decaying with distance between the fermions. Going to a continuum 
version of the problem, we then show that an attractive interaction between two 
particles confined to the surface of a sphere gives rise to a bound state, no matter 
how weak the interaction is. We explore the similarity between a sphere and a 
plane as far as pairing properties are concerned.
4.2.1 B ound-State Form ation in ID , 2D and 3D
The simplest way to study the dimensional effects on the formation of bound- 
states is to consider a shallow potential well and solve the one particle problem. 
Due to translational invariance the two particle problem can be reduced to one 
and the well potential can model sim])le short range interactions. This problem 
can easily be handled by using the Green’s function technique.^ We first find 
the free particle Green’s function Go and then introduce the interaction V by 
means of a perturbation expansion to evaluate the the exact Green’s function G. 
Since the poles of G are simply the eigenvalues of the Hamiltonian H = Hq + V, 
we investigate whether G has any pole below the ground state eigenvalue of the 
unperturbed Hamiltonian Ho, which we will take to be zero.
Go{E) — [E — Ho)~^ can be expres.sed in terms of the eigenvalues E^  ^ and the
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Dimension Go{f,E-,E) ^  0-
3D m e x p { - k o \ r - r * \ )  2'Kh?· finite
2D ln(A;o|r — 7^ 1) + const. + o{ko\f —7-^ 1)
ID ^ e x p (  ¿o|r r'l) \J 2h' \^E\
Table 4.3: Free particle Green’s functions 
ko — y/2in\E\/h, m: mass of the particle, A'q: zeroth order modified Bessel function
complete set of orthonormal eigenfunctions i/’,°(r) of Ho by the equation
<jro(?·, 1^ ] E) — J(In (4.1)E - E O
where /  dn is an (multiple for 2D and 3D) integral over the continuous spectrum. 
Using the above expression or the differential equation satisfied by Go{r,E] E), 
the free particle Green’s function’s for negative energies ( jS < 0) CcUi easily be 
found (table 4.3).^ Note that because we are searching the poles of G below zero, 
we need Go for E < 0. Furthermore, since we are going to take V to be very 
small and negative, E ^  0~.
Now, using G{E) = [E — {Ho + U)]“*, it is easy to obtain a power series 
expansion for G,
G = Go + GoVGo + GoVO'oVGo + ... · (4-*2)
We are interested in finding whether or not a discrete level appears and how it 
varies with V. For simplicity, we assume that
— Vo for 7^ inside /....x
0 otherwise
where Ro is a finite region in real space, e.g. a sphere, and Vo is the depth of the 
attractive potential which we will take to be very small. Since V  is defined in 
the real space, it is convenient to write equation 4.2 in this representation also. 
Therefore,
G{r,'E]E) = Go{v,r']E) — Vo jfi^dr\Go{riV]] E)Go{i'\iE\ E) (4.4)
dviGoir.vu E)Go{ri,f2] E)Go{r2-,E\ E) + ... .
l/(f) =
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For our purposes what is important is whether the above expansion is finite or 
not. This sum exhibits drastically different behaviors for different dimensions. 
Thus, we are going to study each case separately.
3D case
Since, Go is finite for E 0 ~, given E, Vq can be taken to be so small that the 
series in equation 4.4 converges, which means that G{E) has no pole for E 0~. 
Thus, to obtain a bound state, the small term VqRo in the expansion must be 
large enough ( so that the series diverges ). Here, 7?o is used both for the region 
and its volume.
2D case
Small argument expansion of 6’o(r, 7^ ; E), with its logarithmic dependence on 
|jV_ suggests that we can approximate the Clreen’s functions in the second 
and the higher order terms in equation 4.4 by their mean value. Then, the sum 
turns out to be a geometric series
Vo RomG{r,V-,E)c,Go{f,V-,E)Y:[-
71 =  0
ln(A.-o5^ /'^ )]'‘
which can easily be summed, provided that VqRo is small enough, to give
Goir,F;E)
G{r, r ; F;) ~   ^ ^  \n{koS^G)
(4.5)
(4.6)
where S  is of the order of the area of the region Ro- We see that the pole 
corresponding to bound state is given by
7-.exp{-
27r/i■:2
■), . (4.7)2mS mVoRo
Note that the exact solution of the problem, i.e. calculation of the multiple 
integrals explicitly, would only change the effective value of .S’, and it would not 
alter the exponent. As a result, independent of the details of the potential, a 
local attractive interaction creates a bound state no matter how weak it is.
ID  case
Approximating the multiple integrals by their averages as in the 2D case (this 
is a very good approximation since Go is independent ot |;· — ?·'! as —> 0“),
G{r,F-E)c:^
1 -  VoRoyJm/2 ri^\E\
(4.8)
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which gives a pole at
2 h‘ (4.9)
Thus, for the ID case a discrete level is always formed.
In summary, for a particle to form a bound state around an attractive 
potential, in 3D case it is necessary for the potential to be stronger than a 
threshold value, while in ID and 2D cases a bound state is always formed no 
m atter how weak the attractive interaction is.
4.2.2 Hubbard M odel on T runcated-Icosahedron
Before solving the Hubbard modeP®*' for two fermions on a truncated- 
icosahedron, we are going to solve it on the ID chain having the lattice constant 
a. The energy eigenvalues and the eigenstates for the latter can be obtained 
analytically and therefore it is very helpful to gain an idea about the behavior of 
the two particle problem in higher dimensions. In fact, as we are going to show 
below, both in ID chain and on truncated-icosahedron, the two electron ground 
state wave function for negative U decay in the same way, namely exp(— —7^2!) 
where k oc |i/ |/ |i |·
The Hubbard Hamiltonian is given by
(4,10)
<ij>cr
where c]^  is the creation operator for the state at site i with spin a and n,f = c||C,j 
is the number operator. Here t is the nearest neighbor (< ij >) hopping 
integral and U is the Coulomb repulsion energy. Although, the Hubbard model 
was originally proposed^®® for correlated electron systems and therefore U is 
always positive, in the context of electron and local excitation systems the same 
Hamiltonian but with negative U vcilues has been derived.'“^
It is very helpful to rewrite the Hamiltonian in the momentum space 
representation by defining the operators
1
Ck<r =  -j=Y^eyi\:>{-ikja)cja 
v A
(4.11)
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where a is the lattice constant and N  is the number of sites which we eventually 
let to go to infinity. Defining the band energy tk = 2t cos ka, we can write the 
transformed Hamiltonian as
U
k a r  p p ' ( j
(4.12)
Now, let us write the eigenkets |^ P > in terms of the operators which form a 
complete basis when applied on the vacuum |0 > as
|4 < > = 1 : а д с ; ,4 _ „ |о > (4.13)
Here, Q is the total momentum of the two fermion system and it is conserved 
due to the translational invariance of the lattice. By inserting [Ф > into the 
Schrodinger equation > =  > we find that L(q) satisfies the equation
U( В - е , - £ в _ , ) О Д  = - Х : О Д  , (4.14)
The existence of a solution for L{q) implies a self consistency condition which can 
be obtained by solving L{q) from the left hand side and inserting into the right 
hand side. Let us write L{q) as
^  E ,  L{p)L(,) = (4.15)
E -  Cq- fQ_,
and use this expression in the previous equation. Doing the necessary 
cancellations we end up with
1
N  ^
1 = - T  —
Y  y? -  -  é Q _ , ,
(4.16)
The above equation gives the eigenvalues E. Let us confine ourselves to the 
ground state for which (3 = 0, and let us approximate the sum by an integral by 
means of the transformation
(4.17)
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Therefore, we can write the eigenvalue equation as
U r  cW1 -  —  r
2TT J—7TE — 4t cos 9
and upon integration we find the ground state energy eigenvalue to be
E  = sign{[J)VU'^ + 16i'^  ,
(4.18)
(4.19)
where sign{U) stands for the sign of U. vSince we are interested in the negative 
U case, sign{U) will be -1. After finding i?, we can calculate the wave function 
L[x)^ which is defined by
where
L[x) = f  dO exp{i0x)L{0)
S j : ,  i(p)
(4.20)
(4.21)
E — At cos 0
Since, we are interested in the shape of the wave function, we do not need the 
exact value of the normalization constant ^  L{p) = c. Hence,
T( \ - i  ^ \ r  -7/1 expjiOx)
~  ^ J-n ^  E -  At cos 0
(4.22)
The integration can easily be done by going to the complex plane and choosing 
the unit circle as the contour. Defining z =  E/At, we find that
L(x) =  ( - ^ ) ( - ^ )  /  ----- - . (4.23)
 ^ 2 it^ J\w\=i -  2ziu + I
Since |z| > 1, the only pole falling into the unit circle is z — v/z'^  — 1 and therefore
(4.24) ^ 4t ’ vTTTTT
Grouping all the constants in c, the probability density |/-'(a:)l'·^  is found to be of 
the form
|L(a:)r^ = cexp(;c/A) , (4.25)
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where A = —21n(z — \/z^ — 1). For weak coupling, i.e. \U\ <C |i|, A ~  —2|i|/|i7 |. 
Therefore, the ground state wave function of the negative U Hubbard model with 
two fermions is given
L{x) = constant X exp(—x|{ /|/|i|) (4.26)
where x is the distance between the fermions in units of the lattice constant. 
Since this expression is obtained for weak coupling, the wave function will extend 
over several unit cells.
Now, we return to the truncated-icosahedron problem. In order to study 
a local attraction mechanism, we are going to solve the negative U Hubbard 
model for two fermions moving on a Ceo niolecule. Therefore, we consider a 
lattice formed by the sixty vertices of a truncated-icosahedron and write down 
the Hubbard Hamiltonian:
H -  t clcj^
< i j > c r  i
(4.27)
Here, i and j  label the sites on the Cgo molecule and < ij > denotes two nearest 
neighbor sites. Although, the general solution of the model has not been found, 
the two-body problem can be treated analytically.^*^® We are going to diagonalize 
H by writing the matrix elements in the > =  \ij > basis where \ij > stands 
for the space part and x  is the sjjinor. For singlet pairing x  = xs, \ij > must be 
symmetric in i and j  due to the antisymmetry of |'k >. In fact, it is enough to 
study in \ij > basis since there is no spin flip term in the Hamiltonian. Thus, for 
i ^  j ,  \ij > will be defined by
1 t ..t
while for i = j ,  it is
\ii > =  cj,cjj|0 >
(4.28)
(4.29)
where |0 > denotes the vacuum.
There will be three different kinds of matrix elements of H. These are the 
on-site to on-site
< i i \H\jj  >= U6ij, (4.30)
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Figure 4.7: Labeling the sites on truncated-icosahedron 
The figure shows all possible, distinguishable two by two combinations of the 60 sites.
the on-site to bond
and the bond to bond terms
(4.31)
(4.32)
The matrix representation of H will contain 1830x1830 elements. 1830 is the 
number of all possible two by two combinations of 60 elements (including the 
case in which an element is combined by itself). However, for the eigenstates 
having the symmetry of the truncated-icosahedron, i.e. all sites equivalent, the 
dimension is highly reduced and it becomes 24x24. 24 is simply the number 
of possible line segments with ends at the vertices of the truncated-icosahedron 
(figure 4.7 ). Since, we are considering only singlet pairing, the real space wave 
function is symmetric and as a result of this it is enough to consider line segments 
without thinking of the ordering of the two ends. 24 different elements can be 
figured out by examining the surface of a truncated-icosahedron. VVe start with
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an arbitrary vertex. Pairing it with itself is the first element. Then we go to 
nearest neighbors. Draw all the possible connections and check whether any two 
segments are equivalent by a symmetry transformation. After completing this 
process, we consider the next nearest neighbors etc.. In writing the indices we 
follow the increasing distance between the electrons. Therefore, we look for the 
eigenvalues and eigenfunctions of the following matrix:
u
2 \ / 2 t
2 v ^ i
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2\/2C V2t
0
0
2t
i
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2i
0
2i
0
0
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2t
4 t
0
0
4 i
t
2 t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2 t
0
0
0
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2i
0
i
t
2t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2i
t
2t
0
t
0
• 2i 
2t 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0
0
0
0
0
0
i
2i
t
t
0
0
0
2t
c
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
i
0
2 t
0
0
0
0
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
0
0
0
0
2 t
0
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
0
0
2 t
0
0
0
0
t
0
0
0
0
0
0
0
0
0
t
t
2i
t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2 t
2t
0
t
0
2t
t
2t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2 t
t
t
0
i
0
t
2t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
0
0
0
2 t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2t
t
i t
0
0
2 t
4 t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
0
0
2t
2t
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
t
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0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2 t
2 i
0
(4.33)
The 24x24 matrix will give 24 eigenvcilues for the states having the required 
symmetry. Among these, the lowest value corresponds to the ground state. 
Figure 4.8 shows a typical probability density distribution for the ground state 
corresponding to t = — 1 and U = —3.
Our numerical analysis shows that the decay of the wave function with 
increasing electron-electron distance is exponential. Hence, it goes likeexp(—a|z— 
_f() with a ~  \U/t\. From this result, we can conclude that the negative U 
Hubbard model for two fermions on a truncated icosahedron always gives a ground 
state wave function decaying with distance between the fermions. The extension 
of the wave function is determined by \U/t\. For \U\ > |i|, two particles form a 
pair localized almost on a site.
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Figure 4.8: Two fermions on the truncated-icosahedron 
Probabihty density for the ground state as a function of the distance between the 
fermions. On the horizontal axis 1 corresponds to the configuration where the two 
fermions sit on the same site. Here i = — 1 and U = —3.
4.2.3 B ound-State Form ation on a Sphere
In this section we are going to solve a continuum version of the above 
p r o b l e m . W e  first consider two particles moving on the surface of a sphere. 
The negative U is now replaced by an attractive interaction which depends upon 
the relative coordinates of the particles only. Rotational invariance of the system 
reduces the two-body problem to an effective one-body problem where the particle 
moves in the field of an attractive potential. We then apply the method that 
we have used for the bound state formation problem in ID, 2D and 3D. We 
evaluate the Green’s function Go for the free particle, and then treat the attractive 
interaction perturbatively. We sum the infinite perturbation series to find the new 
Green’s function G and show that it has a pole at negative energies. We find that 
two particles on a sphere form a bound state no matter how weak the attractive 
interaction is.
In spite of the fact that the solid Geo is a 3D system, the surface of a Geo
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molecule has a 2D character. Consequently, one expects a behavior reminiscent of 
the perfect 2D case, i.e. a bound state even for a very weak attractive interaction. 
To verify this conjecture, we first consider two particles moving on the surface of 
a sphere which are interacting with each other via a potential depending upon 
relative coordinates of the particles only. As a result of the invariance of the 
system under the displacement of the center of mass on the sphere, this problem 
can be reduced to an effective one body problem, or central force problem on the 
surface of a sphere. Thus, it is enough to study the motion of a particle in the field 
of an attractive potential. Now, we are going to investigate whether the above 
statement on the bound-state formation in reduced dimensional systems is also 
valid for sphere. Note that this is not in contradiction with the Cooper problem 
where two electrons are always bound. In the Cooper problem, two electrons 
above the Fermi surface of a many'electron system are assumed to be interacting 
via an attractive potential. In our system, however, there are only a few free 
electrons on a Ceo sphere, so a Fermi surface cannot be defined. Therefore, it is 
not obvious whether an attractive interaction causes the electrons to form a pair.
To calculate the Green’s function we first find the eigenvalues and the 
eigenfunctions for a particle moving on the surface of a sphere freely. This is 
nothing but 3D rotator problem. The Schrödinger equation
1 ^ ^  ^ 1 - I T  n r (4.34)
is satisfied by the spherical harmonics and 'P(0,^) = Therefore, the
Green’s function for a free particle of mass jn constrained to move on the surface 
of a sphere of radius R  is given by
’(p.' "··(«')Go{n,n;e) = 1^  2^
/=0 m = - l E - E l
(4.35)
or by means of the addition theorem
47T m=l
= 57TT S  y r ( ñ ) y r ( ñ ' )
 ^ m=-/
(4.36)
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it takes the form
Go{h,h'; e) = 1 E
21 + 1
-P/(7l ■ rV), (4.37)4TrEf{ i_Q e — /(/ + 1)
where n and n' are the position vectors on the unit sphere, Pt are Legendre 
polynomials and e is the energy of the particle in units of Er = fP/2 mP?.
We now assume that a weak attractive interaction Vq is effective in a solid 
angle no- Under these circumstances we examine the Green’s function G(n,7V; e) 
to find if it has a pole in the interval [—Vo, 0]. Since Vo —> 0"^  for a weak 
interaction, we have to find G(i7,n'; c) as e —> 0~. In this limit Go{h,h'] e) can be 
evaluated in a closed form. For this purpose, we approximate the summation in 
equation 4.37 by neglecting e dependence of all the terms except / =  0. Noting 
that (21 +  l) /l(l  + 1) = 1// + 1/ (1  + 1), we obtain^^°
^  t  ^ 1^ \ 1 /1 , 1 — n ■ Ti' ,
G o(n,n;e) ~  -----?:-----+ ')■ (4.33)AttEr e ' 2
Here, the logarithm term indicates that the above model is similar to the 2D free 
particle problem. It is seen that Go exhibits a logarithmic singularity as the two 
point approach each other. This is consistent with the observation that a very 
small portion of the surface of a sphere can be approximated by a 2D plane. The 
singularity of Gq as t goes to zero in equation 4.38 is stronger than Go of the 
2D plane which changes with logarithm of c ( table 4.3 ). Such a difference is 
expected since the energy spectra are quite different in two ca.ses. In fact, 1/e 
behavior in equation 4.38 instead of Ine as in the perfect 2D case originates from 
discretization of the energy levels. If the difference between these discrete energy 
levels become very small, then the approximation made to obtain equation 4.38 
is no longer valid. In this case, we cannot separate out 1/e and ireglect the e 
dependence of the other terms, but consider all the terms of the form l/(e  — x) 
where x is now a continuous variable instead of discrete l(l +1) .  Adding those 
terms by integration over x, we end up with a logarithmic singularity. This is 
an expected result since the spacing of discrete energy levels is controlled by 7?, 
and the sphere approaches to a plane as R  increases indefinitely. It is seen that 
Green’s functions for a particle on the surface of a sphere and on the (2D) plane
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are similar in the appropriate limits as far as the position (h,n') and energy (e) 
dependences are concerned.
Knowing Go and Vq, we can find G by means of the perturbation expansion
G{h,fi']e) =  Go{h,h';e)-Vo f  dhiGo{h,7ii] e)Go{hi,h'; e )  +  . . . (4.39)
Here, for the sake of simplicity we assume that Vo is a constant interaction, i.e. 
independent of the relative positions of the electrons, and is effective only in 
solid angle Ho. For fi · h' ^  1 and e 0, Go is finite. Thus, G can be calculated 
by summing the series. We approximate the product of Green’s functions by 
factoring out Go and using the average values < Go >Uo foi' Hie rest. For our 
purposes it is enough to know the order of magnitude of < Go >iio· Therefore, 
we calculate < Go >iio, which is found to be (l /e + 2S^lnS — 6 '^  + 1) / in  Eft where 
0 < <5 < 1. Since e —> O'*", < Go >fio be very well approximated by IIAtvErc. 
At the end we obtain
Go(n, iV; e)G(?7, n'; t) ~
1 + A'kEjic
(4.40)
It is seen that a negative energy level E = eEn = — Voi2o/47r corresponding to 
a bound state is always formed, even for a very weak interaction. However, the 
extension of the wave function will depend upon the strength of the potential. 
Here, we assume that the net interaction between the electrons on the sphere 
is attractive. In principle, Vo contains Coulomb repulsion and an attractive 
mechanism, perhaps due to the vibrational modes of fullerene. Note that the 
wave function of the two electron system has to be antisymmetrized. However, 
since the interaction we have considered is symmetric, the ground state energy 
remains unchanged after the antisymmetrization.
So far we have shown that two electron system on a sphere is unstable against 
pair formation. We next consider a solid phase formed by the spheres in the 
foregoing discussion. When these spheres are placed at lattice sites they begin 
to interact with each other weakly. The superconductivity has been observed for 
approximately three alkali atoms per Ceo molecule. Two of these three electrons 
will fill the first conduction band while the third one creates a half-filled metallic 
band. Therefore, effectively we are left with one electron per Ceo molecule and
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these electrons are free to move from site to site. Thus, we can assume that two 
electrons can come together on a sphere to form a bound state as we discussed 
above. The increase in the Coulomb energy due to occupation of a sphere by 
a fourth electron is expected to be negligible. This is because these materials 
exhibit metallic behavior in the normal phase in contradiction to Mott-Hubbard 
insulator which is the expected ground state in the presence of strong Coulomb 
interactions.
Note that superconductivity is 7wt achieved by Bose-Einstein condensation 
even though the electrons move in the form of tightly bound pairs. Otherwise, 
the measured critical temperature would require an on-site interaction of 30- 
40 eV since the value of transfer (hopping) integral inferred from band structure 
calculations is only ~  0.1 eV. In view of this argument, we propose that 
superconductivity occurs as a result of formation of pairs in units (i.e., on 
Ceo spheres), which are coupled by .Josephson interaction. The situation is 
reminiscent of the superconductivity of layered systems where the 2D Fermi 
liquids in the layers are unstable against Cooper pairing and they interact via 
interlayer tunneling. In present case layers are replaced by spheres which can 
be occupied by only a few electrons and the origin of the pairing is not Cooper 
instability but a dimensionality effect. For layered materials it can be shown that 
the critical temperature Tc is not altered by the .Josephson coupling.^^ Therefore, 
in the present case it is expected that kßTc ~  VqDo, which leads to a reasonable 
value for the coupling constant Vq. Since the infinite layers are replaced by finite 
spheres, charging effects due to the occupation of a sphere by an excess pair 
can be important. In fact, treating the C^ o molecules as spherical capacitors we 
find that charging energy is in the range of a few eV. This implies that the Ceo 
molecule can be occupied by only one pair (formed by the third and the fourth 
electrons donated by the alkali atoms) when the solid is in the superconductive 
phase. Nevertheless, for a correct description of the system, 3D net of .Josephson 
junctions including charging effects should be considered in detail.
In conclusion, we have shown that two fermions moving on a truncated- 
icosahedron and interacting via a local attractive interaction form a pair whose
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wave function decays exponentially with the distance between the fermions. 
Going to a continuum model we have also found that in analogy to 2D and 
ID systems, an attractive interaction always yields a bound state for particles 
constrained to move on the surface of a sphere. Our results give clues about the 
wave functions of the Cooper pairs in the superconducting fullerenes. Moreover, 
they indicate that surface of Ceo molecules causes to an instability for pair 
formation owing to the reduced dimensionality of the system. In the crystal 
composed of those spheres, a transition to the superconducting phase associated 
with the formation of pairs can be observed. Such a mechanism can be thought 
to be operational in the superconductivity of the alkali metal doped Ceo solid.
4.3 Local Oscillator M odel for 
Superconducting Fullerenes
In this section we study the coupling of electrons in alkali metal doped 
Ceo by intramolecular vibrations.^^^ The Ceo molecules are treated as perfect 
spheres oscillating independently along their radial directions, and electron- 
phonon coupling is calculated by the adiabatic approximation. By the polaronic 
canonical transformation we show that this model is equivalent to the negative 
U Hubbard model where each Ceo molecule is treated as a lattice site. For 
strong enough electron-phonon coupling this attractive interaction can overcome 
the Coulomb repulsion between two electrons sitting on the same site and the 
resulting interaction leads to superconductivity.
Since, the Ceo molecules in fullerides are free to rotate at their lattice points 
above the ordering temperature,^® we treat the molecules as isolated oscillators. 
Recent Raman scattering studies have verified that the vibrational spectra of 
isolated Ceo molecule and crystalline form are almost ident ical . ' Therefore,  
we confine ourselves to high frequency intramolecular vibrations.®^ In view 
the electronic structure calculations, we also assume that the low-lying states 
correspond approximately to the angular momenta / =0 ,  1, 2, 3, and 4 states
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of free electrons on the surface of a sphere.®  ^ The highest occupied molecular 
orbital (HOMO) is fivefold degenerate and along with the two triply degenerate 
lowest unoccupied molecular orbitals (LUMO) they constitute the /= 5 states. 
In this simple model, the electron-phonon coupling stems from the dependence 
of the electron energy eigenvalue Ei =  Ti l^(l + l ) / 2m*R'^, on the radius R  of the 
sphere. Here, m* is the effective mass of the electron. We are going to consider a 
particular phonon mode, the one corresponding to the isotropic oscillation of 
the sphere in the radial direction. Writing R as Rq + SR, where Rq is the 
radius of the sphere at equilibrium, we expand Ei in small displacement SR 
and find that the change in energy is given by -f l)/27n*RQ]SR. Now, we
can express SR in terms of the phonon creation and annihilation operators as 
SR = (h /2MLL>y^ (^b^  -|- b) where M  is the total mass of the shell and u  is the 
frequency of the phonons. Therefore, we propose the following Hamiltonian to 
describe the superconductivity of alkali metal doped Ceo solid:
H =  -H t ^  + bi)ni(r + tlio'^[b]bi -j- —). (4-41)
i a  < i j > < 7  i a  i
Here, i labels the sites (spheres) and < ij > stands for the nearest neighbors.
n;„ = c? is the number operator for electrons at site i with spin a. In this tight
binding model, e =  +  l)/2m*/?Q is the on-site energy of electrons and t is
the nearest neighbor hopping integral. Since we will be dealing with conduction 
electrons, / will be the same for all of them and therefore we will not put any 
subscripts on e. Finally, as we have shown above, the electron-phonon coupling 
parameter A is given by
; / 7  I 1\ f-,5
(4.42)
niR^ o ^SMu>’ ■
In writing the electron-phonon coupling term we have used the adiabatic 
approximation. The main adiabaticity criterion is the absence of electronic 
excitations with energies comparable to the frequencies of the ionic vibrations. 
This criterion is fully satisfied as can be seen from the electronic structure 
calculations®® indicating that intramolecular excitations are of the order of a 
few eV. It should be noted that, here what we have to compare with vibrational
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frequency is not the kinetic energy of electron due to intermolecular motion but 
its rotational energy on a sphere.
The most straightforward way to treat electron-phonon interaction is the 
polaronic canonical transformation'*®// H = e^He~^ where the antihermitian 
operator S  is given by
'  “  ‘ (4.43)n;
H is obtained by applying this transformation to each operator in equation 4.41. 
Using the operator transformation rule
1
A = e Ae — 4^ -f [5, /1] + [-S', /4]] + ... (4.44)
H  is found to be
TT / \ J 5 t -5 2A^ ^ n ,fn ,q  + Ao;^(6t6,-t--). (4.45)
An equivalent way to find equation 4.45 is to shift phonon operators as 6,· —> 
bi — From the first term, we see that on-site energy levels are
shifted down. The second term describes the hopping of electrons between 
nearest neighbors. Although we did not give the form of the transformed term 
explicitly, it is possible to show that the effect of phonons is to reduce t to 
i  = third term shows that electron-phonon coupling induces an
attractive interaction between two electrons sitting on the same site. Therefore, 
we end up with the so called negative U m o d e l , w h e r e  U = —2A^//io;. For 
%U3 ~  500cm~*, which corresponds to the lowest Ag mode,®® we find that 
\U\ 10  ^ eV. In principle, there is a positive contribution Uc to U due to
the Coulomb repulsion. Thus, the correlation effects can easily be taken into 
account by reducing the magnitude of the attractive interaction properly. If 
Uc > U, our approach needs modifications to take into account the retardation 
effects. In this case, the electron can not attract each other if they sit on the 
same site simultaneously. However, there is still a chance for attraction if they 
occupy the same sphere at different times. One electron creates a deformation 
on a sphere and lives. The deformation, which is noting but the radial modes we
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have mentioned, is retarded so that a second electron can come and interact with 
it before it dies out.
As is well known, the renormalized parameters in H  are effective as long as 
electron states live long enough relative to the phonon time. For f, this condition 
requires that huj/t ^  ratio has been estimated to be of the
order of ten^ “^^ and therefore the polaronic band narrowing is observable. U  = 
—2X^I1iui is already effective since in the absence of Coulomb interaction, two 
electrons can occupy the same site for a long enough time ( Tiuj/t > · 1). For 
nonvanishing Coulomb repulsion Uc·, we compare the life time t i /U c  of the double 
occupation configuration with the phonon time l /u j . Thus, for U c  to be replaced 
by U c — 2X^/TiLo, we need U c huj which holds as long as the correlation effects 
are not very strong.
The idea of negative U  interaction due to electron-phonon coupling has 
already been proposed. Mazin et al.^  ^make a quantitative analysis of the coupling 
and find out that the tangential rather than the radial modes (among which we 
use a particular one) are more effective. In our simple model only the latter is 
considered. It is possible to take into account the tangential modes by means 
of a jellium but this is an unnecessary complication for our purposes. Our aim 
is to demonstrate that the spherical shell approximation for Ceo molecules is 
good enough to understand the physics of superconductivity observed in these 
materials. Furthermore, we show rigorously that our electron-phonon model 
is equivalent to negative U  Hubbard model, which is not possible to do for a 
complicated numerical calculation of phonon spectrum.
The negative U  Hubbard model has been widely used to describe the physics 
of systems with an effective short range attraction of electrons or holes.There 
are various microscopic mechanisms leading to a local attractive interaction 
other than strong electron-lattice coupling. Electrons can couple to quasibosonic 
excitations of electronic origin such as excitons or plasmons, or purely electronic 
excitations that cannot be reduced to quasiboson coupling like polarizability of 
anions or some internal coordinate.
The behavior of the half-filled (one electron per site) negative U  Hubbard
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Figure 4.9: Phase diagram for negative U  Hubbard model 
2zi:bandwidth, SRO: short range order, LRO: long range order, SS: singlet 
superconductor, CO: charge order. From Reference 107.
model is determined by the ratio \U / t \ .  Figure 4.9 shows the phase diagram for a 
simple cubic lattice at half-filling. Tc and Tp are the critical temperatures for the 
onset of long range ordering (LRO) and for the breaking of the electron pairs, 
respectively. SS denotes the singlet superconducting state whose two electron 
excitations are gapless. CO is the charge (or charge density wave-CDW) ordering 
state. In our case (at half-filling and in the absence of intersite interactions), the 
CDW and SS states are strictly degenerate. For small which corresponds
to the BCS regime, the critical temperature Tc increases with \U / t \ .  At the 
strong attraction limit, the pairs exist above Tc which decreases as t^ / \U \  and 
they undergo Bose-Einstein condensation below Tc.
In conclusion, we have shown that a local oscillator model, where Ceo 
molecules are treated as perfect spheres oscillating independently along their 
radial directions can be a potential candidate which induces attractive interaction 
and hence explain the superconductivity observed in alkali metal doped fullerenes. 
By means of the polaronic canonical transformation, we observe that the model is
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equivalent to the negative U  Hubbard model where each Ceo molecule is treated 
as a lattice site. If the negative U  interaction between the electrons can overcome 
the Coulomb repulsion to give a net attractive interaction, this model can explain 
superconductivity. For strong Coulomb repulsion, on the other hand, it should 
be modified to take into account the retardation effects.
C hapter 5
C onclusions
Recent developments in the field of superconducting systems of low dimen­
sionality have attracted great interest not only for high critical temperatures but 
also for their exotic behaviors due to reduced dimensionality. Copper oxide and 
fullerene superconductors have higher Tc’s then all other known materials. In this 
thesis, we studied the effects of reduced dimensionality and possible mechanisms 
of superconductivity in these compounds and in coupled quantum well systems.
1. We analyzed the sudden reduction of the photoluminescence linewidth 
observed at low temperatures in coupled quantum wells, in view of possible 
2D phase transitions occurring at different density limits. The linewidth 
calculated within a BCS-like transition is found to be proportional to the 
energy gap below the critical temperature.
2. We extended the theory of layered superconductors to describe superlattices 
in which layers of superconducting material consisting of M  unit cells are 
separated by insulating layers that are N  unit cells thick. We identified 
an intercell pairing interaction which controls the variation of Tc with M  
and N ,  and raises Tc from low to high temperatures. Then we explored 
the Ginzburg-Landau version of the model. We showed that the order 
parameter coupling turns out to be Heisenberg type, analogous to layered 
magnets. The mean field result for T c (M , N )  is found to be in good
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agreement with experiments for ultrathin NbSe2 crystals and Sn-SiO, Al- 
AIO2 , YBCO/PrBCO superlattices. The fact that Tc{M, N) increases with 
increasing M is traced back to a finite size effect, corresponding to crossover 
from nearly two to three dimensional superconductivity. This change from 
low to high temperature suiDerconductivity is found to be independent of 
the of the sign of the interlayer interaction. An electrostatic model for 
interaction in YBCO/PrBCO superlattices is in reasonable agreement with 
experiment. The orbital upper critical field //I2 turns out to be unlimited 
while is proportional to Tc(M,N). We also investigated electron- 
phonon interactions in systems consisting of conducting layers separated by 
insulating media. The conducting layers are treated as 2D Fermi liquids, 
and the interaction between them is assumed to be tunneling. Phonon 
modes modifying the interlayer distances are found to lead to an attractive 
electron-electron interaction which can induce a superconducting transition.
3. We solved the negative U Hubbard model for two fermions on a lattice of 
sixty sites formed by the vertices of a truncated-icosahedron to understand 
the electron-electron interactions in Ceo molecule. By exact diagonalization, 
we find that nonvanishing U implies formation of a pair. We then show that 
an attractive interaction between two particles confined to the surface of 
of a sphere gives rise to a bound state, no matter how weak the attractive 
interaction is and this result demonstrate that formation of the pair is 
a dimensional effect. Finally, we studied the coupling of electrons in 
alkali metal doped Cco by intramolecular vibrations. Treating the Ceo 
molecules as perfect spheres oscillating independently along their radial 
directions, we obtain a negative U Hubbard model. For strong enough 
electron-phonon coupling, this attractive interaction can overcome Coulomb 
repulsion between two electrons sitting on the same sphere and the resulting 
interaction leads to superconductivity. However, even if the electron- 
phonon coupling is not strong enough, a retarded interaction can mediate 
pairing.
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In summary, we investigated some effects of low dimensional structures of 
new superconductors having narrow conduction bands. The weak interatomic 
interaction leads not only to reduction of dimensionality but also to enhancement 
of correlation effects due to weak screening of the Coulomb repulsion. As a result, 
low dimensionality and strong correlations are the two important phenomena to 
be implemented into the theory of superconductivity.
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