We give the necessary and suffficient conditions for a lower triangular matrix to preserve the mean-starshape of sequences. Further, we show that the Cesaro matrix, Euler matrix and a particular case of Nörlund matrix preserve the mean-starshape of sequences.
1. Introduction. In [5] , Toader introduced the notion of starshaped sequences and mean-starshaped sequences and showed that the sets of convex and mean-convex sequences are subsets of mean-starshaped sequences. Several authors [1, 2, 4, 5] have proved many results on convex sequences and mean-convex sequences. We hardly find any study on mean-starshaped sequences. In [6] and [7] , Toader proved a few results on u-mean starshaped sequences and p-mean starshaped sequences. In this paper, we prove the results on the transformations of mean-starshaped sequences by a lower triangular matrix A. We also prove several relationships between starshaped and mean-starshaped sequences. We begin with the following definitions given in [5] . is starshaped. In other words, {x n } is mean-starshaped if
It is easy to see that the operators M and S are linear. So, we state below the lemma without proof.
Lemma 1.3.
If a and b are arbitrary real numbers and if {x n } and {y n } are real sequences, then (i) M(ax n + by n ) = aM(x n ) + bM(y n ).
(ii) S(ax n + by n ) = aS(x n ) + bS(y n ).
(iii) If a and b are non-negative real numbers and S(x n ) ≥ 0 and S(y n ) ≥ 0, then S(ax n + by n ) ≥ 0.
Also,we give below a relationship between S(x n ) and S(M(x n )), which we will use later in the paper.
For any real sequence {x n }, we have from the definitions of S and M,
[(n − 1)x n − 2(x n−1 + · · · + x 1 ) + (n − 1)x 0 ] (1.3)
The result given below involving the inequalities of S(x n ) and S(M(x n ) follows easily from the above relationship between S(x n ) and S(M(x n ). Hence, we omit the proof. Proof. From (1.4), it is obvious that S(x n ) = 0 implies S(M(x n )) = 0. We prove the converse by induction. Since S(M(x 2 )) = 0, we have from (
By our assumption, the above equation simplies to
Hence, the lemma.
In the next section, we give a few more definitions and notations. In Section 3, we state and prove the necessary and sufficient conditions for a lower triangular matrix to map a mean-starshaped sequence into a mean-starshaped sequence. Finally, in Section 4, we discuss the classical matrices.
Preliminary results.
In [5] , Toader states the following result.
Lemma 2.1. If the sequence {x n } is represented by
then {x n } is mean-starshaped if and only if c k ≥ 0 for k ≥ 2.
Proof. It suffices to show that S(M(x
Expressing x i s in terms of c i s as in (2.1), we have
Now, combining the coefficients of c k 's we obtain
A simple calculation shows that the coefficients of c 0 , c 1 , . . . , c n−1 are zero. Thus,
Hence, the result.
Also, it is easy to see that in the representation (2.1), the corresponding sequence
and for k ≥ 2,
Definition 2.2. Let A be a lower-triangular matrix defining a sequece-to-sequence transfromation by
We define the corresponding lower triangular matrices
n,k , and (2.3)
n,i+1 ,
Also, it is easy to see that a (2) n,n = a (1) n,n = a n,n and a ( ) n,n = (n + 1)a n,n . (2.5)
Throughout this paper, the opertors M and S are applied to the column sequences of the above mentioned matrices.
For any fixed i, let
Also, from (2.5)
Therefore, for n ≥ 2,
By the linearity of the operators S and M, the following result is obvious.
Lemma 2.3. If a ( )
n,i is represented by (2.3), then for each fixed i,
Also, we need the following two lemmas to prove the main result.
Lemma 2.4. For each of the i-th column of the matrix
Proof. By the linearity of S, we can write
Similarly, S(a ( ) n,i ) ≥ 0. This proves part (i) and part (ii) follows from Lemma 1.4. Lemma 2.5. For each of the i-th column of the matrix A, if S(a n,i ) n = 0 for n ≥ 2, then by the linearity of S and M
It is not hard to see that the conditions (i) and (ii) do not imply that S(a n,i ) n = 0 for each i.
Main results.
We give below the necessary and sufficient conditions for a lower triangular matrix to preserve mean-starshape of the sequences. 
Proof. Let {x n } be a mean-starshaped sequence. Then by the representation (2.1)
we have c k ≥ 0 for k ≥ 2. Then the n-th term of the transformed sequence is
+c 3 4a n,3 + 2 3 (4a n,4 + 5a n,5 + · · · + (n − 1)a n,n−1 + na n,n )
. . .
Now, using (2.3) and observing that a
ka n,k and a n,k = 0 for k > n, we can write
By the linearity of the operators M and S, we have
by conditions (i), (ii) and (iii). Thus, the sequence {(Ax) n } is mean-starshaped.
Conversely, assume that the matrix A preserves mean-starshape of sequences. Suppose that condition (ii) does not hold. Therefore, in the first column of the matrix
Choose a sequence {x n } such that x n = −2nα. Therefore, from (2.2), we get that
Thus, {x n } is a mean-starshaped sequence. But, from (3.1)
which contradicts that the transformed sequence {(Ax) n } is mean-starshaped. Hence, condition (ii) must be true.
Next, suppose that condition (i) does not hold. That is, there exists an N ≥ 2, such that
Thus, from (3.1) and noting that S(M(a n,1 )) = 0 for each n ≥ 2,
which contradicts that the transformed sequence {(Ax) n } is mean-starshaped. Therefore, condition (i) must be true.
We will now show that condition (iii) is necessary for the matrix A to preserve the mean-starshape of the sequences. Since we have established conditions (i) and (ii), the equation (3.1) simplifies to
We need to prove that for each fixed k ≥ 2,
Suppose the above condition is not true. Therefore, for some k ≥ 2, the k-th column of the matrix A ( ) is not mean-starshaped. Then, for that k, there exists an N ≥ k
such that S(M(a ( )
N,k ) N ) = λ < 0. Now, we construct a sequence {x n } as follows.
Since the sequence {x n } can be represented in the form of (2.1) the corresponding values of c j s can be calculated using (2.2). By routine algebraic calculation, we find that
Therefore, the sequence {x n } is mean-starshaped. Thus, (3.2) reduces to
which is a contradiction. Hence, the theorem.
Next, we observe that the three sufficient conditions in Theorem 3.1 for a matrix to preserve mean-starshape of the sequences can be replaced by weaker conditions. This will make it easier to check, if any matrix A preserves mean-starshape of the sequences.
Theorem 3.2.
A lower triangular matrix A preserves mean-starshape of sequences, if for each n = 2, 3, · · · , 
Proof. Using Lemma 2.5, we see that conditions (i) and (ii) are equivalent to

S(M(a
S(M(Ax) n ) = n k=2 c k S(M(a ( ) n,k ) n ) ≥ 0.
Examples.
The lower triangular matrix of ones defined by A = [a n,k ] where
does not preserve the mean-starshape of sequences.
From the Definition 2.2, we have
Thus, condition (ii) of Theorem 3.1 fails, implying that A does not preserve the mean-starshape of sequences.
Next, we consider one of the classical matrices. Cesaro matrix C = [C n,k ] is given by [3, page 44]
It is easy to see that the corresponding matrices C (1) and C (2) are given by
We will show that the three conditions of Theorem 3.2 are true in the case of Cesaro matrix. First, for n ≥ 2, S(C (1) n,0 ) = S(1) = 0. Thus, condition (i) of Theorem 3.2 is satisfied. Next, we see that
Now, to check condition (iii) of Theorem 3.2, we observe from (2.3) that
So, by Theorem 3.2 the Cesaro matrix preserves mean-starshape of sequences.
Another well-known lower triangular matrix is Nörlund matrix N p [n, k] which is given by [3,page 43]
where {p n }is a non-negative sequence with p 0 > 0 and P n = n k=0 p k . It is easy to see
Further more, we see that
In order to determine if Nörlund matrix preserves mean-starshape of sequences, first we consider condition (i) of Theorem 3.1 which is equivalent to S(N (1) n,0 ) = 0 for n ≥ 2 by Lemma 1.5. Since N (1) n,0 = 1 for all n, S(N (1) n,0 ) = 0. Thus, the condition (i) of Theorem 3.1 holds for any Norlund matrix. Next, we consider condition (ii) of Theorem 3.1,which is equivalent to S(N ( ) n,1 ) = 0 for n ≥ 2. Since,
and N ( ) 0,1 = 0, we see that the condition (ii) of Theorem 3.1 namely S(N ( ) n,1 ) = 0 simplifies to
for each n ≥ 2. Now, we need the following lemmas. 
The proof is obvious. 
Proof. Using (2.4) we can write
Using (4.1), the above equation can be written as
Using (4.2) in the last sum, we get
Using (ii) of Lemma 4.1, we get
Using ( 
.
Proof. In Lemma 4.2, replacing n by n + 1 in the expression for N ( ) n,k we obtain the expression for N ( ) n+1,k . Now, we can compute the difference
and the right side simplifies to
Multiplying both the numerator and the denominator of the above expression by (n − k + 1)! we obtain
Lemma 4.4.
If the Nörlund matrix satisfies condition (ii) of Theorem 3.1, then for each k ≥ 2 and n ≥ k, 
Now, substituting n = k, the left side of (4.4) becomes
and the right side of (4.4) reduces to
Next, for a fixed k, replacing n by k + 1 in (2.7), we obtain
Combining similar terms and noting that N
From (2.4) and from the definition (4.1) of Norlund matrix , we obtain
Using (iv) of Lemma 4.1, the above equation simplifies to
Thus, we have shown that (4.4) is true for n = k and n = k + 1. Now, assume that (4.4) is valid for a natural n ≥ k + 1. It is sufficient to show that
From our assumption and noting that N
First, we write using (2.7)
Then, using (4.5) in the first term and using Lemma 4.3 in the last term on the right side of the above equation, we get
Simplifying the right side, we obtain
Thus, S(M(N ( )
n,k ) n ) ≥ 0 for each k ≥ 2 and n ≥ k which yields condtion (iii) of Theorem 3.1. Thus, we get the following theorem. 
for some α > 0.
Next, we discuss another familiar matrix, Euler matrix, which is given by [3, page 54] We will prove that all three conditions of Theorem 3.1 are true in the case of Euler matrix. Since, E
n,0 = (r + 1 − r) n = 1, we have S(E (1) n,0 ) = 0, which is equivalent to S(M(E (1) n,0 )) = 0.
Since E ( ) n,1 = 2 (E n,1 + 2E n,2 + 3E n,3 + · · · + nE n,n ) , we have
S(E
Since the quantity inside the braces is zero and noting that Hence, the lemma. For n = k, from (2.6) amd (4.6), we see that
Now, substituting n = k, the left side of (4.8) becomes
S(M(E ( )
k,k )) = S(r k ) = r k k and the right side of (4.8) reduces to
Next, for a fixed k, replacing n by k + 1 in (2.7), we obtain 
S(M(E
(
From (2.4), we obtain
S(M(E
( ) k+1,k )) = r k (1 − r)(k − 1) k = r k (1 − r)(k − 1) (k − 1)! k! .
