OrthoQuad 2014 was an international symposium on orthogonality, quadrature, and related topics, held on January 20-24, 2014 in Puerto de la Cruz, Tenerife, Spain. It was held in memory of Professor Pablo González-Vera (1955 -2012 .
Some of the contributions at the conference can be found in these proceedings. They are all related to the work of Pablo and cover almost completely the spectrum of topics he has been involved with.
We find Padé approximation and rational interpolation with some variation in several of the papers. In [P6] we find a barycentric representation of the Padé approximants and stable ways to compute them.
A multipoint generalization of the classical Padé approximation is treated in [P12] where the convergence and zero distribution of rows in the table of approximations is investigated.
Another generalization is Hermite-Padé approximation where a vector of Laurent series is simultaneously approximated by a vector of rational approximants with a common denominator (Type II) or one tries to make a polynomial combination of the series look like a polynomial (Type I).
More precisely, Type I comes in the form
where the f i are power series in z −1 and the p n,i and q n are polynomials of appropriate degree. In [P16] the asymptotics of Type I approximants are investigated when the series are rational modifications of a Nikishin system.
In Type II problems, one investigates the system q n (z) Orthogonal polynomials and recurrence relations are represented by several of the papers. In [P13] Minkowski's question mark function is used to define the orthogonality. Since it is fractal, there is no analytic expression for it. Therefore the behavior of the coefficients in the three-term recurrence relation needs a numerical approach.
Multiple orthogonal polynomials are related to Hermite-Padé approximation. The type II polynomials appear in vectors that are simultaneously orthogonal to a vector of measures. For the case of two measures on the unit circle their determinant formula and the recurrence relation are studied in [P9] .
The relation between different orthogonal polynomial sequences (OPS) is the subject of two papers [P4,P2]. Since the OPS form a basis for the polynomials, it is possible to express an orthogonal 2 polynomial of the first OPS in terms of the second OPS. This is the connection problem. Two approaches for finding the connection coefficients in the case of bivariate Krawtchouk polynomials can be found in [P4] . A more complicated connection between two OPS can involve a relation between their differences. A linear combination of differences of the first OPS can be equal to a linear combination of differences of the second OPS. This coefficient problem is discussed in [P2] both for a continuous and a discrete variable. It is also applied to Sobolev orthogonality. The bivariate Krawtchouk polynomials are used in [P19] to obtain a least squares approximation of an image which can be used to detect the edges of the image.
More discrete OPS and their differences are discussed in [P17]. The ∆-Meixner-Sobolev orthogonal polynomials are orthogonal with respect to the Pascal distribution in a discrete Sobolev type inner product. A Mehler-Heine formula expressing the asymptotic behavior of the polynomials is proved and some consequences for their zeros are obtained.
An OPS when the orthogonality measure is complex and the path of integration can be any path in the complex plane appears in the convergence study of Padé approximation, but they were also applied in the Riemann-Hilbert approach to random matrices. The asymptotic zero distribution of such OPS is the subject of [P1]. In particular their phase transition in the case of a standard cubic model for non-Hermitian orthogonal polynomials.
Orthogonality with respect to a Sobolev inner product was already present in the papers [P2,P17] and bivariate OPS appeared in [P4] mentioned above, but both aspects also appear in the contribution [P15] . Product domains with their natural Sobolev orthogonality over the product of the weight functions is investigated. Examples are given for Laguerre and Gegenbauer cases.
Further applications of OPS appear in the papers [P11,P20]. In [P11] the OPS is applied in a physical context. Different complexity measures are defined that are information theoretic measures expressing the spread of the Rakhmanov probability density ρ n (x) = ω(x)p 2 n (x) of the OPS p n (x) orthogonal with respect to the weight function ω(x). The case of Hermite, Laguerre, and Jacobi OPS are investigated and it is shown how they depend on n.
In [P20] the recurrence for OPS supported on the positive real line are applied in birth and death processes. Conditions on the recurrence coefficients should predict whether the smallest points in the spectrum are positive and for the support to be discrete without a finite limit point.
Of course numerical quadrature is a major application of OPS and this subject was dear to the heart of Pablo.
The Radau and Lobatto quadrature formulas are the subject of [P10]. These fix one or two nodes in advance and choose the other nodes and the (positive) weights to obtain maximal algebraic exactness. The relation between orthogonality on the interval [−1, 1] and orthogonality on the unit circle is especially simple when the measure on the circle is symmetric. That is exploited to obtain conditions for quadrature formulas with positive coefficients of the Radau and Lobatto type.
The same type of quadratures are discussed in [P14] for the case of strong Stieltjes distributions on an interval (a, b), 0 ≤ a < b ≤ ∞, but this time based on orthogonal Laurent polynomials rather than OPS, where the order in which positive or negative powers of the variable are added to the Laurent polynomial subspaces is arbitrary. This is probably the last paper to be published with Pablo as a co-author.
An anti-Gauss formula is an (n + 1)-point formula that has the same error as an n-point Gauss formula but with opposite sign. This can be used to estimate or eliminate the integration error. In [P18] this idea is generalized to (n + k)-point formulas with the same property for the error which now should hold for all polynomials up to degree n + 2k − 1, k ≥ 1, instead of the previously known case where k was only equal to 1.
The multipoint generalization of the orthogonal polynomials are the orthogonal rational functions with the orthogonal Laurent polynomials as a special two-point case. Both the orthogonal rational functions and the Laurent polynomials appear in the matrix approach to quadrature that is used in [P7] . It is shown how to compute the nodes and weights of the quadrature formula by solving (generalized) eigenvalue problems for structured matrices.
A final application of the orthogonal rational functions can be found in [P8] where the associated multipoint moment problem on the real line is considered. In the indeterminate case there are
