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Chapter 1
Introduction
This thesis deals with the research area of domain walls (DW). In particu-
lar, the dynamics of field-driven vortex domain walls (VDW) in nano-stripes is
investigated experimentally as well as by means of analytical calculations and
micromagnetic simulations. But why should you do research in this small sub-
area of magnetism? It is important and interesting in both, the point of view of
technological applications and the fundamental research of solid state physics.
Concerning technological applications, novel storage and sensor devices relying
on DWs and VDWs have been proposed respectively [1–3]. Compared to cur-
rently existing technologies, an enhanced performance is expected. For instance,
the racetrack memory proposed in 2008 by S. S. P. Parkin [1] operates like a
shift register [2] and should combine as non-volatile memory device the high
performance and reliability of solid-state memories, and at the same time it has
the low costs of disc-drive storages. In a racetrack memory the information is
stored in a magnetic thin film stripe geometry where the in-plane magnetized
domains represent the "0" and "1" bits. Reading the information can be realized
by magnetic tunnel junction magnetoresisitive sensing devices [4], while the writ-
ing of bits is possible through different methods, for example, spin-momentum
transfer torque (SST) [5, 6]. The shifting of the domains, which encode the
digital information, is done also by spin-momentum transfer torque mediated
by a spin-polarized electric current, which naturally arises when injecting an
electric current into a magnetic material. How reliable and fast the domains
can be shifted depends strongly on the dynamics of the DWs between domains
with opposing magnetization direction. Aiming to build such storage media, a
deep understanding of DW dynamics is a necessary prerequisite. Further pro-
posed technological applications are magnetic sensors based on VCs and VDWs.
Currently used micromagnetic sensors play a key role in a large variety of in-
dustry branches, for example, the automotive industry, where they are used for
speed and position detection [3]. These sensors consist of a patterned magnetic
element and a magnetoresistive sensor which utilizes effects, such as the giant
magnetoresistance (GMR) [7–9], anisotropic magnetoresistance (AMR) [10] and
tunnel magnetoresistance (TMR) [9, 11, 12]. However, actual sensors suffer from
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a non-linear hysteresis curve and a high magnetic noise level. Micrometer-large
ferromagnetic discs containing a magnetic vortex state are regarded as possible
solution to avoid the latter mentioned limitation [3]. These sensors are proposed
to operate with a higher linear regime and a magnetic noise level, which is an
order of magnitude lower compared to actual used sensors. Therefore, a deep
understanding of the complicated VC dynamics is necessary in order to build
such a device. As it will become clear by the work done in this thesis, VDW are,
besides the investigation of VCs in a disc [13–16], a possible way to tackle the
investigation of VC dynamics. Of course, the investigation of DWs is important
for basic research as well because on the one hand, side DW dynamics itself pro-
vides a huge variety of different aspects that can be discovered and which leads
to a deeper understanding of DW and magnetization dynamics itself; on the
other hand, it is a practical way to investigate certain basic material properties.
Concerning the DW dynamics itself, examples are domain wall motion (DWM)
at low and very high fields [17, 18] and by STT [19], DW depinning [20] and
VC switching processes [21]. From the point of view of material properties, DW
dynamics, especially the DWM of VDW, offers a convenient way to investigate
magnetic damping mechanisms [22]. In the Landau-Lifshitz-Gilbert equation
(LLG equation) [23–25] magnetic damping, and so the energy dissipation in the
physical system, is parametrized by a scalar factor α. This implies that the
energy dissipation is independent on the magnetic texture itself. However, an
additional magnetic texture which depends on damping mechanism called non-
local damping is proposed [26–28]. This additional damping enters respectively
the LLG equation by an extra term proportional to a material parameter η, the
spatial magnetic gradient and its time derivative. In order to catch effects of
non-local damping, a fast moving magnetic texture is required, ideally accom-
panied with a strong magnetic gradient. Field driven VDWs in stripes provide
such a toy model because they exhibit a natural given strong magnetic gradient
due to the VC in the bulk and the half anti-vortices (HAVs) located at the edges.
These three objects form together a VDW and strongly influence the dynamics
of the DW. Because of their strong magnetic gradient, they are sensitive to non-
local damping, and a possible effect should be, if large enough, measurable by
DWM in the linear regime. A better overall understanding of the basic science
of DWs has a retroactive effect on the earlier mentioned technological applica-
tions allowing to tailor the materials and magnetic systems to the respective
requirements.
This thesis focuses on a special aspect of VDW dynamics arising in relatively
wide stripes at fields above the Walker breakdown (WB) [29]. Differences for
the breakdown mechanism of VDW with different chirality χ are evidenced by
experimental data, analytical calculations and micromagnetic simulations. A
new behaviour of VDWs with chirality χ = +1 is discovered above the WB
being causal for the mentioned different breakdown mechanism.
The thesis is organized as follows: In Ch. 2 the theoretical background for
the investigation of DWM is set. Starting in Sec. 2.1 with the basic equation of
magnetization dynamics (LLG eq.) and its basic properties, the considerations
proceed to the reformulation of this equation into an equivalent force equation
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in Sec. 2.2. This is the Thiele equation and a detailed derivation is provided.
It is followed by a generalization of this equation which is introduced and dis-
cussed in the context of VDW motion in Sec. 2.3. The chapter ends with Sec. 2.4
and Sec. 2.5 where the theoretical background for the measurement techniques
is provided. In Ch. 3 the experimental techniques and the way the acquired
data were evaluated is presented. In Sec. 3.1 the sample design is explained,
while Sec. 3.2-3.5 presents the measurement techniques superconducting quan-
tum interference device (SQUID), time-resolved Kerr microscopy (TR-MOKE),
full-film ferromagnetic resonance (full-film FMR) and wide-field Kerr microscopy
(wide-field MOKE) which were utilized in this work. Subsequently the data eval-
uation of the obtained measurement and simulation data (Sec. 3.6 and Sec. 3.7)
is described. In Ch. 4 the experimental results and the data from micromagnetic
simulations are shown. Sec. 4.1 gives an overview of the results obtained from
the sample characterization, while in Sec. 4.2 the chirality-dependent VDW dy-
namics is evidenced and discussed from different points of view. This thesis is
closed by Ch. 4.2.12 and ends with the appendix .
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Chapter 2
Theoretical Background
In this chapter the theoretical foundations for understanding and describing
the DWM are laid. Beginning with the description of the basic equation of mag-
netization dynamics (LLG eq., Sec. 2.1), a conversion into a more suitable force
equation with respect to DWM follows (Thiele eq., Sec. 2.2). Sec. 2.3 contains
the detailed discussion of the dynamics of VDWs in the frame of the Thiele equa-
tion. The chapter is closed by the presentation of the theoretical background for
the measurement methods of FMR and Kerr microscopy in Sec. 2.4 and Sec. 2.5,
respectively. As starting point of the theoretical considerations, the LLG eq.
and its basic properties are introduced in the subsequent section.
In order to provide the theoretical background for magnetization dynamics
and domain wall motion in Ch. 2, many intermediate steps for calculations and
derivations are given; this concerns especially Sec. 2.2. However, detailed cal-
culations are hard to find in available literature except some PhD theses like
Krüger’s Current-Driven Magnetization Dynamics [30]; Nevertheless, they are
helpful to get into the topic of domain wall motion from the theoretical point of
view, and so the calculation steps that were carried out by myself will be marked
with the footnote "1".
2.1 Landau-Lifshitz-Gilbert Equation
Aiming to describe magnetization dynamics from a theoretical point of view, an
equation that describes the time evolution of the magnetization vector ~M under
the influence of different interactions is required. Besides different approaches to
differential equations [31], the most common one is the Landau-Lifschitz equation
(LL equation), which was formulated in 1935 [23]. It was modified later on by
Gilbert in 1955 in order to adjust it to a Lagrangian formalism and to convert
it to friction like damping [24, 25]. The Landau-Lifshitz-Gilbert equation (LLG
equation) reads
d ~M
dt = −γ0
~M × ~Heff + α
Ms
~M × d
~M
dt (2.1)
5
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Figure 2.1. The sketch depicts the magnetization dynamics governed by the LLG
equation. Having a magnetization ~M deflected by an angle ϑ from the effective field
~Heff , two different torques are present which sum up to the total changing rate d
~M
dt .
−γ0 ~M × ~Heff is the precessional torque causing a precession of ~M around the effective
field ~Heff , while αMs ~M × d
~M
dt (the damping term) is forcing the magnetization to align
parallel to the effective field.
and states that the time change rate d ~Mdt of the magnetization ~M is governed
by two terms, the precessional (first one) and the damping term (second one).
The LLG eq. as well as the LL eq. can be derived from a phenomenological
[23, 32] or quantum mechanics point of view [33]. The factor γ0 is given by
−µ0γ, where γ is the gyromagnetic ratio and µ0 is the magnetic permeability
of the vacuum. The effective field ~Heff contained in the precessional term is
determined by the variational derivative of the energy density E of the physical
system with respect to ~M and given by [32]:
~Heff = − 1
µ0
δE
δ ~M
(2.2)
In the damping term, α is the Gilbert damping parameter, which is a material-
dependent key number that quantifies the dissipation rate of energy in the sys-
tem. Concerning the two terms describing the time evolution of ~M , they can be
understood in the following way: Neglecting the damping term, it is found that
the time change rate of the magnetization is governed solely by the precessional
term. This precessional term is very similar to the equation of the motion of a
gyroscope. Having a torque acting on a spinning gyroscope, it starts to precess
around its initial equilibrium position. In the same way it is the case for the
magnetization; when an effective field, which can constitute out of an external
field and different physical interactions, is acting on ~M , the magnetization starts
to precess around its equilibrium position.
This precessional motion would continue forever if the damping and energy
dissipation were absent, respectively. However, from experimental results it is
a well known fact that the magnetization aligns very fast along the effective
field. To take this fact into account, a damping term has to be included. Such
a damping term has to leave the length of the magnetization vector unchanged
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because the conservation of saturation magnetizationMs is assumed. Due to this
reason, it has to be perpendicular to the vector ~M , and the only way to formulate
the desired term is as it is done in Eq. (2.1). For the sake of completeness it
should be noted, that the term ~M × d ~Mdt can be written as ~M × ~M × ~Heff as well
- an equivalent notation used for example in the original work by Landau and
Lifschitz [23]. Conservation of saturation magnetization with respect to time
leads to interesting consequences for the terms contained in the LLG equation.
This will be helpful later on when an equation for the description of DWM
based on the LLG equation (see Sec. 2.2) is derived. Preservation of Ms can be
demonstrated by multiplying all terms in the LLG eq. by ~M yielding1 [32]:
~M · d
~M
dt =
1
2
d
dt
∣∣∣ ~M ∣∣∣2
= −γ0 ~M ·
(
~M × ~Heff
)
︸ ︷︷ ︸
=0
+ α
Ms
~M ·
 ~M × d ~Mdt

︸ ︷︷ ︸
=0
= 0
(2.3)
As result1
d
dt |Ms| = 0 (2.4)
the conservation of the saturation magnetization is obtained. Additionally,
it can be concluded, due to the fact that the two terms on the right side are
equal zero, that they are perpendicular to ~M [32].
~M ⊥ ~M × ~Heff ⊥ ~M × d
~M
dt (2.5)
Furthermore, Eq. (2.3) states that the dot product of the magnetization
with its own time change rate is zero. Because of this fact, ~M and d ~Mdt are
perpendicular to each other1.
~M ⊥ d
~M
dt (2.6)
However, since all vectors are perpendicular with respect to the magnetiza-
tion vector, care should be taken to ~M ; but only ~M , ~M × ~Heff and ~M × d ~Mdt
are forming an orthogonal basis and are orthogonal regarding each other respec-
tively [32]. Based on this prerequisites, the theoretical considerations evolve to
the derivation of an equation which is more suitable for the description of DWM.
2.2 Thiele Equation
In this section the basic equation for the investigation of DWM, the Thiele equa-
tion, is derived. As a starting point, the basic idea behind the Thiele equation
explained in Sec 2.2.1 and the conversion of the LLG eq. into an equivalent field
eq. (Sec. 2.2.2) is demonstrated. These results lead to an effective force den-
1 This calculation has been carried out by myself.
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sity and force equation (Sec. 2.2.3), respectively, and they result in the Thiele
equation discussed in Sec. 2.2.4.
2.2.1 Basic Idea
The basic idea behind the Thiele equation [34] is to consider the domain wall as
a rigid magnetic particle which is not deforming while moving along the stripe
with a constant velocity (steady-state motion). Having a rigid particle, the total
force acting on the domain wall itself can be considered, so that it is possible to
write an equation of motion for the case of steady-state motion as1 [34, 35]:
∑
x
~F x = 0 (2.7)
Here, x stands for the different forces arising from the LLG equation. So
it should be thought about the force acting on a magnetic texture under the
influence of an external magnetic field. Starting with the force that acts on
a magnetic dipole and extending it to the magnetization, the potential energy
ExPot,i of a magnetic dipole (with magnetic moment ~µis) in an external field ~Hx
is given by1 [36, 37]:
ExPot,i = −µ0~µis · ~Hx (2.8)
Summing up over all magnetic moments in a volume V , whereby the assump-
tion is taken that one magnetic moment covers a volume Vi, the corresponding
energy density is obtained1 [37, 38]
Ex =
∑N
i E
x
Pot,i∑N
i Vi
= −µ0
∑N
i ~µ
i
s∑N
i Vi
· ~Hx = −µ0 ~M · ~Hx (2.9)
which is caused by the influence of a field ~Hx. Here, the definition was used
with the result that the magnetization is given by the total amount of magnetic
moments per volume [38]. The total energy density E is obtained by summing
over all fields ~Hx 1:
E = ∑
x
Ex = −µ0
∑
x
~M · ~Hx = −µ0 ~M ·
∑
x
~Hx = −µ0 ~M · ~Heff (2.10)
Here, the sum over the different field contributions ~Hx is denoted as the
effective field ~Heff [32] (see Sec. 2.1). By integrating over the full volume V , the
energy E
E =
∑
x
Ex =
∑
x
∫
V
Ex dV
=
∑
x
−µ0
∫
V
~M · ~Hx dV = −µ0
∫
V
~M ·∑
x
~Hx dV
(2.11)
is found1, which is equal to the Zeeman energy [36–38]. The force density is
given by the derivation of the energy density with respect to the spatial compo-
nents. Assuming the field ~Hx as spatially constant, it yields1 [39, 40]:
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Ex = −µ0
(
MxH
x
x +MyHxy +MzHxz
)
(2.12)
and the force density vector ~fx originating from one certain field ~Hx reads1
[34, 38, 41]
~fx = −~∇Ex = µ0

∂Mx
∂x
Hxx
∂My
∂x
Hxy
∂Mz
∂x
Hxz
∂Mx
∂y
Hxx
∂My
∂y
Hxy
∂Mz
∂y
Hxz
∂Mx
∂z
Hxx
∂My
∂z
Hxy
∂Mz
∂z
Hxz

= µ0

∂Mx
∂x
∂My
∂x
∂Mz
∂x
∂Mx
∂y
∂My
∂y
∂Mz
∂y
∂Mx
∂z
∂My
∂z
∂Mz
∂z

︸ ︷︷ ︸
=JT
~M

Hxx
Hxy
Hxz

= µ0JT~M ~H
x = µ0
∂ ~M
∂ ~R
T ~Hx
(2.13)
whereby the matrix which contains the spatial derivatives is identified as the
transposed Jacobian matrix JT~M [41, 42] of the magnetization ~M . Additionally,
it is possible to write the transposed Jacobian matrix JT~M in symbolic notation(
∂ ~M
∂ ~R
)T
, which will be utilized in the following considerations. Then, the total
force ~F is found by summing over all fields x 1.
~F = −~∇E = −∑
x
(
~∇Ex
)
= −∑
x
∫
V
(
~∇Ex
)
dV
=
∑
x
µ0
∫
V
∂ ~M
∂ ~R
T · ~Hx dV = µ0 ∫
V
∂ ~M
∂ ~R
T ·∑
x
~Hx dV
(2.14)
Neglecting the integration over the volume yields the force densities1 [34].
~fx = µ0
∂ ~M
∂ ~R
T · ~Hx (2.15)
~f =
∑
x
~fx = µ0
∑
x
∂ ~M
∂ ~R
T · ~Hx = µ0
∂ ~M
∂ ~R
T ·∑
x
~Hx (2.16)
Therefore, the question arises what the fields are contributing to ~Heff and how
they are including the dynamics given by the basic equation of magnetization
dynamics (LLG eq.). Finding the answer to this question is the task of the next
section.
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2.2.2 Equivalent Field Equation
The latter question gets a first answer by calculating the force in an alternative
manner. Another way is to start from the expression of the energy, applying
the nabla operator and using the chain rule in combination with the variation
derivative of the energy density concerning the magnetization vector ~M 1 [32,
38, 43].
~F = −~∇E = −
∫
V
(
~∇E
)
dV = −
∫
V
δE
δ ~M
∂ ~M
∂ ~R
dV
= µ0
∫
V
~HTeff
∂ ~M
∂ ~R
dV = µ0
∫
V
∂ ~M
∂ ~R
T · ~Heff dV
(2.17)
Since the total energy density of the system is under consideration, the vari-
ational term gives −µ0 ~Heff [32], where the effective field ~Heff is the same as
expressed in the sum in formula Eq. (2.10). This yields the equal expression for
the sum over all forces, and one obtains [32]:
~Heff =
∑
x
~Hx (2.18)
Knowing now that the sum over all forces is given by the effective field Heff ,
this knowledge can be used for resolving the LLG eq. with respect to Heff by
applying ~M× to all terms in the LLG equation. Before doing this, a more
intuitive access, concerning how to find the different field terms, should be given
in the following. Considering the LLG eq. and thinking about the force that acts
on the magnetization ~M , the most obvious way is to consider the effective field
entering the equation in the precessional term. Heff is restricted to Hext because,
as it will become clear later on, only the external field Hext is important for the
DWM [34].
~Heff = ~Hext = ~H (2.19)
At this stage it should be mentioned that the external field ~Hext will be de-
noted for simplicity in the following as ~H. This field creates a force on the mag-
netization and is the origin for the motion of the DW. Thus, H is the equivalent
field respecting the precessional term. The precessional term is again obtained
by applying −γ0 ~M× to H. Aiming to include the dynamics of the LLG in the
fields, the question has to be asked whether there are fields associated with the
time evolution and damping term or not. Denoting these terms as ~Hg and ~Hα,
they have to fulfill the condition1:
− γ0 ~M × ~Hg = d
~M
dt (2.20)
− γ0 ~M × ~Hα = α
Ms
~M × d
~M
dt (2.21)
Applying again ~M× to both sides of Eq. (2.21) and (2.20), it is possible to
resolve it with respect to the fields ~Hg and ~Hα. First ~Hg 1:
10
2.2 Thiele Equation
− γ0 ~M × ~M × ~Hg = ~M × d
~M
dt (2.22)
− γ0
(
~M
(
~M · ~Hg
)
− ~Hg
(
~M · ~M
))
= ~M × d
~M
dt (2.23)
~Hg = 1
γ0M2s
~M × d
~M
dt (2.24)
Now ~Hα 1:
− γ0 ~M × ~M × ~Hα = α
Ms
~M × ~M × d
~M
dt (2.25)
− γ0
(
~M
(
~M · ~Hα
)
− ~Hα
(
~M · ~M
))
= α
Ms
 ~M
 ~M · d ~Mdt
− d ~Mdt
(
~M · ~M
)
(2.26)
− ~Hα = α
γ0Ms
d ~M
dt (2.27)
And for completeness with the force 1:
~H f = ~H (2.28)
Giving the field equation 1:
~Hg = ~H f − ~Hα (2.29)
Applying again −γ0 ~M×, it returns to the LLG equation. As it can be seen,
it is possible to transform the LLG eq. into an equivalent field equation and vice
versa by multiplying the equations with−γ0 ~M× and ~M×, respectively. Knowing
the result, a more formalistic and straight path can be taken by considering the
LLG (in the version for small α), setting ~Heff = ~H
d ~M
dt = −γ0
~M × ~H + α
Ms
~M × d
~M
dt (2.30)
and dividing both sides by −γ0. This yields1 [34]
− 1
γ0
d ~M
dt =
~M × ~H − α
γ0Ms
~M × d
~M
dt (2.31)
and it is possible to bring all terms to the left hand side. This results in an
equation which states that the sum over all torques is zero1 [34].
− 1
γ0
d ~M
dt −
~M × ~H + α
γ0Ms
~M × d
~M
dt = 0 (2.32)
Applying again ~M×, it yields1 [34]:
11
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− 1
γ0
~M × d
~M
dt −
~M × ~M × ~H + α
γ0Ms
~M × ~M × d
~M
dt = 0 (2.33)
− 1
γ0M2s
~M × d
~M
dt −
~M
(
~M · ~H
)
M2s︸ ︷︷ ︸
=β
+ ~H − α
γ0Ms
d ~M
dt = 0 (2.34)
Again, the same fields are gained as in the more intuitive approach discussed
beforehand [34].
~Hg + ~Hm + ~H f + ~Hα = 0 (2.35)
As it can be seen, an additional term is arising from the precessional term of
the LLG. This is the magnetization equivalent field ~Hm as denoted in the same
way by Thiele [34]. It will become clear that this term is unimportant because
it vanishes in both when the force densities are calculated and the field equation
is transformed back to the LLG equation. To conclude it, the equivalent field
equation containing the fields is given by [34]:
~Hm = −β ~M (magnetization equivalent field)
~H f = ~H (force term)
~Hα = − α
γ0Ms
d ~M
dt (damping equivalent term)
~Hg = − 1
γ0M2s
~M × d
~M
dt (gyroscopic field)
(2.36)
These fields are spatial orthogonal vectors because they are basically nothing
else than the rotated vectors of the torque vectors in the LLG equation. It
has been demonstrated previously that these torque vectors are orthogonal (see
Sec. 2.1).
2.2.3 Effective Force Density and Force Equation
In the previous section the expressions for the fields which include the dynamics
of the LLG eq. and act on the magnetization ~M have been obtained. Inserting
these equations for the fields into the expression found for the force densities, it
yields 1 [34]:
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~fm = −µ0
∂ ~M
∂~r
T ~Hm = µ0β
∂ ~M
∂~r
T ~M
(magnetization equivalent force density)
~f f = −µ0
∂ ~M
∂~r
T ~H f = −µ0
∂ ~M
∂~r
T ~H
(force density)
~fα = −µ0
∂ ~M
∂~r
T ~Hα = µ0α
γ0Ms
∂ ~M
∂~r
Td ~M
dt

(damping equivalent force density)
~f g = −µ0
∂ ~M
∂~r
T ~Hg = µ0
γ0M2s
∂ ~M
∂~r
T ~M × d ~Mdt

(gyroscopic force density)
(2.37)
It is worth noting that the expressions for the force densities are functions
of the spatial coordinate which is represented by the vector ~r, and additional,
it functions of time t. The only exception with respect to the time dependence
is the force density ~f f , where by assumption the external field ~Hext is constant
in time. The time dependence enters the mathematical expressions for the force
densities by the time dependence of ~M and d ~Mdt . The partial derivative of ~M
with respect to ~r itself is independent on t, though the magnetization ~M is a
function of t. This seems a bit strange, but it can be easily explained by the
properties of the partial derivative. The explanation for this fact will be done,
among other things, in the next section. Summarizing, it can be stated that
you should denote consequently and more precisely the force densities ~fm(~r, t),
~f f(~r, t), ~fα(~r, t) and ~f g(~r, t) instead of ~fm, ~f f , ~fα and ~f g. As explained, parts
of the equations for the force densities are already independent on t. Striving
for a force equation which describes the motion of a magnetic particle or a
domain wall, which is moving with constant velocity, it is easy to assume that
the forces acting are constant in time. Therefore, the question arises, whether it
is possible to make the expressions for ~f time-independent or not. As it will be
seen, the assumption of a magnetic texture moving with constant velocity, the
steady-state approximation, is the key to this question. This special mobility
regime of steady-state motion is investigated in detail in the next subsection,
and important implications on the further analysis are found.
2.2.3.1 Steady-State Motion
The main goal Thiele was pursuing in his work was to find an equation that
allows a more realistic prediction of the steady-state motion velocity of magnetic
domains than in works done before [34]. The detailed considerations about the
steady-state approximation following now may look a little bit too ornate, but
a proper understanding of the mathematical treatment and implications of this
13
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approximation is necessary to understand Thiele’s analysis and the collective
coordinate approach to DWM (see. Sec. 2.3.2). A key point in the derivation
of the Thiele equation is the steady-state approximation, which is based on the
following two assumptions:
• The structure of the domain wall is fixed during the uniform motion.
• The whole domain wall is moving with constant velocity ~v.
These assumptions can be justified with a few easy physical considerations.
Having a domain wall at rest at a certain time, the magnetic texture of the wall
is given by the minimization of the total energy of the DW Etot which is mainly
governed by the competitive energy contributions of exchange and dipolar energy.
Applying an external field ~H, the magnetic texture of the wall will undergo a
transition because Etot is not in a minimum anymore. The wall will increase its
velocity which opens a channel to dissipate energy that is brought to the system
due to the Zeeman energy induced by the external field. This movement leads to
non-zero terms of d ~Mdt and follows, as a result, generating additional torques on
the magnetization of the wall. These torques acting on ~M lead to a change of the
magnetization profile of the wall. This change in velocity and torque continues
until the whole system reaches a new state, where total energy and torque are
minimized. In this state the magnetic texture of the wall is fixed again, and
the velocity ~v is constant. This is the situation which is denoted as stead-state
motion. From the two assumptions justified now, another fact can be directly
concluded:
• The magnetization ~M of the domain wall can be represented in relation to
an arbitrary point within the wall.
Since the magnetic texture of the wall is fixed during steady-state motion
with velocity ~v, all points of the wall move with the same velocity in the same
direction. This implies that it is possible to choose an arbitrary point within
the wall to parametrize the magnetic profile of the wall in relation to this point.
As a further consequence, the motion of the wall can be reduced solely to the
motion of this single point.
• The motion of a domain wall can be reduced to the motion of a single
point within the wall.
Such points can be chosen arbitrarily, but it is convenient to select points
which are characteristic and outstanding with respect to their symmetry within
the wall. As it can be seen later on, an advantageous choice can simplify the
calculation of the magnetization-dependent terms appearing in the Thiele equa-
tion; for example, such characteristic points can be the middle of a Bloch wall
[44] or the position of a vortex core within a VDW [30]. In these cases the
magnetization can be represented via the distance r′ with regard to this point.
Applying now all assumptions, it will become clear that the consequent applica-
tion of the steady-state approximation has an important impact on the further
mathematical treatment of the problem. To gain deeper insight, it is convenient
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Figure 2.2. Sketch illustrating the geometric situation for the coordinate transfor-
mation from inertial system S to S′ by Galilean transformation.
to start with a static case at time t = t0, where the magnetization ~M at the point
~r is considered. Furthermore, the position of the characteristic point within the
domain wall is chosen to be at ~R0. Having1
~r =
xy
z
 ~R0 =
X0Y0
Z0
 ~r′ =
x
′
y′
z′
 (2.38)
it is found for the distance ~r′ between both points1 [34, 35, 45] (see Fig. 2.2):
~r′ = ~r − ~R0 (2.39)
x
′
y′
z′
 =
x−X0y − Y0
z − Z0
 (2.40)
From a more abstract point of view, ~r′ is not solely the distance between
the two points at position ~r and ~R0, it is the representation of ~r in a new
coordinate system with its origin of ordinates at ~R0 additionally. What was
found by the consequent application of the assumptions done before is nothing
else than a change of coordinate system by a Galilean transformation [43, 46]. A
Galilean transformation is one of the simplest transformations in physics, and, for
example, it is used in classical mechanics to achieve the change from a coordinate
system S to a new one S ′ which is shifted by a constant or time-dependent vector
relative to the coordinate origin of the initial system S [43]. Like for every
transformation, a change of variables is appearing which is based on a certain
corresponding transformation rule. Regarding the Galilean transformation, it
is the change from variable ~r (in S) to ~r′ (in S ′) via the transformation rule
~r′ = ~r − ~R0. Resulting from this, it is obtained for the magnetization in S and
S ′ 1
~MS = ~MS(~r, ~R0) and ~MS
′ = ~MS′(~r′) (2.41)
which yields that ~MS is a function of both vectors while ~MS′ depends on
~r′. In that which follows, it will be distinguished between the representation of
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the magnetization ~MS in the old and the magnetization ~MS′ in the new system.
It is important to note that the values for ~MS(~r, ~R0) and ~MS
′(~r′) are the same
because both are only two different representations of the magnetization ~M at
a certain point. It can be obtained1 [34]:
~MS(~r, ~R0) = ~MS
′(~r′) = ~MS′(~r − ~R0) (2.42)
Going a step further and considering a DW which exhibits a steady-state
motion with velocity ~˙R = ~vS in the coordinate system S, a time-dependent
vector ~R(t) for the position of the characteristic point is found and is given by1
[34, 35]:
~R(t) = ~R0 + ~˙R · t = ~R0 + ~vS · t (2.43)
Later on, when the considerations concerning the Galilean transformation
are done, the velocity ~vS will be set equal to ~v, but for now lets keep the dis-
crimination between the quantities in both coordinate systems. Talking about
this kind of distinction, it should be noted that in principal it has to be written t
and t′ for the time in the coordinate system S and S ′, respectively. However, as
usual for transformations of the Galilean type, the time in both systems is the
same and it is common to set t = t′. Resulting from this, the time-dependent
transformation rule for the Galilean transformation is given by1 [34]
~r′(t) = ~r − ~R(t) (2.44)
where the vector ~r′(t) is a function of t. Introducing the vectors ~r′(t), ~R(t),
~˙R and ~vS as1
~r′ =
x
′(t)
y′(t)
z′(t)
 ~R(t) =
X(t)Y (t)
Z(t)
 ~˙R =
X˙Y˙
Z˙
 (2.45)
~vS =
v
S
x
vSy
vSz
 ~v =
vxvy
vz
 (2.46)
it yields1: X(t)Y (t)
Z(t)
 =
X0 + X˙ · tY0 + Y˙ · t
Z0 + Z˙ · t
 =
X0 + v
S
x · t
Y0 + vSx · t
Z0 + vSx · t
 (2.47)
x
′(t)
y′(t)
z′(t)
 =
x−X(t)y − Y (t)
z − Z(t)
 =
x−X0 − X˙ · ty − Y0 − Y˙ · t
z − Z0 − Z˙ · t
 =
x−X0 − v
S
x · t
y − Y0 − vSy · t
z − Z0 − vSz · t
 (2.48)
To clarify it, the assumption of a moving DW (or in general, a moving mag-
netic texture) with constant velocity leads to time dependencies for the vectors
~R(t) and ~r′(t). Since the magnetizations in both systems are functions of these
vectors, they become time-dependent as well; but these time-dependencies leave
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the conclusions done in the static case regarding the magnetizations ~MS and
~MS
′ in both systems unchanged. Again it is found for the dependencies of the
magnetizations and the vectors1
~MS(t) = ~MS(~r, ~R(t)) and ~MS′(t) = ~MS′(~r′(t)) (2.49)
which means that ~MS is still a function of both vectors (but now with a time
dependent ~R(t)) while ~MS′ depends on ~r′(t). The same holds true for the state-
ment that both values for the magnetizations ~MS(~r, ~R(t)) and ~MS′(~r′(t)) are the
same because, even when time dependent, they are only different representations
of the magnetization at the same point1.
~MS(~r, ~R(t)) = ~MS′(~r′(t)) = ~MS′(~r − ~R(t)) (2.50)
Founding on this prerequisites, it is possible to investigate the time derivative
of the magnetizations in both coordinate systems, which will lead to a deeper
insight of the effect of the steady-state approximation, and how this influences
the further mathematical treatment of the problem. In a first step, the time
derivative in both coordinate systems is performed, where it yields on the one
hand side1 [45]
d ~MS(~r, ~R(t))
dt =
∂ ~MS(~r, ~R(t))
∂~r
∂~r
∂t︸︷︷︸
=0
+∂
~MS(~r, ~R(t))
∂ ~R(t)
∂ ~R(t)
∂t︸ ︷︷ ︸
=~vS
= ∂
~MS(~r, ~R(t))
∂ ~R(t)
~vS
(2.51)
and on the other side1:
d ~MS′(~r′(t))
dt =
∂ ~MS
′(~r′(t))
∂~r′(t)
∂~r′(t)
∂t︸ ︷︷ ︸
=~vS′
= ∂
~MS
′(~r′(t))
∂~r′(t)
~vS
′
(2.52)
Here, the fact was utilized that the time evolution of the magnetization at a
given point ~r, which does not change in time, leads to ∂~r
∂t
= 0. At this stage of
the consideration regarding the time change rate of the magnetization in the two
frames, an important statement can already be concluded. While in the frame
S the characteristic point at ~R(t) is moving with velocity ~vS, the motion in the
new coordinate system S ′ is determined by the velocity of the point ~r′; or in
other words, while in S the observer is at rest, the characteristic point (and so
the magnetic texture) is moving away from the point ~r. In contradiction, in the
moving frame S ′ it looks like the observer is sitting at the characteristic point,
and now the point where d ~MS
′
dt has to be determined is moving away with velocity
~vS
′ . This means that by changing the coordinate system S to S ′, the motion
is shifted from the characteristic point to the observer. The velocity ~vS′ can
be determined in terms of ~vS by exploiting the concrete expression for ~r′(t) =
~r− ~R(t), which follows the transformation rule of the Galilean transformation1.
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∂~r′(t)
∂t
= ∂
∂t
(
~r − ~R(t)
)
= −∂
~R(t)
∂t
= − ~˙R(t) = −~vS (2.53)
This leads to1 [34, 35]
d ~MS′(~r′(t))
dt =
∂ ~MS
′(~r′(t))
∂~r′(t)
(
−~vS
)
(2.54)
and by comparison to the value of ~vS′ in terms of ~vS 1 one gets:
~vS
′ = −~vS (2.55)
Here, a second important impact of the change into the moving coordinate
system was obtained. It has already been stated earlier that in S ′ the point,
where the magnetization has to be investigated, is moving with velocity ~vS′ . It
becomes clear that in the moving frame S ′ it looks like the point ~r′(t) would
move with the same velocity ~vS as the characteristic point is moving in S; but
in contradiction, ~r′(t) is moving in the opposite direction as the characteristic
point, which is stated by the minus sign. As it will become more clear later
on, the possibility to express ~vS′ in relation to ~vS is very helpful for the further
mathematical treatment. Continuing with the considerations, the identity of
~MS(~r,~R(t)) and ~MS′(~r′(t)) will be exploited. The equality of both expressions
also implies that the time derivative for both is the same. This yields1
d ~MS(~r, ~R(t))
dt =
d ~MS′(~r′(t))
dt
(2.56)
and in combination with the preliminary work in this section it yields1:
∂ ~MS(~r, ~R(t))
∂ ~R(t)
~vS = ∂
~MS
′(~r′(t))
∂~r′(t)
(
−~vS
)
(2.57)
What has been found so far is that the time derivative in the steady-state
motion regime can be expressed as the product of the spatial gradient of the
magnetization and the steady-state velocity. This holds true for both coordinate
systems S and S ′ but in both cases the gradient are time dependent. Although,
in the moving coordinate system S ′ - in this frame it has already been stated
that the motion is shifted from the magnetic texture to the point ~r′(t) - the total
derivative with respect to t is not purely given by the velocity. As it will be seen,
a total decoupling of the spatial gradients from time t in the moving system S ′
can be achieved. This can be done by making a change of variables in S ′ from
~r′(t) to ~r. For this task, ~r has to be expressed in terms of ~r′(t) what can be
obtained by transponing the equation for the transformation rule1
~r′(t) = ~r − ~R(t) → ~r = ~r′(t) + ~R(t) (2.58)
and by calculating the partial derivative of ~r with respect to ~r′(t); this yields
the new partial derivative1:
∂~r
∂~r′
= 1 → ∂
∂~r′(t)
= ∂
∂~r
(2.59)
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It can be understood intuitively that both partial derivatives are the same.
The reason for this is that both vectors describe the same point, and when the
position of this point is changed by an infinitesimal span, then the effect on ~r
and ~r′(t) has to be the same. Using this result, it yields1
∂ ~MS(~r, ~R(t))
∂ ~R(t)
~vS = ∂
~MS
′(~r′(t))
∂~r
(
−~vS
)
(2.60)
and it is obtained that the partial derivative of ~MS′(~r′(t)) considering the
vector ~r is now independent on time. Although ~MS′(~r′(t)) is a function of t, it
can be understood by the fact that ~r′(t)) depends on two variables, namely ~r
and ~R(t).
Applying the partial derivative with respect to ~r, it has the same effect as
when the other variable ~R(t) is regarded as constant and the derivative regarding
~r can be calculated.
Thus, only the time independent vector ~r is important for the calculation of
the partial derivative and the spatial gradient in S ′ which becomes independent
of t as well. This leads to the conclusion that in the moving coordinate system S ′,
the spatial derivative is independent of time, and it is possible to shift the time
dependence purely into the time change rate ~˙R(t) of the position ~R(t), namely
the velocity ~vS. Another interesting and useful outcome of the calculations
becomes clear when the minus sign on the right hand side of the velocity it put
in front of the partial derivative1.
∂ ~MS(~r, ~R(t))
∂ ~R(t)
~vS = −∂
~MS
′(~r′(t))
∂~r
~vS (2.61)
Using the fact that ~MS(~r, ~R(t)) and ~MS′(~r′(t)) are equal,
∂ ~MS(~r, ~R(t))
∂ ~R(t)
~vS = −∂
~MS(~r, ~R(t))
∂~r
~vS (2.62)
it becomes obvious that it is possible to perform the Galilean transformation
from S to S ′ simply by replacing ∂
∂ ~R(t) by − ∂∂~r , yielding the following substitution
relation1 [45]
∂
∂ ~R(t)
→ − ∂
∂~r
(2.63)
or in component-wise representation1 [45]:
∂
∂Xi(t)
→ − ∂
∂xi
(2.64)
It should be noted that the substitution relation depends on the concrete form
of the transformation relation which determines ~r′(t). The substitution relation
which has been obtained is, of course, only valid for ~r′(t) = ~r− ~R(t). For Galilean
transformations, which exhibit other forms, the corresponding substitution rule
has to be determined anew. In fact, this relation is the most important in this
section because it yields a deep insight into the physical nature of the steady-
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state approximation and the Thiele equation, respectively. Interpreting this, it
states that there is a connection between the change of ~M with respect to the
position of the characteristic point and the change rate of ~M with respect to
the point ~r. Though the minus sign is neglected, this statement remains valid.
This is striking because on the one side, the position vector of the characteristic
point, which is determined by a collection of few singe coordinates, is considered,
and on the other hand, a general vector ~r that can describe every point in the
sample is dealt with. More precisely, the exchange rule obtained between ∂
∂ ~R(t)
and − ∂
∂~r
via Galilean transformation yields that it is possible to describe the
motion of a magnetic texture in the frame of the steady-state approximation
with a small set of collective coordinates. This fact is emphasized more in the so
called collective coordinate approach (CCA) [45, 47], which is, by the inclusion
of some other things, a generalization of Thiele’s approach to DWM. This will be
explained in more detail in Sec. 2.3.2.1. In the following, the distinction between
quantities in the frame S and S ′ will be omitted respectively because ~M is the
same in both frames. For now it will be used only ~M instead of ~MS or ~MS′ .
With this framework, it is possible to obtain the single force density terms in
the approximation for steady-state motion1:
~fm = −µ0
∂ ~M
∂~r
T ~Hm = µ0β
∂ ~M
∂~r
T ~M
(magnetization equivalent force density)
~f f = −µ0
∂ ~M
∂~r
T ~H f = −µ0
∂ ~M
∂~r
T ~Hext
(force density)
~fα = −µ0
∂ ~M
∂~r
T ~Hα = µ0α
γ0Ms
∂ ~M
∂~r
T∂ ~M
∂~r
 (−~v)
(damping equivalent force density)
~f g = −µ0
∂ ~M
∂~r
T ~Hg = µ0
γ0M2s
∂ ~M
∂~r
T ~M ×
∂ ~M
∂~r
 (−~v)

(gyroscopioc force density)
(2.65)
Evaluating these expressions for the force densities in more detail, the partial
derivatives of ~M with respect to the vector ~r will be considered closely. In a first
step, the total time differential for each component Mj (with j = x, y, z) of the
magnetization ~M is taken, yielding in1:
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d ~M
dt =

dMx
dt
dMy
dt
dMz
dt
 =

∂Mx
∂X
∂X
∂t
+ ∂Mx
∂Y
∂Y
∂t
+ ∂Mx
∂Z
∂Z
∂t
∂My
∂X
∂X
∂t
+ ∂My
∂Y
∂Y
∂t
+ ∂My
∂Z
∂Z
∂t
∂Mz
∂X
∂X
∂t
+ ∂Mz
∂Y
∂Y
∂t
+ ∂Mz
∂Z
∂Z
∂t

=

∂Mx
∂X
∂Mx
∂Y
∂Mx
∂Z
∂My
∂X
∂My
∂Y
∂My
∂Z
∂Mz
∂X
∂Mz
∂Y
∂Mz
∂Z

︸ ︷︷ ︸
= ∂ ~M
∂ ~R(t)

∂X
∂t
∂Y
∂t
∂Z
∂t

(2.66)
Applying the substitution rule Eq. (2.63) (Eq. (2.64) respectively) derived in
this section, the partial derivatives considering the position of the characteristic
point can be expressed as partial derivatives with respect to the coordinates xi
(with i = x, y, z)1.
d ~M
dt =

−∂Mx
∂x
−∂Mx
∂y
−∂Mx
∂z
−∂My
∂x
−∂My
∂y
−∂My
∂z
−∂Mz
∂x
−∂Mz
∂y
−∂Mz
∂z

︸ ︷︷ ︸
=− ∂ ~M
∂~r

∂X
∂t
∂Y
∂t
∂Z
∂t

︸ ︷︷ ︸
=~v
(2.67)
Shifting in a last step, the minus sign from the partial derivatives of Mj to
the velocities, the expressions1
d ~M
dt =

∂Mx
∂x
∂Mx
∂y
∂Mx
∂z
∂My
∂x
∂My
∂y
∂My
∂z
∂Mz
∂x
∂Mz
∂y
∂Mz
∂z

︸ ︷︷ ︸
= ∂ ~M
∂~r
=J ~M

−vx
−vy
−vz

︸ ︷︷ ︸
=−~v
(2.68)
are found, and it can be recognized that the matrix given by ∂ ~M
∂~r
is nothing
else than the Jacobian matrix J of the magnetization ~M . As a note, this matrix
will be denoted in the following as J ~M . Resulting from this, it is possible to write
the total time derivative of the magnetization in terms of the Jacobian matrix
J ~M and the (negative) velocity vector ~v 1.
d ~M
dt =
∂ ~M
∂~r
 (−~v) = J ~M(−~v) (2.69)
Identifying ∂ ~M
∂~r
as J ~M is indeed very helpful to get a deeper insight into the
terms appearing in the Thiele equation because it enables the application of
methods of tensor calculus. Applying mathematical methods of tensor calculus
will simplify the task of evaluating the expressions for ~fm, ~f f , ~fα and ~f g. It will
become clear later on that for the further mathematical treatment of the force
density terms, it is convenient to express the Jacobian matrix of ~M in tensor
notation which reads [41]:
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J ~M =
∑
ij
∂Mj
∂xi
(~ej ⊗ ~ei) (2.70)
To understand this unfamiliar notation, a short introduction into tensor cal-
culation with the outer product will be given in the appendix A1.
2.2.3.2 Magnetization Equivalent Term
The magnetization equivalent term for the force density is given by [34]
~fm = −µ0
∑
ij
∂Mj
∂xi
(~ei ⊗ ~ej) · ~Hmj (2.71)
where ~Hm is represented by [34]
~Hm = −β ~M = −β∑
j
~Mj (2.72)
and ~Hmj can be written as −βMj~ej. Inserting this expression into the first
one and applying component-wise notation1
~fm = µ0β
∑
ij
∂Mj
∂xi
Mj (~ei ⊗ ~ej) · ~ej (2.73)
it is obtained as formula which can be converted into the form1:
~fm = µ0β2
∑
i
(
~ei
∂
∂xi
)(
~M · ~M
)
= 0 (2.74)
Since ~M · ~M = M2s and the saturation magnetization is assumed to be spatial
constant [34], the partial derivatives of M2s with respect to the coordinates xi
are equal zero. This leads to a vanishing magnetization equivalent force density
~fm [34].
2.2.3.3 Force Term
For the force density term arising from the external applied field, it yields [34]
~f f = −µ0
∑
ij
∂Mj
∂xi
(~ei ⊗ ~ej) · ~H fj , (2.75)
where the corresponding field is given by the external field ~Hext itself [34]:
~H f = ~Hext = ~H =
∑
j
~Hj (2.76)
The components for the vector ~H f are found to be ~H fj = ~Hj = Hj~ej, which
result in1
~f f = −µ0
∑
ij
∂Mj
∂xi
Hj (~ei ⊗ ~ej) · ~ej (2.77)
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as a formula for the force density. Expressing the external field ~H via the
variation derivative of the energy density E with respect to the magnetization
~M , the term for ~f f reduces it to a very simple form1.
~f f =
∑
i
∂ ~M
∂xi
· δE
δ ~M
~ei =
∑
i
~ei
∂E
∂xi
= ~∇E (2.78)
This result states that the force density is given by the gradient of the energy
density of the physical system. However, since it is the goal to obtain an equiv-
alent force density equation for the motion of a magnetic DW, the force vector
~F f from ~f f has to be calculated. This can be done by integrating over the whole
volume V of the sample1.
~F f =
∑
i
∫
V
~ei
∂E
∂xi
dV =
∫
V
~∇E dV (2.79)
Since the order of taking the derivative and the integration does not matter
(they are interchangeable), the energy density E is integrated over the volume
V . This integral yields the total energy E of the system. What follows from this
is the force vector which is given by [34, 45]:
~F f = ~∇
∫
V
E dV = ~∇E (2.80)
For the sake of clarity, it should be mentioned that the energy E is equal to
the potential U used later on in the considerations in Sec. 2.3.2.4.
2.2.3.4 Damping Equivalent Term
Viscosity, like dissipation, leads to a force density which acts on the VC as well.
The density ~fα is [34]
~fα = −µ0
∑
ij
∂Mj
∂xi
(~ei ⊗ ~ej) · ~Hαj (2.81)
where the field ~Hα, originating from the Gilbert damping term in the LLG
eq., takes the form1:
~Hα = − α
γ0Ms
∑
jk
∂Mj
∂xk
(~ej ⊗ ~ek) · (−vk)~ek (2.82)
Writing (−vk)~ek as −~vk and omitting the summation over the index j, the
j-component for ~Hα is gained [34].
~Hαj = −
α
γ0Ms
∑
k
∂Mj
∂xk
(~ej ⊗ ~ek) · (−~vk) (2.83)
By inserting this result into Eq. (2.81), it yields the force density ~fα [34].
~fα = αµ0
γ0Ms
∑
ijk
∂Mj
∂xi
∂Mj
∂xk
(~ei ⊗ ~ej) (~ej ⊗ ~ek) · (−~vk) (2.84)
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Applying tensor algebra by utilizing the relation (~ei ⊗ ~ej) (~ej ⊗ ~ek) = δjj (~ei ⊗ ~ek),
writing δjj as ~ej ·~ej and assigning the base vectors ~ej to the corresponding com-
ponent of the magnetization1, one gets
~fα = αµ0
γ0Ms
∑
ijk
(
∂Mj
∂xi
~ej
)
·
(
∂Mj
∂xk
~ej
)
(~ei ⊗ ~ek) · (−~vk) (2.85)
as the preliminary result. Then, summing over j, the full magnetization
vectors ~M are recovered and the equation for the force density is given by1:
~fα = αµ0
γ0Ms
∑
ik
∂ ~M
∂xi
 ·
∂ ~M
∂xk
 (~ei ⊗ ~ek) · (−~vk) (2.86)
Like before, the integration over V has to be carried out to obtain the force
vector ~Fα [45].
~Fα =
∑
ik
αµ0
γ0Ms

∫
V
∂ ~M
∂xi
 ·
∂ ~M
∂xk
 dV
 (~ei ⊗ ~ek)︸ ︷︷ ︸
=Γik
· (−~vk) (2.87)
The integral over the spatial gradients of ~M plus prefactor are defined as the
component ik of the damping tensor Γ in literature. Applying this definition, a
rather compact form for the force vector ~Fα is obtained [45].
~Fα =
∑
ik
Γik · (−~vk) = −Γ · ~v (2.88)
Thereby, the complete tensor Γ originates by summing over all components
Γik [45]
Γ =
∑
ik
αµ0
γ0Ms

∫
V
∂ ~M
∂xi
 ·
∂ ~M
∂xk
 dV
 (~ei ⊗ ~ek) (2.89)
and it is worth mentioning that this is the representation for Γ in Cartesian
coordinates. Strictly spoken, the magnetization ~M = ~M(x, y, z) is a function
of the three spatial coordinates x, y and z. As it becomes clear later on, due
to symmetry reasons it is convenient to parametrize the magnetization in other
coordinates, for example, spherical or cylindrical ones. Next, the reformulation
of the tensor Γ in terms of arbitrary coordinates is performed. For this pur-
pose, it is assumed that the magnetization is depending on a general set of the
coordinates xi′ and xk′ . It is important to mention that although, xi′ and xk′
are coordinates of the same coordinate system, mathematically they have to be
treated as independent ones. Using Eq. (2.89) as starting point and taking the
partial derivatives with respect to the new coordinates1,
Γ =
∫
V
 αµ0
γ0Ms
∑
ik
i′k′
∂ ~M∂xi′ ∂xi′∂xi
 ·
 ∂ ~M∂xk′ ∂xk′∂xk
 (~ei ⊗ ~ek)
 dV (2.90)
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is obtained. The partial derivatives of ~M with respect to xi′ and xk′ re-
spectively, yield the associated basis vectors (~exi′ , ~exk′ ) in combination with a
prefactor (Axi′ , Axk′ )
1.
Γ =
∫
V
 αµ0
γ0Ms
∑
ik
i′k′
{
Ai′~ei′
∂xi′
∂xi
}
·
{
Ak′~ek′
∂xk′
∂xk
}
(~ei ⊗ ~ek)
 dV (2.91)
Combining ~exi′ and ~exk′ to δi′k′ , summing over i
′ and assigning the outer
product to the corresponding partial derivatives, the expression1
Γ =
∫
V
(
αµ0
γ0Ms
∑
ikk′
{
Ak′~ei
∂xk′
∂xi
}
⊗
{
Ak′~ek
∂xk′
∂xk
})
dV (2.92)
is gained. Carrying out the summation over i and k, it yields the nabla
operator ~∇ in Cartesian coordinates1.
Γ =
∑
k′
αµ0
γ0Ms
∫
V
({
Ak′ ~∇xk′
}
⊗
{
Ak′ ~∇xk′
})
dV (2.93)
The coefficients Ak′ are identified as the square root of the diagonal elements
gk′k′ of the metric tensor g in the corresponding coordinate system [41, 48]. Since
dealing with Euclidean coordinate systems, where only the diagonal elements
differ from zero [41], it is obtained for Γ 1:
Γ =
∑
k′
αµ0
γ0Ms
∫
V
({√
gk′k′ ~∇xk′
}
⊗
{√
gk′k′ ~∇xk′
})
dV
=
∑
k′
αµ0
γ0Ms
∫
V
gk′k′
({
~∇xk′
}
⊗
{
~∇xk′
})
dV
(2.94)
On base of this generalized formula, it is possible to formulate the equation
for Γ in every desired coordinate system. The metric tensor itself results in
Euclidean coordinate systems from g = JTJ , where J and JT are the Jacobian
matrix and the transposed one respectively [41, 48]. Please note that the nabla
operator ~∇ is still in Cartesian coordinates requiring xk′ to be a function of x, y
and z. However, sometimes it is convenient for symmetry reasons to express the
coordinates xk′ as functions of curvilinear coordinates, e.g. cylindrical ones. In
this case, the nabla operator and also the integration have to be performed in the
corresponding coordinates. To conclude the general considerations concerning
the damping dyadic, Γ will be calculated in spherical and cylindrical coordinates
because they represent the most common curvilinear systems of coordinates.
For spherical ones, the coefficients AMs = 1, Aϑ = Ms and Aϕ = Ms sin(ϕ) are
obtained1 and result in1 [34, 35]
Γ = αµ0Ms
γ0
∫
V
({
~∇ϑ
}
⊗
{
~∇ϑ
}
+ sin2(ϑ)
{
~∇ϕ
}
⊗
{
~∇ϕ
})
dV (2.95)
for the damping tensor. Turning to cylindrical ones, AMs = 1, Aϕ = Ms and
Az = 0 is obtained, which yields1:
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Γ = αµ0Ms
γ0
∫
V
({
~∇ϕ
}
⊗
{
~∇ϕ
})
dV (2.96)
When comparing the expressions for Γ in both coordinate systems, it can be
recognized that the latter one is a special case of the formulation in spherical
coordinates; Γ in cylindrical coordinates arises when setting ϑ = pi2 = const in
the spherical coordinate system.
2.2.3.5 Gyroscopic Term
The last term that is going to be investigated is the gyroscopic force term, which
originates from the precessional term in the LLG equation. Starting again with
the formula for the force density vector ~f g [34]
~f g = −µ0
∑
ij
∂Mj
∂xi
(~ei ⊗ ~ej) · ~Hgj (2.97)
and inserting the corresponding equivalent gyroscopic field ~Hgj into the equa-
tion, it reads [34]
~Hgj = −
1
γ0M2s
∑
klm
Mk
∂Ml
∂xm
(~el ⊗ ~em) (−~vm) δljklj (2.98)
and as result one gets1:
~f g = µ0
γ0M2s
∑
ijklm
∂Mj
∂xi
Mk
∂Ml
∂xm
(~ei ⊗ ~ej) (~el ⊗ ~em) (−~vm) δljklj (2.99)
Using the relation (~ei ⊗ ~ej) (~el ⊗ ~em) = δjl (~ei ⊗ ~em) for the next calculation
steps and expressing the Levi-Civita symbol by an equivalent vector notation
klj = {(~ek × ~el) · ~ej}, it yields [34]
~f g = µ0
γ0M2s
∑
ijklm
∂Mj
∂xi
Mk
∂Ml
∂xm
{(~ek × ~el) · ~ej} (~ei ⊗ ~em) (−~vm) (2.100)
as intermediate result. Expressing klj by basis vectors allows you to assign
the corresponding components to the associated vectors ~ek, ~el and ~ej. Summing
over the indices i, j and k, the magnetization vector ~M is recovered and for ~f g,
which yields1:
~f g = µ0
γ0M2s
∑
im
~M ·

∂ ~M
∂xi
×
 ∂ ~M
∂xm
 (~ei ⊗ ~em) (~vm) (2.101)
Integrating over the total volume, V gains the vector of the gyroscopic force
~F g [45]
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~F g =
∑
im
µ0
γ0M2s
∫
V
~M ·

∂ ~M
∂xi
×
 ∂ ~M
∂xm
 dV (~ei ⊗ ~em)︸ ︷︷ ︸
=Gim
(~vm) (2.102)
where the volume integral over the magnetization vectors together with the
prefactor are combined as the component Gij of the gyroscopic tensor G. Based
on this definition, the following compact notation for the vector of the gyroscopic
force ~F g is gained [45].
~F g =
∑
im
Gim · ~vm = G · ~v (2.103)
Thereby, the gyro tensor G, which reflects the action of the precession of
magnetization, is given by [45, 47]:
G =
∑
im
µ0
γ0M2s
∫
V
~M ·

∂ ~M
∂xi
×
 ∂ ~M
∂xm
 dV (~ei ⊗ ~em) (2.104)
Basically, the final result for the gyro force is found by Eq. 2.104. However,
it is possible to rewrite the expression for ~F g and G respectively by the use of
some tensor algebra, which will lead to a deeper insight into the nature of this
force. The gyroscopic tensor G is antisymmetric, and from tensor algebra it is
known that you can address a vector to the corresponding tensor [48]. In the
actual case, it is possible to rewrite G as ~G which transforms Eq. (2.103) into
[34]:
~F g = ~G× ~v = ∑
ion
Govnoni~ei (2.105)
~G is the gyro vector and is calculated from the components Gim of the gyro-
scopic tensor G with the formula Eq. (2.104) [48].
~G = −12
∑
oim
Gimimo~eo (2.106)
Inserting Gim into Eq. (2.106), it yields1 [34]
~G = − µ02γ0M2s
∫
V
∑
oim
jkl
∂Mj
∂xi
Mk
∂Ml
∂xm
ljkimo
 dV ~eo (2.107)
where the final result for ~G can be calculated by summing up over all indices.
This mathematical subtlety gives a deeper insight into the nature of the gyro
force term, although, the exact expression for the gyro vector is unknown so far.
Being written as cross product of ~G and the velocity ~v, the resulting vector ~F g is
perpendicular to both, ~G and ~v. This leads to a force and a motion respectively,
which is perpendicular to the velocity direction and causes a sidewards motion.
A result that also implies that one needs, at least, a two-dimensional model to
describe the motion of DW correctly since a second spatial degree of freedom is
necessary for the sidewards motion. Before the expression for the gyrovector will
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be evaluated, a special notation of the product of the two Levi-Civita symbols
should be mentioned. In Thiele’s original work [34], another formulation is used,
which can be understood by the framework done in appendix A2. Thiele notates
ljkimo in terms of the generalized Kronecker delta δljkimo = δimoljk [48]. Applying
this notation, ~G reads [34]:
~G = − µ02γ0M2s
∫
V
∑
oim
jkl
∂Mj
∂xi
Mk
∂Ml
∂xm
δimo
ljk
 dV ~eo (2.108)
Proceeding to the evaluation of the gyro vector, it is helpful to recall an
important assumption concerning the magnetization ~M which will simplify the
summation over the six indices. In the whole thesis, it is assumed that the
saturation magnetization Ms, or in other words the length of the magnetization
vector ~M , is spatial constant. Supposing now an orthogonal coordinate system,
for instance spherical coordinates, where one coordinate is the length of the
vector. When the infinitesimal contribution of the magnetization contained in
an infinitesimal volume dV to the vector G is considered, the coordinate system
is chosen to be locally Mk = Ms [30]. Strictly speaking, by integrating over the
whole volume V , the local coordinate system is adjusted for every infinitesimal
contribution to ~G in such a way that the coordinate Mk is parallel to the local
magnetization vector ~M . Additionally, the advantage of this special selection of
coordinates arises from the conservation of saturation magnetization. Since the
length of ~M does not change, spatial gradients can only differ from zero in the
other two perpendicular directions. For G0 the expression1
Go = − µ02γ0M2s
∫
V
∑
imjl
∂Mj
∂xi
Ms
∂Ml
∂xm
ljMsimo
 dV (2.109)
is found as intermediate result. Summing over the other two indices (j and
l) and using the antisymmetry of the expression, it is obtained1:
Go = − µ0
γ0Ms
∫
V
(∑
im
∂Mj
∂xi
∂Ml
∂xm
imo
)
dV (2.110)
As before, the vector notation for the Levi-Civita symbol has been utilized
and assigned to the gained basis vectors of the associated partial derivatives1.
Go = − µ0
γ0Ms
∫
V
∑
im
({
~ei
∂Mj
∂xi
}
×
{
~em
∂Ml
∂xm
})
· ~eodV (2.111)
InsertingG0 into ~G0 = G0~e0 and summing o over the three spatial coordinates
to obtain the expression for the gyro vector1
~G =
∑
o
~Go = − µ0
γ0Ms
∫
V
({
~∇Mj
}
×
{
~∇Ml
})
dV , (2.112)
where Mj and Ml are the magnetization components perpendicular to the
local Ms-direction. To round up the considerations, the expressions for the gyro
tensor G and the corresponding vector ~G are converted to generalized coordi-
nates. This generalization is achieved in the same way as for the conversion of
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Γ to an arbitrary coordinate system. Starting from Eq. (2.104) for Gim, the
assumption of ~M depends on a set of new coordinate, and taking the partial
derivatives with respect to them, it leads to1
Gim =
∑
i′m′
µ0
γ0M2s
∫
V
~M ·
{(
Ai′~ei′
∂xi′
∂xi
)
×
(
Am′~em′
∂xm′
∂xm
)}
dV (2.113)
where the identities ∂ ~M
∂xi′
= Ai′~ei′ and ∂
~M
∂xm′
= Am′~em′ have been already used.
Identifying the coefficients as the square roots of the diagonal elements of the
metric tensor g (see Sec. 2.2.3.4),
Gim =
∑
i′m′
µ0
γ0M2s
∫
V
√
gi′i′gm′m′ ~M ·
{(
∂~xi′
∂xi
)
×
(
∂~xm′
∂xm
)}
dV (2.114)
is obtained1 for Gim in generalized coordinates. Completing the considera-
tions, ~G is transformed into the notation of generalized coordinates. Starting
with the o-th component of the gyro vector, it is gained1:
G0 = − µ02γ0M2s
∫
V
∑
im
i′km′
{
Ai′
∂xi′
∂xi
}
Mk
{
Am′
∂xm′
∂xm
}
i′m′kimo
 dV (2.115)
Choosing the local coordinate system as before, summing over the indices
of the new coordinates and exploiting the antisymmetry of the gyro tensor, it
results in1:
− µ0
γ0Ms
∫
V
(∑
im
{
Ai′
∂xi′
∂xi
}{
Am′
∂xm′
∂xm
}
imo
)
dV (2.116)
In a last step, imo is converted again into vector notation, and by summing
over all indices1
~G =
∑
o
~Go = − µ0
γ0Ms
∫
V
({
Ai′ ~∇xi′
}
×
{
Am′ ~∇xm′
})
dV (2.117)
is found for the gyro vector in arbitrary coordinates. Again, as for the damp-
ing tensor Γ, the coefficients Ai′ and Am′ are identified as the square root of the
diagonal elements of the metric tensor. Writing Ai′ as
√
gi′i′ and Am′ as
√
gm′m′
respectively, it yields for the gyrovector ~G 1:
~G = − µ0
γ0Ms
∫
V
({√
gi′i′ ~∇xi′
}
×
{√
gm′m′ ~∇xm′
})
dV
= − µ0
γ0Ms
∫
V
(√
gi′i′gm′m′
{
~∇xi′
}
×
{
~∇xm′
})
dV
(2.118)
Please note that the spatial gradients are still formulated in Cartesian coor-
dinates. In this case it is easier to calculate the gradients for symmetry reasons
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in another coordinate system in which ~∇ has to be converted. In spherical coor-
dinates the two coordinates where the spatial gradients with respect to ~M differ
from zero are ϑ and ϕ. By using the already calculated coefficients for both
coordinates [34, 35],
~G = −µ0Ms
γ0
∫
V
sin(ϑ)
({
~∇ϑ
}
×
{
~∇ϕ
})
dV (2.119)
is derived.
2.2.4 Thiele Equation
Summarizing the results of the evaluation of the force terms, the force equation
can be written as1 [35]
~F f + ~Fα + ~F g = 0 (2.120)
and reads with the explicit form of the force terms [45]
~F − Γ · ~v +G · ~v = 0 (2.121)
which is the Thiele equation. Here, the force term ~F f originating from the
external applied field ~H has been simply renamed to ~F , because this is the
standard labeling for the force term in the Thiele equation. As it was proven,
the gyroforce term can be written as the cross product of the gyrovector ~G
with the velocity vector ~v which gives another common notation of this equation
[34, 35].
~F − Γ · ~v + ~G× ~v = 0 (2.122)
At this point, an important fact should be mentioned. Different sign conven-
tions for the forces and the expressions of the tensors Γ and G are used in the
literature. This comes mainly from four sources. First, it depends on whether
one changes all terms in the LLG equation to the left or to the right side when
calculating the effective force equation. The second source for different signs is
due to a different sign convention in the steady-state motion ansatz for ~M . As
an example, in almost every text book or publication about the Thiele equa-
tion, the ansatz for the magnetization of a domain wall moving with constant
velocity ~v is chosen to be ~M(~r) = ~M(~r0 − ~vt). Applying the time derivative
yields a minus sign for the velocity vector. However, a different convention can
be found, for example, in the publication of Clarke et. al. [45], where the ansatz
~M(~r) = ~M(~r0, ~ξ(t)) is used (~ξ(t) is the position vector of the characteristic point
in a generalized coordinates, see Sec. 2.3.2.1), leading to a lack of “−1” in every
term where the time derivative of the magnetization enters the calculation. An-
other variation originates from the fact that it is possible to express the partial
derivatives contained in the equation with respect to the position of the char-
acteristic point or an arbitrary position (see Sec. 2.3.2.1). Further differences
in the respective formulation of the Thiele equation can arise from the concrete
definition of the damping tensor Γ. While Thiele defines in his original work Γ
as negative, one can find Γ defined as a positive quantity, for instance, in [45]
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Γ. As a final remark on the different notation that can be found in literature,
it should be mentioned that different designations for the damping tensor can
be found, while for the force and gyroscopic term the letter F and G is used
respectively. The most common labeling for the damping tensor is D and Γ.
In this thesis the notation Γ will be applied because the further analysis in this
work concerning DWM is based on the collective coordinate approach of Clarke
et. al [45]. where they denote the damping tensor in the same way.
2.3 Dynamics of Vortex Domain Walls
Based on the framework done in Sec. 2.2, the basics of VDW dynamics is inves-
tigated in Sec. 2.3. In a first step VDWs (Sec. 2.3.1) and their basic properties
are described, and then it proceeds to the discussion of their dynamics described
in the frame of the collective coordinate approach in Sec. 2.3.2.
2.3.1 Vortex Domain Walls
The information presented in this section are taken from the textbooks [37, 38,
49, 50]. If otherwise, it will be quoted accordingly. The magnetic structures
under consideration in this thesis are vortex domain walls (VDWs). In this sec-
tion a short overview will be given about how domain walls form, what different
kinds are possible, and the properties of VDWs will be explained.
Due to energy minimization, domains and DWs form. Decaying into regions
where the magnetization is aligned differently leads to the reduction of stray field
and to the stray field energy of the magnetized sample correspondingly. These
regions are called domains, and their existence leads directly to the existence of
transient regions where the magnetization rotates between the magnetization di-
rection in the adjacent domains; such transition regions are called domain walls,
and their concrete shape depends strongly on the type of sample geometry under
consideration. From an energetic point of view, decaying into domains reduces
the stray field energy, but it costs energy to build up domain walls. Thus, the
domain structure of a certain sample is governed by the balance between these
two energy contributions. The size and type of a DW is governed and deter-
mined by the competitive interaction of the dipolar and exchange energy. While
the dipolar interaction tries to align neighboring spins antiparallel, the exchange
interaction favors a parallel orientation of the magnetization. As mentioned be-
fore, various numbers of different DW types are possible. In magnetic materials,
Bloch [51] and Néel type walls [52] can form; Bloch walls are found in the bulk
samples and Néel walls in a thin film geometry. The difference between both
kinds of walls is the way the magnetization rotates between the adjacent do-
mains. While the magnetization vector rotates in the plane of the DW in the
Bloch wall, the vector rotates perpendicular to it in the case of a Néel wall.
Another classification, or lets say an attribute one can address to a DW, is the
angle of rotation between the neighbored domains. The most common types are
the 90◦ and 180◦ DW, where, of course, other angles are possible as well. For
90◦ DWs, the magnetization in the adjacent domains is perpendicular to each
other, while in the case of 180◦, the spins are aligned anti-parallel.
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Figure 2.3. Three most common possible head-to-head DW configurations in mag-
netic stripes. (a) transverse wall, (b) asymmetric transverse wall and (c) VDW. Which
type of DW is present depends strongly on the width w and thickness t of the stripe.
While for relative thin stripes, transverse and asymmetric transverse walls are the
favorable DW configuration, in thick stripes VDWs are the type of DW to be found.
The following considerations are restricted to 180◦ DWs. Regarding 180◦
DWs, one has to distinguish between two different sample geometries, namely
nanowires and nanostrips. The classification into these two geometries is done
by the aspect ratio w
t
of the width w and thickness (hight) t of the structure.
Structures with w
t
≈ 1 are called nanowires while geometries with an aspect
ratio w
t
 1 are denoted as nanostrips [49]. Transverse and Bloch point walls
are the favored DW structure in nanowires, while transverse, asymmetric trans-
verse (ATV), vortex and a lot more types were found as possible magnetization
structures in nanostripes, as it will be demonstrated [49, 53–55].
Since the type of samples investigated in this thesis corresponds to the sit-
uation of nanostripes described above, the further discussions will be restricted
additionally to the geometry of nanostrips and the magnetic textures present
in this case. Till proceeding to the discussion of types of DWs in nanostrips,
another commonly used designation for 180◦ DWs in nanostrips should be men-
tioned. Depending on the magnetization direction in the domains on the left and
right hand side of the DW, the terms head-to-head and tail-to-tail DW are often
used. Head-to-head describes the case when the magnetization in both adjacent
domains is pointing to each other, whereas tail-to-tail describes the situation
when the magnetization is pointing away from each other. As mentioned earlier,
different types of DWs are found to exist in the geometry of nanostripes (see
Fig. 2.3). Which kind of head-to-head (or tail-to-tail) wall exists depends on the
width and thickness of the stripe as wall as the exchange length λ. Transverse
and VDWs where the first two types discovered by micromagnetic simulations
[56]. Later on, a phase diagram was presented in [53] where in a small region of
combinations for w and t, a modification of the TW, the asymmetric transverse
wall, is forming.
In recent years micromagnetic studies have presented further extended phase
diagrams, which predict rather complicated DW structures for rather thick and
wide magnetic layers, for example, double or triple VDWs [54] or Landau DWs
[55]. For experimental reasons, the further considerations focus on VDWs be-
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Figure 2.4. Pictures (a)-(d) display the four possible configurations of a VDW in
magnetic stripes. The four configurations arise from the two configurations of the
polarity p and circulation c, namely ±1, resulting in VDWs with chirality χ = p · c =
±1. The magnetic structure of a VDW is made up of three different elementary
topolgic defects. A VC within the stripe with an out-of-plane magnetization at its
center and a curling magnetization around the VC. At the stripe edges the HAVs are
located.
cause they are the favored kind of DW in the experimentally investigated sam-
ples.
VDWs are magnetic structures with a flux closed state and exhibiting a rich
internal magnetic structure. This internal structure is made of three topological
defects [57–59], namely a vortex core (VC) in the center and two half antivortices
(HAVs) confined to the edges. For more information concerning the topological
defect see Sec. 2.3.2. At the VC, which has its equilibrium position in the absence
of an external applied field in the middle of the stripe, the magnetization curls
clockwise or counter-clockwise and spirals out of plane towards the VC center.
The VC is exchange dominated, and hence, the dimensions of this topological
object are rather small and in the range of the exchange length λ. Typical
values for the diameter between 10 up to 20 nm are found. The direction of
the magnetization at the VC center can be described as the the polarity p. p
is defined as p = Mz|Mz | and the quantity can take values +1 and −1. Around
the vortex core, a region of in-plane curling magnetization forms. Depending on
the sense of rotation (clockwise or counter-clockwise), the circulation c, a second
important key quantity, can be addressed to the VDW. As for the polarity, c can
take the values +1 (counterclockwise circulation of the magnetization around
the VC) and −1 (clockwise circulation of the magnetization around the VC).
Based on p and c the chirality χ = p · c can be defined. The chirality χ has
an important influence on the VDW dynamics as it will become clear later on.
Following from this, it is obvious that four possible combinations for p and c are
available that form two VDWs with chirality χ = +1 and χ = −1 each. In other
words, VDWs exhibit a four times degenerated ground state.
At the edges, the two HAVs are located. Parallel to the stripe edges, the
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magnetization points towards the HAV and then rotates sharply by 90◦ to the
middle of the stripe at the position of the HAV (see Fig.2.4). This forms a
radiating magnetic texture in the surroundings of the HAVs which evolves direct
into the curling magnetization around the VC. Later on, it will be important for
the calculation of the damping mechanism acting on the DW that, besides the
VC and HAVs, a fourth magnetic texture can be identified. In the DW there
are regions which can be described as Néel type walls. These walls are found
to be at the connection line HAV-VC-HAV, and in addition, they are found
where the in-plane curling magnetization encounters the magnetization in the
adjacent domains. Straight Néel walls form at the connection line between the
three topologically defects, while the walls emerging on the border of the DW
are parabolic shaped. In the analytic model used later on, these Néel walls are
treated more idealized [59]. As already mentioned, the term topological defects
plays an important role in the treatment of DWs. Concerning topological defects,
a topological charge qt can be addressed to each of these substructures and the
DW itself. A VC has a topological charge qt = 1, whereas, HAVs exhibit a
fractional qt = −12 [59]. For the sake of completeness, besides VCs and HAVs
other structures are possible. Furthermore, an anti vortex (AV) and half vortices
(HVs) can be found. qt for a AVC and HVs are qt = −1 and qt = 12 , respectively
[58]. From an abstract mathematical point of view, the edge defects (HV and
HAV) were discussed in [60, 61]. For a VDW the total topologic charge yields
zero (qt = 0) [59], which is an important fact because it is a conserved quantity
and influences the Walker breakdown mechanism.
Turning back to the behavior of a VDW under the action of an externally
applied field, each of these single magnetic substructures in the VDW exhibit its
own dynamics and influence greatly the overall dynamics of the DW itself. Four
different mobility regimes are known for DWs. At very low fields below a the
critical value Hp, the pinning field, no DWM occurs. This behavior is denoted as
pinning and is caused by intrinsic or extrinsic defects, for example, dislocations,
impurities or roughness at surface and edge. Overcoming this critical value, the
linear mobility regime sets in, which is characterized by v being linear propor-
tional to H and 1
α
. This behavior is given in a field range between Hp and the
critical field Hc, which is sometimes denoted as Walker field Hw. Reaching Hc is
accompanied by a drop in velocity and displacement, respectively. This drop in
velocity marks the third mobility regime. The steepness of this drop in velocity
strongly depends on the width of the stripes. For very narrow stripes the drop in
v is very sharp, while on the other side, for wide stripes a plateau region above
Hc in the v-H-diagram can be observed. The reason why there is a different
behavior observed for DWs in wide stripes will be clarified in this thesis by ex-
perimental data, theory and simulational results in Sec. 4.2. However, in general,
the Walker breakdown in the case of VDW is caused by a polarity reversal of
the VC. Applying an external field, the DW starts to move along the stripe, and
additionally, the VC moves sidewards to one of the edges. This sidewards motion
is due to the gyro force which is always perpendicular to the direction of motion
of the VC. The gyro force ~F g is proportional to v and polarity p. Reaching a
high enough field, the polarity reverses and leads to a reversal in direction of ~F g
and hence a motion of the VC in reversed direction. Above the Walker field,
this causes an oscillatory motion where the VC continuously travels across the
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stripe and reverses its polarity p at each side.
Two different reversal mechanisms are known; there is either a reversal due
to the collision of the VC with one of the HAVs and a subsequent reemission of
the VC with opposite polarity, or a free reversal [62–64] due to the effect of the
gyrofield. The latter one is well known and causal for the polarity reversal of
VCs in discs [21]. Considering the reversal due to the collision with the HAVs,
the VC (topological charge qt = +1) and the HAVs (topological charge qt = −12)
combine; for a very short time, a half vortex (topological charge qt = +12) is
formed until the VC is re-emitted. This reversal process and the following free
reversal are an important example for the powerful concept of topological charge
and its conservation respectively. Free reversals are happening as it follows: The
gyro field deforms the VC with increasing velocity, so that close to the VC, a dip
region (dynamic dip) with opposite p establishes. At a critical velocity, the VC is
deformed that much that the VC region can be regarded as a hybridization of a
VC with p = +1 and p = −1. Due to the strong magnetization gradient between
the two VC, the exchange energy increases, and it becomes energetically more
favorable for the dip region to split up into a vortex (qt = +1) and antivortex
(qt = −1), whereby the antivortex (qt = −1) and the initial VC (qt = +1)
annihilate. After this annihilation process which is accompanied by a strong
emission of spin waves, a VC with reversed polarity remains and the reversal is
finished.
Turning to the fourth mobility regime, at very high fields H  Hc a preces-
sional motion sets in where the average velocity < v > is directly proportional
to the Gilbert damping parameter α.
As a last point, the motion of a VDW under the influence of an externally
field will be described. Without the constriction of generality, a VDW with
chirality χ = 1 (p = 1, c = 1) under the action of an external applied field
(being parallel to the longitudinal direction of the stripe) is considered. Taken
only the external field ~H and the demagnetizing field ~Hdem as constituents for
the effective field ~Heff into account, the LLG eq. reads as following1:
d ~M
dt = −γ0
~M ×
(
~H + ~Hdem
)
+ α
Ms
~M × d
~M
dt (2.123)
As it will become clear, the precessional and the damping term contribute
to the total torque acting on the DW and moving it along the stripe in field
direction. Interestingly, in the linear regime, the significant contribution to the
forward motion originates from the two HAVs and not from the VC. The VC is
dragged by the two HAVs along the stripe. In which way both terms in the LLG
eq. cause a motion will be explained now and can be deduced from the LLG eq.
written above.
Considering the leading HAV of the VDW, where it can be assumed in an
idealized way that the magnetization is pointing in positive y-direction. From
the precessional term, a torque d ~Mdt arises due to the external field, which forces
the magnetization of the HAV slightly out of plane. This has two effects: On
the one hand, this torque d ~Mdt enters the damping term and causes a torque
parallel to the external field, which causes a motion along the stripe; on the
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other hand, the out-of plane component of the magnetization in the HAV leads
to a demagnetizing field ~Hdem which is pointing in opposite direction to the z-
component of ~M . This demagnetizing field in turn is causing a torque on the
in-plane magnetization in the HAV region, leading to a torque in stripe direction
which originates from the precessional term. Again, the torque d ~Mdt due to ~Hdem
enters the damping term in the LLG eq. and causes a torque which counteracts
the torque that forced the magnetization out of plane. When these torques
cancel each other, then the DW reaches its steady state motion for a certain
field strength of the external field. It should be noted that the consideration
with respect to the leading HAV holds true for the trailing HAV and stays even
valid for all other possible VDW configurations.
2.3.2 Vortex Domain Wall Motion in the Frame of the
Collective Coordinate Approach
Having found the expressions for the three forces in the Thiele Equation which
arise from the Landau-Lifshitz-Gilbert equation, the specific force terms ~F f , ~Fα
and ~F g for the case of a VDW have to be determined. These prerequisites enable
to investigate the internal dynamics of a VDW under the action of an external
driving field H in detail. As publications [45, 47] are the theoretical basis for
the investigations done hereinafter, the found expressions will be converted into
the form used in the collective coordinate approach by Clarke and co-workers
[45, 47]. Although it is done this way, it will always be tried to demonstrate the
equivalence of the terms in the collective coordinate notation and, for example,
the famous expressions of domain wall motion found by Walker [29].
Starting with the calculation of the force term ~F f , which arises from the total
energy in a stripe made out of Permalloy, the gyrovector ~G of a magnetic vortex
will be calculated. The determination of ~G can be done in two different ways,
namely by doing the calculation by hand based on symmetry considerations or,
in a more elegant way, via the connection of Gxy to the gyrotensor G and the
topological charge qt. In Sec. 2.3.2.7 the analytical expression of a vortex in a
disc is used as toy model to demonstrate the computation of the damping tensor
Γ. Followed by this, for the determination of Γ a way more realistic model for a
vortex domain wall, which incorporates not only the VC itself, but in addition,
edge defects and internal Néel walls, which contribute to the viscous damping,
is considered. With this result it is possible to write down the equation of a
steady-state motion for the one and two dimensional case of a vortex domain
wall. These equations in the frame of the collective coordinate approach are
solved in Sec. 2.3.3; for both cases, important characteristics of this motion are
derived.
This section introduces the generalization of Thiele’s results [34], the so called
Collective Coordinate Approach (CCA) [45, 47], and explains its general ideas
and concepts in detail. Since the concepts, the CCA is based on, are partly
abstract and hard to understand, they are illustrated by the example of head-
to-head (or tail-to-tail) domain walls [56, 65]. In particular, the focus is set
on vortex domain walls (VDWs) [49, 56] because this is the relevant case for
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this thesis. Following this introduction, the analytic expressions of energy E,
force ~F , gyrotropic vector (or gyrovector) ~G and damping tensor Γ for a VDW
are calculated (see Sec. 2.3.2.4-2.3.2.7). These calculations will be presented in
detail to show on the one hand, how to apply the abstract concepts of the CCA
for the determination of all relevant quantities appearing in the Thiele equation,
and on the other hand, how to tackle these calculations the best way. As it will
be demonstrated by the exploitation of symmetries of the DW, it is possible to
simplify the mathematical task. Before starting to explain the CCA, a short
historical overview of the investigation of VDW dynamics based on Thiele’s
analytical approach will be given. Since the formulation of the (most common)
basic equation of magnetization dynamics in 1935 by Landau und Lifshitz [23],
the Landau-Lifshitz equation (see Sec. 2.1), and its adoption to vicious friction
by Gilbert [24, 25](the Landau-Lifshitz-Gilbert equation or LLG equation), it
has become possible to predict the time evolution of magnetization in a huge
variety of physical systems with all kinds of interaction mechanisms. However,
magnetization, and so magnetization dynamics, is a collective phenomenon, and
due to this reason its time evolution is hard to predict without numerical methods
[66–68]. Exact analytical solutions are hard to obtain, in most cases they are
only available in toy systems with reduced dimensions. Thus, in terms of DWM
they are an example for cylindrical magnetic domains in films and platelets [69]
or a one-dimensional 180◦ domain wall [29]. Determining such solutions is a
tedious work, nevertheless, analytical solutions are always desirable.
In his groundbreaking publication about "Steady-State Motion of Magnetic
Domains" from the year 1973 [34], A.A. Thiele found a new analytical approach
to the calculation of the steady-state velocity of magnetic domains by rewriting
the LLG equation into an equivalent force equation and by applying subsequently
the "steady-state approximation". This leads, in the end, to two integrals which
are simplifying the calculation of dynamic properties of magnetic domains. This
has already been explained in Sec. 2.2 in detail. Thiele’s equations opened a new
way to examine theoretically the dynamic of magnetic domains. Since dealing
with VDWs, the most interesting fact for this thesis is that the investigation of
spin vortices based on the Thiele equation can be ascribed to the early 1980s [70].
In 1997 TV and VDWs as possible DW configurations in between head-to-head
(or tail-to-tail) domains in thin magnetic magnetic strips [56] were discovered in
micromagnetic simulations; these magnetic textures gained much attention very
fast, since they are promissing candidates for technological applications. Not
only since the proposal of the "Magnetic Domain-Wall Racetrack Memory" by
S.S.P. Parkin in 2008 [1], these magnetic structures have already been regarded
as a new basis to create novel data storage techniques since about 2000, for ex-
ample, MRAM [71]. Around this time, the existence of magnetic vortex states
in ferromagnetic nanodots made out of Ni80Fe20 and Co were proven with MFM
techniques and Lorentz microscopy, respectively [72, 73]. In the same year, the
structure of the VC itself was investigated experimentally with spin-polarized
STM, and it was found to be consistent with results found by micromagnetic
simulations [74]. In 2004 VDW and TW were proven to exist in ferromagnetic
rings [65, 75] by both, simulations and experimentally. The DWs exhibit a rich
internal structure and dynamics; these features greatly influence the motion of
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the DW under the influence of an external applied field, which is especially true
for VDWs [49, 56]. Complex internal DW structures are caused by the competi-
tive action of local exchange and longe-range dipolar interaction on a submicron
range, where both are of comparable strength [76, 77], for example, the Walker
breakdown mechanism of a TV and VDW [49]; these origins are completely
different compared to the one of a Bloch wall [29, 34, 44, 78]. These effects oc-
curring in complex DW structures were barely captured in such models. Aiming
at future technological applications, and in general for a better understanding
of DWM, an advanced analytical model for the description of DW dynamics
became necessary.
In the years 2005 to 2008, a group of authors (namely D.J. Clarke, O.A. Tre-
tiakov, G.-W. Chern, Ya.B. Bazaliy, O. Tchernyshyov, H. Youk, K. Merit and B.
Oppenheimer) investigated in a series of publications the structure and dynam-
ics of DWs in magnetic nanostrips from different point of views [45, 47, 57–59].
Regarding the structure of DWs in flat nanomagnets (head-to-head and tail-to-
tail walls), they found that such complex DWs (TV and VDWs) are composite
objects out of a few elementary topological defects, namely V/AV and HV/HAV
[57–59]. Remarkably this holds true for two extreme cases: the exchange-limit
(thin and narrow stripes with t w  λ2
t
 w log
(
w
t
)
) [57] and magnetostatic-
limit (thin and wide strips with λ t w [58, 59]. Being valid in both limits,
the statement about the composition of DW out of topological defects is also
true in intermediate cases (λ < t  w) [59] which can be shown by calculating
the magnetostatic limit via van den Bergs method [79] and by including ex-
change interaction pertubatively. This is an important result because this case
reflects realistically the situation of DWM experiments in soft magnetic stripes
and rings made out of Ni80Fe20 [22, 65]. To conclude it, "it appears that this
general approach" of regarding DW as "composite objects may provide a basic
model of complex magnetization dynamics in nanomagnets, by reducing it to the
creation, propagation and annihilation of a few topological defects", as stated by
O. Tchernyshyov and G.-W. Chern in [57]; or in other words, the motion of a
DW is governed by the dynamic of its constituents. This fact has to be included
into an analytical approach to DWM to get appropriate predictions. Based on
their preliminary results in [57–59], the work of the aforementioned group of
authors culminated in a new analytical approach to DWM [45, 47], which is a
generalization of Thiele’s DW analysis [34]. This is the Collective Coordinate
Approach (CCA).
In the following section, the ideas and concepts of this model, which was first
introduced in [47] and then explained in more detail in [45], are elucidated. Both
publications considered a VDW as an illustrative example for the application of
the CCA, and the theoretically predicted values, which resulted from this, for
example the steady-state velocity below the walker field [45], were found to be
in strikingly good agreement with experimental findings [17] and results from
micromagnetic simulations [80]. This, in contrast, indicated that the CCA may
possibly provide a fitting theoretical description for this work. Proceeding now
to the introduction of the CCA, it should be emphasized that the described ap-
proach to DWM in the Sec. 2.3.2-2.3.3.2 is based on the publications of Tretiakov
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et al. [47] and Clarke et al. [45]. Unfortunately, although trying to explain all
concepts from scratch, it is sometimes inevitable to anticipate some of the results,
which will be derived or calculated in subsequent sections later on. This already
reflects the heuristic nature of some concepts and ideas of the CCA. By going
through the explanation of the CCA, a good starting point for the discussion are
the features which can be explained in a most general way and evolve to parts
of the theory, which are best explained by a concrete example. Additionally, it
is always tried to work out the differences and advantages compared to Thiele’s
analysis [34].
2.3.2.1 Generalization of Thiele’s Analysis: Generalized Coordinates,
Forces and Velocities
In view of Thiele’s work, one difference, which is at the same time the most
general feature of the CCA, is that in this generalized account to DWM, the
spatial derivatives in connection to the vector ~R(t) are preserved. With this
phenomenon, the CCA emphasizes strongly a property of "steady-state like"
DWM as already pointed out in the section about the justification of steady-
state motion (Sec 2.2.3.1); this kind of motion can be described by the position
of a characteristic point within the DW. Here, the terminology "stead-state like"
DWM is used because it should not be confused with the steady-state approx-
imation. This has to be stated very clearly at this stage because the idea of
characteristic points residing at a position ~R(t) is strongly connected to the
steady-state motion, as it is described in Sec. 2.2.3.1. Assuming that the shape
of a DW is fixed during steady-state motion, and thus the magnetization ~M can
be parametrized by the distance ~r′ in relation to the point ~R(t), which leads
to the mathematical tool of Galilean transformation. An insight that enables
it to be replaced in the steady-state motion regime the partial derivatives of
~M regarding the time dependent vector ~R(t) by ordinary (time independent)
gradients (partial derivatives with respect to ~r) of the magnetization via the
substitution rule (see Sec. 2.2.3.1):
∂
∂ ~R(t)
→ − ∂
∂~r
(2.124)
As it will be seen later on, this idea of characteristic point is more general
and not solely valid in the limit of stead-state motion with constant velocity
~v. In fact, it can be applied to every kind of arbitrary DWM where it leads
to the abstract concept of modes (see further down in the text) and enables to
formulate a version of the Thiele equation [34], which is generalized to arbitrary
motion of DWs.
Proceeding with the considerations concerning the fact that the CCA is writ-
ing the terms of the Thiele equation with partial derivatives ∂
∂ ~R(t) . Before going
into details, the findings for ~F f , and G are reformulated by replacing ∂
∂~r
by
− ∂
∂ ~R(t) in the expressions for the force densities (Eq. (2.65)) in a first step. After
that the calculations done in Sec. 2.2.3 have to be carried out again; but to
shorten things, the outcome for the terms ~F f , Γ and G, read1:
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~F f = −~∇~RE =
∑
i
− ∂E
∂Xi
~ei
Γ =
∑
ik
αµ0
γ0Ms

∫
V
∂ ~M
∂Xi
 ∂ ~M
∂Xk
 dV
 (~ei ⊗ ~ek)
G =
∑
im
µ0
γ0M2s
∫
V
~M ·

∂ ~M
∂Xi
×
 ∂ ~M
∂Xm
 dV (~ei ⊗ ~em)
(2.125)
Comparing this with the results obtained in Sec. 2.2.3, it can be recognized
that, like before, the magnetization equivalent term ~fm vanishes, and all other
terms keep their general form (with exception of the minus sign in ~f f). Since
nothing really changes, this might look like a nice playing around with the sub-
stitution rule ∂
∂ ~R(t) → ∂∂~r at first sight. Thus, the reader might ask what the use
of this way to write down the expressions appearing in the Thiele equation is.
Since it is the strength of Thiele’s approach that the calculation of the dynamic
properties of a DW reduces to the determination of simple time-independent
gradients of ~M , and for sure, this advantage has to be utilized. Hence, the re-
placement ∂
∂Xi
→ − ∂
∂xi
will be carried out either way in the end, and the question
arises why it is not done at the very beginning of the derivation.Basically, there
are two main reasons.
In order to understand the first one, the origin of the substitution rule has
to be recalled. Its derivation is based on the transformation rule of the Galilean
transformation given by ~r′ = ~r − ~R(t), which gives the connection between the
representation of a vector in two coordinate systems S and S ′; these origins of
ordinates are shifted by a constant (or time-dependent) vector ~R(t). It has to be
stated that replacing ∂
∂Xi
by − ∂
∂xi
is only valid when ~r′ = ~r− ~R(t) holds true; as
it is the case, for example, for a Bloch wall in steady-state motion [29]. However,
the transformation rule for the Galilean transformation does not have to look
exactly like this, for instance, it can contain additional prefactors or rotations
[43]. What may appear to be a mathematical subtlety has, indeed, an impor-
tant practical relevance. As will be seen later in the calculation of the dissipation
dyadic Γ for a VDW (see Sec. 2.3.2.8), DWs with a rich internal structure and
dynamic may contain magnetic substructures, for these ~r′ = ~r − ~R(t) is not
valid. In the case of a VDW, such substructures are the DW-internal Néel walls
[59] emanating from the VC. Aiming to grasp the dynamics of these magnetic
substructures correctly, the transformation rule for the Galilean transformation
has to be adapted, which consequently leads to another replacement rule. Striv-
ing for a generalization of Thiele’s results, it is, indeed, useful to formulate ~F f ,
Γ and G in terms of ∂
∂ ~R(t) instead of
∂
∂~r
; this may become clear by the given
example related to a VDW. It is better to keep the equation generally as long as
possible, determining the appropriate transformation rule, and apply the change
to ordinary gradients only "short before" the actual calculation of the terms in
the Thiele equation.
A second reason why it is favorable to keep ∂
∂ ~R(t) arises from the fact that
due to the time-dependence of ~R(t), the quantities in the whole equation stay
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time-dependent. This is leading to the point that up to this stage, the Thiele
equation in the frame of the CCA is exact and is simple a reformulation of the
LLG equation. In Thiele’s scientific work [34], the equation of motion is already
time-independent, due to the application of the steady-state approximation, and
for this reason, it is only valid in this limit. In contradiction to this, the Thiele
equation in the time-dependent version of the CCA containing partial derivatives
∂ ~M
R(t) is universally valid and applicable to every kind of arbitrary DWM.
Summarizing the preliminary considerations, it can be stated that by the
mere replacement of ∂
∂~r
by ∂
∂ ~R(t) the valid scope of the equation is greatly ex-
panded. Another level of generalization is achieved by replacing the vector ∂
∂ ~R(t)
in Cartesian coordinates by a vector ∂
∂ ~xi(t) in generalized coordinates. Unfortu-
nately, an exact mathematical proof that ∂
∂ ~R(t) can be replaced by
∂
∂ ~xi(t) cannot
be provided because this is beyond the scope of this work. Nevertheless, it is at
least vivid to explain why this is valid. Calculating the force terms appearing
in the Thiele equation (Sec. 2.2.3.2-2.2.3.5), it has been demonstrated that the
equations can be transformed straight forwardly from Cartesian to other gen-
eralized coordinate systems, e.g. curvilinear Euclidean systems as spherical or
polar coordinates [39, 40]. This should make clear, at least, by feeling, that
the equations can be written from the beginning in generalized coordinates. In
other words, this is nothing else than another starting point. The derivation in
Sec. 2.2.3.2-2.2.3.5 starts in Cartesian coordinates and transforms it to general-
ized ones, while the CCA enters the task at this stage and formulates everything
in a generalized way with respect to coordinates.
Additionally, this leads, as a logical consequence, to generalized velocities
~˙ξ(t) and forces ~F (t) = − ∂E
∂~ξ(t) . It should to be mentioned that the generalized
coordinates ξi were labeled as xi in the previous sections. Once validated this
formulation of the equation, the calculation can be started in those coordinates
which are simplifying the mathematical task. Afterwards, it is possible to trans-
form all quantities back to those coordinate system in which the experimental
values are measured, and therefore, the theoretical predictions have to be ob-
tained. For example, measuring the steady-state velocity of a VDW along the
stripe (x-direction), the dynamic properties are the best calculated in polar and
spherical coordinates respectively due to the symmetry of the DW. Since in
the wide-field Kerr microscopy measurements (see Sec. 3.5), the velocity in x-
direction is determined, and the quantities found in curvilinear coordinates have
to be transformed back to Cartesian ones in order to get theoretical predicted
values for vx. Ending up with the most general version of the Thiele equation,
it yields1 [45]:
~F f = −~∇~ξE =
∑
i
−∂E
∂ξi
~ei
Γ =
∑
ik
αµ0
γ0Ms

∫
V
∂ ~M
∂ξi
∂ ~M
∂ξk
 dV
 (~ei ⊗ ~ek)
G =
∑
im
µ0
γ0M2s
∫
V
~M ·

∂ ~M
∂ξi
×
∂ ~M
∂ξm
 dV (~ei ⊗ ~em)
(2.126)
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Based on these equations, the quantities can be calculated in all kinds of
arbitrary coordinate systems, including Cartesian ones, and the equations are
easily applied for the theoretical description of a huge variety of moving magnetic
structures appearing in different shaped structures, e.g. stripes [22], dots [72]
and rings [65]. Of course, all quantities, for example, the energy E, have to be
expressed as a measure of ~ξ(t).
Another fact which arises from dealing with generalized coordinates in com-
bination with a spatial uniform saturation magnetization Ms has already been
used in Sec. 2.2.3.2-2.2.3.5, but should be emphasized again because it can be
overlooked in all the calculations. Assuming a spatially constant saturation
magnetization (~∇~ξ · ~M = 0 and | ~M | = Ms), the absolute value of ~M does not
depend on the coordinates, and it is possible to express the magnetization vec-
tor ~M as ~M(~R(t)) = Ms ~m(~R(t)) or ~M(~ξ(t)) = Ms ~m(~ξ(t)), respectively. With
~m = ~M| ~M | =
~M
Ms
being the unit vector of the magnetization. This includes all
coordinate systems which reflect this property of ~M , e.g. spherical or polar
coordinates, where one spatial coordinate is given and fixed by the saturation
magnetization Ms. Parameterizing ~M in these kinds of coordinates, a factor Ms
is obtained for every ~M or ∂ ~M
∂ξi
contained in the equation for Γ and G. These
additional prefactors can be written in front of the integrals. Based on these
results, it is possible to express the equations Eq. (2.126) in terms of ~m(~ξ(t)).
They read1 [45]:
~F f = −~∇~ξE =
∑
i
−∂E
∂ξi
~ei
Γ =
∑
ik
αµ0Ms
γ0

∫
V
(
∂ ~m
∂ξi
)(
∂ ~m
∂ξk
)
dV
 (~ei ⊗ ~ek)
G =
∑
im
µ0Ms
γ0
∫
V
~m ·
{(
∂ ~m
∂ξi
)
×
(
∂ ~m
∂ξm
)}
dV (~ei ⊗ ~em)
(2.127)
Ending up with these equations, the considerations concerning the general-
ization of the Thiele equation can be concluded. In the next section it will be
continued to elucidate further important aspects of the CCA and proceed with
the discussion of some special quantities introduced by the CCA.
2.3.2.2 Special Physical Quantities used in the Collective Coordinate
Approach
As mentioned at the end of the last section, it will be proceeded with the dis-
cussion of some special quantities introduced and utilized in the CCA. These
physical quantities are the density of angular momentum J , the magnetic charge
of the domain wall Q and the gyrotropic constant Gc. Please note, that the CCA
denotes Gc as G. To avoid confusion with the notation of the gyroscopic tensor
G in this work, the gyroscopic constant is written as Gc. Getting more and more
into detail, the discussion arrives at ideas and concepts those reflect the heuristic
nature of this approach to DWM. This heuristic approach will become very clear
when discussing the quantities Q and especially Gc. Aiming to explain every-
thing from scratch whenever possible, the start of the discussion is chosen to be
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the consideration of the (absolute value) of the density of angular momentum J ,
which is a material property and the most generic physical quantity of the J , Q
and Gc. Indeed, J is independent on the general shape of the sample and the
DW type (magnetic texture) appearing. It can be understood in the following
manner: The continuum limit for the magnetization is defined as [36–38],
~M = 1
V
N∑
i=1
~µis =
N
V
~µs = n~µs = γn~s = γ ~J (2.128)
and the factor n~s can be regarded as ~J , the vector of the density of angular
momentum. Taking the absolute value on both sides, it yields1
Ms = γJ → J = Ms
γ
= µ0Ms
γ0
(2.129)
with | ~J | = J and γ0 = µ0γ. For a detailed explanation of all quantities see
Sec. 2.1. Taking a close look on J reveals, that J is directly proportional to Ms
and contains solely nature (µ0) or material constants (γ0) and by this it is a very
general quantity that can be applied to every material. Please note that this
statement about the generality of J , especially concerning the independency on
the shape of the sample, holds true in the case of Ni80Fe20 only for samples with
spatial dimensions larger than 10 nm. For Ni80Fe20 samples with thicknesses t
of approximately 10 nm and smaller [81, 82], the saturation magnetization and
the g-factor become a measure of t. But for almost realistic cases appearing in
recent experimental studies, this limit will not fall below. Using J , the formulas
for ~F f , Γ and Gc as used in the CCA publicatios by Tretiakov et al. [47] and
Clarke et al. [45] are finally obtained.
~F f = −~∇~ξE =
∑
i
−∂E
∂ξi
~ei
Γ =
∑
ik
αJ

∫
V
(
∂ ~m
∂ξi
)(
∂ ~m
∂ξk
)
dV
 (~ei ⊗ ~ek)
G =
∑
im
J
∫
V
~m ·
{(
∂ ~m
∂ξi
)
×
(
∂ ~m
∂ξm
)}
dV (~ei ⊗ ~em)
(2.130)
The discussion evolves now to the magnetic charge Q, a quantity which is
in contradiction to J not completely independent on the magnetic structure
in the regarded system or sample. Even when Q is not directly depending
on the magnetic texture of the regarded DW itself, Q is determined by the
magnetic state of the adjacent domains. Regarding in a first approximation a
DW as a rigid magnetic particle, it is convenient to define the magnetic charge
Q as used in the CCA in analogy to the electric charge of a particle. To avoid
confusion, it should be pointed out that the magnetic charge Q is not exactly
the same magnetic charge as it can be defined in micromagnetics as magnetic
volume (qm,V) or surface charges (qm,S) [36, 38]. As will be see later on (see
Eq. (2.150)), Q is connected to them, but not exactly equal! Q itself can be
derived in two different ways: Both methods utilize the coefficient comparison
between Zeeman energy EZee of a DW in a magnetic field and the potential
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energy Ec of a charged particle in an electrical field, assuming in addition that ~E
and ~Hext are spatially homogeneous. Strictly speaking, the energy released when
moving the DW (magnetic particle) and the particle possessing an electric charge
by a distance X in the corresponding fields are compared. While the first way
presented will only make intuitively clear, that the magnetic structure of the DW
does not count, the second way which is based on the already mentioned magnetic
charges (qm,V, qm,S) and Gauss’s theorem [39], will provide a mathematically
exact proof for this.
Concerning recent experimental [22, 83] and theoretical [26] results about
field driven DWM, the most common DW type regarded are head-to-head (tail-
to-tail) walls in thin magnetic samples. For this reason, and since such a case is
treated in this thesis (namely VDWs), the considerations are confined to head-
to-head (tail-to-tail) walls in the following. Nevertheless, the methods presented
for the determination of Q can also be applied to other cases.
Starting with the first way of determing Q as it was used by Clarke et al.
in [45]. Since comparing electrostatic and Zeeman energy, the Coulomb force
~Fc acting on a particle with charge q in a homogenous electrical field ~E (with
~∇ · ~E = 0), is given by [36, 84]:
~Fc = q ~E (2.131)
The energy needed to shift this particle about a distance X in this field is
calculated by the line integral [43]
E = −
∫
C
~F · d~r (2.132)
over the force. Assuming in analogy to the situation of the DW in an external
magnetic field ~Hext pointing along the stripe (x-direction), ~E = (E, 0, 0) and
d~r = (dr, 0, 0) is chosen to be parallel to x. Yielding an electrostatic energy Ec
[36]
EC = −q
∫
C
~E · d~r = −qE
X∫
r=0
dr = −qEX (2.133)
(with | ~E| = E) and comparing this to the Zeeman energy [38].
EZee = −µ0
∫
V
~M · ~HdV (2.134)
More precisely, the Zeeman energy released by the shift of the DW by a
distance X is given through the comparison of the total Zeeman energy of the
system before (EZee,tot) and after the shift (E ′Zee,tot). Without loss of generality,
a head-to-head DW is considered. This DW is accompanied by two adjacent
domains in a thin magnetic stripe with crossection A, given by the product of
strip width w and thickness t. The change in Zeeman energy ∆EZee after a shift
of X is determinded by changing the length of the domains 1 (left side of the
DW) and 2 (right side of the DW). Moving the DW about X along the stripe
alters the length of domain 1 from L1 to L′1 = L1 +X and domain 2 from L2 to
L′2 = L2 − X. Dealing solely with the magnetization in the domains, which is
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spatially homogeneous, and the volume integral reduces to the multiplication of
−µ0 ~M · ~H by the Volume V 1.
EZee = −µ0
∫
V
~M · ~HdV
= −µ0 ~M · ~H
∫
V
dV
= −µ0 ~M · ~HV
(2.135)
To ensure that solely the spatial uniform magnetization of the domains are
considered, lDW, the length of the area which contains the DW, is chosen sufficent
large enough to avoid an integration over its diverging magnetization with ~∇ ·
~M 6= 0. Having ~H and ~M being parallel (domain 1 with ~M1 = (Ms, 0, 0)) and
antiparallel (domain 2 with ~M2 = (−Ms, 0, 0)) to each other, the total Zeemann
energy before and after the displacement of the DW is obtained1:
EZee,tot = EZee,1 + EZee,2 = −µ0HMswtL1 + µ0HMswtL2
= −µ0HMswt (L1 − L2)
E ′Zee,tot = E ′Zee,1 + E ′Zee,2 = −µ0HMswt (L1 +X) + µ0HMswt (L2 −X)
= −µ0HMswt (L1 − L2)− µ0HMswt (2X)
(2.136)
Here, the total Zeeman energies consist of the energy from domain 1 and
2, where the prime denotes the situation after the shift. Taking the difference
between both values, it is found for the released Zeeman energy ∆EZee 1 [45]
EZee,re = EZee,tot − E ′Zee,tot = −2µ0HMswtX (2.137)
and by comparison with the electrostatic energy it is possible to define the
magnetic charge Q for a head-to-head wall as [45]
Q = 2µ0wtMs (2.138)
and obtaining for the Zeeman energy expressed by Q [45, 47]:
EZee,re = −QHX (2.139)
Tail-to-tail walls lead to the same term, but with opposite sign, as can be
easily checked. Defining the released energy as EZee,re = EZee,tot − E ′Zee,tot has
been chosen in this way to get the right sign (minus) for the energy and the
direction of the acting force on the DW. This force can be calculated by [43].
~FZee = −~∇EZee,re =
QH0
0
 (2.140)
yielding a positive value as expected, since applying an external field in (pos-
itive) x-direction, the DW should move in the same positive direction as well!
As became clear by determining Q for a head-to-head wall, it is intuitively
plausible that the magnetic charge - defined on base of Zeeman energy - depends
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only on the magnetic state of the domains. But it is possible to prove exactly by
calculating the force and energy acting on the DW in terms of magnetic volume
and surface charges (not to be confused with Q!). These magnetic charges are
defined as [36, 38]
qm,V =
∫
V
ρm dV and qm,S =
∫
A
σm dA (2.141)
where ρm and σm are the corresponding magnetic volume and surface charge
densities. These densities are defined as [36, 38]
ρm = −~∇ · ~M and σm = ~M · ~n (2.142)
and are connected to each other by Gauss’s theorem [39]∫
V
(
−~∇ · ~M
)
dV =
∮
S
~M · ~n dA , (2.143)
where ~n = ~en is the unit vector of the surface normal of A. Aiming to
calculate Q in terms of these magnetic charges, an equation for EZee which
incorporates them has to be found. For this purpose the derivative of EZee with
respect to all spatial directions is taken, or in other words, the force acting on
the DW is calculated by applying −~∇ to EZee. Finding1
~FZee = −~∇EZee = −µ0
∫
V
{(
−~∇ · ~M
)
~H − ~M
(
~∇ · ~H
)}
dV
= −µ0
∫
V
(
−~∇ · ~M
)
~H dV
= −µ0 ~H
∫
V
(
−~∇ · ~M
)
︸ ︷︷ ︸
ρm
dV
= −µ0qm,V ~H
(2.144)
which is an expression for the force in terms of the magnetic volume charge
density. So far it has been demonstrated, that ~FZee (and so EZee) is a measure
of qm,V. Applying Gauss’s theorem clearifies the picture and it becomes obvious,
that Q is indeed independent of the magnetic texture of the DW. Replacing the
volume integral by the integration of ~M · ~n over the enveloping surface around
the DW,
~FZee = −µ0 ~H
∮
S
~M · ~n︸ ︷︷ ︸
σm
dA
= −µ0qm,S ~H
(2.145)
is found1 and since A can be chosen arbitrarily, a rectangle is set as enveloping
surface with surfaces parallel to the stripe at infinity and the intersecting ones
in a large enough distance from the DW, so that ~∇ · ~M = 0 yields. By this, the
integration reduces to an integral over the cross section A = w · t of the stripe
and the quantity σm = ~M · ~n is constant over the cross sectional area. Having1
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~FZee = −µ0σm (2A) ~Hext (2.146)
it is possible either to conclude directly by comparing ~FZee and ~Fc that the
magnetic charge Q is given by −2µ0σmA, or, based on previous considerations,
regarding the energies EZee and Ec, respectively. Performing the path integral
of ~FZee over d~r (again it holds ~H ‖ d~r ‖ ~ex), one obtains1
EZee = −
∫
C
~FZee · d~r = 2µ0σmA
∫
C
~H · d~r
= 2µ0σmAH
X∫
r=0
dr
= 2µ0σmAHX
(2.147)
and in a last step σm = ~M · ~n has to be determinded. The surface normals
are pointing always outwards of the volume V which is enclosed by the surface
A, meaning that in the regarded case ~M and ~n are antiparallel on both surfaces
on the lefthand an righthand side of the DW. Being antiparallel yields for σm 1
σm = −Ms (2.148)
and for EZee the expression1
EZee = −2µ0MsAHX
= −2µ0wtMsHX
= −QHX
(2.149)
which contains the magnetic charge Q, is obtained. Thereby, the magnetic
charge Q is given by the following relations1 [45]:
Q = 2µ0wtMs = −2µ0Aσm = −µ0qm,S (2.150)
Proven that Q is really independent of the magnetic structure of the DW
and solely the magnetic state of the adjacent domains counts, few additional
remarks about the quantity Q as it is introduced by the CCA have to be done.
As already mentioned, Q is not exactly the same magnetic charge as it is in-
troduced in micromagnetics, but connected to it as can be seen in Eq. (2.150).
Becoming already clear by the way Q has been defined based on Zeeman energy,
the magnetic charge Q is a useful measure to set the equations for the energy
of a DW in dependence of the spatial coordinates of characteristic points (for
example the position of the VC). Talking about the energy of the DW, it should
be noted in advance, that the energies will be denoted as U(~ξ(t)), with U being
the free energy. For example, speaking about the dependence of U with respect
to spatial coordinates of characteristic points, the energy EZee which helped to
define the magnetic charge Q, is nothing else than U(X), the component of the
free energy U which depends on the x-position of the VC (characteristic point)
(see Sec. 2.3.2.4). This energy U(X) is a measure how much Zeeman energy is
released when the dW moves along the stripe and yields in addition the force
(by −∂U(X)
∂X
), which acts on the DW and pushes it in longitudinal direction (see
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Sec. 2.3.2.5).
As third and last quantity the gyrotropic constant Gc which is the most
non generic one is discussed. This constant appears as preafactor in front of
the gyrotropic tensor or the gyrovector ~G and is determinded by the magnetic
structure of the DW itself. Gc itself is always proportional to J , what can be
seen by looking at the formula for the gyrotropic tensor G in Eq. (2.130), which
contains J as prefactor. The integral in Eq. (2.130) yields a proportionality factor
depending on the magnetic structure of the DW. Without proof, the gyrotropic
tensor G can always be written in the form [45]
G = Gc (2.151)
where  is the Levi-Civita tensor. For the special case of a VDW the expres-
sions can be modified to [45]
G = pGc (2.152)
with p being the polarity of the VC and, as it will be explained in Sec. 2.3.2.6,
Gc having the value [45, 47]:
Gc = 2piJt (2.153)
From a physically point of view, the vector ~G can be interpreted as the
macrospin of the magnetic particle. Recalling assumptions which are the starting
point for the derivation of the Thiele eq., the basic idea was to consider the DW
as rigid particle moving under the influence of an external field. Since considering
a magnetic texture which consists out of a large number of magnetic moments
(spins), it has to enter somehow the Thiele equations. The way the magnetic
moments entering the equations is via the gyroscopic tensor or alternatively
in the reformulation as gyro vector ~G. This rounds off the considerations of
the physical quantities. Before proceeding to the last point of the discussion
concerning the CCA, the Thiele equation will be expressed in the form as used
by the authors of the CCA. It reads in general [45]
~F − Γ~˙ξ +Gc~˙ξ = 0 (2.154)
or for a VDW [45]:
~F − Γ~˙ξ + pGc~˙ξ = 0 (2.155)
What has been obtained now is a generalized version of the Thiele equation,
which is formally exact, since it is just a reformulation of the LLG equation
in terms of forces. This equation can only be solved with numerical methods,
but since aiming to determine analytical solutions for DWM, Eq. (2.154) (or
Eq. (2.155) in the case of a VDW) it needs to be reduced to a set of coupled
equations of motion. These equations describe the time evolution of the position
of a few characteristic points within the DW. Since this is the strength and big
advantage of Thiele’s approach to DWM, reduction to a few coordinates has to
be performed, which will lead then to a simplification of the mathematical task.
For this aim the authors of the CCA introduce the concept of soft and hard
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modes, which will be discussed in the next section.
2.3.2.3 Concept of Modes
The discussion finally arrived at a point where a concept utilized in the CCA
will be elucidated, which is the most difficult to explain from scratch by basic
physical principles. To understand the origin of the idea of modes as used by the
CCA, an intuitive account is chosen to approach the concept from two different
directions. In a first account a descriptive approach of the motion of a VDW
is given. Within this description the terms "modes" and "characteristic times"
are introduced. Following, the problem is addressed by energetic considerations.
As mentioned, these modes are the best understood, when deeper knowledge
about DWM is given. Following now, a description of the dynamic behaviour
of a VDW under the influence of an external magnetic field ~Hext will be given.
Thereby different field ranges and dynamics regimes are discussed.
A VW is composed out of three elementary topological defects, namely the
VC in the bulk and two HAVs located at the stripe edges. These objects are rel-
ative stable and rigid objects when considering moderate magnetic fields smaller
than approximately 2.5 mT [18]. In this case it is possible to regard them as
coupled together, forming in this way a DW. Applying an external field below
the critical Walker field Hc (sometimes denoted as Hw), the DW starts to move
along the stripe. But in fact, and here a deeper knowledge about the inter-
nal dynamic of such kind of wall is required, the VC starts to move in x- and
y-direction, while the HAVs adjust their motion in longitudinal direction adia-
batically. What is meant by "adjust adiabatically"? To clearify, the fact has to
be realized, that every motion is taking place on some characteristic time scale
τ , depending on the specific kind of motion considered. Concerning the linear
steady-state motion, the dynamics of the VC and the two HAVs are taking place
on different τ ’s, whereby the τ for the HAVs is much shorter than for the VC.
This means, the time which is needed for the HAV to adjust to the motion of
the VC is so short, that it can not "be seen" moving. This is the meaning of the
phrase "adjust adiabatically".
It can be also understood by the example of a spring pendulum. As already
mentioned, the elementary topological defects can be regarded as coupled to-
gether. Thinking about a spring which can be moved at the upper end (where
the VC is sitting) and a particle with mass m at the lower end (where one of
the HAVs is located). May the spring have a spring constant D and including
friction by the damping constant γosc, the whole system has an oscillation pe-
riod T , which is equal to the characteristic time τ for the HAVs. Exciting now
the whole system with a low excitiation frequency far away from the resonance
frequency, the spring, synonymous for the interaction between VC and HAV,
is behaving like a rigid (hard) connection. This is the case where the mass or
HAV respectively adjusts adiabatically and therefore this kind of mode is called
a "hard mode". As should become clear upon this picture, hard modes are non
dynamic, their dynamic is governed by another mode. Going now to higher ex-
ternal fields exceeding the critical Walker field, the VC collides with one of the
HAVs confined at the edges and is reemitted into the stripe with opposite polar-
ity p [47, 49, 85]. Due to this polarity reversal, the VC moves across the stripe
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in y-direction until it hits the second HAV at the opposite edge. Again, the VC
is reemitted accompanied by a polarity reversal, moving back to the first edge
and the process starts from the beginning. By this, the VC has an oscillatory
motion in transversal direction, resulting in a lower net velocity in longitudinal
direction, the so called Walker breakdown. This oscillatory behaviour is con-
nected with a characteristic time Ttrans which it takes the VC to cross the stripe
on its way from one HAV to the opposite one. Ttrans is remarkably independent
of the stripe width w and in good approximation solely a function of the exter-
nal field, proportional to 1
H
(will be shown in Sec. 2.3.3.2). Cranking the field
up, the transition time Ttrans becomes shorter. Returning to the picture of the
spring pendulum, in the case of the oscillatory motion of the VDW above Hc,
the mass m (HAV) connected to the spring is now excited by a frequency with a
shorter period T . Going to even higher fields the excitation frequency is altered
and it becomes possible, that the resonance frequency of the driven harmonic
oscillator is matched (or being at least very close to it). In this situation, the
spring between the upper end (VC) and the lower one (HAV) cannot be regarded
anymore as rigid. Indeed, the mass (HAV) attached to the spring can not follow
directly (adiabatically) the motion of the upper end (VC) and the mass (HAV)
moves with a phase shift compared to the motion of the upper end of the spring
(VC). Due to this, the spring gets stretched and compressed and behaves like
an elastic (soft) connection. This is the case that is denoted as a "soft mode"
and where another motion gets excited, or in other words, becomes "visible".
Becoming "visibel" can be understood as becoming dynamic.
In the previous example the case has been discussed, what is happening when
very high fields above the critical Walker field Hc are reached. With Ttrans be-
coming shorter, the overall dynamics of the DW, governed by the oscillatory
motion of the VC, is becoming that fast, that the HAVs can not adapt adiabat-
ically. From this fact one can conclude, that the time Ttrans is the critical time
which determines in the field regime above Hc whether a mode is soft or hard. In
contradiction to this, the key number for the steady-state motion regime below
the Walker breakdown is the time τ1 which the VC needs to approach its steady-
state velocity. Summing up it can be concluded, that there is a critical time T -
depending strongly on the field regime considered - which serves as a distinctive
criteria for modes being particularly soft or hard. These considerations can serve
as the basis for an intuitive account to modes as used in the CCA, leading to a
model which is based on an inductive argumentation.
Indeed, it turns out, that this concept of modes is generic and can be applied
to all kinds of DWM. To conclude, it has been found that the DW internal
dynamics under the influence of an external field ~Hext can be decomposed into
so called modes. These modes, where one can distinguish between hard and soft
ones, are connected to coordinates of characteristic points. Having a soft mode
implies, that the corresponding coordinate has to be regarded as dynamical,
while coordinates connected with a hard mode are non dynamical and adjust
adiabatically. Which modes are particularly soft or hard for a given dynamic
regime (or field) depends on a characteristic time T which governs the overall
motion of the DW in the field regime considered. Finding the appropriate time
T , which most likely may vary between different dynamic regimes, is a tricky
task and crucial for the correct description of the DW dynamics. Having T , the
50
2.3 Dynamics of Vortex Domain Walls
following exemplary scheme is obtained [45, 47],
τ0 > τ1︸ ︷︷ ︸
soft
> T > τ2 > τ3 > · · ·︸ ︷︷ ︸
hard
(2.156)
where modes having τ > T are soft and modes with τ < T are hard. This
perspective on DWM is quite interesting, but how can it help to reduce the exact
(generalized) Thiele equation to a set of coupled differential equations for a few
coordinates of characteristic points?
In order to understand this question, the solution is to strive for an energetic
consideration of the modes. To do this, it has to be recalled that the drift
motion of DWs under the influence of an external field ~Hext is determinded by the
dissipation rate of the Zeeman energy. At this point it can be stated: Evidently,
only those modes which dissipate most of the Zeeman energy are relevant to the
drift motion of the DW. To dissipate much Zeeman energy, the modes have to be
active long enough. Long enough means in this case relative to a characteristic
time scale T on which the overall dynamics of the DW happens. This leads to
the conclusion, that only those modes are relevant for the motion of the DW,
whose time scales τ are larger than t, which applies for soft modes. On the
other hand, hard modes, which are only extremely shortly active in comparison
to the entire dynamic, dissipate very little energy and are therefore negligible.
Since with every mode a coordinate is connected, the classification into soft and
hard modes tells which coordinates have to be taken into account and so, this
concept of modes is beneficial to reduce the mathematical task to solve a set
of differential equations. Understanding what is meant by the term modes and
what central role they are playing in the CCA, the discussion evolves to some of
the fundamental aspects of this concept.
First of all it will be considered how to determine which modes are soft or
hard. As powerful as this concept may be, it is useless without concrete values
for T and τ ’s, by which one can make the distinction of modes. So, how to
obtain the values? Unfortunately, the Thiele equation has to be solved for a
different amount of coordinates taken into account (for example one-mode or
two-mode approximation and so on), and obtain upon these results the value
for the corresponding τ ’s. This will is done in Sec. 2.3.3.1-2.3.3.2. In order to
anticipate the coming sections, is yields for example in the case of a VDW for
the y-coordinate the following time dependence1 [47]:
Y (t,H,w, c, p) = (c · g(w)− p)GcQH
kΓXX
(
1− e−
kΓXX
G2c+detΓ
t
)
(2.157)
where the appearing quantities will be explained in the corresponding sec-
tions. This result follows from a two-mode approximation (including X and Y
position of the VC), and can be interpreted as the pre-factor in front of t in the
exponent as the inverse characteristic time for the motion in y-direction. This
time constant is given by the relation1 [47]
τ1 =
G2c + detΓ
kΓXX
(2.158)
and will be denoted in the following as τ1. τ1 can be interpreted as the time
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constant for the approach of the VC to its equilibrium position in y-direction
under the influence of an external applied field. Two important things have been
found by this example, which will be emphasized again below. First, the charac-
teristic times τ are decay constants for the motion of the associated coordinate,
and second, these are decay constants for motion under an external magnetic
field. They should not be confused with decay constants which describe the mo-
tion after the field is turned off. Understanding now the quantity τ , what about
T , the time which determines the time scale on which the overall DW dynamic
(in a certain regime) happens?
Choosing the appropriate time T is a matter of some physical intuition and
again, knowledge about the DW dynamics is beneficial. In general T can either
be a characteristic time τ itself, or the time scale of some feature of the DW
dynamics. As for example, lets consider the steady-state motion at very weak
applied fields below the critical Walker field Hc. Here, only the motion in x-
direction is relevant and the following situation regarding T holds true: The
dominant dynamics in this case is the motion in longitudinal direction which
exhibits a characteristic time τ0 = ∞ (see Sec. 2.3.3.1), while the motion in
y-direction is only relevant at the very first time after the external field ~H is
applied. Approaching its equilibrium position in transverse displacement with
a characteristic time constant τ1, and regarding long pulse times tp, the motion
connected with τ1 (and all higher modes with τn < τ1) can be neglected, since
τ1  tp is given. In this case it is possible to choose T = τ1 or somewhere in
between τ0 and τ1 as distinctive criterion for which modes in particular are soft
or hard. Steady-state motion is one example where it is suitable to choose a
characteristic time τn as T . But T can also be some other characteristic time, as
illustrated by the dynamics above the critical Walker field. For the oscillatory
regime above the Walker breakdown, the superordinate dynamics is governed by
the transition time Ttrans, which the VC needs to get from one HAV to the other
[45, 47].
Ttrans =
pi
µ0γH
= pi
γ0H
(2.159)
Here, T should be chosen to be equal to Ttrans. Remarkably, the transition
time for the VC is independent of the stripe width w and indirectly proportional
to the external driving field H, as already stated by Clarke et al. in [45]. Cal-
culating concrete numbers for Ttrans, it is obtained that Ttrans is smaller than τ0
and τ1, but larger than τ2, the time constant for the motion of the HAVs. Based
on the concept of soft and hard modes, it yields, that a two-mode approximation
is a sufficient starting point to describe the oscillatory motion above Hc which
is accompanied by a sharp drop in net velocity in longitudinal direction. Due
to the dependence of Ttrans on H, the transition time, and as a consequence of
this the time T as well, becomes shorter by increasing the field ~Hext. Going to
higher fields, it is possible that Ttrans becomes shorter than τ2 and the mode for
the HAVs becomes soft with the two-mode approximation being no langer valid,
and giving rise to DW oscillations. Concerning Ni80Fe20, one of the prototypical
materials for the investigation of DWM in all kinds of geometries, it is found that
the difference between the values of τ1 and τ2 is large enough for the two-mode
approximation being applicable up to fields of µ0H = 3.5 mT. Above these fields
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the eigendynamics of the two HAVs has to be included in order to get a suitable
description of the DWM.
Another fact which becomes clear by looking at the discussion about how
to find the matching T for a certain regime is, that T is no hard criteria. It is
not a hard criteria in two different ways: First, the classification in hard and
soft modes based on T gives a good starting point which modes (coordinates of
characteristic points, respectively) should be taken into account. But neverthe-
less, more coordinates can be included, enhancing, under some circumstances,
the description of the DW dynamics. As for example, for the low field mobil-
ity range of the DW discussed before, the x-coordinate (mode τ0) is sufficient,
what yields the steady-state velocity which is reached very fast by the DW. As
a consequence, it yields a good description of the DWM at very low external
fields. But nevertheless, it does not capture accurately the y-motion of the VC
at the very beginning of the motion. Even T as classification criteria states, that
the lowest mode with τ0 is sufficient on this regime, a better description of the
DWM is achieved by a two-mode approximation, which takes the two in-plane
coordinates (X,Y) into account.
The second point concerning the fact, that the classification in soft and hard
modes is no hard criterium is, that the transition between two dynamic regimes,
where for example in one regime a mode τn is inactive (hard) and in the other
one is active (soft), is fluent. Or in other words, the softening of a mode is a
continuous process. It is not the case, that a mode is hard, respectively not
active, and after increasing the external applied field it becomes suddenly soft
and active. This can be understood again in the frame of the spring model
utilized to explain the interactions between the VC and the HAVs. A hard mode
was present when being in a far off resonant state and soft mode appeared by
hitting the resonance. But this is only a part of the truth. As known from
classical physics, the excitation does not solely happen exactly at the resonance
point. It oscillates in a more or less broad frequency range of the excitation
frequency around ω0. Material constants determine the width of the frequency
range, and so it can happen, that even T being larger than a certain decay time
τn of a mode, and regarding the actual classification not important, it already
influences the dynamics of the DW. This reflects the earlier mentioned fact, that
the dynamics of a magnetic texture exhibits infinitely many modes and for an
absolutely correct description all modes have to be taken into consideration.
However, it turns out, that the theoretical description of the DWM by a few
coordinates provides very good results. Assuming the characteristic times τn
differ strongly enough from each other, relatively large field ranges are obtained
for which a certain approximation (for example one- or two-mode approximation)
is valid.
To round off the contemplations on the modes, the example of a 180◦ DW as
discussed by Walker on the basis of a Bloch wall [29] will be revisited. Now the
problem will be considered from the point of view of modes. In [29] a two-mode
approximation was utilized (without knowing the terminology) to tackle the
problem. Basically the DWM of this wall type exhibits in the one-dimensional
case three degrees of freedom, namely the position q, the angle ϕ and the domain
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wall width ∆. In general a system of three coupled differential equations would
arise, but for moderate fields, the domain wall width ∆, which is a measure of
ϕ, adjusts very fast (adiabatically) to the variation of ϕ. The reason for this
is, that the characteristic decay time τ∆ is much smaller than for the quantity
ϕ, namely τϕ. Thinking about the appropriate time T , it is obtained that it is
similar to the case of a VDW in the oscillatory regime (H > Hc). While for a
VDW an oscillatory motion of the VC from one HAV to the other is observed,
in the case of a Bloch wall a starting of oscillations of the magnetization around
the external field appears. The period time Toscil of this oscillations is a good
measure for T in a broad field range. Choosing T = Toscil yields, that a two-
mode approximation is sufficient for the description of the DW dynamics in the
steady-state motion and in the oscillatory regime above Hc. Calculating T and
the characteristic times for q, ϕ and ∆ it holds, that the value of T is between
τϕ and τ∆, while τq for the motion in longitudinal direction yields the highest
value. Writing all decay times into the scheme for the classification into soft and
hard modes, the following inequality [45]
∞ = τq > τϕ > T  τ∆ (2.160)
is obtained, which is valid up to high fields in the oscillatory regime.
2.3.2.4 Energies
For the calculation of the forces acting on the VDW, the free energy U(X, Y )
the VC possesses under the action of an external applied field has to be known.
In the following the considerations concerning the energy are restricted to the
energy of the VC, since in the regarded cases in this thesis solely the dynamics
of the VC is important. Of course, when investigating for example very high
external fields, the dynamic of the HAVs becomes important and their energy
has to be included in U . In the following, symmetries of the sample geometry are
exploited to find the corresponding energies. Thereby the energy U(X, Y ) can
be decomposed in one part which depends only on the longitudinal coordinate
X of the VC and one depening only on Y . The energy reads1
U(X, Y ) = U(X) + U(Y ) (2.161)
and in a first step the X-dependence of the free energy will be discussed.
Imagine a head-to-head DW in a stripe that is displaced one time by X and
the other time by −X, than U(−X) = −U(X) is found for the behaviour of
the energy which tells that U(X) central symmetric with respect to X. This
implies that a series expansion of U(X) contains in general only terms with odd
symmetry in X. In fact, only the term proportinal to X is physical meaningful
and given by the Zeeman energy. Its value has been derived in the section about
the special physical quantities of the CCA (see Sec. 2.3.2.2). To determine the
Y -dependent contributions to the free energy, the underlying symmetries of the
system are utilized. In the absence of an external field the sytem possesses a
pure reflectional symmetry leading to U(Y ) = U(−Y ).
In terms of a Taylor series, the expansion of U(Y ) contains solely terms with
even powers in Y . However, a magnetic field breaks this reflectional symmetry
due to the chiral magnetic structure of the VDW. The curling magnetization
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Figure 2.5. Schematic representation of a VDW with chirality χ = 1 (p = 1, c = 1)
and the resulting energies. In the case of an externally applied field H pointing in
positive X-direction (from left to right), the areas (red) with positive and negative
Zeeman energies (proportional to Y -position of the VC) built up above and below the
VC, respectively. The magnetic charges at the stripe edges (indicated with light blue)
create stray fields and cause the energy contributions proportional to Y 2. The energy
contribution depending on the longitudinal position X of the DW originates from the
domains at the left and the right side of the VDW. In the left domain the magnetization
is aligned parallel with respect to H, in the right one antiparallel, respectively and
one gains areas with negative and positive Zeeman energies (grey areas).
causes a Zeeman barrier which favors (depening on c) the motion of the VC to
one stripe edge and hinders it with respect to the opposing one. This induces
a slight point reflection symmetry in Y , allowing terms with odd power in the
series expansion. In this case higher orders Y are possible due to the nonlinearity
of the potential U(Y ), but for the purpose of linearization the considerations are
restricted to Y 2 as highest order. The total free energy U(X, Y ) than is found
to be [45, 47]
U(X, Y ) = −QHX − rcQHY + k2Y
2 +O(X2) +O(Y 3) (2.162)
where the first term is the Zeeman energy. The second term represents the
Zeeman barrier in Y -direction which is parametrized by the numerically calcu-
lated factor r being of the order of 1. k as prefactor in the quadratic term is the
constant characterizing the restoring force which tries to keep the VDW in the
middle of the stripe. Based on these prerequisites, the discussion now moves on
to the calculation of the forces acting on a VC under the action of an applied
field.
2.3.2.5 Force Term
The forces acting on the VC are governed in the two-dimensional case by the en-
ergy U(X, Y ) obtained in the preceding section. Applying the partial derivatives
of U(X, Y ) with respect to the spatial coordinates of the VC, the force vector
~F f is obtained1:
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~F f = −~∇~ξ U(X, Y ) =
FXFY
FZ
 =
 QHrcQH − kY
0
 (2.163)
2.3.2.6 Gyrovector
For the calculation of the gyrovector of a VDW, solely the VC itself is considered,
whereby the magnetization ~M is parametrized in spherical coordinatesMs, ϕ and
ϑ. As demonstrated in Sec. 2.2.3.5, the gyrovector in these coordinates reads1
[34]
~G = −µ0Ms
γ0
∫
V
sin(ϑ)
({
~∇ϑ
}
×
{
~∇ϕ
})
dV (2.164)
and due to symmetry, it is convenient to calculate the spatial gradients in
polar coordinates ρ, β and z. Usually, the angle is denoted as ϕ, but since the
azimuthal angle for the parametrization of ~M is labled in the same way, a change
in labeling for this variable to β is done to avoid confusion. Considering only the
region close to the VC, the magnetization posesses a radial symmetry, where ϕ
depends only on β and the angle ϑ is purely a function of ρ. With this underlying
symmetry, the cross product of the spatial gradients for ϕ and ϑ reduces to1
~∇ϑ× ~∇ϕ = 1
ρ
∂ϑ
∂ρ
∂ϕ
∂β
~ez (2.165)
where the relation ~eρ × ~eβ = ~ez is additionally exploited. Inserting this in
Eq. (2.164) and integrating over the full volume in polar coordinates, it yields1
~G = −µ0Ms
γ0
~ez
t∫
z=0
dz
2pi∫
β=0
∂ϕ
∂β
dβ
∞∫
ρ=0
sin(ϑ)∂ϑ
∂ρ
dρ (2.166)
and by using the parametrization of ϕ in dependency on β, which is given
by [30, 45]
ϕ = nβ + cpi2 →
∂ϕ
∂β
= n (2.167)
is obtained. The partial derivative of ϕ with respect to β is the winding
number n of the vortex. For the sake of completeness it should be mentioned,
that the the factor c contained in the formula for ϕ is the circulation of the
vortex, which is beside the polarity p the second key parameter to characterize
a magnetic vortex. Making a change of variables to convert the integration over
ρ into an integral over ϑ, the expression for ~G is given by1
~G = −µ0Ms
γ0
~ez
t∫
z=0
dz
2pi∫
β=0
n dβ
pi
2∫
ϑ=(1−p)pi2
sin(ϑ) dϑ (2.168)
and reduces finally to1:
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~G = −2piµ0Msnt
γ0
~ez cos((1− p)pi2 ) (2.169)
Discussing the two cases for the possible values of p, it holds1
cos
(
(1− p) pi2
)
=
p = 1 → cos(0) = 1 = pp = −1 → cos(pi) = −1 = p (2.170)
that the cosine term always yields the polarity p. The case distinctions is
leading to the final result for the gyrovector ~G of a vortex core in a disc, those
formula also holds true for a VDW [30, 45].
~G = −2piµ0Msntp
γ0
~ez (2.171)
In principle, the task of calculating the gyrovector is finished, but since there
is a second more abstract method in determining ~G, the second calculation
method should be presented additionally. Turning to the expression of the com-
ponent Gxy of gyrotensor, given by Eq. (2.104) [45, 47]
Gxy =
µ0
γ0M2s
∫
V
~M ·

∂ ~M
∂x
×
∂ ~M
∂y
 dV (2.172)
and comparing it with the expression of the topological charge qt. Dealing
with a magnetic texture only varying in the x-y-plane, it becomes clear from
the general formula for G, that only the component Gxy has to be taken into
account. The topological charge of a magnetic texture as for example a skyrmion
or a vortex, is calculated from [45, 86]
qt =
1
4piM3s
∫
A
~M ·

∂ ~M
∂x
×
∂ ~M
∂y
 dA = n2 p (2.173)
and remarkably this complicated integral reduces to n2p. The similarity of
both expressions (G and qt) is easily recognized. Manipulating Gxy mathemati-
cally in that manner, that the expression for qt can be applied, Gxy reads
Gxy =
4piµ0Ms
γ0
 t∫
z=0
dz
 1
4piM3s
∫
A
~M ·

∂ ~M
∂x
×
∂ ~M
∂y
 dA

(2.174)
and it is obtained [45]:
Gxy =
2piµ0Msnpt
γ0
(2.175)
As already mentioned, for a magnetization texture solely depending on x and
y, it follows from Eq. (2.104), that G is1
G =
 0 Gxy 0Gyx 0 0
0 0 0
 =
 0 Gxy 0−Gxy 0 0
0 0 0
 (2.176)
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and contains only one single parameter, since Gxy = −Gyx holds. Finally,
the gyrovector has to be calculated out of the gyrotensor to compare the result
obtained from two different methods. In Sec. 2.2.3.5 about the derivation of G
and ~G it has been explained, that the mathematical connection between both is
given by Eq. (2.106), yielding in the actual case1:
~G = −Gxy~ez (2.177)
Inserting the result for Gxy 1
~G = −2piµ0Msnpt
γ0
~ez (2.178)
the same result for ~G as before is gained.
2.3.2.7 Damping Tensor for a Vortex in a Disc
In this section the damping tensor for a vortex in a disc will be calculated, serving
as a preliminary work and starting point for the calculation of Γ for a realistic
VDW. On one hand side the result for the damping tensor of the VC itself has
to be determined either way in the realistic VDW model and on the other hand,
this section serves as a demonstration how to treat equations containing outer
products. Since treating a vortex in a disc, the same symmetries appear as in
the section about the gyrovector ~G. Choosing again spherical coordinates, the
general form of the damping tensor Γ is given by1
Γ = αµ0Ms
γ0
∫
V
({
~∇ϑ
}
⊗
{
~∇ϑ
}
+ sin2(ϑ)
{
~∇ϕ
}
⊗
{
~∇ϕ
})
dV (2.179)
whereby the damping tensor is computed on base of the analytical model
where the sine of the the polar angle ϑ is parameterized by R0, the radius of the
VC, and ρ, the actual radial position [87].
sin(ϑ) =

2R0ρ
R20+ρ2
for 0 5 ρ 5 R0
1 = const. for R0 ≤ ρ 5 Rmax
(2.180)
This analytical expression is defined section-wise, distinguishing between the
rather small region of the VC itself and the rest of the disc. With exception of the
VC, the magnetization lies in-plane, expressed by ϑ = pi2 or sin(ϑ) = 1 =const.,
respectively. The only region where the polar angle of magnetization is changing
in dependence of ρ is within the VC. There it changes from pointing out of
plane (ϑ = 0) at the center of the VC (at ρ) to ϑ = pi2 at ρ = R0. It should
be mentioned, that the azimuthal angle ϕ is parametrized by the same function
ϕ = nβ + cpi2 as in the previous section. Dealing with a section-wise defined
function requires a section-wise calculation of the damping tensor Γ. For this task
the distinction between the contribution to Γ form the VC ΓρR0 and the rest
of the disc ΓρR0 is done. In both sections the calculations based on Eq. (2.179)
have to be carried out, but based on the considerations concerning ϑ those have
been done in the frame of the analytic model, it is possible to neglect at least some
terms, simplifying the mathematical task. Within the VC, the full expression
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for Γ has to be calculated, but in the area outside the VC up to the edge of the
disc, the integral reduces to the part containing only the spatial gradients for ϕ.
With ϑ being constant outside the VC results in ~∇ϑ = 0 and additionally the
term sin(ϑ) can be set to 1 1.
Γ =Γρ5R0 + ΓρR0
=αµ0Mst
γ0
R0∫
ρ=0
2pi∫
β=0
({
~∇ϑ
}
⊗
{
~∇ϑ
}
+ sin2(ϑ)
{
~∇ϕ
}
⊗
{
~∇ϕ
})
ρdρdβ+
αµ0Mst
γ0
Rmax∫
ρ=R0
2pi∫
β=0
{
~∇ϕ
}
⊗
{
~∇ϕ
}
ρdρdβ
(2.181)
Exploiting the discussed symmetries of ϕ and ϑ, it yields for the outer product
between the spatial gradients1
{
~∇ϑ
}
⊗
{
~∇ϑ
}
=
{
∂ϑ
∂ρ
}2
~eρ ⊗ ~eρ (2.182)
and1
{
~∇ϕ
}
⊗
{
~∇ϕ
}
= n
2
ρ2
~eβ ⊗ ~eβ , (2.183)
respectively. In the expression for
{
~∇ϕ
}
⊗
{
~∇ϕ
}
the fact that the partial
derivative of ϕ with respect to β is given by the winding number n has been
applied. Plugging this into the formula for the full value of Γ is leading to1:
Γ =Γρ5R0 + ΓρR0
=αµ0Mst
γ0
R0∫
ρ=0
2pi∫
β=0
{∂ϑ
∂ρ
}2
~eρ ⊗ ~eρ + sin2(ϑ)n
2
ρ2
~eβ ⊗ ~eβ
 ρdρdβ+
αµ0Mst
γ0
Rmax∫
ρ=R0
2pi∫
β=0
n2
ρ2
~eβ ⊗ ~eβ ρdρdβ
(2.184)
For a further evaluation of the damping tensor Γ, the integration over vari-
ables ρ and β has to be performed. It has to be kept in mind, that on one hand
the polar angle ϑ is a measure of the radius ρ and on the other hand, that the
unit vectors ~eρ and ~eβ depend on the angle β. So, all quantities appearing in
both terms of Γ have to be expressed by the variables in which the integration
is done1.
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Γ =Γρ5R0 + ΓρR0
=αµ0Mst
γ0
R0∫
ρ=0
{
∂ϑ
∂ρ
}2
ρdρ
2pi∫
β=0
~eρ ⊗ ~eρ dβ+
αµ0Mstn
2
γ0
R0∫
ρ=0
1
ρ
sin2(ϑ) dρ
2pi∫
β=0
~eβ ⊗ ~eβ dβ+
αµ0Mstn
2
γ0
Rmax∫
ρ=R0
1
ρ
dρ
2pi∫
β=0
~eβ ⊗ ~eβ dβ
(2.185)
Using the dependence of ~eρ and ~eβ on β, it is found after multiplying the
relations for1
~eρ ⊗ ~eρ = cos2(β)~ex ⊗ ~ex + cos(β) sin(β)~ex ⊗ ~ey
+ sin(β) cos(β)~ey ⊗ ~ex + sin2(β)~ey ⊗ ~ey
(2.186)
and1
~eβ ⊗ ~eβ = sin2(β)~ex ⊗ ~ex − sin(β) cos(β)~ex ⊗ ~ey
− cos(β) sin(β)~ey ⊗ ~ex + cos2(β)~ey ⊗ ~ey
(2.187)
those have to be integrated. Since there are no other dependencies of Γ with
respect to β, it has to be dealed with integrals of the form1
2pi∫
β=0
sin2(β) dβ =
2pi∫
β=0
cos2(β) dβ = pi and
2pi∫
β=0
sin(β) cos(β) dβ = 0
(2.188)
where only two of the possible four combinations give a value differing from
0, namely pi. For both integrals the same result is obtained1:
2pi∫
β=0
~eρ ⊗ ~eρ dβ =
2pi∫
β=0
~eβ ⊗ ~eβ dβ = pi (~ex ⊗ ~ex + ~ey ⊗ ~ey) (2.189)
which is leading closer to the final result. As a last step, parts of the equations
which are containing ϑ have to be considered. This is important due to the fact,
that in the applied analytical description of the magnetization structure, ϑ is a
function of ρ and an integration over ρ has to be performed in the end. Within
the VC, ϑ can be written as1 (see Eq. (2.180))
ϑ = arcsin
(
2R0ρ
R20 + ρ2
)
(2.190)
leading to the expressions1:{
∂ϑ
∂ρ
}2
ρ = 1
ρ
sin2 (ϑ) = 4R
2
0ρ
(R20 + ρ2)
2 (2.191)
By integration over ρ, it is found for the three integrals contained in the
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equation for Γ 1
R0∫
ρ=0
{
∂ϑ
∂ρ
}2
ρ dρ = 1 and
Rmax∫
ρ=R0
1
ρ
dρ = ln
(
Rmax
R0
)
,
resulting in the final result for the damping tensor in a disc1:
Γ =Γρ5R0 + ΓρR0
=αµ0Mstpi
γ0
{
(1 + n2) + n2 ln
(
Rmax
R0
)}
(~ex ⊗ ~ex + ~ey ⊗ ~ey)
=αµ0Mstpi
γ0
{
2 + ln
(
Rmax
R0
)}
(~ex ⊗ ~ex + ~ey ⊗ ~ey)
(2.193)
In general the expression for the damping dyadic Γ of a vortex in a disc can
be written in a more compact way. Furthermore it is possible to put it in relation
to the absolute value of the gyrovector. For the contributions Γρ5R0 of the vortex
core itself the constant C (C stands for core) can be defined according to [30]
as1
C =
R0∫
ρ=0
(
ρ
n2
{
∂ϑ
∂ρ
}
+ 1
ρ
sin2 (ϑ)
)
dρ (2.194)
and write the total expression for Γ 1:
Γ =Γρ5R0 + ΓρR0
=αµ0Mstn
2pi
γ0
[
C + ln
(
Rmax
R0
)]
(~ex ⊗ ~ex + ~ey ⊗ ~ey)
=αµ0Mstn
2pi
γ0
[
ln
(
eC
)
+ ln
(
Rmax
R0
)]
(~ex ⊗ ~ex + ~ey ⊗ ~ey)
=αµ0Mstn
2pi
γ0
ln
(
RmaxeC
R0
)
(~ex ⊗ ~ex + ~ey ⊗ ~ey)
(2.195)
To gain deeper insight into the ratio of the appearing viscous and gyroforces
the prefactor for Γ will be expressed in terms of the absolute value |~G| = Gc of
the gyrovectror ~G. It yields1:
Γ = αn2p Gc ln
(
RmaxeC
R0
)
(~ex ⊗ ~ex + ~ey ⊗ ~ey) (2.196)
2.3.2.8 Damping Tensor for a Vortex Domain Wall
In the previous section the damping tensor for a vortex in a disc, which can
serve as a rough approximation for a VDW has been calculated. However, a
VDW is a magnetic texture with a rich internal structure, as for example the
VC, straight and parabolic Néel walls and regions with curling magnetization.
All these regions have the property of a non-vanishing spatial gradient of the
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magnetization, and due to this reasons, they have to be taken into account for
Γ as well!
Aiming to calculate the damping tensor of a VW, it has to be turned to the
more realistic analytical model by Youk et. al [59]. This model contains the later
mentioned substructures, whereby the VDW is represented as follows: The VW
contains three topological defects, namely the VC residuing in the bulk and two
HAVs located at the edge of the stripe. From the two HAVs emanate at 45◦ in
both directions straight Néel walls, whereby the straight wall segments who are
pointing away from the DWmake a transition to parabolic Néel walls at a certain
point. This point is given by the Y−position of the VC and changes when the
VC is moving. The two straight walls which are pointing inside the VDW form
together one diagonal Néel wall across the stripe on which the VC is located.
When the VC starts to move sidewards due to the action of the gyroforce, in the
frame of Youk’s model the VC is moving along the diagonal straight Néel wall,
and in this sense, its motion is predetermined by the connection line between the
two HAVs. Imagine the VDW divided into four quadrants, where the VC marks
the meeting point of all four, then the areas with curling in-plane magnetization
are found in two quadrants which are confined by the parabolic walls. All these
substructures contribute significantly to the total value of the damping tensor
Γ. In component wise notation the total value Γtotij is given by1:
Γtotij = ΓVCij + ΓSij + ΓPij + ΓCij (2.197)
At this stage it should be noted in advance, that in the later calculations the
contributions of the VC are neglected, since it is small compared to the other
parts of the DW. However, the value for ΓVC = ∑ij ΓVCij is equal to the value
of the VC in a disc, namely Γρ5R0 . ΓSij includes the contributions of the three
different straight Néel wall segments, while in ΓPij the two parabolic shaped walls
are included. As mentioned, two additional areas with curling magnetization,
their damping action is summed up in ΓCij. For the computation of the damping
tensor the formula
Γ = αJ
∫
V
{
~∇ϕ
}
⊗
{
~∇ϕ
}
dV , (2.198)
is used, since all substructures with exception of the VC have only in-plane
magnetization. This is leading to a zero spatial gradient for ϑ. In the following a
few quantities and definitons are introduced, which are very helpful in calculating
the different constituents of Γ. One of these quantities is the surface tension σ
of a straight Néel wall [58], given by
σ = 2A
∞∫
v=−∞
(
∂ϕ
∂v
)2
dv = 2A
√
2
λ
(sin(ϕ0)− ϕ0 cos(ϕ0)) (2.199)
and stating, that the tension is depending on the spatial gradient of ϕ, in-
tegrated perpendicularly accross the wall (v is the perpendicular direction). In
the end it yields, that σ is basically fixed by the parameters A, λ and ϕ0. A and
λ are the exchange constant and exchange length, respectively, while the most
important quantity is the angle ϕ0 that is the total change of in-plane direction
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across the wall. To be more precise, when walking on a line which is locally per-
pendicular on the wall, than ϕ0 is the total changing rate of the in-plane angle
of the magnetization an observer recognizes. For the straight segments ϕ0 = pi4
is found, while for the parabolically shaped ones ϕ0 is changing along the wall
and it reads [45]:
ϕ0 =
1
2 arctan
 y√
w(w − 2y)
+ pi4 (2.200)
The formula for the surface tension of a straight Néel wall can also be aplied
for the calculation of ΓPij by a slight modification. This modification arises natu-
rally from the calculation, as will be demonstrated later on. Furthermore, it will
prove as very helpful for the calculation of the damping contributions coming
from the curling regions, to express the maximal possible length of the radius ρ
in dependence on β [45].
ρ(β) =

w
1+sin(β) 0 5 β 5 2pi − β0
w
1−sin(β) 2pi − β0 < β 5 3pi4
(2.201)
Speaking about the curling magnetization, the angle ϕ is parameterized like
before via the angle β and the circulation c, namely ϕ = β + cpi4 . Starting with
the straight Néel wall segments, a change the coordinate system is required in
order to apply the surface tension σ for the calculation. This coordinate system
is rotated by β = pi4 around the z-axis, so that one coordinate axis is parallel
and one perpendicular to the Néel wall, respectively. In the new frame, the
coodinates are v, u and z and the position of the VC is given by U and V . The
gradient in dependence of the VC position is given by1
~∇ϕ = ∂ϕ
∂U
~eu +
∂ϕ
∂V
~ev +
∂ϕ
∂Z
~ez (2.202)
which reduces after making the usual replacement and exploiting the fact,
that ϕ varies only in v-direction1:
~∇ϕ = ∂ϕ
∂V
~ev = −∂ϕ
∂v
~ev (2.203)
The expression for ΓS is found to be1
ΓS = αJ
t∫
z=0
dz
2
√
2w∫
u=0
du
∞∫
v=−∞
(
∂ϕ
∂v
)2
dv (~ev ⊗ ~ev) (2.204)
and one identifies the integration over the variable v as the surface tension σ.
Integrating over thickness t the length w of all three Néel wall segments, which
is equal to 2
√
2w [45],
ΓS = 4αJtw
λ
{sin(ϕ0)− ϕ0 cos(ϕ0)} (~ev ⊗ ~ev) (2.205)
is obtained for ΓS in the rotated coordinate system. Being interested in
the representation of the damping tensor in Carthesian coordinates, a coordi-
nate transformation has to be performed. This will be done by setting ~ev =
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− sin(ϕ)~ex + cos(ϕ)~ey [45].
ΓS = 0, 304αJtw
λ
{~ex ⊗ ~ex − ~ex ⊗ ~ey − ~ey ⊗ ~ex + ~ey ⊗ ~ey} (2.206)
As next subsystem of the VDW the parabolic Néel walls are going to be
considered. Basically ΓP is calculated in the same way than the straight walls.
But due to the curved shaped of the walls, there are slight complications. In
contradiction to the previous computation, the angle ϕ0 and the angle of rotation
β of the coordinate system are changing along the wall. In the parameterization
that will be chosen, both angles are functions of the y-coordinate. Nevertheless,
it is possible to calculate the damping tensor under the use of the surface tension
σ. Considering an infinitesimal section du of the parabolic wall, the curvature
can be neglected and the small part with length du regarded as straight. At this
point it is possible to tackle the calculation. At a certain point1
ΓP = αJ
t∫
z=0
dz
l(u)∫
u=0
du
∞∫
v=−∞
(
∂ϕ
∂v
)2
dv (~ev ⊗ ~ev) (2.207)
locally holds true. By carring out the integration over z and replacing the
integral over v by the surface tension σ one obtains1:
ΓP =
√
2αJt
λ
l(u)∫
u=0
du {sin(ϕ0)− ϕ0 cos(ϕ0)} (~ev ⊗ ~ev) (2.208)
As mentioned, the angle ϕ0 and β are depending on the spatial coordinate
y. It is convenient to perform a coordinate transformation to y by substituting
du = cos(ϕ0)dy and replacing ~ev by the linear combination of the basis vectors
~ex and ~ey. Ending up with the equation1
ΓP =
√
2αJt
λ
−w2∫
y=0
dy cos(ϕ0) {sin(ϕ0)− ϕ0 cos(ϕ0)}
{− sin(ϕ0)~ex + cos(ϕ0)~ey} ⊗ {− sin(ϕ0)~ex + cos(ϕ0)~ey}
(2.209)
for ΓP, it yields by inserting the y-dependent expression for ϕ0 and integrating
numerically [45]
ΓP = αJtw
λ
{0.057~ex ⊗ ~ex + 0.069c~ex ⊗ ~ey + 0.069c~ey ⊗ ~ex + 0.083~ey ⊗ ~ey}
(2.210)
as result for the parabolic Néel wall. As last contribution to the damping of
the VDW the calculation for ΓC has to be performed. Spherical coordinates are
the convenient choice in this case. Utilizing the usual replacement rule for the
spatial derivatives and exploiting the fact, that ϕ depends only on β 1,
~∇ϕ = −1
ρ
∂ϕ
∂β
~eβ (2.211)
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is obtained,yielding the equation 1
ΓC = αJ
t∫
z=0
dz
0∫
β= 3pi4
dβ
ρ(β)∫
ρ=r0
dρ1
ρ
(
∂ϕ
∂β
)
{~eβ ⊗ ~eβ} (2.212)
for the damping originating from the curling in-plane magnetization. As
before, the integration over z can be carried out independently in the other two
integrals. Since the radius ρ depends on β, in a first step the integration over
ρ has to be performed. As shown before, the upper limit for the integration
depends on β and is defined section-wise. Due to this, the integral needs to be
splitted up into two parts. Both integrals yield a natural logarithm as function.
For the calculation of the integral over β, the unit vectors ~eβ have to be by ~eβ 1.
ΓC = αJt
2pi−β0∫
β= 3pi4
dβ {~eβ ⊗ ~eβ}
w
1−sin(β)∫
ρ=r0
dρ1
ρ
+αJt
2pi∫
β=2pi−β0
dβ {~eβ ⊗ ~eβ}
w
1+sin(β)∫
ρ=r0
dρ1
ρ
(2.213)
Both integrals yield a natural logarithm as function. For the calculation of
the integral over β, the unit vectors ~eβ have to be replaced by ~eβ = cos(β)~ex +
sin(β)~ey. This yields1
ΓC = αJt
2pi−β0∫
β= 3pi4
dβ ln
( w
r0
1− sin(β)
)
{cos(β)~ex + sin(β)~ey} ⊗ {cos(β)~ex + sin(β)~ey}
+αJt
2pi∫
β=2pi−β0
dβ ln
( w
r0
1 + sin(β)
)
{cos(β)~ex + sin(β)~ey} ⊗ {cos(β)~ex + sin(β)~ey}
(2.214)
as equation which is integrated numerically, resulting in the contribution of
the curling magnetization to the total Γ as follows [45]:
ΓC = αJt
(
pi
4 ln
(
w
r0
)
− 0.398
)
(~ex ⊗ ~ex)
− αcJt
(1
2 ln
(
w
r0
)
− 0.133
)
(~ex ⊗ ~ey)
− αcJt
(1
2 ln
(
w
r0
)
− 0.133
)
(~ey ⊗ ~ex)
+ αJt
(
pi
4 ln
(
w
r0
)
− 0.010
)
(~ey ⊗ ~ey)
(2.215)
Summing up all contributions to Γ originating from the different substruc-
tures within the VDW (neglecting as mentioned the contribution of the VC) it
holds [45]:
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ΓC = αJt
(
0.418w
λ
pi
2 ln
(
w
r0
)
− 0.797
)
(~ex ⊗ ~ex)
+ αcJt
(
0.442w
λ
− ln
(
w
r0
)
+ 0.265
)
(~ex ⊗ ~ey)
+ αcJt
(
0.442w
λ
− ln
(
w
r0
)
+ 0.265
)
(~ey ⊗ ~ex)
+ αJt
(
0.470w
λ
+ pi2 ln
(
w
r0
)
− 0.020
)
(~ey ⊗ ~ey)
(2.216)
This result serves as basis for the theoretical predictions later on. In the
preceeding sections the values for the force ~F f acting on a VDW and as well the
damping tensor Γ and gyrovector ~G are computed. Based on this preliminary
work, the theoretical considerations arrive at the point how to solve the one-
and two-dimensional force equations. As already explained, due to the exchange
interaction the magnetization profile can be regarded as fixed in z-direction, and
solely the magnetic texture in the x-y-plane has to be regarded. Thereby, the
solution for the one-dimensional case yields a very important result concerning
steady-state motion and serves in addition as help for the determination of the
two dimensional equation of motion.
2.3.2.9 Equation of Motion in the One-Dimensional Case
In the one-dimensional case, only the X-coordinate of the VC is considered and
the differential equation describing the motion reduces to the form1:
FX − ΓXXX˙ = 0 (2.217)
One recognizes that the expression for the gyroforce is missing. This can
be understood from both, a more abstract mathematical view and a physical
interpretation. Starting with the mathematical consideration, it has been shown
in Sec. 2.2.3.5 that the gyrotensor is connected to the generalized Kronecker
symbol, which can be expressed by a determinant. However, this definition
holds true only for dimensions larger than 1 and is, by this, not defined for
the one-dimensional case. This makes sense since the generalized Kronecker
symbol defines a permutation, and it is useless to do a permutation in one
dimension. The more physical point of view, the gyrovector always yields a force
perpendicular to the velocity vector of the VC. Moving solely in x-direction, the
force would act in the transverse direction and force the VC out of the equilibrium
position to the stripe edges. Although having no y-direction included in the
equations, there is no way the gyroforce can act on the VC and push it sidewards.
Inserting the force in longitudinal direction due to the external applied field1,
QH − ΓXXX˙ = 0 (2.218)
is obtained as equation of motion which is easily solved by resolving with
respect of X˙ [47]
X˙ = QHΓXX
(2.219)
This result yields the steady-state velocity of the VDW and holds also true
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for the two dimensional motion. Why this is the case can be understood by
considering the physical situation under steady-state motion. Allowing the VC
to move in both directions, namely x and y, at the beginning, the VC starts to
move along the stripe and is pushed sidewards. After reaching its longitudinal
equilibrium position under the action of an external field, the dissipation rate
is solely given by the dissipation due to friction. This friction is determined
by the damping tensor Γ, and since in the steady-state motion the DW is as-
sumed to move along one spatial direction (here x is chosen), only ΓXX counts.
The gyrotropic force can be neglected because of being in the new transversal
equilibrium position, the gyroforce is balanced by the restoring forced of the
potential U(Y ). This is another way to understand, why the one-dimensional
Thiele equation results in a physical meaningful solution, and, as will be shown
in the next section, it is the limiting case for the two-dimensional equation of
motion. Additionally, it has to be mentioned that the result obtained is equal
to the famous steady-state solution found by Walker and Schryer [29]. In order
to demonstrate this, the concrete expressions for Q and ΓXX are inserted, and
the equation yields1:
X˙ = 2µ0wtMsH
αµ0Ms
γ0
∫
V
(
∂ ~m
∂x
) (
∂ ~m
∂x
)
dV (2.220)
Manipulating the equation mathematically to bring it to the form1
X˙ = γ0H
α
 1
2wt
∫
V
(
∂ ~m
∂x
)(
∂ ~m
∂x
)
dV
−1
︸ ︷︷ ︸
=∆T
= γ0∆TH
α
= vst (2.221)
one identifies the Thiele domain wall width ∆T.
2.3.2.10 Equation of Motion in the Two-Dimensional Case
Making the transition to the two-dimensional model for the motion of a VDW,
the longitudinal position Y of the VC has to be included in addition to the
transversal position X. This opens a new spatial degree of freedom and allows
the VC to move sidewards to the edges of the stripe, which captures the motion
of the VDW way much better. A short time after the external field is applied
and in the oscillatory motion above the Walker field, an improved theoretical
description is achieved; especially for the non-steady-state motion. The two-
dimensional system of equation that arises in this case reads in general1(
FX
FY
)
−
(
ΓXX ΓXY
ΓY X ΓY Y
)(
X˙
Y˙
)
+ pGc
(
0 1
−1 0
)(
X˙
Y˙
)
= 0 (2.222)
where the two-dimensional version 2×2 of the Levi-Civita tensor was used.
Aiming to describe the motion of the VC, the equations have to be resolved
regarding the time derivatives of X and Y in order to obtain the equations of
motion. To do this, the explicit expressions for the forces in longitudinal and
transversal directions are inserted, and the vector ~F f is inserted to the right
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side of the equation. Combining the matrices for Γ and G to a single matrix, it
yields[47] (
ΓXX ΓXY + pGc
ΓY X − pGc ΓY Y
)(
X˙
Y˙
)
=
(
QH
rcQH − kY
)
(2.223)
as equation system which can be resolved easily by multiplying both sides of
the equation with the inverse matrix. The inverse matrix contains the determi-
nant det (Γ + pGc2×2) of the original matrix in the prefactor. It can be shown
by using the dentiy p2 = 1 that this determinant is equal to1
det (Γ + pGc2×2) = detΓ +G2c (2.224)
which results, in the end, in the following system of equations of motion for
the position of the VC1:
(
X˙
Y˙
)
= 1detΓ +G2c
(
ΓY Y − (ΓXY + pGc)
− (ΓY X − pGc) ΓXX
)(
QH
rcQH − kY
)
(2.225)
Basically, this is the two-dimensional system of equation which describes the
VDM under the action of an external field for low and intermediate fields in a
sufficient accurate way. However, it is possible to manipulate the equations for
X˙ and Y˙ in order to get a deeper insight in the behavior of the motion. For
this task it is helpful when one has already an idea which kind of behavior the
system shows. In a first step, a closer look will be taken on the equation for
the transversal position Y . After multiplying the inverse matrix with the vector
containing the forces, the formula describing the time evolution of Y is found to
be1:
Y˙ = 1detΓ +G2c
(−QHΓY X −QHpGc + rcQHΓXX − kY ΓXX) (2.226)
From the considerations in the previous sections, it is known that the gy-
rotropic force acts perpendicular to the motion of the VC and the DW, respec-
tively. This induced motion in Y -direction continues until the VC reaches a
transversal position where the forces, due to the Y -dependent potential U(Y ),
are balanced. This special value for the transversal coordinate, the equilibrium
position, was labeled Yeq. Reaching this position is accompanied by steady-state
motion in x-direction and zero velocity in the transversal one. To conclude it,
having Y = Yeq leads to Y˙ = 0, and the equation for the velocity in y-direction
is to be expected to have the form Y˙ ∝ Y − Yeq. Placing the prefactor kΓXX of
Y in front of the brackets, it results in1
Y˙ = − kΓXXdetΓ +G2c
(
QHΓY X
kΓXX
+ QHpGc
kΓXX
− rcQHΓXX
kΓXX
+ Y
)
(2.227)
and the first three terms in brackets are identified as −Yeq. The equilibrium
position itself depends on the polarity p, and as it will become clear soon, on
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the circulation c as well. Why Yeq depends on p can be easily understood by
considering the expression of the gyrovector ~G. Changing the polarity means
changing the value of ~G, and thus the direction of the gyroforce as well which
leads to an equilibrium position close to the lower or upper edge of the stripe.
Originating from the Zeeman barrier caused by the curling magnetization of the
vortex, the circulation c modifies Yeq slightly. To highlight the dependence of Yeq
on the key parameter of a VDW, the expression for the equilibrium position will
be reformulated. After some algebra, the three terms contained in the formula
for Yeq can be combined to [45, 47]
Yeq =
QHGc
kΓXX
{cg − p} (2.228)
where the abbreviation g is introduced for the term [45, 47]
g = rΓXX − cΓXY
Gc
 1 (2.229)
which yields a small value g  1. Despite the small magnitude of g, the
dependence of the transversal equilibrium position of the VC on the circulation
c should not be neglected because it gives rise to significant different behavior
of VW with different chirality χ above the Walker breakdown. Combining all
results, the equation [45, 47]
Y˙ = − kΓXXdetΓ +G2c
(Y − Yeq) (2.230)
is obtained for X. The equation exhibits the expected form and reproduces
the behavior of vanishing velocity in y-direction in the limiting case of steady-
state motion. In the same way the equation for Y˙ is approached, and the consid-
eration of X˙ is started with a discussion what kind of motion has to be expected.
Based on the considerations of the one-dimensional case and the transversal mo-
tion, the equation for X˙ has to yield in the limit of steady-state motion the
velocity vst. Additionally, the steady-state motion is coinciding, as mentioned
before, with the condition Y = Yeq. This leads to the assumption that the
expression for X˙ has to contain, in some way, a term which is proportional to
Y − Yeq. The equation of motion for the longitudinal coordinate of the VC is
given by1
X˙ = 1detΓ +G2c
(
ΓY YQH + k (ΓXY − pGc)
(
Y − rcQH
k
))
(2.231)
and starting the reformulation of the equation by recovering the term Y −Yeq.
The only term in Eq. (2.231) which contains the quantity Y is the last bracket.
From this term Yeq has to arise. For this purpose the fraction rcQHk is expanded
with ΓXX , and in addition, adding and subtracting the required terms to get Yeq
is necessary; hence, it yields1
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X˙ = 1detΓ +G2c
(
ΓY YQH + k (ΓXY − pGc)
(
Y − Yeq − QHΓY X
kΓXX
− QHpGc
kΓXX
))
(2.232)
as intermediate result for the final version of the equation of motion for X.
After working out the dependency on Yeq, the convergence of velocity X˙ to vst
in the limiting case Y,→ Yeq should be highlighted. Collecting all terms which
are not connected to Y − Yeq and expanding them in a convenient way to get
the expression QHΓXX
1,
X˙ = 1detΓ +G2c
(
QH
ΓXX
{
detΓ +G2c
}
+ k (ΓXY − pGc) (Y − Yeq)
)
(2.233)
is gained, and as final result for X˙ the equation [45]
X˙ = QHΓXX
+ k (ΓXY − pGc)detΓ +G2c
(Y − Yeq) (2.234)
is obtained. This equation indeed fulfills the required properties. It depends
on the equilibrium position Yeq and yields in the steady-state motion the velocity
vst.
2.3.3 Solution for the Equation of Motion of a Vortex
Domain Wall in the Framework of the Collective
Coordinate Approach
The corresponding equations of motion for the one- and two-dimensional case
are solved in the following sections. The solutions are required to compare the
theoretical predicted values for DWM with the results obtained in experimental
measurements. Solving, in a first step, the one-dimensional case and considering
the result from the point of view of modes, the quantity of DW mobility µ
will be introduced. Subsequently, the discussion turns to the two-dimensional
case and derivates from the equations of Y˙ and Y˙ do not contain only the
solutions themselves but also important results concerning the critical velocity
Vc, critical field Hc and critical transversal displacement Ycrit. Similar to the
one-dimensional case, the results are considered from the point of view of modes,
yielding a good criterium to assess the number of collective coordinates which
have to be included in the model. The next section will start with the solution
of the one-dimensional equation of motion.
2.3.3.1 Solution for the Equation of Motion in the One-Dimensional
Case
The one-dimensional solution for the VC X(t) is calculated by the method of
separation of variables and integration. By setting t0 = 0 and X0 = X(t0) = 0
it is found to be1:
X(t) = QHΓXX
t (2.235)
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Considering this result in the frame of modes, the motion in x-direction in
one dimension can be written as1
X(t) = QHΓXX
t = QHΓXX
te
− t
τ0 (2.236)
with a characteristic decay time τ0 =∞ [45, 47]. Please note that the velocity
vst holds true for the field regime below the critical Walker field. From this result,
it can be concluded that the dominant mode in the steady-state motion regime
is given by the translational one in longitudinal direction. This mode has the
largest decay time of all modes and has to be taken into account in all considered
cases. Another important quantity, which is a key number for DWM, is the DW
mobility µ. It is defined as the derivative of the velocity X˙ with respect to the
externally applied field H [45].
µ = dX˙dH
(2.237)
In the linear regime below the Walker breakdown, µ will further be denoted
as µLF, the low field mobility [45, 47]. For this quantity
µLF =
Q
ΓXX
(2.238)
is obtained as result [45, 47]. This considerations of the one-dimensional case
will be helpful for the investigation of the two-dimensonal case in the subsequent
section.
2.3.3.2 Solution for the Equation of Motion in the Two-Dimensional
Case
Turning to the solution of the two-dimensional model, it will become clear that
the extension to the y-direction yields a very powerful and realistic description
of the DWM. Having an additional degree of freedom for the DWM, the system
of equations is capable to describe the translational motion after the field is
applied and also to describe the oscillatory motion above the Walker breakdown.
Resulting from this fact, the second spatial degree of freedom gives rise to the
existence of critical values for field, velocity and transversal displacement up to
where the linear regime is valid. These quantities will be derived now because
they can be deduced from the two-dimensional force equation and the application
of some physical based assumption without solving the exact equations.
Starting to determine the critical velocity Vc, the linear regime breaks down,
and the oscillatory motion of the VC across the stripe sets in. The following
assumption is used: In linear regime the forces due to the dissipation dyadic are
comparably small with respect to the gyrotropic force. As a rough approxima-
tion, frictional forces can be neglected that lead to Y˙ = 0 in direct consequence
because the critical velocity is connected to Yeq; in this situation the transversal
velocity is zero. For the system of equations1(
0 pGc
−pGc 0
)(
X˙
0
)
=
(
QH
rcQH − kY
)
(2.239)
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is found, yielding the condition for the equilibrium position1:
−pGcV = kYeq (2.240)
Here, V is set to be equal to X˙, and because the absolute value for the critical
velocity is of interest, the term−p is omitted. The critical velocity, which is equal
to the maximum velocity, the VC can reach within the stripe is determined by
Yeq = w2 . Resolving with respect to V , the critical velocity Vc is given by [45]:
Vc ≈ kw2Gc (2.241)
The condition for Vc obtained from the force equation allows another physical
interpretation. Eq. (2.240) states nothing else that the equilibrium position and,
as a consequence of this, the connected velocity V , is governed by the balance
of gyrotropic force and restoring force due to the deflection of the VC out of the
middle of the stripe. This implies that the linear regime breaks down, and the
VC collides with one of the edges, when both forces cannot balance each other for
values of Yeq within the stripe. Based on the result for Vc, it is possible to estimate
a value for the critical field Hc. On one hand, Vc is given by Eq. (2.241), and
on the other hand, it can be expressed via the steady-state velocity Eq. (2.219)
and setting H = Hc1.
Vc =
QHc
ΓXX
(2.242)
Equating both expressions and resolving with respect to Hc, the critical field
Hc =
kwΓXX
2QGc
= ΓXX
Q
Vc (2.243)
is found as an estimate [45, 47]. Instead of considering the extremal case
of Yeq = w2 , an arbitrary equilibrium position within the stripe, the critical
transversal displacement Ycrit, is found by inserting Hc into formula Eq. (2.240)
[47].
Yeq = Ycrit =
QHcGc
kΓXX
(cg − p) = (cg − p) GcVc
k
(2.244)
This is a very important result which will be useful later on. Additionally, it
is worth to mention that Ycrit does not depend solely on the parameters c and p
(resulting in different behavior for different chiralities) but ,additionally, on the
stripe width w. The dependence on w enters the equation via the factor g, which
is itself a function of the stripe diameter because the contained components of
the damping dyadic (ΓXX , ΓXY ) depend on w.
Advancing to the solution of the equation of motion for the spatial coordinates
of the VC, it will be started with the corresponding equation for Y . This is, due
to the dependency of Eq. (2.230), solely on Y . The equation determining the
time evolution of X depends on Y , and aiming to find X(t), Y (t), it has to be
calculated first and inserted into the equation for X˙. Solving the differential
equation for Y with separation of variables and setting t0 = 0 and Y0 = Y (t0) =
0, it yields [45, 47]:
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Y (t) = Yeq
(
1 + e−
kΓXX
detΓ+G2c
t
)
(2.245)
This result incorporates the expectation that the VC approaches the equi-
librium position Yeq for sufficiently large times t. What is sufficiently large is
determined by the prefactor to t in the exponent of the exponential function.
This prefactor serves as time constant for the decaying motion denoted in the
following as τ1, and at the same time, it is the characteristic time for the mode
in y-direction. The time constant reads [45, 47]
τ1 =
detΓ +G2c
kΓXX
(2.246)
and is the second largest characteristic time in the physical system. For
short pulse times tp < τ1, where the sidewards motion is as dominant as the
longitudinal motion, the mode in y-direction has to be taken into account to
get a convenient theoretical prediction of the DW displacement. Plugging the
general expression for Yeq into Eq. (2.245), the transversal displacement of the
VC1
Y (t,H,w, c, p) = (c · g(w)− p)GcQH
kΓXX
(
1 + e−
t
τ1
)
(2.247)
that depends on five parameters in total is found. As mentioned before, in
the two-dimensional model it is possible to estimate the time Ttrans that is needed
by the VC in the oscillatory regime to cross the stripe in transversal direction.
Striving to determining this time, the same ansatz as for the calculation of the
critical velocity is used. In contradiction to the later mentioned case, the velocity
X˙ along the stripe can be neglected in the oscillatory motion. Setting X˙ to zero
results in1 (
0 pGc
−pGc 0
)(
0
Y˙
)
=
(
QH
rcQH − kY
)
(2.248)
as system of equations, which yields for the velocity Y˙ [45]:
Y˙ = QH
pGc
(2.249)
This equation implies that the velocity is constant and the transversal ve-
locity can be noted as Y˙ = w
Ttrans
[45]. Equating both expressions and resolving
them with respect to Ttrans, it is obtained [45]:
Ttrans =
w
|Y˙ | =
pGcw
QH
(2.250)
Inserting the concrete expression for the magnetic charge of the DW Q and
the gyrotropic constant Gc, the result for Ttrans reduces to a remarkably simple
form [45].
Ttrans =
pi
µ0γH
= pi
γ0H
(2.251)
It yields that the transition time Ttrans depends only on the externally applied
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field H. Regarding modes, Ttrans can serve as characteristic time as well. As
explained in the introduction of the CCA, the criteria which defines modes as
particular soft have to be taken into account, and they can be a characteristic
time itself or some other time scale. For the oscillatory regime above the Walker
field, this time scale is given by the time the VC needs to cross the stripe. At field
barely above Hc, Ttrans is smaller than τ1 but larger than τ2, the characteristic
time connected with the motion of the HAVs. However, Ttrans depends on the
external field H and by increasing the field strength, the translational time can
become shorter than τ2. In this case the motion of the HAVs which are confined
at the edges has to be included in the model.
Until proceeding to solve the differential equation for X, a last discussion of
the dependence of the equilibrium position Yeq (with special attention regarding
the chirality of the VDW) will be done. As demonstrated, VDWs with different
chiralities have slightly modified Yeq. The critical displacement out of the middle
of the strip is for a VDW with χ = 1 smaller than for walls with χ = −1. As
long as it is in the linear regime below Hc, it makes no difference in the general
behavior of the VW. However, the different critical transversal displacements
are leading to different critical Walker fields Hc for both chiralities, which have
important consequences on the kind of polarity reversal process of the VC. It
turns out that the critical displacement for walls with χ = −1 lies always outside
the stripe, which implies that the critical transversal displacement is not given
by Yeq but by w2 . Aiming to calculate the chirality dependent critical field, both
chiralities have to be distinguished. It yields1
Yeq = Y (t,H,w, c, p) and
w
2 = Y (t,H,w, c, p) (2.252)
for χ = 1 and χ = −1, respectively. Resolving with respect to Hc 1
Hc,χ=1 =
ΓXXVc
Q
1
1 + e−
kΓXX
detΓ+G2c
t
(2.253)
is obtained and1
Hc,χ=−1 =
wkΓXX
2 (c · g(w)− p)GcQ
1
1 + e−
kΓXX
detΓ+G2c
t
(2.254)
for the critical fields. These expressions are still time dependent. In order to
remove the time dependency and get the lower limit for Hc,χ=1 and Hc,χ=−1, the
limit t→∞ is taken yielding1
lim
t→∞Hc,χ=1 =
ΓXXVc
Q
(2.255)
and1
lim
t→∞Hc,χ=−1 =
wkΓXX
2 (c · g(w)− p)GcQ (2.256)
as result. To complete the considerations, the differential equation for X˙
will be solved as a last task. Inserting the solution Y (t), the equation for the
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longitudinal velocity X˙ reads1
X˙ = QHΓXX
+ Yeq
k (ΓXY − pGc)
detΓ +G2c
e
− kΓXX
detΓ+G2c
t (2.257)
from these the modified low field mobility µLF can be directly computed1.
µLF =
dX˙
dH =
Q
ΓXX
(
1 + (cg − p)Gc (ΓXY − pGc)detΓ +G2c
e
− kΓXX
detΓ+G2c
t
)
(2.258)
In the two-dimensional model the mobility is now time dependent. Its limit
value for t→∞ approaches1
lim
t→∞µLF =
Q
ΓXX
(2.259)
which is the same result obtained in the one-dimensional case. This is ex-
pected because t approaching in ∞ is equal to the case of steady-state motion
which can be described in a one-dimensional model. Finally, the solution of X(t)
(with t0 = 0 and X0 = X(t0) = 0) is obtained1:
X(t) = QHΓXX
t− (cg − p) Gc (ΓXY − pGc)
kΓXX
(
e
− kΓXX
detΓ+G2c
t − 1
)
(2.260)
2.4 Ferromagnetic Resonance
The measurement technique of ferromagnetic resonance (FMR), with all its dif-
ferent technical realizations (e.g. VSM, TR-MOKE), established as important
tool to access experimentally material parameters of thin film layers [37, 38] in
the last decades. Especially, due to its property of being destruction free, FMR
has become a standard method to characterize ferromagnetic layers and deter-
mining, for example, the Gilbert damping parameter α or magnetic anisotropies.
Since FMR is used in this thesis to determine the damping parameter α, both,
on full-film and in a patterned stripe geometry, the mathematics behind this
method should be explained in the following. In a first step, basic considera-
tions about an appropriate coordinate transformation are done. This preliminary
work will make it easier to solve the equations originating from the LLG equa-
tion. In Sec. 2.4.2 the solution for the resonance conditions and the dynamic
susceptibility in a general fashion is obtained. These results can be applied for
the determination of α in full-film FMR and TR-MOKE measurements.
The idea behind FMR is to immerse a magnetic sample into a strong external
magnetic field ~H, thus, in the static case the magnetization ~M of the sample
aligns itself along the direction of the external field. Exciting additionally the
magnetization by a rf-field ~hrf which exhibits components perpendicular to ~H
and alternates with angular frequency ω, the magnetization starts to precess
around its equilibrium position with the same angular frequency. The magni-
tude of precession depends on ω and ~H, and similar to the oscillations of a
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driven harmonic oscillator, the magnetic system has a resonance frequency that
depends on ~H. Setting the external field to a fixed value, it is possible to record a
resonance or absorption spectra respectively by sweeping the angular frequency
ω of the rf-field. Available rf-generators are not capable to sweep the frequency
continuously. This limits to certain discrete values where one can probe the
magnitude of excitation of ~M . Due to this restriction, another way is chosen
to record a quasi continuous FMR spectra. Since the mentioned resonance fre-
quency of the system is a function of the external field, there is the opportunity
to set a fixed excitation frequency and sweep instead the resonance frequency of
the system by altering the external field. This approach to FMR is commonly
applied and used in this thesis. Based on these considerations, it will be turned
to the mathematical description of FMR now. The mathematical treatment of
the LLG eq. in the case of FMR can be found in several classic publications
[88–91], PhD Thesises [92–94] and textbooks [38, 95]. The self done calculations
presented in Sec. 2.4.1 and 2.4.2 are following the later mentioned references.
Especially, the used notation is adopted partially from [92–94].
In a first step it will be discussed in Sec. 2.4.1 how to solve the LLG eq. in
the case of FMR. Finally, the theoretical discussion evolve to the solution in a
full-film and stripe geometry (Sec. 2.4.2).
2.4.1 Considerations Regarding the Coordinate System:
How to Solve the Landau-Lifshitz-Gilbert Equation
in the Case of Ferromagnetic Resonance
As already mentioned in the introduction to FMR, the selection of the appro-
priate coordinate system is important because it simplifies the mathematical
task of solving the LLG equation for the case of FMR. Assuming a strong ex-
ternal magnetic field ~Hext arbitrary aligned in space, the magnetization vector
~M adapts to the direction of the external field. Additionally, a strong external
field enables to adopt the macrospin approximation, which is beneficial for the
determination of an analytic solution. From the considerations of the LLG it is
known that the length of the magnetization ~M and the saturation magnetiza-
tionMs respectively is preserved, and ~M starts to precess around its equilibrium
position as soon as it is deflected out of the latter one. During this precessional
motion caused, for instance, by a high frequency rf-field ~hrf , the tip of the mag-
netization vector starts to describe a curve on a surface of a sphere. Assuming
arbitrary spatial orientated vectors ~M and ~hrf , the precession is arbitrary aligned
as well, describing a motion that exhibits components in all three lateral direc-
tions. However, by a suitable coordinate transformation and the application of
a small angle approximation, the three dimensional motion can be reduced to
a two dimensional one. For this aim it is convenient to express all vectors in
spherical coordinates. Parameterizing the external field ~Hext by the coordinates
ϑ and ϕ, the magnetization vector points in the same direction in the static case,
and one reads1
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~M =
MxMy
Mz
 =
Ms sin(ϑ) cos(ϕ)Ms sin(ϑ) sin(ϕ)
Ms cos(ϑ)
 (2.261)
for ~M . In realistic cases, the rf-driving field is much weaker than the external
field and the magnetization of the sample. Resulting from this fact, the opening
angle of the precession cone is very small allowing a small angle approximation to
apply in that frame; the motion of ~M does not happen on the surface of a sphere
but on a two dimensional flat plane perpendicular to the equilibrium position.
Performing a transformation of coordinates which rotates the original coordinate
system in such a way that the new x-axis is parallel to the equilibrium position;
then the precessional motion of ~M takes place in the new y-z-plane. The new
coordinates will be denoted in the following by u, v and w, corresponding to
the rotated x, y and z. Furthermore, the terms lab system - when dealing
with quantities expressed by the old coordinates (x,y,z) - and designation local
system, when considering quantities parametrized by u, v and w, have to be
introduced. The transformation from the lab into the local coordinate system
can be achieved from a mathematical point of view by the application of rotation
matrices. In this case an arbitrary vector ~vlab has to be transformed into its
representation ~vloc in new coordinates; the rotation matrices D(ϕ) and Dϑ [39]
have to be applied to ~vlab [46].
D(ϕ) =
 cos(ϕ) sin(ϕ) 0− sin(ϕ) cos(ϕ) 0
0 0 1
 D(ϑ) =
 sin(ϑ) 0 cos(ϑ)0 1 0
− cos(ϑ) 0 sin(ϑ)
 (2.262)
D(ϕ) describes a counterclockwise rotation of the old coordinate system
around the z-axis by an angle ϕ, while Dϑ rotates the system again counter-
clockwise by an angle ϑ around the y-axis. Thereby, the order of the performed
transformation is important because rotation matrices do not commute. In the
actual case, D(ϕ) is first applied and subsequently D(ϑ). Both can be combined
by matrix multiplication to a rotation matrix D(ϑ, ϕ) which describes the full
coordinate transformation and rotation, respectively. For D(ϑ, ϕ) it yields1 [46]
D(ϑ, ϕ) =
 sin(ϑ) cos(ϕ) sin(ϑ) sin(ϕ) cos(ϑ)− sin(ϕ) cos(ϕ) 0
− cos(ϑ) cos(ϕ) − cos(ϑ) sin(ϕ) sin(ϕ)
 (2.263)
by computingD(ϑ, ϕ) = D(ϑ)D(ϕ) [46]. The transformation rule for a vector
in the lab system, then, is given by the equation [46, 96]
~vloc(u, v, w) = D(ϑ, ϕ)~vlab(x, y, z) (2.264)
which allows to calculate the representation of the vector in the local system.
Writing the vector in the lab system in the most general way as ~vlab = (x, y, z),
it is obtained for ~vloc = (u, v, w) 1:
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Figure 2.6. Both coordinate systems used for the mathematical treatment of the LLG
equation in the case of ferromagnetic resonance (FMR). The lab coordinate system
is spanned by the coordinate axes x, y and z, while the local coordinates system is
given by the axes u, v and w. In the lab system, the vector of the magnetization ~M
is characterized by its length | ~M | = Ms, the angles ϑ and ϕ. The connection between
the systems is given by both angles because the local system is originating from the
lab system by rotations of the lab system by ϑ and ϕ.
~vloc =
uv
w
 =
 x sin(ϑ) cos(ϕ) + y sin(ϑ) sin(ϕ) + z cos(ϑ)−x sin(ϕ) + y cos(ϕ)
−x cos(ϑ) cos(ϕ)− y cos(ϑ) sin(ϕ) + z sin(ϕ)
 (2.265)
If the back-transformation of a vector has to be performed from the local to
the lab system, the inverse matrix of D(ϑ, ϕ) has to be applied to the vector
~vloc. This inverse matrix D(ϑ, ϕ)−1 is easily calculated when exploiting some
mathematical properties of rotation matrices. From an more abstract point of
view, rotation matrices are orthogonal matrices; for them it holds that their
inverse is equal to the transposed matrix. Since products of orthogonal matrices
are orthogonal as well, the inverse of D(ϑ, ϕ) is given by D(ϑ, ϕ)T 1 [40, 96].
D−1(ϑ, ϕ) = DT(ϑ, ϕ) =
sin(ϑ) cos(ϕ) − sin(ϕ) − cos(ϑ) cos(ϕ)sin(ϑ) sin(ϕ) cos(ϕ) − cos(ϑ) sin(ϕ)
cos(ϑ) 0 sin(ϕ)
 (2.266)
As transformation rule1
~vlab(x, y, z) = D−1(ϑ, ϕ)~vloc(u, v, w) = DT(ϑ, ϕ)~vloc(u, v, w) (2.267)
is obtained and it is found for the representation of a vector ~vloc = (u, v, w)
in the lab system1:
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~vlab(x, y, z) =
xy
z
 =
u sin(ϑ) cos(ϕ)− v sin(ϕ)− w cos(ϑ) cos(ϕ)u sin(ϑ) sin(ϕ) + v cos(ϕ)− w cos(ϑ) sin(ϕ)
u cos(ϑ) + w sin(ϕ)
 (2.268)
Furthermore, it yields for this type of matrices that all columns and rows for
themselves build a set of orthogonal basis vectors. In the actual case they are
even orthonormalized. Resulting from this fact, it is possible to read off directly
the basis vectors uˆ, vˆ and wˆ of the local system1.
uˆ =
sin(ϑ) cos(ϕ)sin(ϑ) sin(ϕ)
cos(ϑ)
 vˆ =
sin(ϕ)cos(ϕ)
0
 wˆ =
− cos(ϑ) cos(ϕ)− cos(ϑ) sin(ϕ)
sin(ϕ)
 (2.269)
Comparing this to the unit vectors in spherical coordinates, namely ~er, ~er
and ~er, it yields1
uˆ = ~er , vˆ = ~eϕ and wˆ = −~eϑ (2.270)
for the relation between both orthonormalized bases. For the further treat-
ment of the LLG equation, an arbitrary vector ~Vlab, which is not coinciding with
the equilibrium position of ~M and given by1
~Vlab = V0
sin(ϑ
V ) cos(ϕV )
sin(ϑV ) sin(ϕV )
cos(ϑV )
 (2.271)
in the lab system, has to be transformed into the local system. In the local
coordinate system ~Vloc reads1
~Vloc =
uv
w
 = V0

1
2
{
cos(ϑV−) cos(ϕV−)− cos(ϑV+) cos(ϕV−)
}
+ cos(ϑV−) + cos(ϑV+)
− sin(ϑV ) sin(ϕV−)
1
2
{
sin(ϑV+) cos(ϕV−)− sin(ϑV−) cos(ϕV−)− sin(ϕV−)− sin(ϕV+)
}

(2.272)
where the abbreviations1
ϑV+ = ϑ+ ϑV ϑV− = ϑ− ϑV
ϕV+ = ϕ+ ϕV ϕV− = ϕ− ϕV
(2.273)
are introduced. These abbreviations originate from the application of ad-
dition theorems for trigonometric functions. To proceed further, it has to be
thought about the task how to achieve the prospective to solve the LLG equation
in the case of FMR. Beside different common methods for solving a differential
equation, the inserting of a suitable ansatz into the equation is often utilized
and be applied in the following: Inserting a convenient ansatz into a differential
equation transforms the mathematical problem into an easier soluble algebraic
equation. Aiming to find the solution for the time evolution of the magnetiza-
tion, the next task is to find the expedient ansatz ~M(t). For this purpose the
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equilibrium position of ~M is considered, which is equivalent to the static situa-
tion where the magnetization is aligned parallel to the strong external field. In
the lab coordinate system, ~Mlab can be expressed as1
~Mlab = Ms
sin(ϑ) cos(ϕ)sin(ϑ) sin(ϕ)
cos(ϑ)
 (2.274)
and can be transformed by the application of the transformation rule Eq. (2.267).
Carrying out the calculation ~Mlab, it reads1
~Mlab = Ms
 sin
2(ϑ) cos2(ϕ) + sin2(ϑ) sin2(ϕ) + cos2(ϑ)
− sin(ϑ) sin(ϕ) cos(ϕ) + sin(ϑ) sin(ϕ) cos(ϕ)
− sin(ϑ) cos(ϑ) cos2(ϕ)− sin(ϑ) cos(ϑ) sin2(ϕ) + sin(ϑ) cos(ϑ)

(2.275)
this reduces by collecting all terms into1:
~Mlab =
Ms0
0
 (2.276)
This implies that due to the choice of the coordinate transformation, the
magnetization vector in the static case is parallel to the u-axis which, of course,
should be achieved by the transformation. Being expressed in the local system,
~Mloc is the starting point to construct a possible ansatz for ~M(t). As it was
explained, applying an additional external hf-field ~hrf , which alternates with
angular frequency ω, causes the magnetization to precess with the same angular
frequency around its equilibrium position. In the frame of the earlier mentioned
approximation, which relies on small cone angles, it is assumed that the curve
described due to the precession of ~M(t) is located in the v-w-plane. Since the
time-dependent magnetization components in v- and w-direction are very small,
the change of the length of the magnetization pointing along the u-axis can be
neglected. Consequently, Mu is chosen to be equal to Ms. The time dependent
components are mv(t) = mveiωt and mw(t) = mweiωt, and thereby, the ansatz
for ~Mloc(t) is given by1:
~M(t)(u, v, w) =
 Msmveiωt
mwe
iωt
 (2.277)
Since the LLG equation contains additionally the total time derivative of ~M ,
~˙M(t) has to be computed in order to solve the differential equation. Resulting
straight forward from Eq. (2.277), it yields for ~˙M(t) 1:
d ~M
dt (t)(u, v, w) =
 0iωmveiωt
iωmweiωt
 (2.278)
This result will be later inserted into the LLG. Striving for the solution of
the LLG equation, the expression for the effective field ~Heff needs to be known
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in addition. The effective field is determined by the energy terms appearing in
the physical system one can investigate. Dealing with Ni80Fe20 that is known to
be free of crystalline anisotropies, only the contributions of the Zeeman Energy
EZee and the demagnetization Energy Edem originating from dipolar interactions
are considered. In total the effective field ~Heff is composed out of three terms 1:
~Heff = ~Hdem + ~HZee + ~hrf(t) (2.279)
Before determining the exact form of the effective field, the geometry for
the situation of FMR is discretized by setting the external magnetic field ~Hext
lying in the x-y-plane and pointing along the y-axis. In this special geometry,
the direction of the magnetization in equilibrium position is given by the angles
ϕ = pi2 and ϑ =
pi
2 . Now the effective field has to be transformed into the
local coordinate system, which is done in two steps: First, by applying the
transformation matrix D(ϑ, ϕ) which reads for the given angles as1
D(ϑ, ϕ) =
 0 1 0−1 0 0
0 0 1
 (2.280)
to the certain components adding up to ~Heff . After rotating the coordinate
system for the demagnetization field ~Hdem, the Zeeman field ~HZee and the rf-field
~hrf
1 are obtained:
~Hdem(x, y, z) = −
NxMxNyMy
NzMz
 (2.281)
~HZee(x, y, z) =
 0H
0
 (2.282)
~hrf(x, y, z) =
 hy−hx
hz
 eiωt (2.283)
This is only one half of the transformation. Taking a closer look on ~Hdem
and ~HZee, it can be recognized that both expressions still contain quantities from
the lab system, or in other words, both fields still depend on the magnetization
components of the old coordinate system, namely Mx, My and Mz. To fully
transform the fields into the local system, latter mentioned components of ~M
have to be expressed in terms of Mu, Mv and Mw. The second part of the trans-
formation is the connection between both representations of the magnetization
that can be calculated by performing the back transformation from the local to
the lab system. Finding the connection1MxMy
Mz
 =
 0 1 0−1 0 0
0 0 1

MuMv
Mw
 =
−MvMu
Mw
 (2.284)
The fields contained in ~Heff read in terms of the magnetization components
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in the local system as1:
~Hdem(u, v, w) = D(ϑ, ϕ) ~Hdem(x, y, z) =
−NyMyNxMx
−NzMz
 = −
NyMuNxMv
NzMw
 (2.285)
~HZee(u, v, w) = D(ϑ, ϕ) ~HZee(x, y, z) =
H0
0
 (2.286)
~hrf(u, v, w) = D(ϑ, ϕ)~hrf(x, y, z) =
huhv
hw
 eiωt (2.287)
forming the total effective field1
~Heff(u, v, w) =
−NyMu +H + hue
iωt
−NxMv + hveiωt
−NzMw + hweiωt
 (2.288)
which will be inserted into the LLG equation later on. Before tackling the
task of solving the LLG equation, the preliminary considerations of the torque
acting on the magnetization in the static case have to be carried out. Defined as
the time changing rate of the magnetization, the torque ~T that originates from
the LLG equation, is given by the formula1 [32]:
~T = −γ0 ~Mstat(u, v, w)× ~Heff,stat(u, v, w) (2.289)
Aligned parallel to the y-axis in equilibrium position, the static magnetization
~Mstat(x, y, z) is given in the lab system by1
~Mstat(x, y, z) =
 0Ms
0
 (2.290)
and after transformation into the local system1
~Mstat(u, v, w) = D(ϑ, ϕ) ~Mstat(x, y, z) =
Ms0
0
 (2.291)
is obtained for ~Mstat(u, v, w). As ~T = d
~M
dt = 0 in the static case, the damping
term vanishes and the precessional term has to be zero as well. Writing it with
the magnetization and the effective field for this situation, one obtains1:
~T =
Ms0
0
×
−NyMs +H0
0
 =
00
0
 (2.292)
This result implies that, indeed, the torque vanishes in the geometric situation
chosen in the considered case. If, for example, a physical system is considered
where the cross product between ~Mstat(u, v, w) and ~Heff,stat(u, v, w) is not identi-
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cal zero on both sides, then the originating equation has to be used to eliminate
certain terms in the solution of the LLG equation. The actual solution is found
by inserting the ansatz for ~M(t) and the resulting time evolution d ~Mdt into the
LLG eq., as well as the full expression for the effective field ~Heff . As starting
point1
 0iωmveiωt
iωmweiωt
 = −γ0
 Msmveiωt
mwe
iωt
×
−NyMu +H + hue
iωt
−NxMv + hveiωt
−NzMw + hweiωt

+ α
Ms
 Msmveiωt
mwe
iωt
×
 0iωmveiωt
iωmweiωt

(2.293)
is given, and after carring out the cross products and neglecting higher orders
of eiωt 1
 0iωmveiωt
iωmweiωt
 = −γ0
 0{(Nz −Ny)Ms +H}mw −Mshw
{(Ny −Nx)Ms −H}mv −Mshv
+
 0−iαωmw
iαωmv

(2.294)
is obtained as system of equations. At this stage an advantage of the coordi-
nate transformation and the selection of the applied ansatz becomes clear.Being
identical zero, the first line of the system of equations vanishes and the mathe-
matical problem reduces to a two dimensional system. This is expected because
the ansatz was chosen in such a manner that the dynamics of ~M occurs only in
the v-w-plane. Introducing the abbreviations B and H, defined as1
B = (Nz −Ny)Ms +H and H = (Nx −Ny)Ms +H (2.295)
respectively, it yields1 0iωmveiωt
iωmweiωt
 = −γ0
 0Bmw −Mshw
−Hmv −Mshv
+
 0−iαωmw
iαωmv
 (2.296)
for the two dimensional system. The introduced fields B and H are the
induction-like and field-like terms. With the objective to find an expression for
the response of the magnetization ~m on an external field ~h, the equation to
~m = χ~h have to be re-arranged. Here, χ is the dynamic susceptibility of the
system. In order to resolve the system of equations with respect to ~m, all terms
containing mv or mw are collected at the left hand side1(
iωmv + iαmw + γ0Bmw
−iαωmv + γ0Hmv + iωmw
)
= −γ0Ms
(−hw
hv
)
(2.297)
and written in matrix notation. This matrix notation is helpful in resolving
the equation to the desired form1.
83
Chapter 2: Theoretical Background
(
i ω
γ0
B+ iα ω
γ0
H+ iα ω
γ0
−i ω
γ0
)(
mv
mw
)
= Ms
(
hw
hv
)
(2.298)
Resolving with respect to ~m, the matrix contained in Eq. (2.298) is defined
in a first step as χ′−1, and its inverse χ′ is calculated. The reason why the
matrix has been denoted as χ′−1 and not as χ−1 is that the matrix on the left
hand side of the equation is not the inverse of the susceptibility matrix but, at
least, proportional to it. Thereby, the proportional factor is given by 1
Ms
and the
matrix χ′−1 is found to be1
χ′ = 1detχ′−1
( −i ω
γ0
−(B+ iα ω
γ0
)
−(H+ iα ω
γ0
) i ω
γ0
)
(2.299)
which leads to the equation1(
mv
mw
)
= Msdetχ−1
( −i ω
γ0
−(B+ iα ω
γ0
)
−(H+ iα ω
γ0
) i ω
γ0
)(
hw
hv
)
=
(
χvw χvv
χww χwv
)(
hw
hv
) (2.300)
Here, the term Msχ′ is defined as the susceptibility matrix χ because this is
an agreement with the definition ~m = χ~h. At this stage, the task of calculating
the response of the magnetization on an external field, the dynamic susceptibility
of the system, is done; but an important fact can be concluded from Eq. (2.300)
about the resonance point of the system. The resonance of an oscillation system
is always accompanied by a maximum in amplitude of the oscillation. Looking
at the concrete form of the susceptibility matrix χ, it can be seen that the terms
reach their maximum when the denominator of the prefactor Msdet(χ′−1) becomes
minimal. In this case, the smaller value for det(χ′−1) is given by zero, lead-
ing to the resonance condition for FMR as det(χ′−1 = 0). Calculation of the
denominator N leads to the mathematical expression1
detχ−1 = N =
(
ω
γ0
)2
−
(
H+ iα ω
γ0
)(
B+ iα ω
γ0
)
(2.301)
which is still a complex function. Since striving for experimentally accessible
predictions, the absolute value of the denominator needs to be computed by
multiplying N with its complex conjugated value N∗ yielding the square value
of N . Equating this result with zero, the general resonance condition in the case
of FMR is obtained1.
|N |2 = NN∗ =

(
ω
γ0
)2
− HB
 = 0 (2.302)
This relation holds true in general, and it does not matter which physical sys-
tem is considered and how many different interactions are included. Being solely
interested in the resonance condition for the system under consideration, only
the corresponding induction and field like terms B and H have to be calculated.
In the actual experiments, the angular resonance frequency is of interest; this
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angular frequency can directly be calculated from Eq. (2.302). An important
relation also follows from the following equation [88, 89]:(
ω
γ0
)2
= HB (2.303)
This expression will be used in the next section when deriving the shape of
the resonance curve.
2.4.2 Solutions for Ferromagnetic Resonance in the Full-
Film and Stripe Geometry
In the previous section the dynamic susceptibility of the magnetization under
the action of an external rf-field and the general resonance condition for FMR
have been computed. In the following, the concrete formulas for the resonance
frequency ω in the stripe and full-film geometry are computed, proceeded by
the determination of the line shape of the resonance curve. Starting with the
resonance frequency, it is obtained by inserting the concrete expressions of B
and H into Eq. (2.303)
ω = γ0
√
{(Nx −Ny)Ms +H} {(Nz −Ny)Ms +H} (2.304)
which applies to the situation when measuring FMR on patterned magnetic
stripes. Eq. (2.304) is the so called Kittel formula for the resonance condition in
the case fo FMR [88, 89, 95]. This result can be adopted to the full film geometry
by setting the demagnetizing factors Nx = Ny = 0 and Nz = 1. It yields1:
ω = γ0
√
H(H +Ms) (2.305)
Measuring ω as function of the external field H, it is possible to access ex-
perimentally the quantity γ0 by fitting the measurement data with respect to
the obtained equations Eq. (2.304) and (2.305). It should be mentioned that it
is, of course, possible to do the fitting routine with 5 free variables, namely γ0,
Ms, Nx, Ny and Nz. However, this will result very likely in wrong values for the
later mentioned quantities. A better way to approximate the determination of
γ0 is to do the measurement of ω as function of H and additionally determine
Ms by SQUID. The demagnetizing factors can be calculated analytically in good
approximation, yielding very accurate values for γ0.
Another important material parameter of magnetic materials is the Gilbert
damping parameter α, which is a measure for the dissipation rate of energy in
the magnetic system (see Sec. 2.1). As will be seen now, α is accessible via FMR
measurements or, to be more precise, by fitting the obtained resonance curve
with the theoretical predicted line shape. The question what the shape of this
resonance curve is arises. Considering the resonance curve, it has to be clarified
what is detected in the TR-MOKE experiments. In the polar MOKE configura-
tion utilized for the time resolved measurements of the magnetization dynamics,
the component of the dynamic magnetization which is pointing perpendicular
to the plane of the magnetic film at a certain time is detected, namely mw(t).
Thereby, mw(t) is given by the corresponding dynamic susceptibility χww times
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the component of the rf-field in w-direction. Having1
mw(t) = χwwhweiωt (2.306)
with the dynamic susceptibility χww given by1:
χww = Ms
(H+ iα ω
γ0
)
(H+ iα ω
γ0
)(B+ iα ω
γ0
)−
(
ω
γ0
)2 (2.307)
Basically, the line shape in dependence of α and the angular frequency ω is
determined. However, it is still a complex function and it has to be converted
into a real value function to be applied to the experimental data. Furthermore,
it is convenient to express the terms H and B by a Taylor series in H around
the resonance point. As it will become clear soon, this is helpful to reduce the
rather complicated line shape to an expression which is very familiar. The Taylor
expansion [39, 40] for the induction and field like terms are given by1
H = H|H=Hr +
1
1!
dH
dH
∣∣∣∣∣
H=Hr
(H −Hr) = Hr + δH (2.308)
and1
B = B|H=Hr +
1
1!
dB
dH
∣∣∣∣∣
H=Hr
(H −Hr) = Br + δH (2.309)
where Hr and Br are the corresponding fields at the resonance points. The
Taylor expansion is often used to approximate a complicated function by a sim-
pler one; however, it is worth to note that in the actual case it returns the exact
function back. The reason is that both fields have the form H plus a constant
factor. Being linear in the external field H, a Taylor series up to the second term
reproduces exactly the original function. Defining H −Hr as δH and plugging
the expressions for both fields into the formula for χww, it yields1
χww = Ms
(Hr + δH + iα ωγ0 )
(Hr + δH + iα ωγ0 )(Br + δH + iα
ω
γ0
)−
(
ω
γ0
)2 (2.310)
as function for the dynamic susceptibility. This looks now even more com-
plicated than before; but multiplying out both brackets in the denominator and
using the identity Eq. (2.303), it is possible to convert χww into the form1
χww = Ms
(Hr + δH + iα ωγ0 )
(Hr +Br)(δH + iα ωγ0 )
(2.311)
which is still complex. The conversion into a real value function can be
achieved by expanding in a first step the fraction contained in χww with the
complex conjugate of the denominator. This yields1
χww = Ms
(Hr + δH + iα ωγ0 )(δH − iα ωγ0 )
(Hr +Br)(δH + iα ωγ0 )(δH − iα ωγ0 )
(2.312)
and after multiplying the brackets and additionally neglecting higher order
terms in α, one obtains1
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χww = Ms
Hr
Hr +Br
δH − iα ω
γ0
(δH)2 + (α ω
γ0
)2 (2.313)
for the dynamic susceptibility.
The considerations arrived at a stage where it becomes obvious which con-
crete shape of the resonance curve is to be expected. Looking at Eq. (2.313), it
is recognizable that this is the line shape of a Lorentzian curve. Such Lorentzian
line shapes appear always in the mathematical description of harmonic driven
oscillators, and by knowing this fact, it is possible to get a feeling why the func-
tions H and B have been expanded around the resonance points. For example,
the resonance curve of a harmonic driven oscillator known from classical me-
chanics is not perfectly Lorentzian. However, considering the line shape in a
more or less narrow range around the resonance point, it can be approximated
very well by this kind of function. Please note that strictly spoken, the formula
obtained is a mixture of a symmetric and antisymmetric Lorentzian function.
Omitting, for now, the complex prefactor i in front of ∆H and splitting it up
in two parts, the symmetric Lorentzian is given by the function with δH in the
numerator. The antisymmetric one is given by the function where ∆H is found
in the numerator. Such Lorentzian functions are characterized by three param-
eters, namely, the amplitude A, the position of the resonance and the full half
width of the curve. In the considered case, the resonance position is contained
in δH and the term ω
γ0
can be identified as full half width. Defining the full half
width as ∆H1,
∆H = α ω
γ0
(2.314)
is found, leading to the expression1:
χww = Ms
Hr
Hr +Br
δH − i∆H
(δH)2 + (∆H)2 (2.315)
This is a very important result within the considerations. As mentioned
above, it is the aim to derive an expression of the resonance curve which allows to
determine the Gilbert damping parameter α. As it was seen, the full width at half
maximumH is directly proportional to α and ω. Since γ0 is just a constant factor
in this equation, it is possible to determine α by measuring FMR for different
angular frequencies ω of the driving field and fitting the obtained resonance curve
to the experimental data. Following from this is that the resulting full widths at
half maximum ∆H is fitted in dependence on ω, and from the slope of the linear
curve, α is calculated. As mentioned, the resonance curve obtained theoretically
has to be given as real value function. In a first step denominator is converted
into a real value function by expanding the fraction by the complex conjugate
of the denominator. Being still complex valued, χww has to be transformed
mathematically. For this purpose χww is inserted into the expression for mww(t)
1.
mww(t) = Ms
Hr
Hr +Br
δH − i∆H
(δH)2 + (∆H)2hwe
iωt (2.316)
87
Chapter 2: Theoretical Background
By the use of the identity for the complex exponential function eiωt = cos (ωt)+
sin (ωt), multiplying and taken only the real part of the function mww(t), namely
Re {mww(t)}, it yields1:
Re {mww(t)} = Mshw Hr
Hr +Br
1
(δH)2 + (∆H)2 {δH cos ωt) + ∆H sin (ωt)}
= A(δH)2 + (∆H)2 {δH cos (ωt) + ∆H sin (ωt)}
(2.317)
As described in the section about the experimental method of TR-MOKE (see
Sec. 3.3), the resonance curve at certain times tn is measured. This time can be
also expressed by the phase angle with respect to the probing laser pulse and
the precession of the dynamic magnetization. It can be written mathematically
as1
ωt = ωtn = ϕn and ϕn = 2pinm+ Θ (2.318)
which leads to the formula for the angle ϕn1:
ϕn =
2pi
ω
nm+ Θ
ω
(2.319)
Here, n stands for the number of periods of the precessing magnetization,
whereby m is the ratio between the frequency of the exciting rf-field and the
repetition rate of the laser pulses - for the technical details see Sec. 3.3. Inserting
this expression into Eq. (2.317), it becomes1
Re {mww(t)} = A(δH)2 + (∆H)2 {δH cos (Θ) + ∆H sin (Θ)} (2.320)
and it is found that the resonance curve is a mixture between the a symmetric
and antisymmetric Lorentzian function, whereby the portion between both parts
is determined by the mixture angle Θ. Please note that the prefactor in front
of the fraction in formula Eq. (2.317) was labeled as A, the amplitude of the
Lorentzian function. The function Re {mww(t)} serves in the experiments as
fitting function for the experimental FMR data obtained.
2.5 Magneto-Optical Kerr Effect
The magneto-optical Kerr effect (MOKE) belongs to the magneto-optical effects;
these effects also include physical phenomena, for instance, the Faraday effect
or linear (MLD) and cirular magnetic dichroism (MXCD). All of them have in
common that in reflection (Kerr effect) or transmission (Faraday effect) of lin-
early polarized light and through a magnetized material respectively, a rotation
of the polarization plane appears [97]. Especially the MOKE has gained a lot of
importance in the recent decades because it is a very powerful destruction free
method for the investigation of thin film magnetic samples [97]. In general it is
distinguished between three different geometric configurations for the MOKE,
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Figure 2.7. Three possible configurations for the Kerr effect. The green arrows
represents the direction of the magnetization ~M , ~k the wave vector of the incident
light and ~n the surface normal of the sample. Both last mentioned vectors (~k and ~n)
span the plane of incidence which is marked with the bright gray surface. Which type of
Kerr effect occurs depends on the relative direction of the magnetization compared to
the plane of incidence. (a) sketches the situation for the polar MOKE, (b) longitudinal
MOKE and (c) transversal MOKE.
which are characterized by the direction of the magnetization in the sample re-
garding the plane of incidence of incoming polarized light (see Fig. 2.7). These
three configurations are the polar, longitudinal and transversal MOKE [37, 97],
whereby the polar MOKE exhibits the biggest effect concerning the rotation of
the plane of polarization. In the longitudinal and transversal geometry, effects
are obtained which are one and two times smaller in the order of magnitude
compared to the polar MOKE [98]. The classification of the three effects in
basis of the present geometry (direction of magnetization with respect to the
plane of incidence of light) is as follows: The polar MOKE appears when the
vector of magnetization ~M is pointing perpendicular to the sample plane, and
thereby, it is parallel to the plane of incidence. In the case of longitudinal and
transversal MOKE, it has the direction of magnetization ~M lying in the sample
plane and being parallel or perpendicular respectively to the plane of incidence
of the incoming polarized light [37, 97].
All these three effects have in common, as already mentioned at the beginning
of this section, that in reflection a rotation of the polarization plane by an angle
θK is obtained, and in addition, an ellipticity of light ηK is induced. These key
quantities which describe the MOKE can be combined to one physical quantity,
the complex Kerr rotation angle ΦK, which is defined as ΦK = θK + iηK [37].
In this thesis two measurement setups are applied which rely on the MOKE.
Thereby, the TR-MOKE setup utilizes the polar MOKE geometry, whereas for
the detection of DWM in the WF-MOKE, the longitudinal MOKE is exploited.
In the subsequent two sections the quantum mechanical origin of the MOKE
(Sec. 2.5.1) will be explained. The effect on linearly polarized light will be
discussed in the frame of classical optics (Sec. 2.5.2); but first, the MOKE is
considered from the quantum mechanics point of view.
2.5.1 QuantumMechanical Origin of the Magneto-Optical
Kerr Effect
The quantum mechanical origin of the MOKE lies in the spin dependent split-
ting of the band structure of magnetic materials [97] which leads to different
absorption coefficients for left and right circular light. In quantum mechanics,
light is described by massless particles called photons. These photons carry an
angular momentum of ±~, which is the quantum mechanical analogon for left
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Figure 2.8. Elliptically polarized light as it is obtained after reflection of an initially
linear polarized light from a magnetized sample. In this sketch the two key quantities
θK and ηK are drawn. Both quantify the effect of the Kerr rotation and are combined
in the complex Kerr rotation angle ΦK.
(+~) and right (−~) circular polarized light [38]. For the appearance of a MOKE
signal, different absorption coefficients for photons with both values of angular
momentum are required. Absorption of light is described in quantum mechanics
via the absorption of photons by electrons. Due to later mentioned process, the
electrons gain energy and change from a state in the valence band into an unoc-
cupied state in the conduction band above the Fermi level. Hence it is possible,
these transitions have to fulfill certain selection rules, which are given by:
∆l = ±1 and ∆m = ±1 , (2.321)
This rule implies that absorption processes of photons are accompanied by the
change of the azimuthal quantum number l and magnetic quantum number m.
These changes in quantum number bears the fact that the angular momentum
of the photon given by ±~ is transferred to the electron [38]. Additionally, the
energy EPhot = ~ω of the photon has to be large enough for the band gap to
be overcome because only these have sufficiently large transition probabilities.
Furthermore, the states in the valence and conduction bands have to be split up
spin dependently [97]. In a ferromagnetic material, transitions between d↑↓xz or
d↑↓yz that change to the p↑↓z orbital satisfy this condition. Exchange interaction
causes a spin dependent split-up between orbitals with spin-up and spin-down,
respectively. This is leads to a lowering in energy for the orbitals d↑xz as well as
d↑yz, and it results in a gain in energy for the d↓xz and d↓yz ones. The degeneration of
the orbitals is removed due to the spin-orbit coupling, which causes, additionally,
a small energetically splitting between the dxz and dyz orbitals [99]. In total,
this leads to different transition probabilities for transitions with an exchange of
angular momentum with ±~. The macroscopic effect on linear polarized light
that is caused by the different transition probabilities will be explained in the
next section with methods of classical optics.
90
2.5 Magneto-Optical Kerr Effect
2.5.2 Magneto-Optical Kerr Effect in the Frame of Clas-
sical Optics
In this section the macroscopic effect on linear polarized light which is reflected
from an magnetized surface will be explained. As demonstrated in the previ-
ous section, there are different transition probabilities for photons exhibiting
positive and negative angular momentum, respectively. This unequal transi-
tion probabilities reflect themselves in different microscopical absorption and
reflection coefficients. Linear polarized light can be decomposed in two equal
parts of left and right circular polarized light, which is the classical analogon for
photons with positive and negative angular momentum. In the following, the
considerations are restricted to the electrical field of the electromagnetic wave
because the effect on the magnetic field is the same. Applying vector notation,
the decomposition of linear polarized light reads [98]:
~E = E0
(
1
0
)
ei(kz−ωt) = E02
[(
1
i
)
+
(
1
−i
)]
ei(kz−ωt) (2.322)
Considering the part of the light which is reflected from the magnetized sur-
face, different reflection coefficients for left (r+) and right (r−) circular polarized
components have to be taken into account. The reflected part of the electromag-
netic field ~Er then is given by1:
~Er =
E0
2
[
r+
(
1
i
)
+ r−
(
1
−i
)]
ei(kz−ωt) = E02 r+
(
r+ + r−
i(r+ − r−)
)
ei(kz−ωt) (2.323)
Recombining it even further, it becomes obvious that different coefficients r+
and r− lead to a phase shift  between the x- and y-components of the electric
field, which is nothing else than the expression for elliptic polarized light in
classical optics [98].
~Er =
(
Ex
Eye
i
)
ei(kz−ωt) (2.324)
Regarding the representation of this complex valued vector in the plane of
complex numbers, it describes an ellipse; these major principal axis and the axis
for real numbers confine an angle θK, given by1
tan(2θK) = 2
ExEy
E2x + E2y
cos() (2.325)
and named as Kerr angle. Another key number describing the reflected light
is the so called Kerr ellipticity ηK that can be calculated from the rotation
between Ey and Ex [98].
tan(ηK) =
Ey
Ex
(2.326)
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Chapter 3
Experimental Techniques and Data
Evaluation
Ch. 3 is dedicated to the experimental techniques and methods of data eval-
uation applied in this thesis. Starting with the explanation of the sample design
(Sec. 3.1), it will be continued with the depiction of the utilized measurement
methods for sample characterization and DWM measurements. These methods
are presented in Sec. 3.2-3.5. The last two parts of this chapter explain how the
experimental and simulational data were evaluated (Sec. 3.6 and Sec. 3.7).
3.1 Sample Design
Regarding the sample fabrication, the samples are designed as follows to match
the experimental requirements. On top of a GaAs substrate a coplanar waveg-
uide (CPW) made of 150 nm Au is fabricated by sputter deposition for the
application of electrical pulses in the nanosecond range, wherein the dimensions
of the CPW have been adjusted to match 50 Ω in- and output resistance. Sub-
sequently, Ni80Fe20 nanostripes of various widths w (0,45 - 1,20 µm) and 20 nm
thickness t are added by thermal evaporation. To protect the Ni80Fe20 layer
from oxidation, 3 nm of Al are evaporated on top and beneath. These mag-
netic nanostructures are placed on top of the signal line of the CPW. CPW
and nanostripes are electrically decoupled by 150 nm of crosslinked polymethyl
methacrylate (crosslinked PMMA). This crosslinked PMMA also exhibits an ex-
treme flat surface which provides a perfect underlayer for the subsequently added
nanostripes and ensures a high DW mobility. The magnetic structures under in-
vestigation consist of an elliptical nucleation pad at one extremity, while on the
other side the strips terminate as a tip to favor domain wall (DW) annihilation.
DWs can be nucleated and moved by applying electrical pulses across the CPW,
providing Oersted fields along the X-direction around the waveguide. Addition-
ally, a 5 mm × 5 mm blank piece of GaAs substrate was placed next to the
main sample during the evaporation process of the Al/Ni80Fe20/Al layer for the
magnetic structures. The sample was coated similarly to the main sample by a
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dielectric layer of Al2O3 in an ALD process to protect it from dirt and oxidation.
This sample is used later on to characterize the magnetic layer in SQUID (de-
termining the saturation magnetization Ms) and full-film FMR (measuring the
Gilbert damping parameter α). A third piece of GaAs, half coated by PMMA,
served as reference sample for the thickness of the Al2O3 layer (determined by
AFM measurements) after the lift-off process.
In the following the design of the samples used in the studies is described and
explained in more detail. Aiming to investigate field-driven DWM in Ni80Fe20
stripes, several problems appear in both, from a technical and a physical point
of view. Moreover, the experimental requirements are illuminated which set
automatically, as an immediate consequence, the goals which have to be achieved
by the sample design. Based on this list, the arising problems are discussed
below and then explained how they can be avoided by process engineering and
appropriate sample design. Summarizing these considerations, the actual sample
fabrication and design are depicted at the end of this section. Starting with the
requirements, the samples have to fulfill four measurements of field-driven DWM.
There are basically three points:
• Create, move freely and annihilate VDWs
• Apply homogeneous short-time in-plane field pulses
• Enable optical detection of the DWM
This sounds very simple, but in fact difficulties are encountered in many
ways and a tremendous amount of fabrication process and sample design has
to be done. For the application of short-time field pulses in the nanosecond
range a coplanar waveguide (CPW) is used, which enables the application of
short current pulses; they create the desired in-plane magnetic field on the top
of the CPW. The applied current pulses are rectangularly shaped and exhibit
very short rising and falling times (<0.5 ns) at their flanks; this results in a rich
frequency spectrum with components even in the high GHz frequency range. For
the achievement of undisturbed signal transmission, all frequency components
of the pulse have to be transmitted with the same attenuation in the ideal case.
The CPW design utilized in this work is given in the following way: It consists
of three metallic stripes made out of Au and exhibits a rectangular cross section.
The middle line is denoted as signal line, while the two adjacent metallic stripes
are called ground lines. These ground lines are separated by a gap from the
signal line (see Fig. 3.1). Such kind of CPW design has proven as suitable for
experiments with high frequency signals [100–102] and field-driven DWM [22].
For an almost lossless transmission of the applied signals, these CPWs can be
matched to the desired impedance by adjusting the width and broadness of the
gap between signal and ground line using commercial available programs (e.g.
TXLINE).
Another advantage of CDWs comes across due to the large aspect ration of
width to thickness of the signal line. This large aspect ratio causes a surrounding
magnetic field where the field lines patterning the rectangular shape of the signal
line. This creates the experimentally needed homogeneous in-plane driving field
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for the measurements of DWM. As result, the second point of the requirements
is fulfilled.
An optical detection (TR-MOKE and WF-MOKE) can be ensured by plac-
ing the magnetic structures on top of the signal line and by capping these by
an optically transparent layer of Al2O3. By placing the structures on top of the
signal line, an electrical decoupling of both has to be ensured. This task can be
achieved by a thin dieletric layer made of Al2O3. In the actual case, a different
material, namely crosslinked Poly(methyl methacrylate) (crosslined PMMA or
CPMMA), is utilized. These advantages will be explained later in more detail.
The magnetic structures itself are made out of Ni80Fe20 (Permalloy), a proto-
typical material for experiments concerning DWM in different geometries, for
example, rings [83] or stripes [22, 103, 104].
In order to create, move and subsequently annihilate VDWs by the applica-
tion of a magnetic field pulse, the magnetic structures are patterned as stripes
attached at one end to large elliptical pads, and on the other end the stripes
terminate as a tip (see Fig. 3.1). The reason for choosing this design will be ex-
plained now by starting with the consideration of the elliptical nucleation pads.
Nucleation of a DW into a nanostripe can be achieved for instance by the Oer-
sted field of a metallic nanowire traveling perpendicularly across the magnetic
strip [105] or via rectangular nucleation pads [103, 104, 106]. Since striving for
a controlled nucleation and injection of VDWs into a stripe, it has been demon-
strated in both, by experiment and micromagnetic simulations, that elliptical
pads are more suitable [107]. This design has been used successfully in recent
experimental works, e.g. [108] or [22]. Depending on geometric parameters, for
instance, layer thickness and the dimensions of major and minor axis of the el-
lipse, the magnetic groundstate can be a one- or two-vortex state [107, 109, 110].
Attaching the stripe parallel to the major axis to the ellipse enables the nu-
cleating a VDW into the stripe by applying an external magnetic field of the
order of magnitude of a few ten Oersted [107]. Such design even enables the
control of the circulation c of the VDW nucleated [107], which is not necessary
in the actual case because it aims at equal distribution of both chiralities. As
demonstrated in [107], the circulation c of the nucleated VDW is predetermined
by the circulation of the vortex state in the nucleation pad. The dimensions of
the elliptical pad chosen for the samples favors a two vortex state where both
circulations are always present. In this way, the sample design guarantees the
presence of VDWs with both types of circulation in a certain single measurement
which includes serveral stripes in the actual used sample geometry. An equal
distribution of VDWs with both chiralities χ is, averaged over a large number
of single measurements, given by the energetic degeneration of the four ground
states of VDWs in a stripe. Even when possible to predict the circulation of
the VDW, the polarity of the emerging VDW is not controllable; but due to the
fact that all four possible ground states are energetically degenerate, it can be
assumed to have an equal distribution of both chiralities and all four different
configurations of VDWs on average.
However, since the position of the stripe has an influence on the field needed
to nucleate a new VDW into the stripe, it is crucial where exactly the strips are
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attached to the ellipse. Placing the stripe along the symmetry axes of the ellipse
results in very low nucleation fields, which brings along the difficulty that every
field pulse that is applied to move the DW along the stripe, is accompanied by
the nucleation of a new VDW. This is not desired and one way to avoid this is to
lower the symmetry of the sample geometry by offsetting the stripe with respect
to the principal axis of the nucleation pad [107]. The farther the stripe is from
the principal axis, the higher the field becomes for the injection of a new DW.
It is possible by this method to keep separate the field ranges for the DWM and
DW nucleation in the experiments.
After nucleation of the DW and a subsequent motion along the stripe, the
VDW has to be annihilated in the end. For this purpose, the ends of the stripes
are formed as triangular tips. These kind of sample geometries are suitable
for DW annihilation as has been proven by experimental studies [107, 111] and
by micromagnetic simulations [107]. Taking a look at the list of requirements,
almost everything has been fullfilled and discussed with exception that the DW
has to be able to move freely along the stripe.
In order to ensure this finesse experimentally, a tremendous optimization
effort has to be done for the samples. For example, aiming to determine the
damping parameter α via DWM, all external influences have to be avoided as
good as possible in order to get close to the intrinsic values. It was proven
in several works that grains and edge roughness can act as pinning sides for
the topological defects (VC, HAVs) the VDW is consisting of. Concerning edge
roughness, basically the HAVs which are located at the edges, are affected. Al-
ready small defects at the edges can affect sensitively the pinning field for the
DW, as it was proven in many experimental [20, 103–105, 108, 112–115] and
simulational studies [20, 103, 114–116] about artificial defects (notches) at stripe
edges. A lot of effort has been taken into sample fabrication to reduce edge
roughness to the lowest possible measure. Double resist methods for electron
beam lithography was utilized in combination with dose test series in order to
find the optimal dose for the lithography process. The double resist, which cre-
ates an undercut in the development process, ensures a clean and smooth lift
off process after thermal evaporation of the stripes. Additionally, the position
of the sample in the evaporation chamber was controlled to avoid misalignment
and evaporate with an oblique angle of incidence which results in defective edges
and flanks.
Further influencing factors known for greatly affecting DWM are grains, im-
purities and surface roughness. This was demonstrated in experimental works
[117], theory and micromagnetic studies [118–124]. In order to ensure an unim-
peded DWM, it is expedient to reduce the effects of later mentioned disturbances
on DWM to the smallest possible measure by an improved sample fabrication
process. Since grains are naturally given by the polycristalline nature of the
used ferromagnetic material (Ni80Fe20), it has to be dealt with. Nevertheless,
one influencing factor which enhances the surface roughness of the stripes can
be canceled out by sample optimization. The ferromagnetic structures are pat-
terned onto the CPW signal line made out of a thick Au layer deposited by
sputtering technique. Such sputter deposited gold surfaces exhibit a large sur-
face roughness. These irregularities are additionally impressed on the Ni80Fe20
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Figure 3.1. (a) Sample design. (b-d) presentation of the measuring principle (details
can be found in the text).
strips. As previously mentioned, an additional layer between the CPW and the
structures on top is required for an electrical decoupling. Utilizing Al2O3, which
is a common material for this type of application, does not solve the problem
regarding the roughness of the stripes. Even depositing more than 100 nm of
Al2O3 as dielectric spacer, the surface roughness is still mediated unchanged by
the Al2O3 layer. However, this task can be solved by changing to a different ma-
terial. The material of choice is crosslinked PMMA (CPMMA), basically a layer
of PMMA resist which is crosslinked by irradiation of a very high electron beam
dose. Coating the sample with PMMA, the resist covering the sample exhibits
an extremely flat surface. Crosslinking the PMMA resist at the desired loca-
tions by electron beam lithography shrinks the thickness of the PMMA, but the
CPMMA retains its flat surface, even when there is a very rough layer present
underneath. These CPMMA layers can be utilized as dielectric spacer [125] and
have already been used e.g. as micromechanical elements [126]. In the actual
case it serves as a perfect seed layer for the stripe/pad geometry.
To avoid impurities in the bulk of the Ni80Fe20 layer itself, the thermal evap-
oration process and the layer stack of the ferromagnetic sample were optimized.
Proceeding to the thermal evaporation process of the layer stack, Cr was evapo-
rated for a few minutes before the actual layer. Cr acts as a getter material for
oxygen which enhances the vacuum in the evaporation chamber, and results in
a better quality of the ferromagnetic layer. Subsequently, a Al/Ni80Fe20/Al tri-
layer is deposited where the thin Al layer underneath and on top of the Ni80Fe20
layer serves as protection from dirt and oxidation. After liftoff, the whole sam-
ple is coated by 90 nm Al2O3 to protect it from oxidation and the immersion
oil used in the wide-field MOKE measurements. Thereby, the layer thickness of
the Al2O3 coating is optimized for a high reflectivity in light with wavelength
λ = 450 nm, which is the wavelength provided by the LED used in experiments
WF-MOKE setup. The dielectric coating was done by atomic layer deposition
(ALD) in a commercially available tool.
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Figure 3.2. Illustration of the basic measurement principle of a setup utilizing the
MOKE for the determination of the magnetization in a sample.
3.2 Superconducting Quantum Interference De-
vice
In order to determine the saturation magnetization Ms of the magnetic layer, a
superconducting quantum interference device (SQUID) is utilized. A SQUID be-
longs to the group of inductive measurement techniques for the determination of
the saturation magnetization and, to be more precise, it is the superconducting
variant of the vibrating sample magnetometer (VSM) [50]. Utilizing a supercon-
ducting ring that contains a weak link like a Josephson junction, it acts like a
very sensitive quantum interferometer [37]. Passing a sample through the ring,
the persistent current induced in the ring is proportional to the magnetization
[37] measured by counting the changing number of magnetic flux quanta via
the Josephson junction [38]. This is a very high sensitive method to measure
magnetic moments up to the order of approximately ≈ 10−12 Am2. The satura-
tion magnetization can be calculated by dividing the total magnetic moment by
the magnetic volume V of the sample [37]. For more details about the working
principles of a SQUID it is referred to the references [37, 38, 50].
3.3 Time-Resolved Kerr Microscopy
To access the Gilbert damping parameter α directly on the patterned magnetic
structures on the sample, time-resolved Kerr microscopy (TR-MOKE) is applied
for the FMR measurements. It should be noted that the information concerning
the TR-MOKE setup is taken from [93, 127]. The TR-MOKE technique en-
ables the performing of a destruction free FMR measurement with high spatial
resolution of about 230 nm, which is convenient when dealing with structures
exhibiting dimensions in the micrometer or nanometer range. Basically, there
are three requirements a measurement setup has to fulfill for being capable to
perform such a measurement:
• Apply an external magnetic field, bipolar tunable over a range of a few 100
mT.
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• Apply a high frequency excitation field in the GHz frequency range.
• A pulsed laser system which can be synchronized with the exciting mi-
crowave field to enable a stroboscopic measurement of the dynamic mag-
netic susceptibility.
Basically, a MOKE setup, not especially a TR-MOKE setup, consists out of
four components:
• Light source, in the actual case of a TR-MOKE a laser.
• Polarizer
• Analyzer
• Detector
As mentioned, a laser serves as light source and provides monochromatic
light. Regarding a pure (not time-resolved) MOKE setup, the laser does not have
to be necessarily pulsed. This light is passing through a polarization filter serving
as polarizer and setting the plane of polarization for the incoming light to a fixed
direction, and it goes onto the magnetic sample, whereby the reflected light gains,
due to the magneto-optical Kerr effect, a rotation of the polarization plane (plus
an ellipticity). The light is guided to a second polarizer; this forward direction is
adjusted in such a way that in the absence of a Kerr rotation the whole intensity
of the reflected laser beam is absorbed and no light can pass through. In other
words, the second polarizer provides the function of an analyzer. At the presence
of a rotation of the polarizaton plane, a particular small amount of the beam
intensity can pass the analyzer and enters a detector. This detector converts the
light signal into an electrical one. However, the setup used in this thesis proves
as a little bit more complicated and complex because a few additional technical
elements are implemented into the measurement setup. This will be explained
in the following.
One of the additional special requirements is the desired high spatial res-
olution. In order to achieve high resolution, the laser light is coupled into a
microscope and focused onto the sample. As light source serves a frequency
doubled Titan Saphire laser (TiSa laser) with a wavelength of λ = 800 nm (out-
put power P = 1 − 2 W) which is pumped by a green Nd.YAG laser (output
power P = 10 W). After frequency doubling by a barium borate crystal (BBO)
light with reduced intensity but a wavelength of λ = 400 nm is obtained. With a
numerical apperture NA = 0.9 given by the microscope itself and a wavelength
of λ = 400 nm, the spatial resolution is obtained as [98]:
λ
2NA = 230 nm
(3.1)
In the advanced measurement setup of the TR-MOKE, the light passes a
telescope (for adjusting the beam width and beam divergence) and a periscope
(redirecting the beam). As described previously, a polarizer is passed by the
beam to set a fixed polarization direction of the incoming light being subsequent
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Figure 3.3. Schematic representation for the basic optical setup of the TR-MOKE
setup. It contains all optical, electronic and mechanical elements of the setup which
are required to achieve the stroboscopic optical measurements of the dynamic magne-
tization.
redirected by a pellicle beam splitter. The sample itself is mounted onto a
piezoelectric sample holder (piezo stage) which enables to adjust the position
of the sample in the setup. The electrical positioning is realized by computer
control, whereby it is possible to control the x-, y- and z-position of the sample
with an accuracy of a few nm. Reflected light coming from the sample passes
again the pellicle beam splitter and enters a Wollaston prism which divides
the light in two perpendicular polarization components. The intensity of both
partial beams is converted into voltages UA and UB by two electronic detectors
A and B. These signals are converted into a sum and a differential signal by
adding up and subtracting both voltages from each other electronically. The
sum signal is given by UA + UB and the corresponding differential signal reads
UA − UB. For the measurements the Wollaston prism is adjusted in such a
manner that UA and UB are equal in the case of absent Kerr rotation. Hence,
the differential signal UA−UB becomes zero. A magnetized sample exhibiting a
perpendicular magnetization component causes a Kerr rotation due to the polar
magneto-optical Kerr effect. In turn, this leads to a finite differential signal that
allows to deduce the Kerr angle and z-component of the magnetization. As it
can be proven very easily, the ratio AKerr between differential and sum signal is
connected to the Kerr angle θK by the relation:
AKerr =
UA − UB
UA + UB
= tan(2θK) (3.2)
Assuming small angles θK, which is indeed a valid assumption since θK is in
the range of 10−3◦, the small-angle approximation can be applied. This approx-
imation enables the replacement of tan(2θK) by 2θK which yields :
100
3.3 Time-Resolved Kerr Microscopy
AKerr =
UA − UB
UA + UB
≈ θK ∝Ms (3.3)
Since the Kerr rotation θK is proportional to Mz, it is possible to have direct
access to the magnetization component in z-direction via the direct proportion-
ality between AKerr and θK. Regarding the Kerr signal AKerr it should be noted
that the measurement of the differential signal UA−UB is basically sufficient, but
including the sum signal UA+UB makes the experimentally determined quantity
AKerr insensitive to small fluctuations of the beam intensity. For sample posi-
tioning, the already mentioned piezo stage is utilized for two different tasks. On
the one hand, the piezo stage is used for scanning the topography of the sample
by measuring the intensity of the reflected laser beam. Since the intensity of
the back coming light is proportional to the topography and the surface texture,
it allows to image the surface. On the other hand, the piezo stage is applied
for the stabilization at a certain point on the sample during the measurement.
In order to do this, light with the wavelength λ = 670 nm is provided by a
LED and is additionally coupled into the beam path. This light is detected by a
digital camera and analyzed via computer. The corresponding stabilization soft-
ware detects contemporaneous deviations from the chosen position and corrects
it via piezo stage instantaneously. An additional light source like the red LED
influences the sum and differential signal detected. This issue can be avoided
by inserting a dichroic mirror into the beam path of the microscope right before
the beam enters the Wollaston prism. A dichroic mirror exhibits a wavelength
dependent reflectivity which allows to decouple the red and blue light. The blue
light is transmitted through the mirror, while the red one is reflected to the side
where it is detected by the digital camera. Up to this stage, the capability of
the described setup is limited to static MOKE measurements with high spatial
resolution (approximately 230 nm). Aiming to determine the dynamic suscepti-
bility, further technical expenditure is required to achieve both, high lateral and
high time resolution. The required components, which have to be implemented
into the experimental setup, will be explained in the following.
In the configuration of the TR-MOKE as used in this work, the polar MOKE
is utilized to detect the magnetization component perpendicular to the surface
of the sample. This implies that the dynamic susceptibility of mz is measured
at fixed times tn. These times tn are given by the period Trf = 1frf of the driving
field, a phase angle Θ and the integer values n and m. For the time tn it yields:
tn = nmTrf + Tϕ = nm
2pi
ω
+ Θ
ω
with 0 < Θ < 2pi (3.4)
The technical limits which need to be fulfilled are naturally given by the type
of measurement itself. Typical FMR measurements are conducted at external
fields in the range of a few tens of mT up to a few T. At this field strength, the
ferromagnetic resonance frequency is matched at frequencies in the GHz regime.
Since the precession frequency of the magnetization is equal to the one of the
exciting rf-field, the rf-field has to be operated in the same frequency range.
Speaking about a sampling of the time dependent magnetization, the probing
pulses have to be much shorter than the period time Trf . These short laser
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Figure 3.4. Schematic representation of the electronic components and their mutual
regulation used in the TR-MOKE setup to achieve phase adjustment and stabilization.
pulses are delivered by a Ti:Sa laser operated in mode locking. It is pulsing with
a repetition rate of fLaser = 80 MHz and pulse widths of TPulse = 200 fs. As
illustrative example, taking a typical excitation frequency frf = 10 GHz,
Trf = 500TPulse (3.5)
is obtained for the ratio between Trf and TPulse. This result clarifies that it is
indeed valid to speak about a sampling of the magnetization at a certain time
tn. Additionally, a factor m = frffLaser = 125 is obtained from the values chosen in
this example. Here, m states that the magnetization is probed every 125 periods
by a laser pulse. Striving to measure the z-component of the magnetization ~M ,
it is important to probe at times when mz reaches its maximum value. This is
technically realized by a synchrolock which is implemented in the setup. The
synchrolock serves as a controller and stabilizer for the phase ϕ between the rf-
signal and the laser pulses. Aiming to achieve such phase control, the synchrolock
has to fulfill two different tasks. It is crucial not solely to control the phase
between rf-signal and laser pulses, but, in addition, to keep the repetition rate of
the laser pulses constant at 80 MHz as well. The repetition rate is measured by a
fast photo diode whose signal is fed into the synchrolock. The synchrolock has an
internal clock which provides a reference signal at a frequency of 10 MHz. In the
event the repetition rate deviates from the desired value, and the length of the
laser resonator is adjusted by the synchrolock via the control of a piezo mirror
in the Ti:Sa laser. The second task, namely the adjustment and stabilization of
the phase, is done in the following manner. The mentioned 10 MHz reference
signal provided by the synchrolock is fed into the rf-generator which provides a
high-frequency signal. Between both devices a line stretcher is interposed which
controls the phase between synchrolock and rf-generator. The phase control is
achieved by the application of a DC voltage to the line stretcher which is supplied
from the synchrolock.
The rf-signal itself is displayed after the transmission through the sample
on an oscilloscope. The oscilloscope itself is triggered by the signal of the fast
photo diode which measures the laser pulses. Determining the actual phase of
the rf-signal with respect to the laser pulses is done digitally by reading out the
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oscilloscope and fitting the signal by a program. If it is necessary, the computer
sends a signal to the line stretcher, and the phase is adjusted. The control of
the phase reaches a very high accuracy. For example, assuming a rf-signal with
frequency of 10 GHz, the precision of the phase is better than 3◦. The Kerr signal
obtained in the MOKE measurements is usually on the order of magnitude of
µV. Such weak signals are very often detected by a lock-in amplifier, which needs
a modulation of the signal, which has to be detected, for the operation. For the
actual measurements, the signal modulation is realized by feeding it through
an additional modulator which switches the original rf-signal on and off in the
kHz range. The modulator itself is triggered by the same signal that was used
for the triggering of the lock-in amplifier. A CPW is used for the excitation of
the magnetization by the rf-signal. It provides a convenient possibility to apply
homogeneous in- and out-of plane fields to magnetic structures. Homogeneous
in and out-of plane fields are accessible by placing the magnetic sample on top
of the signal line or in the gap between signal and ground lines, respectively.
For reasons arising from the way the DWM is measured, the magnetic sam-
ples are structured on top of the signal line, which sets the experiments naturally
to the usage of the in-plane field for the rf-excitation of the magnetization. The
properties of the CPW, e.g. impedance and conductivity, are determined by cer-
tain key numbers. These key parameters are the geometric dimensions (width of
the signal line and width of the gap between signal and ground line), the material
the CPW is made of (Au) and the dielectric constant of the substrate (GaAs).
These parameters can be put in commercially available simulation tools, for ex-
ample, TXLINE, which has been used in this work to match the impedance to
50 Ω. The magnetic field strength originating from an applied electrical current
can be calculated by applying Biot-Savart law. This is done by dividing the
cross section of the signal line in infinitesimally small areas dA, where a corre-
sponding infinitesimal current dI is flowing through. This infinitesimal current
gives rise to an infinitesimal magnetic field dB in the distance r. The complete
field created by the signal line is obtained by integrating over the contributions
of all dA. For the calculation of the in-plane field on top of the signal line, it is
sufficient to regard solely the current carried by the signal line. Speaking about
the field in the gap between signal and ground line, it is something completely
different. For this case the contributions of both, ground and signal line, have
to be regarded. The infinitesimal field dB created by dI is given by [36, 38]:
dB(r) = µ02pi
1
r
dI (3.6)
Replacing dI by jdA and a subsequent integration yields an analytical ex-
pression for the in-plane-field, which can be found in Sec. A4. Here, a constant
current density j was assumed, which is a justified approximation for rf-signal
in the low GHz range. For higher excitation frequencies the skin effect, which
causes an inhomogeneous current density distribution over the cross section of
the signal and ground lines, has to be included. Additionally, it should be men-
tioned that this formula is valid for the calculation of the magnetic field created
by the short time field pulses in the DWM measurements. For conducting FMR
measurements, an external static magnetic field is required. This is provided
by an electromagnet. The sample is placed in the gap between the pole pieces,
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whereby the field is measured by a Hall probe attached to one of the pole pieces.
In order to ensure that the field measured by the Hall probe is the same as given
at the position of the sample itself, the field is calibrated with 2,2-diphenyl-1-
picrylhydrazyl (DPPH). DPPH is a free radical whose g-factor is very precisely
known and given by gDPPH = 2, 0036. The method utilized for the calibration is
electron parametric resonance (EPR) [38] and very closely related to the method
of FMR. The calibration is done in the following way: A sample of DPPH is
placed on top of a waveguide at the very same position where the sample will be
placed later. At a fixed excitation frequency, the external field is swept, and the
losses of the transmitted microwave power are measured. The line shape can be
fitted by the formula [38]
Br,ESR =
2
gDPPH
me
e
2pif → ωr,ESR = gDPPH2
e
me
B (3.7)
and the calculated resonance field is compared with the field measured by
the Hall probe. Conducting this measurement for different excitation frequencies
enables the calibration of the field of the Hall probe very accurately. For more
information about the working principle of a TR-MOKE setup, it is referred to
[93].
3.4 Full-Film Ferromagnetic Resonance
The full-film FMR characterization of the magnetic layer under consideration
was done with a conventional FMR setup. Such a setup is very similar to the
FMR setup described in Sec. 3.3 and relies on the same basic measurement
principle. The requirements for FMR and the technical realization are the same.
An external field is created by an electromagnet, whereby the sample holder is
placed inbetween the pole pieces and a Hall probe detects the applied magnetic
field. Differences arise in the measurement of the FMR. The sample, in the
concerning case a large (5 mm × 5 mm) piece of GaAs substrate with one side
fully coated by the magnetic layer (Al/Ni80Fe20/Al), is glued face down to the
waveguide. A rf-signal is applied to the waveguide, causing the rf-excitation of
the magnetization. Contradicting to the measurement method of TR-MOKE,
the magnetization component is not directly accessed. Instead, the absorbtion
of microwave power by the exctited ferromagnetic resonance in the sample is
detected. The transmitted microwave power is converted by a Schottky diode
into an electrical signal which is very weak and a lock-in amplifier is applied to
measure this signal. For the detection of the signal by the lock-in amplifier a
signal modulation is neccessary. In the specific realization of the utilized FMR
setup this has been done by the attachment of small modulation coils to the pole
pieces. These modulation coils create a weak AC magnetic field of magnitude
< 1 mT and frequencies in the Hz upto kHz range. This field superimposes with
the rf-signal, enabeling the detection by the lock-in amplifier. For further details
about this measurement aparatus it is refered to the references [93, 94].
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Figure 3.5. The upper row of the pictures depicts the generation of the live Kerr
image while the lower part of this figure explains the optical measurement process in
general.
3.5 Wide-Field Kerr Microscopy
For the detection of the DWM, a Wide-Field MOKE (WF-MOKE) has been
utilized for the detection of the DW shift due to an external applied field. In the
realization of the WF-MOKE as it has been used in this thesis2 [128], it relies
on the longitudinal MOKE. Basically, it consists out of the same basic optical
elements (light source, analyzer, polarizer, detector) as the TR-MOKE setup. In
this paragraph the optical setup of the WF-MOKE is explained in a first step,
proceeding to the devices involved for the automatized application of short time
bibolar field pulses to the sample. All information regarding the optical setup
of a WF-MOKE are taken from [50]. As previously mentioned, the WF-MOKE
applies the same basic measurement principle as the TR-MOKE. A solid state
diode serves as light source providing blue light with wavelength of λ = 450
nm and optical output power P = 2 W. A polarizer fixes the polarization of
the light coming from the LED to a fixed direction, and the light is reflected
to the sample by a mirror. Before hitting the sample, the light travels through
the objective that focuses the radiation onto the sample. Here, an objective
with magnification of 100 × and numerical aperture of N = 1.25 has been used.
Objectives exhibiting a numerical aperture higher than 1 require an immersion
oil between sample and objective, which enhances the spatial resolution of the
microscope. In the case under consideration (λ = 450 nm, N = 1.25), it yields
a spatial resolution down to 225 nm. Light being reflected from the sample
gains a rotation of the polarization plane and an additional elliptizity due to
the longitudinal MOKE. This light travels again through the objective lens and
passes a second polarizator serving as analyzer for the light.
As for the TR-MOKE setup, analyzer and polarizer are adjusted in that way
that only light, which has undergone a Kerr rotation, will pass the analyzer by a
certain propotion. Behind the analyzer a digital camera is placed which captures
the light coming from the sample. The camera is additionally connected to a
2 I like to thank Benedikt Boehm who worked on the topic of VDW motion for his master
thesis and built up the WF-MOKE setup.
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computer where the image is displayed. Since the longitudinal Kerr effect utilized
for the WF-MOKE measurement is fairly weak, additional technical effort has
to be done. Adjusting the microscope to the longitudinal geometry and optimal
Kerr contrast, an aperture is inserted in the optical path between the LED and
the polarizer. In order to explain why an aperture is helpful in achieving this, lets
consider the back focal plane of the objective. Assuming analyzer and polarizer
are optimal adjusted for light coming straight from the LED and not with some
incident angle (this geometric situation corresponds to measurements using the
polar MOKE), the diffraction image in the back focal plane looks like shown in
Fig. 3.5. The zone of maximal extinction is cross-like-shaped in k-space (k-space
corresponds to the image in the back focal plane) and by inserting an aperture,
it is possible to cut out certain k-vectors for the measurement. The longitudinal
MOKE geometry can be adjusted by closing the aperture almost completely
and by moving the aperture off center. Doing this, the only light coming from
the LED with an incident angle is hitting the sample, and the microscope can
be adjusted to the longitudinal MOKE geometry. Furthermore, the aperture is
helpful to enhance the Kerr contrast of the microscope. For best Kerr contrast
the illumination path should neither be too large or too small. Large illumination
paths lead to losses in contrast due to high background intensity of the reflected
light. Small apertures can cause disturbing diffraction images at edges. Thus,
the aperture can help to adjust it to optimal conditions. It should be mentioned
that it is very important that the diaphragm is effectively uniform for the whole
field of observation. Being not the case, it leads to a nonuniform Kerr contrast or,
in the worst scenario, even to a contrast inversion in the observed image. Aiming
to avoid this, an extra adjustable lens is inserted into the beam path between
diaphragm and polarizer. This lens enables it to place the optical position of
the aperture, which should not be confused with the physical one, into the back
focal plane; in this way a homogeneous contrast over the whole observation field
is ensured. Negative affects on the Kerr contrast also arise from the ellipticity
gained by the light due to the Kerr effect. This ellipticity can be removed by
inserting a λ4 -plate right before the analyzator. The sample itself is mounted on a
stage that can be adjusted in all lateral directions for choosing the measurement
area (x- and y-direction) and focus on the magnetic structures (z-direction).
Very close besides the sample, two small ring magnets are mounted to generate
alternating magnetic fields in order to optimize the imaging contrast.
For the creation of the short-time electrical field pulses, a pulse generator
providing field pulses with a maximal pulse duration of 100 ns and different
attenuations is applied. The maximum output voltage is 45 V (corresponding
to 0 dB attenuation) and it is possible to apply bibolar voltage pulses (switch
between positive and negative voltage). Striving for reliable statistic values in
the measurements, a large number of single measurements are necessary, which
can only be managed by automatization. For this aim the pulse generator was
modified and an additional attenuator, controllable by computer, was built. In
the setup used in this work, the pulse generator is operated at full output voltage
supplying solely the bipolar voltage pulses in the ns range. The attenuation it-
self is managed by the electronically controllable attenuator which is interposed
between pulse generator and the sample itself. An oscilloscope is arranged after
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the sample to record the transmitted voltage pulses. With this setup it is pos-
sible to move DWs and capture optically their displacement. The Kerr contrast
pictures taken are digitally contrast-enhanced and saved on the hard drive of the
computer. For a detailed explanation of the measurement sequence and the way
the pictures are obtained, it is referred to the following section (Sec. 3.6).
3.6 Evaluation of Measurement Data
In Fig. 3.6 the generation of the live Kerr image and the general measurement
principle is illustrated. The upper row in the graphic explains the basic idea
behind the digital contrast enhancement for the creation of the Kerr contrast
picture. The wide-field MOKE used in the measurements utilizes the longitu-
dinal configuration of the magneto-optical Kerr effect for detection of the con-
figuration of the magnetic domains in the stripes. The change in intensity due
to the change of the magnetic state in the sample is fairly weak compared to
the total intensity of the picture. To visualize the change, digital contrast en-
hancement, which works in two steps, is utilized. First, a picture is taken which
serves as a reference or background image. As next step the live image is taken
with a constant frame rate by the digital camera and the background image is
subtracted continuously. In this case, no field pulse is applied, no change in the
magnetic state occurs and the picture appears gray. Applying a field pulse and
shifting the domains, a shift (equal to the change of the magnetic state in the
sample) is seen as black or white stripes. Additionally, the camera software offers
the possibility to average over a certain amount of pictures and to use digital
contrast enhancement before saving the pictures.
The general measurement sequence, which is done for every new measure-
ment, is shown in the middle and lower part of Fig. 3.6. Before every new
measurement (which means taking a picture), new domains are initialized to en-
sure an equal distribution for all four possible configurations of VDWs each time.
In the first step the stripes are saturated completely in one direction by a strong
field pulse with a magnitude of µ0H ≈ 11 mT (Fig. 3.6(a)). Subsequently, the di-
rection of the applied field is reversed by reversing the current direction through
the CPW. New domains are nucleated with a field magnitude µ0H ≈ 5− 9 mT
and a pulse duration tp which is the same time range as used in the measure-
ment itself (Fig. 3.6(b)). In the next step the measurement is performed. The
field magnitude is changed to the value at which the measurement should be
conducted (µ0H > 1 mT) while the field direction remains the same. After this
a new background image is recorded and the field pulse is applied. The picture
is digitally enhanced as explained before and the picture is saved. In the last two
steps a strong field pulse with µ0H ≈ 11 mT (Fig. 3.6(d)) saturates the stripes
completely in one direction, and after reversing the field direction, the stripes are
saturated in the opposite direction (Fig. 3.6(d)). This magnetic configuration is
the starting point for a new measurement. Recorded displacements, which are
visible in the saved pictures (Fig. 3.6(c)), are evaluated digitally. The evaluation
of an amount of pictures in the range of N ≈ 5000 for each measurement at a
certain field provides sufficient statistics about the displacement distribution.
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Figure 3.6. The sketch depicts the general way how the optical measurement of
DWM is conducted. The upper row illustrates the digital image substraction, which
results in the differential image. The middle line clarifies the five different steps which
are required to obtain one measurement. The lower row gives an example for the digital
displacement evaluation which results after a sufficient number of measurements in a
reliable statistics.
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3.7 Evaluation of Simulation Data
The evaluation and processing of data obtained from micromagnetic simulation
was performed in the programming language Python. A self-written program3
converted the original data which is provided by the simulation tool MUMAX3
as file format ".ovf" into arrays, making the further data processing easier. The
processing of the raw data or the calculation of derivated quantities is a task
which reduces, in principle, to slicing and dicing arrays or calculating the time
and spatial derivatives of the magnetization. Derivatives with respect to time
and spatial coordinates are calculated via the numerical method of a five-point
stencil, which is a common way to determine derivatives of functions on a grid.
Fig. 31 presents a schematic representation of how the time derivative d~m(t)/dt
was calculated by using a five-point stencil (upper part of Fig. 31). Based on
this result the gyrofield hgyro and Zeeman energy Egyro,z were calculated.
3 I like to thank Johannes Stigloher for writing and sharing the ovf-converter which is the
basis for further evaluation of simulation data.
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Figure 3.7. In this diagram a schematic representation is given how the time deriva-
tive of ~m(t) was calculated by using a five-point stencil. Based on this method, hgyro
and EZee,z were computed, respectively.
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Experimental Results and Simulations
In Ch. 4 the experimental and stimulational results are presented. In Sec. 4.1
the outcomes of the sample characterization are presented. They are important
for checking the quality of the sample and for applying the gained material
parameters as input parameters for the simulations. Carrying on to Sec. 4.2,
a new chirality-dependent effect on the VDW is evidenced experimentally and
explained by both, analytical calculations and micromagnetic simulations.
4.1 Sample Characterization
In this section the experimental results of the sample characterization are pre-
sented. Starting with the results of the saturation magnetization Ms found
in SQUID measurements (Sec. 4.1.1) it is proceeded to the FMR characteri-
zation. Values for the gyromagnetic ratio γ0 and Gilbert damping constant α
were extracted from the experimental data obtained in full-film (Sec. 4.1.2) and
TR-MOKE FMR (Sec. 4.1.3) measurements. Characterization from the point of
view of DWM was done in to different ways: On the one hand, the depinning
probabilities of VDWs for stripes with w = 450 nm and w = 880 nm were taken
(Sec. 4.1.4). In Sec. 4.1.5 the v-H-curve for VDWs in 880-nm-wide stripes is
measured, which enables the determination of the low field mobility µLF and the
critical field µ0Hc.
4.1.1 Superconducting Quantum Interference Device Mea-
surements: Determining the Saturation Magnetiza-
tion
The magnetic layer Al/Ni80Fe20/Al deposited by thermal evaporation exhibits a
saturation magnetization µ0Ms of
µ0Ms = (0.917± 0.053)T ± 5.78% (4.1)
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where the error comes mainly from the uncertainties in the volume V of the
sample. For the error estimation, a uncertainty of 0.1 mm is assumed for both,
the length and width of the 5×5 mm2 GaAs piece where the Ni80Fe20 is deposited.
Concerning the Ni80Fe20 layer thickness, an error of 1 nm is assumed. This ob-
tained result is in very good agreement with literature values [38], and the value
of µ0Ms = 0.92T is used for the material parameter Ms in the micromagnetic
simulations. The measurements have been taken by SQUID magnetometry4 (see
Sec. 3.2) measured with a piece of the full film sample produced together with
the main sample.
4.1.2 Full-Film Ferromagnetic Resonance Measurements:
Determining the Magnetic Damping Parameter
In order to check the quality of the magnetic layer and determine the Gilbert
damping parameter α, which is needed as parameter for the micromagnetic simu-
lations and analytical calculations, full film FMR measurements5 are performed.
Basically, three parameters can be extracted from the FMR results. The Kittel
formula (in the full film geometry) contains γ0 and Ms as free parameter, while
from the slope of the linewidth in dependence of the exciting rf-field the pa-
rameter α can be extracted. However, leaving the saturation magnetization and
γ0 free, leads to inaccurate results. It is common to determine the saturation
magnetization Ms by SQUID measurements and fix the parameter Ms to this
value. Using the value µ0Ms = 0.917 T found in the SQUID measurement and
fitting the resonance field H0 in dependence of the exciting rf-field, it is obtained
by using Eq. (2.305)
γ0 = (194.83± 0.12) · 109 1Ts ± 0.06% (4.2)
as result for γ0. Expressing this result in GHzT (dividing γ0 by 2pi), it results
in:
γ0
2pi = (31.01± 0.02)
GHz
T ± 0.06% (4.3)
It should be mentioned that the obtained small errors for γ0 and the resulting
quantities ( γ02pi , α) are the pure mathematical errors emerging from the fitting.
The real value for the error has to be set larger because from a physical point
of view, the fitting function Eq. (2.304) is depending strongly on two physical
quantities; those values are not exactly known. On the one hand Eq. (2.304)
depends on the value of the demagnetizing factor Ny which is, in general, spatial
inhomogeneous. In this work the analytic expression given in [129] is used for
the estimation of the demagnetizing factors, which is an average of the value of
the demagnetizing factor over the corresponding spatial direction of the stripe.
Since the demagnetizing factors are functions of the spatial dimensions, the
uncertainties of the values of length, width and thickness enters the calculation
as well. On the other hand, other kinds of anisotropies are not included. Even
4 I want to thank Helmut Körner for conducting the SQUID measurement.
5 I want to thank Robert Islinger and Markus Härtinger for conducting the full-film FMR
measurements.
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Figure 4.1. Results for the full film FMR measurement of the magnetic layers used
in the DW experiments. In diagram (a) the resonance field H0 in dependence of the
exciting rf-field is plotted. From this slope the constant γ0 can be extracted by fitting
the experimental data with Eq. (2.305), the Kittel-fit. Graphic (b) displays the full
width at half maximum ∆H of the fitted Lorentzian lineshape in dependence of the
frequency. The linear slope yields the magnetic damping parameter α via Eq. (2.314).
a small in-plane anisotropy causes strong changes of the determined value of
γ0. For the calculation of α based on Eq. (2.314) the linear slope of the full
width at half maximum ∆H in dependence of f needs to be determined. The
experimental data yield a slope of
m = µ0∆H
f
= (1.98± 0.01) · 10−4 TGHz ± 0.51% (4.4)
or in Ts:
m = µ0∆H2pif =
µ0∆H
ω
= (0.325± 0.002) · 10−4 Ts ± 0.62% (4.5)
Using γ0 and the linear slope m, the Gilbert damping parameter α is calcu-
lated as
α = 0.00614± 0.00003 ± 0, 49% , (4.6)
stating a good quality of the sample.
4.1.3 Ferromagnetic Resonance Measurements with Time-
Resolved Kerr Microscopy: Determining the Mag-
netic Damping Parameter
To check whether the magnetic layers have changed during the structuration
process or not, spatially resolved TR-MOKE measurements on different parts
of the sample are performed. Determination of the material parameters γ0 and
α have been done on the ellipse part and on the stripe part of the magnetic
structure on the sample where the DWM measurement is taken place. The
results for the ellipse are displayed in Fig. 4.2. Since the thickness t of the
magnetic layer is small compared to the lateral dimensions of the ellipse, it can
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Figure 4.2. Results for TR-MOKE FMR measurement on the ellipse part of the
structured sample used in the DW experiments. In diagram (a) the resonance field H0
in dependence of the exciting rf-field is plotted. From this slope the constant γ0 can
be extracted by fitting the experimental data with Eq. (2.305), the Kittel-fit. Graphic
(b) displays the full width at half maximum ∆H of the fitted Lorentzian lineshape in
dependence of the frequency. The linear slope allows one to calculate the magnetic
damping parameter α via Eq. (2.314).
be regarded approximately as full-film measurement (in the case no additional
modes are present). Hence, Eq. (2.305) can be applied to fit the resonance field
in dependence on the frequency of the exciting rf-field. As before, the value for
the saturation magnetization is fixed to the value Ms to µ0Ms = 0.917 T in both
cases.
For γ0 it yields
γ0 = (197.67± 0.56) · 109 1Ts ± 0.28% (4.7)
or expressed in GHzT :
γ0
2pi = (31.46± 0.09)
GHz
T ± 0.29% (4.8)
The slope resulting from fitting linearly the full width at half maximum ∆H
of the resonance curve yields
m = µ0∆H
f
= (2.03± 0.32) · 10−4 TGHz ± 15.76% (4.9)
and by performing the usual conversion to GHzT by dividing through 2pi
m = µ0∆H2pif =
µ0∆H
ω
= (0.323± 0.051) · 10−4 Ts ± 15.79% (4.10)
is obtained. Using the results for γ0, the slope calculates
α = 0.0064± 0.0010 ± 15, 63% , (4.11)
for the Gilbert damping parameter α on the ellipse part. It should be men-
tioned that the bigger scattering of the values for ∆H originates from the fact
that in the ellipse part more modes are present in the resonance spectra. This
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Figure 4.3. Results for TR-MOKE FMR measurement on the stripe part of the
structurized sample used in the DW experiments. In diagram (a) the resonance field
H0 in dependence of the exciting rf-field is plotted. From this slope the constant γ0 can
be extracted by fitting the experimental data with Eq. (2.304), the Kittel-fit. Graphic
(b) displays the full width at half maximum ∆H of the fitted Lorentzian lineshape in
dependence of the frequency. The linear slope allows one to calculate the magnetic
damping parameter α via Eq. (2.314).
requires a fitting with multiple Lorentzian lineshapes6 making the results more
inaccurate. This multiple peak fitting is a nontrivial task and was carried out
and described, for example, in [22] to investigate differences in the determined
values for the Gilbert damping parameter α found with two different measure-
ment methods, namely TR-MOKE and DWM.
Proceeding to the TR-MOKE results taken on the stripe part of the magnetic
structures, it has to be mentioned that in this case the assumption of a full film
measurement is not valid any longer. Here, Eq. (2.304) has to be applied for
the approximation of the experimental data for the resonance field. In order to
apply this formula, the required demagnetization factors are calculated with the
analytical formula given in [129]. Approximating the stripes as a rectangle with
spatial dimensions of 35 µm in length (x-direction), 880 nm wide (z-direction)
and 20 nm thick (z-direction), yields Nx = 0.0009, Ny = 0.0331 and Nz = 0.9610.
As before, γ0 and the slope m is determined and α is calculated. The results for
γ0 are
γ0 = (187.08± 0.85) · 109 1Ts ± 0.45% (4.12)
and by conversion:
γ0
2pi = (29.78± 0.14)
GHz
T ± 0.47% (4.13)
The slope results by linear fitting of the experimental data in
m = µ0∆H
f
= (1.87± 0.18) · 10−4 TGHz ± 9.63% (4.14)
or again by converting to Ts
6 I want to thank Hans Bauer and Martin Decker for programming and improving a program
which enables the FMR data to fit with multiple Lorentzian lineshapes.
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m = µ0∆H2pif =
µ0∆H
ω
= (0.298± 0.028) · 10−4 Ts ± 9.40% (4.15)
which leads to a value of
α = 0.0056± 0.0005 ± 8, 93% , (4.16)
for the Gilbert damping constant α on the stripe part of the magnetic struc-
tures. Summing up the results, equal values for the magnetic damping and
slightly differing values for γ0 are found. The scattering values for γ0 can be
addressed to the lack of data points at low excitation frequencies on the stripe
and ellipse part. The value of γ0 is mostly given by the curvature of the fitting
function at low frequencies.
4.1.4 Depinning Probabilities in the Relevant Field Range
and the Depinning Field
For the characterization of the fabricated stripes where the DWM measurements
are performed, the pinning probabilities are measured in dependence of the ex-
ternal field µ0H on stripes with width w = 450 nm and w = 880 nm. This is
important to estimate the effect and influence of the pinning field, which can
have hindering effects on DWM. The experimental results are shown in Fig. 4.4.
Assuming the underlying pinning field HP to be normal distributed, the data of
the depinning probability Pdepin is approximated with the cumulative distribu-
tion function [130]
Pdepin = 0.5A (1 + erf(H)) (4.17)
where erf(H) is the error-function
erf(H) = 2√
pi
H∫
H′=0
e−τ2dτ (4.18)
containing the parameter τ = 1√2σP (H
′ − HP) [40, 130]. Here, HP is the
average value of the pinning field and σP its full width at half maximum which
is equal to the error of the parameter HP. For the errors of the experimental
data the calculated uncertainties of the external field (see Sec. A4) are used and
an error of ±2% in Pdepin is assumed. Fitting the data with fixed parameter
A = 100, one yields for stripes with w = 450 nm
µ0HP = (1.52± 0.08) mT (±5.26%)
µ0σP = (0.32± 0.05) mT (±15.63%)
(4.19)
and for w = 880 nm
µ0HP = (0.91± 0.05) mT (±5.50%)
µ0σP = (0.17± 0.01) mT (±5.88%)
(4.20)
as result. Considering the depinning probabilities Pdepin with respect to the
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Figure 4.4. Depinning probability for DW in stripes with width w = 450 nm (a) and
w = 880 nm (b). The dashed green line marks the average value of the corresponding
pinning field HP. In diagram (b) the dashed blue line indicates the critical field
Hc where the Walker breakdown occurs. The critical field Hc is below the value of
Hc = (0.74 ± 0.07) mT for stripes with w = 880 nm. Based on the knowledge that
the critical field for stripes with w = 450 nm is smaller and comparing it with the
corresponding depinning probabilities at small stripes indicates that measurements in
the linear regime are not possible. As a result, the exact value for the Walker field on
small stripes cannot be measured.
critical field Hc (see Sec. 4.1.5), it is found for w = 880 nm that below Hc in
the linear mobility regime the depinning probabilities Pdepin are smaller than
20%. This is sufficient enough for measuring the DWM in the linear regime, but
indicates that the pinning potential has an influence on the overall motion of the
DW. As proven, for example, by experimental [22] and numerical studies [120],
pinning and disorder can lead to an enhanced effective damping αeff for DWM.
In contradiction to this, µ0H = 1.0 mT at external fields obtain a value below
5% for Pdepin for stripes with w = 450 nm. For narrower stripes the critical field
decreases, which indicates that Hc is below 7.4 mT, and measurements of the
linear motion on stripes with w = 450 nm is not possible on this sample. The
decreasing of the critical field Hc at smaller strip width w can be understood
by considering the analytic expression for Hc (see Eq. (2.243)) and by inserting
the explicit expressions for all parameters. Furthermore, the obtained results
allow one to rule out the effects of pinning for the main measurements done in
this thesis. The main experimental results (see Fig. 4.8) were obtained in the
external fields of µ0H = 1.5 mT. In this field strength the VDWs in stripes with
w = 880 nm are fully depinned and can move freely along the stripe. Moving
freely means that at field values of µ0H = 1.5 mT the underlying energetic
landscape seen by the VDW and caused by grains or defects can be neglected,
and the motion of the VDWs is expected to be uniformly.
4.1.5 Low-Field Mobility and the Walker Field
The second characterization of the fabricated stripes concerns the low-field mo-
bility µLF as well as the value of the critical field Hc. Two goals are pursued
by this characterization. On one hand, the low field mobility µLF will be used
as input parameter for the analytical model, and on the other hand, quality of
117
Chapter 4: Experimental Results and Simulations
Figure 4.5. DW velocity for stripes with width w = 880 nm in the linear regime
(steady-state motion) and above the critical field Hc. The bold line represents the
linear fit in the steady-state regime, and its slope is identical with the low field DW
mobility µLF. The blue and green dashed lines mark the critical field Hc and the
average value of the pinning field HP, respectively. As mentioned in Sec. 4.1.4, the
linear regime is below the average value of the pinning field. This indicates that when
fields are below the critical field, the DWM is hindered by the pinning due to grains
and impurities.
the sample will be checked by comparing the results to other experimental and
theoretical works. For this aim the displacements in dependence of the pulse
time for a fixed external field is measured and fitted linearly. Doing this for
different fields, it yields the DW velocity. As result the Walker field Hc is found
to be
µ0Hc = (0.74± 0.07) mT (±9.46%) (4.21)
while fitting the velocity in below Hc linearly, the value
µLF = (730.7± 43.3) · 103 mTs (±5.93%) (4.22)
for the low field mobility µLF is obtained. Knowing both quantities is impor-
tant due to the following reasons: Hc marks the border where the linear motion
breaks down and an oscillatory motion of the VC sets in. Above the Walker field,
it is expected to observe chirality-dependent effects. The value of the low field
mobility is used to express ΓXX solely by experimentally accessible quantities
(ΓXX = QµLF = 2µ0wtMsµLF), as mentioned above. This allows one to use as
much as possible experimental data as a parameter in the analytical model. The
linear fit of the DW velocity in the linear regime yields the intersection with the
y-axis (or V-axis, respectively) additionally:
V0 = (−343.5± 29.1) ms (±8.47%) (4.23)
Overall, the values found for the critical field Hc, the critical velocity Vc as
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well as the low field mobility µLF are in good agreement with other results found
in experimental [17, 22, 80] as well as in theoretical [45] works.
4.2 Chirality-Dependent Vortex Domain Wall
Dynamics and the Double Reversal Process
In this section a chirality-dependent effect occurring for VDWs in fields above
µ0Hc is evidenced and elucidated. Starting in Sec. 4.2.1 with the introduc-
tion to the topic, it will be proceeded to an analytical approach of the problem
(Sec. 4.2.2). Furthermore, it is tackled additionally by micromagnetic simula-
tions (Sec. 4.2.3). Experimental evidence for this effect is given in the subsequent
Sec. 4.2.4. It is found that the chirality-dependent effect is associated with a fast
double reversal process (DRP) of the VC polarity p occurring for one specific
chirality. This DRP is approached by different ways, descriptive (Sec. 4.2.5),
as well as from the point of view of trace, energy and potential (Sec. 4.2.6 and
4.2.7). Effects of the spin wave package (SWP) originating from the V/AV an-
nihilation are considered in Sec. 4.2.8. Investigations of the DRP in the frame
of Zeeman energy originating from the gyrofield (Sec. 4.2.9) are leading to an
effective potential for the VC and dip region (Sec. 4.2.10). In a last step the
effects of the HAVs on the DRP are considered in Sec. 4.2.11 and the chapter is
closed by the conclusion in Sec. 4.2.12.
4.2.1 Introduction
Magnetic vorticies are well-defined magnetization distributions which consist of
an in-plane structure curling around an out-of-plane center named vortex core
(VC) [74]. These objects have been extensively studied and play a major role in
the dynamics of two kinds of magnetic prototypes: magnetic elements in the flux-
closed state and magnetic racetracks with vortex domain walls (VDW); both are
envisioned as promising alternatives for information technologies. One of pre-
dominant aspects of VC dynamics is its polarity reversal which has been mostly
investigated in magnetic elements in the flux closed state and has been found
related to a critical VC velocity [131–133]. On the other hand, in magnetic race-
tracks, magnetic VDWs are characterized by the magnetic global charge (head-
to-head or tail-to-tail) and a set of magnetic substructures among which a vortex
core has a center position (Fig. 2.4). A noticeable feature of their dynamics is
the definition of the Walker breakdown (WB). The WB is connected to a critical
field Hc (Walker field) beyond which the wall continuously changes configuration
due to inability of the system to counteract the driving force (Fig. 4.9(a) and
Fig. 4.5). In the case of VDWs, this constant transformation is mostly operated
by nucleation and transversal displacements of the VC [85, 134]. Two scenarios
are actually possible, either the initial VC collides with the edge of the nanotrack
before reaching its critical velocity or, on the other hand, the VC can reach the
critical velocity before being annihilated at the edges for strong driving force or
wide enough stripes. In the latter case, the reversal process is similar to the one
of a VC core in the magnetic vortex ground state of a disk or square, namely
the creation of vortex-antivortex pair (V/AV-pair) as soon as the dynamic dip
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reaches a polarity opposite to the original VC [131] (see Sec. 2.3.1). This hap-
pens at a critical velocity which is about 300 m/s for Ni80Fe20 [135]. In this
section it will be evidenced that VC reversal can depend on the chirality of the
VDW which leads to substantial differences in displacements just above the WB.
One outcome of this study is the possibility to determine the chirality of a VDW
by analyzing its total displacement. A similar result has been found in a recent
study [136], where Y-shaped racetracks where utilized to sort VDWs by their
chirality.
4.2.2 Chirality Dependent Vortex Domain Wall Dynam-
ics: An Analytical Approach
Regarding a sole VC in a flux closed state, its dynamics in the approximation
of the steady motion is perfectly modeled by Thiele’s analytical approach [34].
Within this approach the magnetization configuration of the VC is described
only by two spatial coordinates representing the position of the VC (X,Y) and
two integers: the polarity p and circulation c. Furthermore, it has also been
theoretically demonstrated that the dynamics of a VDW can be fairly well re-
produced by this collective coordinates approach [45, 47]. In this model, it has
been noticed that due to the missing mirror symmetry in a stripe with a VDW
state, the motion of a VDW depends on its chirality χ = c · p. This behavior
has also been reported in micromagnetic simulations for DW motion above the
WB [123]. In this case the VC collides with the edge of the stripe and reverses
its polarity which is equivalent to a monotone precession of the generalized wall
angle [137]. The velocity with which it collides depends on the chirality [45]. In
the following, the concept of a VC reaching the critical velocity Vc and the col-
lective coordinate approach (CCA) for DW motion are combined. The equation
of motion for the position of the VC is [34, 70]:
Fi − Γij ξ˙j + pGij ξ˙j = 0 (4.24)
where Fi represents restoring and driving forces; the symmetric matrix Γij
describes viscous friction and G is the prefactor for the 2×2 antisymmetric tensor
ij. ξ = (X, Y ) are the coordinates of the VC. When considering only forces
constant in time, the forces Fi without disorder are invariant under translations
along the direction of the stripe axis X. It arises directly from the equation of
motion for X and Y given in Ref. [45] that the VC velocity V =
√
X˙21 + Y˙ 22 is no
longer a function of X, and it is directly linked to the transverse displacement
Y , i.e. V = V (Y ). Assuming that the critical field Hc and the critical velocity
Vc is the same for both chiralities, a critical transverse displacement Ycrit that is
different for the two chiralities is found (see Eq. (2.244)).
Ycrit = (cg − p)GVc
k
(4.25)
This formula was derived in detail in Sec. 2.3.3.2. Here, g is a small correction
factor, and k characterizes the restoring force acting on the VC (see Sec. 2.3.2.4
and 2.3.2.5).
In Fig. 4.6 the different behavior for both chiralities concerning the critical
transverse displacement Ycrit with respect to w, the external field magnitude
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Figure 4.6. All three diagrams displayed in this figure are calculated on the basis
of the model presented in Ref. [45]. (a) The critical transverse DW displacement
Ycrit(w, p, c) is plotted for different stripe widths w for all four possible configurations
of a VDW. (b) In the case of a 880 nm wide stripe Yeq(tp, p, c) (tp →∞ ns and tp =15
ns) in dependence of the external field µ0H is computed. (c) Phase diagram that
shows the type of DW motion that occurs for different combination of pulse time tp
and applied field µ0H.
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H and pulse time tp is shown. Fig. 4.6(a) displays the critical transverse DW
displacement Ycrit(w, p, c) for w in the range between 200 nm and 1000 nm for
all four possible configurations of a VDW (blue indicates chirality χ = 1, red
χ = −1). The bold black lines indicate the upper and lower edges of the stripe,
while the dashed black line shows the effective stripe width weff due to the small
but finite size of the VC and the half antivortex (HAV) (VC radius rcore ≈
10 nm). Basically, the critical deflection out of the equilibrium position lies
outside of the stripe for VDWs with χ = −1 and inside for χ = 1 for all w.
This indicates that VDWs with χ = 1 always reverse the polarity of their VC
freely within the stripe independent of w. However, it is known that in narrow
stripes all chiralities undergo a classical WB due to the collision of the VC
with the HAV at one side of the stripe. To include this into the model, the
mentioned effective stripe width weff = w − 4rcore (minus 2rcore at each edge)
is introduced. Such kind of effective stripe width weff was used in [45] as well.
Exceeding weff is enough to lead to a classic WB by colliding with the edge of
the stripe. In addition, weff is setting a critical width wc. For widths larger
than wc ≈ 560 nm, VDWs with chirality χ = 1 reach the critical velocity Vc
and Ycrit, respectively, before colliding with the HAV at the edge of the stripe.
In Fig. 4.6(b) Yeq(tp, p, c) (see Eq. (2.244)-(2.247)) is shown for two different
pulse times (tp → ∞ ns and tp =15 ns) in dependence of µ0H for a 880 nm
wide stripe. The horizontal black lines in the diagram mark again the upper and
lower edge of the stripe and the critical transverse displacements Ycrit(p, c) which
are necessary to reach the critical velocity Vc. Again, blue and red lines indicate
combinations of the polarity p and circulation c which result in chirality χ = 1
and χ = −1, respectively. Additionally, the transverse equilibrium position in
dependence of µ0H is plotted for all four possible configurations of the VDW for
two different pulse times tp. The intersection points (red and blue stars) between
Ycrit(p, c) and Yeq(tp, p, c) yield the critical field µ0Hc(tp) (dashed vertical line and
black stars) which has to be applied for a certain pulse time to reach Vc. From
the model it results that the critical fields are equal for both chiralities. A
remarkable difference in µ0Hc(tp) for both chiralities results from the fact that
VDWs with χ = −1 are not able to leave the stripe and reach Ycrit(p, c). While
VDWs with χ = 1 always reach the critical transverse displacement which lies
within the stripe; Ycrit(p, c) is restricted by the edge of the stripe at ±w/2. This
results in different critical fields for both chiralities. The difference between both
critical fields increases with decreasing pulse time. From Fig. 4.6(b) it becomes
clear that the critical field µ0Hc which is necessary to reach Ycrit(p, c, tp) depends
strongly on the pulse time tp and, in addition, on the chirality. Based on this
result it is already possible to assume that different critical fields should lead to
slightly different DW displacements in wide stripes (w > wc) when a magnetic
field is applied which exceeds the critical field for a certain pulse time. To
clarify the time dependence of µ0Hc for the two chiralties, a phase diagram is
shown in Fig. 4.6(c) to depict the type of DW motion which occurs for different
combination of pulse time tp and µ0H in a 880 nm wide stripe. Green and
yellow areas mark the regions of steady-state DW motion. In the yellow ones
steady-state motion only occurs for a certain pulse time below a critical field
µ0Hc(tp) indicated by the blue and red line for chirality χ = 1 and χ = −1,
respectively. In the orange area Ycrit is reached and the WB and the associated
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Figure 4.7. (a) Trajectories for VDWs with χ = 1 (blue) and χ = −1 (red) under
the action of an applied field with magnitude µ0H = 15 mT and pulse time tp = 20
ns. (b) Trajectories for VDWs with χ = 1 (blue) in detail. (c) Trajectories for VDWs
with χ = 1 (red).
polarity reversals of the VC occur. All three charts show that there is a significant
difference of the VDW dynamics between VDWs with chirality χ = 1 and χ = −1
concerning critical transverse displacement, equilibrium position, critical fields
and pulse time that arises for widths larger than wc. The same behavior for
both chiralities is expected on stripes more narrow than this critical width. So
far it has been found from the analytical model that different critical transverse
displacements for both chiralities hold. This implies that two different polarity
reversal mechanisms are involved for VDWs with χ = 1 and χ = −1. While
VDWs with χ = 1 reverse their polarity freely in wide stripes, VC of VDWs with
χ = −1 always collide with one HAV and get re-injected into the stripe with
opposite polarity. These two different realizations of polarity reversal in wide
stripes causing different behavior of the VC dynamics on a microscopic scale as
for example the build up of the dip region and the creation of a vortex- anti-
vortex pair which is involved in a free polarity reversal for VDWs with χ = 1.
These effects are not included in this simple model. In the following, micro-
magnetic simulations are used to investigate the influence of these effects on the
VDW dynamics.
4.2.3 Chirality Dependent Vortex Domain Wall Dynam-
ics: Micromagnetic Simulations
Mumax3 [67] is used to simulate Ni80Fe20 stripes of 20 nm thickness with 450 nm
and 880 nm width under the action of a field pulse that exceeds the WB field. The
material parameters used to model Ni80Fe20 are: Saturation magnetizationMs =
7.3 · 105 A/m with a spatial random variation of 5% to model disorder, Gilbert
damping parameter α = 0.006, exchange stiffness constant Aex = 1.3 ·10−11 J/m
and the stripe width was divided into 220 cells. To include disorder, due to
grains, Voronoi tessellation already implemented in mumax3 is used. The grain
size is chosen to be 20 nm and Ms is varied by ±10% to mimic different heights.
For a realistic simulation Aex is reduced by 10% at the grain boundaries in order
to decouple single grains from each other slightly. Two important facts, which
result from the measurement technique (see Sec. 3.5), have to be taken into
account in the simulations to enable a better comparison to the experimental
data. First, there is a limitation to measure only effective displacements due to
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the applied field pulse and the subsequent relaxation of the VC after the end of
the field pulse. Thus, a sufficiently long relaxation time tr has to be included
into the simulations to enable the VC to relax to its equilibrium position in
the middle of the stripe. Second, the measurements are based on statistics.
To gain statistics for a certain combination of H and tp, every simulation is
repeated ten times for all 4 VDW configurations (p = ±1, c = ±1). If grains
are included, a different seed for the Voronoi tessellation is set for each new run.
Simulations without disorder corroborate the expected behavior: a classic WB
for both chiralities in narrow (w=450 nm) stripes (Fig. 4.8(a2,a3)). In wide
stripes (w= 880 nm) a VC polarity reversal appears, due to a classic WB, at the
edge of the stripe for VDWs with χ = −1 (Fig. 4.7 and Fig. 4.8(b3,c3)), and a free
reversal process accompanied by spin wave (SW) emission for DWs with χ = 1
(Fig. 4.7 and Fig. 4.8(b2,c2)) occur. In addition, the simulations show a new and
unexpected feature in the dynamics of the polarity reversal for VDWs with χ = 1
in wide stripes that was observed in other micromagnetic simulations as well, for
instance, in Ref. [138] and closely investigated in Ref. [139]. After the first and
expected polarity reversal, the VDW changes its chirality from χ = 1 to χ = −1
and starts moving backwards due to the changed sign of the gyrotropic force
(Fig. 4.7(a,b)). Shortly after this polarity reversal, the DW switches its polarity
again and changes the chirality back to χ = 1. This second and unexpected
reversal process is accompanied by SW emission as well, and the DW starts again
to move to the edge of the stripe until the DW reaches the critical transverse
displacement and a new double reversal process occurs (Fig. 4.7). In the following
it will be referred to it as fast double reversal process (DRP). From simulations
it was determined that the time between these two fast polarity reversals is
shorter than 0.2 ns. VDWs with χ = 1 exhibit an oscillatory motion near the
edge of the stripe and, thus, maintain a higher average velocity in X-direction
than DWs with χ = −1 that undergo a classic WB. As a consequence, two
different displacements for DWs with different chirality have to be expected.
Only the emission of SWs causes a small deviation in the displacements for
VDWs with χ = 1 and two sharp different displacement distributions Fig. 4.7(b)
should be detectable. Including disorder as explained above, it yields basically
the same behavior as before, but the deviations between the different traces and
displacements become much larger than before (Fig. 4.8(a2-c3)). In addition,
there is a certain probability with every fast double reversal for the oscillating
VC to be kicked out of the fast periodic polarity reversal. Repeated simulations
for the same chirality χ = 1 with different grains show that it depends on the seed
chosen for a specific run of the simulations, whether the second polarity reversal
appears or not. In other words, local disorder due to grains at the position where
the second reversal would occur can prevent the VC from switching back from
χ = −1 to χ = 1, so it can be denoted as a grain induced effect. This means
that, in this case, the VC with initial chirality χ = 1 does not switch back
and stays in the χ = −1 configuration. The VC moves backwards, crosses the
equilibrium position in the middle of the stripe, and moves towards the opposite
side (Fig. 4.8(b2,c2,c3)). In contrast to the prediction derived from the simple
model where only one path for each chirality is possible, due to the grain induced
effect, VDWs with chirality χ = 1 which undergo n possibly fast polarity reversals
for a certain combination of H and tp can move on n + 1 paths. This has a
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significant influence on the displacement distribution. At a driving field of µ0H =
1.5 mT and pulse time tp = 28.8 ns, vortices with χ = −1 and those with χ = 1,
which are kicked out from the oscillations, form one peak at low displacements,
while vortices with χ = 1, which continue the oscillations till the field pulse is
turned off, result in a second peak at higher displacements (Fig. 4.8(b2,b3)). The
situation changes for longer pulse durations. Applying a field pulse µ0H = 1.5
mT with tp = 39.4 ns changes the situation concerning VDWs with χ = −1
(Fig. 4.8(c1,c2,c3)). While VDWs with χ = 1 oscillate close to the edge of the
stripe and can be kicked out of the oscillations as described before (Fig. 4.8(c2)),
tp is now long enough that VDWs with initial χ = −1 can also get into the
oscillating state (Fig. 4.8(c3)). The longer pulse length allows the VDWs with
χ = −1 to switch to χ = 1 crossing the stripe while moving backwards and
start to oscillate at the opposite edge. Those DWs which are kicked out during
the first reversals form now a peak at low displacements, while those which stay
in the oscillations (or kicked out during one of the later reversals) till the field
pulse is turned off result in a peak at higher displacement. DWs with initial
χ = 1 form a broad peak in the histogram between the previously described
ones (Fig. 4.6(c2,c3)).
4.2.4 Chirality Dependent Vortex Domain Wall Dynam-
ics: Experimental Data
In order to verify this effect experimentally, the relative displacement of VDWs
driven by field pulses of varying duration tp in the nanosecond range and varying
magnitude on narrow (w=450 nm) and wide (w=880 nm) stripes are measured.
The pulse time tp is the same as chosen in the simulations. It has to be men-
tioned that the rise and fall times for the voltage pulses provided by the pulse
generator are smaller than 0.5 ns. This is negligible compared to tp and so it can
regarded as a rectangular voltage pulse. This relative displacement caused by the
applied field pulse which corresponds to the shift of the VC itself is detected by
wide-field magneto-optical Kerr microscopy (wide-field MOKE). The histograms
obtained in the measurements are shown in Fig. 4.8(a1-c1). While Fig. 4.8(a1)
exhibits only a clear single Gaussian distribution for the displacements along
the stripe, Fig. 4.8(b1) and Fig. 4.8(c1) taken on 880 nm wide stripes show two
and three distributions, respectively. For a comparison between experiment and
simulations, the average displacement of the simulated displacements are plotted
as stars above the histograms in Fig. 4.8(a1-c1). In Fig. 4.8(a1) the black star
is the average of both chiralities, while the red and blue stars in Fig. 4.8(b1) are
the average displacement of both chiralities. It is possible that one should take
in Fig. 4.8(b2) the average displacement of these DWs with χ = 1 which are
kicked out of the oscillations and the ones which stay in the oscillatory behavior
till the end of the field pulse separately. In this case the average displacement
of VDWs with χ = −1 Fig. 4.8(b3) and these with χ = 1 Fig. 4.8(b2) lie close
together and form the higher peak in Fig. 4.8(b1) at lower displacements. In
Fig. 4.8(c1) the blue star is the average over VDWs with χ = 1 Fig. 4.8(c2), and
the two red stars are the average over those with χ = −1 which are kicked out of
the oscillation and the ones which stay in this behavior till the end of the applied
field separately. Due to a almost-twice-as-long pulse time tp as in Fig. 4.8(b1),
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Figure 4.8. (a1-c1) Histograms of displacement measurements taken on narrow and
wide stripes at µ0H = 15 mT and different tp. While (a1) shows only a clear single
Gaussian distribution for the displacements along the stripe, (b1) and (c1) taken on
880 nm wide stripes show two and three distributions, respectively. (a2-c2) and (a3-
c3) display the trajectories of VDWs with χ = 1 (blue) and χ = −1 (red) respectively
under the action of an applied external magnetic field. The trajectories have been
extracted from the micromagnetic simulations where the field magnitude and the pulse
times were the same as in (a1-c1).
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Figure 4.9. (a) Sketch of the DW displacement in dependence of the applied external
field. The red curves displays the behavior for narrow stripes (w = 450 nm), while
the black one depicts broad stripes (w = 880 nm). The stars mark the obtained
histograms plotted in Fig. 4.8 and Fig. 4.9. (b) Histogram obtained on broad stripes
(w = 880 nm) at µ0H = 0.65 mT and pulse time tp = 60 ns. The displacement show
one single distribution indicating the same behavior for both chiralities at fields below
Hc on broad stripes.
the peaks formed by the lower displacements in Fig. 4.8(c3) and those at higher
displacements can be clearly separated. Furthermore, it has to be emphasized
that the measurements were carried out on different stripes with the same width.
In order to check that these multiple peaks are not there due to differences in
the magnetic properties of the stripes, a look was taken at histograms obtained
on every single stripe separately. Each histogram shows the same multiple peak
structure as shown in Fig. 4.8(a1-c1).
4.2.5 Double Reversal Process: A Descriptive Approach
In order to understand the oscillatory behavior of the VDWs with chirality χ = 1,
a close look was taken at the reversal process (RP) in detail. For this aim
micromagnetic simulations were performed with the same material parameters
mentioned above but without grains. The initial VDW configuration was set to
p = 1 and c = 1. The time steps where the magnetization is evaluated is chosen
to be ∆t = 2.5 · 10−12 s. These very short time steps are necessary to capture
the magnetization dynamics during the RP from polarity p = 1 to p = −1 and
back again which happens on the nanosecond time scale. In Fig. 4.10 snapshots
for the z-component of the magnetization (mz) are plotted at key moments for
the double reversal process (DRP) of the VC core. The pictures show a close up
of the region around the VC with an edge length of 400 nm each, wherein the
lower one of each snapshot is equal to the lower stripe edge. Here a gray scale
was used to represent the orientation of mz. Black indicates areas where mz is
negative (pointing into the plane) and white ones where mz is positive (pointing
out of the plane). The starting point of each fast DR is shown in Fig. 4.10(a).
It is equal to the one of a RP for VCs in a nanodiscs where the reversal and
the WB is caused by the deformation of the VC due to the gyrofield [21]. Being
deflected out of equilibrium in the middle of the stripe, the VC increases its
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Figure 4.10. Snapshots at important time steps for the fast DRP of the VC core.
The pictures show the z-component of the magnetization (mz).
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velocity and the gyrofield, a field that is caused by the dynamic magnetization,
deforms the VC, and a dip region where mz is pointing in opposite direction
compared to the VC is formed close to the initial position of the VC. It has to
be emphasized at this point that this dip region is bigger than the dip observed in
simulations with VCs in nanodiscs [85]. This remarkable difference appears due
to the special structure of the VDW itself. Within a VDW two "domain walls"
(Neél type walls) exist between the connection lines of the VC and the HAVs.
The magnetization at these internal DWs exhibit stronger spatial gradients than
the pure curling magnetization around the VC in a nanodisc. This creates an
additional strong gyrofield which superimposes with the gyrofield caused by the
VC itself. Approaching the stripe edge the VC increases its velocity until it
reaches the critical velocity Vc that is directly related with the critical deflection
out of equilibrium Ycrit. At this point, the dip region is well established. Overall,
the magnetic texture consisting of the initial VC and the dip region can be
regarded as a hybridization of VCs with polarity p = 1 and p = −1. Reaching
Ycrit it becomes energetically more favorable for the dip region to split up into
a V and an antivortex (AV) with polarity p = −1 (Fig. 4.10(b)). The V with
p = −1 is now the new VC of the VDW and it starts to move to the middle
of the stripe due to the reversed gyrotropic force (not to be confused with the
gyrofield) whose direction depends on the polarity. Because the topological
charge of the DW in total has to be conserved, the AV is going to annihilate
with the initial VC. This annihilation process starts with an anticlockwise spiral
motion around each other as it can be seen in Fig. 4.10(c). This spiral motion
continues and forms a spiral-like SW package (SWP) which propagates along any
in-plane direction away from the annihilation point (Fig. 4.10(c-f)) and releases
the energy that was stored previously in the magnetic texture of VC and AV.
Shortly after the formation of the SWP, the first half-cycle (HC) of the SWP hits
the VC Fig. 4.10(d) immediately followed by the second one Fig. 4.10(e). Here,
during the first HC, mz of the SWP points along the same direction as mz of the
VC, while in the second onemz is aligned anti-parallel to the VC. Approximately
0.04 ns after the annihilation process, the SPW hits the lower edge of the stripe
and becomes reflected which is depicted in Fig. 4.10(f). Furthermore, it appears
that shortly after the VC was hit by the SWP, the first and the second HC of
the SPW seems to be pinned to the left and right side of the VC (Fig. 4.10(e-f)).
At the right side where the second HC seems to be pinned, a new dip region
with opposite polarity as the current VC forms (Fig. 4.10(f)). This dip region
grows while the VC is moving backwards to the middle of the stripe and the
second SWP HC seems to wrap around the VC which is shown by Fig. 4.10(g)
and Fig. 4.10(h). As shown in Fig. 4.10(g), approximately 0.03 ns after the
SWP was reflected at the lower edge of the stripe, the reflected SWP arrives
again at the VC. This immerses the VC in a constant flow of SWP oscillations
(Fig. 4.10(g-h)) wherein the short wavelength components of the SWP reaches
the VC at first and the one with longer wavelength later (Fig. 4.10(g-i). While
traveling backwards to the middle of the stripe, the new dip region has grown
so much that a second polarity reversal (PR) occurs only ≈ 0.14 ns after the
first one. This unexpected PR starts in Fig. 4.10(i) with an splitting of the dip
region into a V/AV-pair with polarity p = 1. As in the fist RP the former VC
with p = −1 annihilates with the AV with p = 1 and the V with polarity p = 1
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becomes the new VC of the VDW. This annihilation process starts this time in
contrast to the first reversal with a clockwise spiral motion of V and AV around
each other. This is shown in snapshot Fig. 4.10(j). Another remarkable difference
which is caused by the reversed (compared to the first reversal) rotation sense
of V and AV around each other is that the SWP is created closer to the new VC
than in the first reversal. As a consequence the first (Fig. 4.10(j)) and second
HC (Fig. 4.10(k)) of the SWP arrive a little bit earlier at the new VC than in
the first reversal. While the SWP reflected at the edge is still arriving at the
VC, the SWP originating from the second reversal propagates in all directions
away from the annihilation point. The time it takes for the SWP to reach the
lower edge of the stripe is ≈ 0.06 ns (with respect to the second reversal), and
thus, it is ≈ 0.02 ns longer than in the first one. This happens because of
the larger distance of the VC from the lower edge. While the SWP becomes
reflected at the edge, the first HC is wrapping around the new VC and creates
again a dip region with polarity p = −1 (Fig. 4.10(l)). Due to the reversed
polarity of the new VC, the gyrotropic force changes its sign and the VC is now
moving again towards the edge. During this motion the dip region becomes an
extremely long tail, and in addition, the VC is again immersed in a constant
flow of SWP oscillations originating from the second reversal (Fig. 4.10(m-n)).
This long dip region is caused by the second SWP HC which superimposes with
the internal Neèl type wall between the VC and HAV at the upper edge of the
stripe. Surprisingly, this does not lead to another fast RP but to an approach
of the VC to its critical transverse displacement Ycrit until it reaches again the
critical velocity Vc. During this approach to Ycrit the long dip region vanishes
(Fig. 4.10(o)) and the usual dip region solely remains (see snapshot Fig. 4.10(a)).
From the description of one fast DRP different questions arise. In the following
sections it has to be explained why after the expected first reversal no second one
occurs and what the physical mechanism behind this behavior is. Furthermore,
it has to be clarified whether the second reversal is related to the SWP and, in
addition, why no fast third one occurs.
4.2.6 Double Reversal Process: Basic Considerations for
Trace, Energy and Potential
In order to answer these questions the dynamics of the DRP from the ener-
getic point of view is investigated. In Fig. 4.11 the trajecory (Fig. 4.11(a)), the
total energy of the system ETot,DW (Fig. 4.11(b)) and the resulting potential
(Fig. 4.11(c)) for the first three DRPs in the simulations is plotted. Fig. 4.11(d)
- 4.11(f) shows the same potential as plotted in Fig. 4.11(c), but with the de-
tailed energetic consideration for the first (d), second (e) and third (f) DRP,
respectively. Please note: This is the same simulation run from where the first
DRP was taken to depict the DRP in general (Fig. 4.10). For this very basic
consideration of the DW dynamics within the DRP it will be focused on ETot,DW
because the general internal structure of the DW is expected to be unchanged
during the DRP. Under this assumption it can be expected that the observed
change in ETot,DW is caused by the dynamics of the VC itself. This is the im-
portant part for the considerations. For details of the evaluation of ETot,DW see
Sec. A6.
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Figure 4.11. The diagrams displays the trajectories (a), the total energy of the system
ETot,DW (b) and the resulting potential (c) for the first three DRPs in a simulation
run. All quantities attributed here are labeled by 1 or 2 depending on whether they
refer to the first or second reversal. In addition, a roman number is added in the
subscript for each quantity to assign them to a specific DRP itself. In order to gain
deeper insight into the DRP from a potential point of view, the corresponding energies
are marked for the first (d), second (e) and third (f) DRP. As it becomes clear by this
consideration, the released energy ∆E2 is compressed out of two energy contributions.
A certain amount of energy (red arrow) is the potential energy released during the
second polarity reversal, while a smaller amount is dissipated afterwards during the
motion of the VC to the edges (light blue arrows). This indicates that ∆E1 is not
showing the energy released in the first reversal but being composed out of more energy
contributions as ∆E2 or it comes from a completely different origin.
131
Chapter 4: Experimental Results and Simulations
In Fig. 4.11(a) the trajectory exhibits the same behavior as seen in Fig. 4.7.
The VC moves towards the edge of the stripe, reverses its polarity when reaching
the critical transverse displacement Ycrit1 and moves backwards to the middle of
the stripe. The path described by the VC during the backwards motion shows
no significant motion in X-direction but a straight motion in Y -direction. After
the second PR at Ycrit2 the VC is pushed again to the edge of the stripe, and the
motion exhibits a displacement in X-direction as well. ETot,DW, which contains
contributions from Zeeman energy (Ezee,DW), exchanges energy (Eex,DW) and
demagnetization energy (Edem,DW), is given by1:
ETot,DW = Edem,DW + Eex,DW + Ezee,DW (4.26)
Fig. 4.11(b) shows the time evolution of ETot,DW. Before the first DRP, the
total energy of the DW increases up to a critical value, and a certain energy ∆E1
is released after the first reversal. In the second reversal the system decreases its
total energy again by a certain value ∆E2 until it reaches a minimum in ETot,DW.
After this minimum ETot,DW grows again till the critical value is reached, a
new DR occurs. A close view at the trajectories of the VC in Fig. 4.11(a)
and at the total energy ETot,DW in Fig. 4.11(b) reveals a specific feature of the
dynamic of the fast DRP. As it can be seen, the critical displacements Ycrit1 and
Ycrit2 where first and second reversal occur change with every new DRP. In the
simulations, Ycrit is decreasing continuously within the first three reversals with
Ycrit1 = −350.5 nm (±2.51%) and Ycrit2 = −273 nm (±2.96%) on average. In
the same way the maximum (E1) and minimum (E3) value for ETot,DW before
and after a DRP, respectively, decreases continuously, as well as the energy (E2)
where the second RP appears. While only the first three DRPs of the simulation
are plotted, the simulation runs up to time of 20 ns with eight DRPs occurring
in total. The trajectories and the total energy for this eight DRPs are shown
in Sec. A6. It is remarkable that despite the maximum and minimum value
for ETot,DW changes, the values for the released energy ∆E1 and ∆E2 stays
constant. As a consequence of this the total energy released, ∆E = ∆E1 + ∆E2
is constant. Out of eight DRPs the average energies by ∆E1 = 2.01 · 10−18 J
(±8.46%), ∆E2 = 3.15 ·10−18 J (±5.71%) and ∆E = 5.16 ·10−18 J (±5.81%) are
obtained. For a better understanding of the physical process the total potential
(Fig. 4.11(c)) is additionally investigated by plotting ETot,DW in dependence of
the transversal displacement Y . From Fig. 4.11(c) it becomes clear that the VC
describes an oscillatory motion in the potential. This bounded motion shows
also the decreasing trend by shifting the potential to lower energies and lower
transversal displacements within the first three DRPs.
Additionally, important quantities like critical transverse displacements (Ycrit1,
Ycrit2) and energies (∆E1, ∆E2) shown in Fig. 4.11(a) and Fig. 4.11(b) are
marked for the first, second and third DRP in Fig. 4.11(d) - 4.11(f). Consider-
ing the second reversal (R2) and its associated released energy ∆E2, it can be
seen in this representation that ∆E2 is composed out of two energies. These
two energies are marked in red and light blue in Fig. 4.11(d) - 4.11(f), whereas
the red one is the potential energy released directly during R2, and the light
blue one is the contribution to ∆E2 which is dissipated while the VC is already
moving again towards the lower edge of the stripe. This indicates that ∆E1 does
not show the energy released in the first reversal, but it is composed out of more
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Figure 4.12. For refined investigation of the DRP and the involved energies, the DW
is divided into subsystems as depicted in this sketch. These regions are naturally given
by the internal DW structure itself. Defining for rectangular regions, one stretching
over the total DW, one over a small region around the VC and two around the HAVs,
one for each HAV at the upper and lower edge of the stripe, respectively. For the exact
size of the chosen regions see Appendix A7. The associated energies are named by
Ei,DW, Ei,VC, Ei,HAV1 and Ei,HAV2 where the x in the subscript stands for the specific
energy that is considered. For example, the x can stand for the total energy or a
single contribution, like Zeeman, exchange or demagnetization energy. Subtracting
the energies ETot,VC, ETot,HAV1 and ETot,HAV2 from ETot,DW reveals the quadratic
potential EPot; the VC is moving in transversal direction (see Fig. 4.13).
energy contributions like ∆E2 or it comes from a completely different origin.
Especially Fig. 4.11(d) - 4.11(f) made clear that the consideration of ETot,DW is
a good starting point for the investigation of the fast DRP, but not fully suitable
and insufficient to understand the underlying physical mechanism. The tasks
remaining now are to find out why the critical transverse displacements and en-
ergies are changing from one to another fast DRP and, in addition, what the
contributions are to ∆E1 and ∆E2.
4.2.7 Double Reversal Process: A Detailed Discussion for
Trace, Energy and Potential
In order to gain deeper insight, the VDW is divided into subsystems as shown in
Fig. 4.12. These subsystems are naturally given by the internal structure of the
VDW itself. Four rectangular regions are defined: One stretches over the total
DW, one over a small region around the VC and two around the HAVs where each
of them is for one HAV at the upper and lower edge of the stripe, respectively.
For the exact size of these areas see Appendix A7. The associated energies are
named by Ei,DW, Ei,VC, Ei,HAV1 and Ei,HAV2 where the x in the subscript stands
for the specific energy that is considered,
for example, the total energy or single contributions like Zeeman, exchange
or demagnetization energy. Being interested in the dynamics of the VC itself,
the contributions to the VC dynamics coming from the HAVs will be regarded
for now as second order effects. In the following, the potential energy EPot of
the VC is defined as the total energy of the DW minus the total energy of all
subsystems. To avoid confusion, it has to be pointed out that speaking about
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potential means the energy in dependence of the y-coordinate of the VC. EPot
is given by1
EPot = ETot,DW − ETot,VC − ETot,HAV1 − ETot,HAV2 (4.27)
and plotted in Fig. 4.13. EPot reveals a parabolic potential with a linear
proportion which can be fitted by the function1
EPot = k2,Pot · Y 2 + k1,Pot · Y + k0,Pot (4.28)
yielding for the parameter:
k2,Pot = (4.45575± 0.00535) · 10−5 Jm2 (±0.12%)
k1,Pot = (−2.04593± 0.00102) · 10−12 Jm (±0.49%)
k0,Pot = (1.03697± 0.00031) · 10−17 J (±0.03%)
(4.29)
This general shape of the potential in which the VC is moving can be pre-
dicted from relative simple analytic models as shown in [45]. The quadratic
part of the potential is, due to the magnetic charges, at the edges of the stripe,
whereas the linear part, which causes the asymmetry of EPot, originates from
the Zeeman barrier of the curling magnetization in the DW (see Fig. 2.5 and
Sec. 2.3.2.4). The energy within the area of the VC ETot,VC has a slight lin-
ear dependence with respect to the transverse displacement and is shown in the
lower part of Fig. 4.13. Because of the potential energy of the VC, the energy
in the VC area can be fitted by a linear function given by1
ETot,VC = k1,VC · Y + k0,VC (4.30)
which yields for the parameters:
k1,VC = (1.12471± 0.00023) · 10−13 Jm (±0.02%)
k0,VC = (1.02895± 0.00052) · 10−18 J (±0.05%)
(4.31)
This very small linear part of ETot,VC is like the linear contribution in EPot
caused by the Zeeman barrier which is present in the defined region around the
VC as well. For further considerations, the linear proportion of ETot,VC can be
neglected, and its contributions to EPot regarded as a constant offset as long as
no reversal of the VC occurs. Based on this subdivision, the dynamics of the fast
DRP is investigated in more detail. Due to the decoupling of the energies it is
possible to have a close look at the energies in the VC while the VC is moving in
the potential. In Fig. 4.14 the time dependence of ETot,VC is plotted for the first
three DRPs where now the energies released in the first and second RP appear
as sharp peaks in ETot,VC. As mentioned before, ETot,VC stays at a constant level
(indicated by the red line in Fig. 4.14) until shortly before the first reversal occurs
and the energy in the VC area rises very steeply. After reaching a maximum
value, the energy decreases very fast until the second reversal of the VC occurs
short time later, and ETot,VC rises again. This peak decays also very fast, and
ETot,VC reaches its constant level until another fast DRP happens. Introducing
for the energies released in the both of them reversals new names, ∆E1∗ and
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Figure 4.13. In this figure the potential energy EPot and the energy in the VC region
itself (ETot,VC) is plotted. The energies are calculated upon the devision of the DW
into its substructures as described in the Fig.4.12 and in the Appendix A7. It yields the
expected quadratic behavior for the potential EPot; the VC is moving in transversal
direction. The quadratic part of the potential is due to the magnetic charges at
the edges of the stripe, whereas the linear part, which causes the asymmetry of EPot,
originates from the Zeeman barrier of the curling magnetization in the DW (see Fig. 2.5
and Sec. 2.3.2.4). The energy in the VC area ETot,VC has a slight dependence on the
y-position. This small linear dependence arises from the Zeeman barrier because the
curling magnetic texture is present in the VC area as well. Both curves obtained from
the simulation date are fitted in the case of EPot by Eq. (4.28) and for ETot,VC by
Eq. (4.30)
∆E2∗, respectively, because it is not clear whether the energy differences in
Fig. 4.10(b) of ∆E1 and ∆E2 are the same as in Fig. 4.14 or not.
A remarkable change can be seen in ∆E1∗ and ∆E2∗ for different DRPs
as well. In average it is obtained from eight DRPs: ∆E1∗ = 1.15 · 10−18 J
(±6.96%), ∆E2∗ = 0.88 · 10−18 J (±3.41%) and for the total released energy
∆E1∗ + ∆E2∗ = 2.03 · 10−18 J (±2.96%). From this values, it becomes clear
that there is really a difference between ∆E1∗ and ∆E1. First, the released
energies shown in Fig. 4.14 are investigated in the frame of a VC moving in a
parabolic potential. The consideration for this case is shown as an example for
the first DRP in Fig. 4.14 where the bold black curve is the potential of the VC.
Being interested in the DRP, the considerations concentrate on the sector of the
potential ranging from −240 nm up to −380 nm in deflection out of equilibrium.
Applying an external field, the VC is deflected out of equilibrium, and it moves,
which is considered, from an energetic point of view along the potential line
until it reaches its critical displacement. This critical displacement Ycrit1I for
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Figure 4.14. In this graph the energy in the VC area (ETot,VC) is plotted in depen-
dence of time t for the first three DRPs. The energies released (pink arrows) during
the first and second polarity reversal appear as sharp peaks in ETot,VC. The red line
marks the constant ground level for the energy before and after the DRP. Since it
turns out that the earlier mentioned energies ∆E1 and ∆E2 (see Fig. 4.11) are differ-
ent from the released energies in the VC region, the names ∆E1∗ and ∆E2∗ for the
later mentioned ones are introduced. The values for the energies ∆E1∗ and ∆E2∗ are
listed in Tab. 4.1.
the reversal from polarity p = 1 to p = −1 is marked with the dashed blue
line at −360 nm transverse displacement. As described previously, up to this
point, the VC has been deformed by the gyrofield so much that the VC and the
adjacent dip region can be regarded as a hybridization of an VC with polarity
p = 1 and p = −1. In order to clarify this situation, a sketch was draw for
explanation in Fig. 4.16 where one can see mz of the magnetization in the VC
region. This structure composed out of VC and dip region stretches over a rather
long distance. The distance between VC and dip is labeled as ∆1I and can be
determined by looking at the snapshots formz short before and after the first RP.
This was done in Fig. 4.15(a), and it yields ∆1I = 36 nm by marking the position
of old and new VC. The importance of ∆1I becomes clear when one thinks about
the energy released in the first reversal. During the first reversal, the dip region
splits up into a V/AV-pair and creates a new VC closer to the middle of the
stripe, which means that directly after the up-splitting a VC is obtained which
lies lower in energy. The position of the new VC is marked in Fig. 4.16 by a
black dashed line. The intersections of the blue and black dashed line with the
potential gives now the difference in potential energy which is released during
the first reversal process. Labeling this energy by ∆EPot(Ycrit,∆) which depends
on the critical displacement Ycrit and ∆. It can be calculated from the formula:
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DRP I DRP II DRP III
∆E1∗ 1.22 · 10−18 J 1.27 · 10−18 J 1.30 · 10−18 J
∆E2∗ 0.98 · 10−18 J 0.97 · 10−18 J 0.90 · 10−18 J
Table 4.1. In this table the released energies ∆E1∗ and ∆E2∗ during the first three
DRPs are listed. ∆E1∗ labels the energy released during polarity reversal R1, while
∆E2∗ denotes the energy released during R2. For a graphic depiction of the energies
in the VC region (ETot,VC) it is referred to Fig. 4.14.
Figure 4.15. In order to investigate the released energies during the first and second
polarity reversal, the distances between the initial present VC and the emerging dip
region are measured upon mz. This yields the distance ∆1 for the first and ∆2 for the
second reversal during a certain DRP. Figure (a) and (b) show the distances ∆1I and
∆2II for the DRP I. Please note that each single snapshot shows an area of 160× 160
nm2 indicating the length of the pictures in x-direction which is 160 nm. An exact
lateral position of the VC is not given because it is unimportant for the physical
considerations.
∆EPot(Ycrit,∆) = 2k2,Pot∆ · Ycrit − k2,Pot∆2 + k1,Pot∆ (4.32)
Obtaining for the difference in potential energy ∆EPot1I = 1.28 · 10−18 J
which is equal to the energy ∆E1∗I found in Fig. 4.14. This is a remarkable
result because it states that the energy released in the first reversal process can
be understood fully in the frame of a VC moving in the parabolic potential.
This energy difference is released by the system in the annihilation process of
the previous VC and the created AV, which is, in addition, the starting point
for the creation of a SWP. This SWP propagates in all directions and dissipates
its energy named in Fig. 4.16 as ESWP1I by the well known magnetic damping
mechanism. Proceeding in the description of the DRP, a VC with polarity p =
−1 is present which moves due to the reversed gyrotropic force backwards to
the middle of the stripe. This backwards motion continues until the second
unexpected RP occurs and causes a further decrease in energy of approximately
0.51 · 10−18 J.
At a transverse displacement of −308 nm which determines Ycrit2I, the dip
region has again developed so strong that it becomes more favorable to split
up into V and AV. The basic configuration of the magnetization is shown in the
lower sketch in Fig. 4.16. As for the first reversal, the distance ∆2I is determined
by evaluating the position of the VC short before and after the reversal process,
respectively. The distance now is smaller than ∆1I and determined to ∆2I = 28
nm. These values for Ycrit2I and ∆2I lead to a difference in potential energy
for the second reversal of ∆EPot2I = 0.86 · 10−18 J. Surprisingly, this time the
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Figure 4.16. In this diagram the first DRP is considered on base of a VC which is
moving in a parabolic potential. Sketches (a) and (b) depict the magnetic texture of
mz at the first and second polarity reversal (R1 and R2), respectively. Here, the case
of the first DRP in the simulations is considered. In (c) the parabolic potential (black
line) is plotted with the fitted parameter from the considerations done in Fig. 4.13.
Additionally, the critical transverse displacements Ycrit1 and Ycrit2 are plotted, as well
as the spatial distances ∆1 and ∆2 between dip and VC. It turns out that the released
potential energy ∆EPot1I during R1 is equal to ∆E1∗. As a consequence, this must
be the total energy ESWP1I contained in the appearing SWP. As it can be seen by
considering the second reversal, the energy ∆E2∗ released during R2 is larger than
the potential energy ∆EPot2I. A fact indicates that the difference ∆Ex between both
energies has to be delivered by some additional physical mechanism.
potential energy ∆EPot2I is smaller than the released energy ∆E2∗I found in
Fig. 4.14. For better comparison ∆E2∗I , ∆EPot and the difference ∆EX = 0.12 ·
10−18 J is marked additionally in Fig. 4.16. Now, the considerations arrive at a
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very crucial point in understanding the fast DRP. It has become obvious that
there is more energy involved in the second reversal from p = −1 to p = 1 than
can be delivered by the difference in potential energy. Finding a mechanism that
can deliver the additional energy ∆EX will lead directly to the answer why there
is a second polarity reversal short after the first one.
4.2.8 Double Reversal Process: Influence of the SpinWave
Package
Thinking about a mechanism that could cause the second polarity reversal and
provide the additional energy ∆EX , which is needed, it is obvious to suspect
the SWP, which is caused by the V/AV annihilation of the first reversal. This
strong SWP appearing in the direct vincinity of the created new VC could lead
to some energy transfer from SWP to VC. It was found in simulations that
it is possible to move transverse walls [140] and VDWs [141] by exciting SWs
in a nanostripe. In [141] they determined the excitation spectra for a VDW
where the frequency f for the SWs for most efficient excitation was found in
the range between 10 − 40 GHz. In order to check whether the SWP contains
frequency components in the required range or not, the SWP which reaches the
VC after the first reversal is recorded. In Fig. 4.17(a) the mz in dependence of
time at the position of the VC is shown. For further details how the SWP was
exactly extracted from the simulation data see Sec. A8. As it can be seen, the
VC is reached directly after the creation of the SWP by the first and second
HC which exhibit large amplitudes of mz = −0.4 · Ms and mz = 0.2 · Ms,
respectively. Short time later the VC is reached by the part of the SWP that
has been reflected at the lower edge of the stripe. These oscillations superimpose
with the remains of the already decaying direct excitation out of SWP. These
oscillations which are caused by the reflected parts of the SWP exhibit rather
large amplitudes ranging for |mz| = 0.05 ·Ms up to |mz| = 0.15 ·Ms. Aiming
to estimate whether the first two strong HCs or the subsequent one can excite
the VC, two regions named by SWP 1 and SWP 2 have to be defined. SWP 1
(marked by dashed orange lines in Fig. 4.17) contains the direct excitation due
to the SWP and SWP 2 (indicated by the red dashed line in Fig. 4.17) and the
excitation, due to the continuous flow of SWs reflected at the edge. Performing a
fast Fourier transformation (FFT) for both cutouts yields that both excitations
contain frequency components which are required to excite the VDW. The FFT
for SWP 1 and SWP 2 is plotted in Fig. 4.17(b) and Fig. 4.17(c), respectively.
Marking the important frequency range in both diagrams with a yellow area
underlines the fact that both Fourier spectra contain large frequency amplitudes
in this range. Comparing the amplitudes of the oscillations in the SWP with the
amplitudes used for the simulations in [141] yields that in the actual case the
amplitudes are up to a factor of approximately 12.3 times higher. When these
findings are combined, a preliminary conclusion can be drawn: Most likely, the
mechanism which can lead to the second reversal was found. The question which
remains now is how this SWP excitation influences the VC exactly. For finding
the answer a look has to be taken on the absolute value of the velocity v and
the energy in the VC area ETot,VC in detail during the first DRP. For further
investigation, a novel technique is applied to calculate the velocity by utilizing
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Figure 4.17. The diagrams show the effect of the SWP on the velocity and energy
of the VC. In figure (A) the time evaluation of mz of the SWP at the position of the
VC is plotted. For the evaluation of the SWP please see Appendix A8. The dashed
orange and red lines mark the time range in which the SWP originating in the first
and second reversal process is analyzed by FFT. Red bold lines in (A) mark the time
when the first half cycle of the SWP from R1 and R2 is reaching the VC. The results
of the FFT analysis is presented in figure (B) and (C), whereby an efficient excitation
of the VC by spin waves is possible in the frequency range marked by the light yellow
boxes. In diagrams (D) and (E) the effect of the SWP on the effective velocity v of
the VC (see Appendix A9) and the energy ETot,VC in the VC region is plotted. For
better comparison the dashed and bold lines drawn in (A) are also marked in (D)
and (E), as well as the important time steps of one complete reversal process shown
in Fig. 4.10. The tableau given in Fig. 4.10 is inserted additionally in the actual
figure to facilitate the comparison. It is easy to see that the hitting of the first HC
of the SWP1 and SWP2 has a strong effect on the effective velocity and leads to an
enhancement of the energy in the VC region. However, after the first reversal, the
effective velocity stays high, and the energy in the VC region increases until a second
reversal process appears; after the second one v is undergoing strong oscillations and
the energy ETot,VC decreases.
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the gyrofield. The gyrofield which is caused by every moving magnetic texture
and, e.g., is causal for the formation of the dip region close to the VC, depends
on the time derivative ~˙m. The time derivative can be written (assuming a rigid
magnetic texture) as ~˙m = −~v · ~∇~m. With the expression for the gyrofield ~hgyro
as given in [21] one yields:
~hgyro = −1
γ
∂
∂ ~m
~n · (~m× ~˙m)
1 + ~m · ~n =
1
γ
∂
∂ ~m
~n · (~m× ~v · ~∇~m)
1 + ~m · ~n (4.33)
For further details about the calculation of ~˙m and ~hgyro see Sec. A9. Knowing
all quantities from simulation data, this equation is used to calculate v numer-
ically. The advantage of this method in determining v is that the influence of
an external perturbation (here the SWP) on the rigid magnetization in the VC
can be investigated via the gyrofield. The reason why this method is practi-
cal in determining the velocity caused by the external perturbation can be seen
by considering the expression on the right-hand side in Eq. (4.33). Regarding
a certain magnetic texture immersed in the gyrofield from a perturbation, the
magnetic configuration at this point can react either by changing its velocity v,
the magnetic configuration (expressed by the terms ~m and ~∇~m) or both. Since
focusing on the center of the VC, which is exchange-dominated and for this rea-
son can be regarded as rigid magnetic structure, ~m and ~∇~m are fixed and the
VC can only react on the gyrofield by changing its velocity v 1.
~˙hgyro =
1
γ
∂
∂ ~m
~n · (~m× ~˙v · ~∇~m)
1 + ~m · ~n (4.34)
The results for v are shown in Fig. 4.17(d), displaying v in the time range
from 6.0 ns up to 6.5 ns which is covering the first DRP. Linking these results to
the description of the DRP in Sec. VII, the important time steps presented in
Fig. 4.10 and in Fig. 4.17(d) are labeled additionally. Addressing it to the effect
caused by SWP 1 and SWP 2 the time range where both appear are marked
with dashed lines as in Fig. 4.17(a) as well. Heading towards the first RP from
polarity p = 1 to p = −1, the VC is at a velocity of v = 300ms (a) and then starts
to decrease to a value of approximately v = 150ms (b) where in the snapshots the
splitting of the dip region into V and AV becomes visible. This means that the
new VC with polarity p = −1 is not at rest but at a significant lower velocity
than before. For v a slight increase is determined when the formation of the
SWP (c) happens and an extremely steep increase short time later. At this
point (d) the velocity rises very fast to a level of v = 1000ms and decreases again.
It is remarkable that the velocity, after the striking peak in v, is at the same
level (approximately 300ms ) than short before the first polarity reversal. As it
becomes clear when looking at Fig. 4.10(d) and comparing it in addition with
Fig. 4.17(a) by drawing a bold red line at the time when the strong peak occurs,
the high velocity of the VC is caused by the first HC of the SWP. At this point,
it could be guessed that the value of ≈ 1000ms is simply the velocity of the SWP
which is known to be in the same velocity range and its not the velocity of the
VC. Here, it should be referred to the explanation of the calculation method
again. As previously explained, the fixed magnetization of the VC can only
react on the gyrofield of the first HC of SWP 1 by increasing its velocity to
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the velocity of the SWP. Thus, the VC exhibits a velocity that could, usually,
never be reached by an external applied field for a very short time. What the
effect of this overcritical state from an energetic point of view is will be discussed
subsequently based on Fig. 4.17(e). Proceeding the description of v, the velocity
shows no significant change when the second SWP front is arriving at the VC
(e), and the new dip region with polarity p = 1 starts to grow (f). As soon as
the part of the SWP which has been reflected at the lower edge of the stripe
reaches the VC (equal with SWP 2), the velocity starts to show small oscillations
(g and h). These oscillations coincide with the decrease in v (after h) which is
indicating the second polarity reversal. This time the decrease in velocity is more
pronounced than for the first one (i). The velocity of the new created VC with
polarity p = 1 is about 100 ms after the splitting of the dip region into V and AV.
Again, a steep increase in v can be observed as soon the first HC of the SWP
reaches the VC (j) (marked with the second bold red line). This time the peak
velocity is as half as high (v ≈ 650 ms ) as for the first reversal. After the first
HC passed the VC, v decreases again and reaches a minimum of about 200 ms
shortly after the second HC (k) arrives at the VC. v rises up again slightly, but
it underlays variations and stays below the critical value of v = 300 ms . When
the new dip region establishes (l) and the long dip region emerges, v exhibits a
little bit higher values, but Vc is not reached and a fast, third reversal does not
take place. So far, it has been obtained that the SWP has a strong influence
on the velocity of the VC, and the interaction by SWP and VC seems to be the
key in understanding the fast DRP. The energetical considerations in Fig. 4.16
have shown that more energy is released in the second polarity reversal than can
be provided by the difference in potential energy. To investigate whether the
interaction of the SWP with the VC can provide this additional energy ∆EX or
not, a close look has to be taken at the total energy involved in the first DRP. In
Fig. 4.17(e) the same consideration for the total energy in the VC area ETot,VC
is repeated as it was done in Fig. 4.17(e) for the velocity. A remarkable feature
of the reversal process becomes already clear when comparing the behavior of
ETot,VC and the snapshots (a) and (b) in Fig. 4.10. While approaching Vc (a),
the energy in the VC area increases up to a threshold of ETot,VC = 1.2 · 10−18 J
where, then, a jump in energy occurs. This rise in energy happens due to the
creation of a V/AV-pair. This means that the splitting of the dip region occurs
much earlier than it can be seen in the snapshots (b). This creation of the V/AV-
pair is accompanied by the starting of the decrease in velocity. Subsequent to
the slitting, the V and the AV start to move away from each other what causes
an additional increase in energy. As for the creation of the new V and AV, the
formation of the SWP (c) and its associated release (decrease) of energy can be
seen in ETot,VC much earlier than in Fig. 4.10. The most important feature in
ETot,VC appears when the first HC of the SWP hits the VC. At this moment (d)
where a prominent peak has already been found in v, a large peak in ETot,VC can
be observed in addition. At the moment of highest velocity, the energy is peaking
at ETot,VC ≈ 1.5 · 10−18 J, a value that is usually achieved when a V/AV-pair
is created. For comparison see horizontal dashed gray line in Fig. 4.17(e). This
incorporates the interpretation that the VC finds itself in an overcritical state at
the moment when the first SWP HC is passing by. The second HC appears as
a very small peak in ETot,VC (e) while the energy decreases continuously until a
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minimum is reached, which coincides with the appearance of the new dip region
with p = 1 (f). The fact that even at the minimum of ETot,VC between the two
reversals, the energy is as high as in the state of the VC short before the first
reversal (a) indicates that there was a transfer of energy from the SWP to the
VC. This is supported additionally by the finding that, after the first SWP HC,
the VC moves again with a velocity of approximately Vc. After this minimum,
ETot,VC starts to rise undulatorily as soon as the reflected SWP arrives at the VC
(g and h). ETot,VC increases until the critical value for the V/AV-pair creation
is reached. As in the first reversal, the slitting of the dip region can be seen
in the energy for the VC area earlier than in Fig. 4.10 by a sudden jump in
ETot,VC. This is followed by an additional slight increase in energy that is, due
to the growing distance of the V/AV-pair, between each other. The oscillations
in ETot,VC, which have mentioned before, can be traced even in the steep jump in
energy and the slight increase in ETot,VC after the V/AV-pair creation. When the
dip region starts to split up (i) visibly and forms a SWP, due to the annihilation
process, ETot,VC has already decreased until short time later the first HC of
the SWP hits the new VC with polarity p = 1 (k). Once more a direct link
between the first two HCs of the SWP and increase of the energy in the VC
area is found. Within the first two HCs (k and j) ETot,VC peaks at values which
can only be reached during the V/AV-pair creation process (see again dashed
gray horizontal lines). This maximum in energy corresponds to a maximum
velocity of v ≈ 650ms . For better comparability between the peak in velocity and
energy respectively the position is indicated by a second bold red line. After
the passing-by of the two HCs, ETot,VC decays during the building-up of a new
dip region with p = −1 (l) and the formation of a long dip along the internal
Neèl type wall (m). As proven in the previous consideration of v, ETot,VC stays
after the second reversal below the critical value required for another fast RP.
To draw a preliminary conclusion, it is found that the interaction of the SWP
with the VC sets the VC in an overcritical state which is characterized by an
unusual high velocity and energy which cannot be reached by the applying of an
external field. The finding of a short living overcritical state which leads to an
energy transfer from SWP to VC can be seen by two facts: On the one hand,
after the passing by the first HC of the SWP, the VC stays in a state of high
velocity (v ≈ Vc), and on the other hand, the minimum energy after the first
reversal is as high as short before the first V/AV-pair creation. Unfortunately,
these findings cannot explain the second and unexpected polarity reversal at
all. This can be understood by the argument that although, when there is a
energy transfer into the VC, there is no reason why ETot,VC should increase at
a certain point again while the VC is moving backwards to the middle of the
stripe. Assuming the VC has more energy than one would expect after the
first reversal, it should loose its additional energy by classical magnetic damping
mechanism. Therefore, the decay in ETot,VC after the first reversal should only
by delayed in time and no increase in energy should occur. This argument can
be understood in terms of the quadratic potential. Having a VC with an extra
portion of energy causes simply a shift of the potential higher in energy but does
not change the general shape and thus does not influence the basic dynamics of
the system. Having a VC and the adjacent dip region short time after the first
reversal process, the energy difference between VC and dip should decrease while
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running backwards and no reversal should occur. Based on these arguments a
physical mechanism has to be found that leads to the increase in energy which
is also visible in Fig. 4.10(f-h) by a growing dip region. Based on the described
behavior of ETot,VC, it is reasonable to suspect the reflected parts of the SWP
as reason for the increase in energy because ETot,VC starts to rise as soon as the
oscillations arrive at the VC. On the other hand, simulations for driving fields
higher than 1.5 mT were performed where it is obtained that the second reversal
occurs before the reflected SWP reaches the VC. Hence, the interactions with
the constant flow cannot be the main reason for the second reversal but maybe,
at least, supportive.
4.2.9 Double Reversal Process: Considerations in the
Frame of Gyrofield hgyro and Zeeman Energy Caused
by it
To clarify this picture, a close look is taken on the gyrofield hgyro,z and the
Zeeman energy Egyro,z caused by the field.
In the upper part of Fig. 4.18 the calculated z-component for the gyrofield
hgyro,z has been presented. While the influence of the X and Y components of
hgyro can be neglected, hgyro,z is the driving force for the dynamic processes in
the system. To get an idea how to interpret the snapshots for the gyrofield and
the Zeeman energy caused by it, it is explained as an example for the situation
given in snapshot (a). In (a) the VC is approaching the critical velocity Vc and
one can see at the position where the VC is located a bright and dark spot
which indicates a strong positive (white) and negative (black) gyrofield. In the
region where the dip region with polarity p = −1 forms, a less dark region can
be seen. It passes into the grayish region where the internal Neél type wall is
located and creates its on negative gyrofield. Why this gyrofield is causing an
deformation of the VC or in general can influence the VC dynamics becomes
clear when considering sketch (A) where mz (bold black line) and the gyrofield
hgyro,z (dashed green line) are drawn. Regarding the situation immediately before
the appearance of the first reversal, the initial symmetric VC has deformed into
the remaining part of the VC with p = 1 (positive mz) and the dip region with
p = −1 (negative mz). Taking this as a one-dimensional VC toy model and
neglecting, for now, the dynamic changes caused by hgyro,z, a one dimensional
VC moving with constant velocity v is given. From Eq. (4.33) it can be see that
the shape of hgyro,z is governed by the derivative of m with respect to the spatial
coordinate. The VC area is subdivided into four regions which are determining
regions where the mz and hgyro,z are aligned parallel or antiparallel with respect
to each other. In region 1 and 3 the magnetization and the gyrofield are parallel
to each other (indicated by the black and green arrows in sketch A) which means
that hgyro,z favors the directions of mz in that regions. On the other hand, an
antiparallel alignment of magnetization and field is present in regions 2 and 4.
Here, the gyrofield prefers a change in the orientation of mz which drives, for
example, the creation of the dip region close to the initial VC. The consideration
of the stabilizing and destabilizing action of the gyrofield on the magnetization
can be considered from the energetic point of view as well. From the calculated
gyrofield and the magnetic texture, the Zeeman energy Egyro,z can be obtained
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Figure 4.18. The diagrams show hgyro (top) and Egyro,z (bottom) at important time
steps for the DRP. In addition, an explanation ((A) and (B)) for the result concerning
Egyro,z is given. Because of the available space, only the first nine snapshots of the
important time steps are given in this figure. For the complete series of pictures
covering the full DRP it is referred to Appendix A10.
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from the simulation data with the expression1 [21]:
Egyro,z = −µ0
∫
V
mz · hgyro,zdV (4.35)
The results from this calculation are shown in the lower nine snapshots in
Fig. 4.18. For a better understanding how to interpret the pictures showing
Egyro,z for the key steps in the RP, sketch B is drawn in Fig. 4.18. Sketch B gives,
for example, the situation in snapshot Fig. 4.18(a), and it can be understood
with the considerations done before. In Fig. 4.18(a) a dark and a bright spot
can be seen at the position of the deformed VC. Close to the VC where the
dip region establishes, a small grayish and a long white region are present. The
black and gray regions correspond to negative or zero Zeeman energy while
bright regions mark areas where the gyrofield causes a positive Zeeman energy,
respectively. With this picture it is possible to understand the deforming action
of the gyrofield on the magnetic texture of the VC. In areas where mz and
hgyro,z are aligned parallel, a negative Egyro,z is obtained, which means that the
magnetization is in an energetic favorable state in these regions. Such areas are
region 1 and 3 in sketch Fig. 4.18(B). Everywhere mz is antiparallel, and with
respect to hgyro,z a positive Zeeman energy is found. In these areas (here region
2 and 4 in Fig. 4.18(B)) the magnetization is in an energetical unfavorable state.
This is the energetic point of view why the gyrofield causes a deformation of the
VC. The system wants to minimize its energy in this region and tries to align
mz parallel to hgyro,z. With this knowledge how to calculate and understand the
snapshots for the gyrofield and the Zeeman energy in Fig. 4.18, the key steps
of the fast DRP are revisited. Since being interested in the reason why there
is an increase in ETot,VC short before R2, only the steps up to the point where
the second reversa occurs are presented. The complete series of time steps for
the DRP are shown in Sec. A10. As depicted in Fig. 4.18(a), the fast moving
magnetic texture of the VC causes a strong gyrofield that deforms the structure
of the VC. In time step Fig. 4.18(b) where the slitting of the dip region into
the V/AV-pair appears, at the location of the new VC with p = −1 only a
light white and grayish region can be seen. It indicates a low gyrofield and
thus, a low velocity of the VC. In principle, the same situation is encountered in
Fig. 4.18(c) where strong gyrofields of the forming SWP can be recognized. The
interesting time steps are the subsequent ones where the first and second HC of
the SWP hits the VC. As it can be seen in snapshot Fig. 4.18(d), the gyrofield
which is caused by the first HC of the SWP is negative and so aligned parallel
to the magnetization in the new VC. Interpreting this in terms of energy, the
gyrofield of the first oscillation sets the VC in an energetically favorable state
with negative Egyro,z what can be seen as a black dot at the position of the VC
in the snapshot Fig. 4.18(d) for the Zeeman energy.
To avoid confusion, the first HC of the SWP itself appears as a white half
circle in the pictures for Egyro,z. This is caused by the self-interaction of the
magnetization of the first HC and its own created gyrofield which results here
in high Egyro,z. The effect of this energetically favorable situation is that the
VC wants to stay in that state and it is dragged along with the first HC. This
results in a high velocity which has already been found in Fig. 4.17(d). After the
passing by of the first HC, the VC exhibits a high velocity close to Vc what can
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Figure 4.19. In this figure a qualitative explanation for the appearance of the fast
second RP and the suppressed third one is given. (d1) illustrates the effective potential
Eeff,VC and Eeff,Dip for the VC and the dip region before the second RP. This effective
potential which leads to an increase (∆EX positive) of energy difference between both
(VC and dip region) is caused by the SWP. (d2) gives the basic situation after the
second RP. This time the effective potential which is caused by the SWP created in
the second RP leads to a decrease of energy difference between VC and dip region.
This negative ∆EX hinders the VC from a fast third RP. For a better understanding
of the mechanism, the magnetic texture of mz for both situations is given at three
important time steps. While (a1)-(c1) depicts the situation after R1, (a1)-(c1) clarifies
the situation after R2. (a1) is the situation after the fist reversal which creates a new
VC with polarity p = −1, while (b1) is the magnetic configuration after the hitting
of the first HC of the SWP1. As it can be seen, the hitting of the SW front creates a
slight dip region which will increase later on (c1) due to the energy transfer from the
spiraling SWP into the magnetic texture of the VC and dip region. As can be seen in
(d1), the energy transfer can be understood by an effective potential for VC and dip
region, which is created by the gyrofield hgyro,z and delivers the extra amount ∆EX
of energy needed for a second fast polarity reversal (∆EX > 0). After R2 a new VC
with polarity p = 1 is present as depicted in (c2). Please note that the time evolution
in the case of R1 is given from (a1)-(c1), while for R2 it is given by (c2)-(a2). This
is also indicated by the green arrows giving the direction of the motion of the VC.
After the hitting of the first HC of SWP2, a small dip region is created (b2), but
here it is not enhance due to the effective field created by the SWP2. hgyro,z favorites
energetically the magnetic texture of the VC and not as before the dip region creating
∆EX < 0. (a2) shows a large dip region as present before another reversal process.
But this situation is not due to any effect of the second SWP. After R2, the SPW
decays, the effective potential vanishes and both, VC as well as dip region, are moving
in the same potential. The new large dip and third reversal is, then, created by the
usual self-created gyrofield of the VC itself.
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be seen in the pictures Fig. 4.18(e-h) for hgyro,z and especially Egyro,z where at
the position of the VC a bright white and black dot appear close together. The
discussion has arrived, now, at a very crucial point in the consideration which
will lead to the understanding of the increase in ETot,VC short before the second
PR. So far, it has been only confirmed by the investigation of hgyro,z and Egyro,z
what has been found previously by the behavior of v and ETot,VC during the
DRP. The first SWP HC leads to an energy transfer into the VC and accelerates
it to high velocities. This sets on the starting point for the second reversal in a
non trivial manner. Due to the fast moving VC after the first HC, the gyrofield
caused by it begins to deform the VC again and a small dip region with p = 1
starts to form. This is not surprising at all and would not lead to the increase
of energy in the VC area as mentioned earlier; but the subsequent second HC
of the SWP creates a positive hgyro,z which energetically favors the dip region
more than the VC with p = −1. This second HC can be seen in Fig. 4.18(e) as
white or black half circle in the pictures for hgyro,z and Egyro,z, respectively. In
the case of the first HC, as already described before, the second one causes, due
to the self-interaction of its magnetization with the created gyrofield, a region of
negative Zeeman energy. This has a very complicated interplay of the gyrofield
created by the VC, the SWP and the magnetization of both of them, as result.
The created gyrofield of the fast moving VC provides a potential which attracts
the first and the second HC of the SWP at the upper and lower part of the VC,
respectively. This is the reason why the two HCs are somehow attached to the
VC for a short period of time what can be seen in Fig. 4.10(e-f). Especially
the interplay of the gyrofield in the upper part (black dot) of the VC and the
magnetization of the second HC are important for the second polarity reversal.
Due to the interaction of both, the second HC is forced to travel around the VC
and so it favors energetically the dip region almost from the beginning of the
backwards motion until the second reversal appears. This can be seen in the
snapshots for the Zeeman energy Fig. 4.18(d-h).
4.2.10 Double Reversal Process: The Effective Potential
for VC and Dip Region
The consequence of this is that the dip region and the VC are subjected to
different effective potentials while moving backwards to the middle of the stripe.
The VC is set a little bit higher in energy and the energy of the dip is lowered.
The exact shape of this time dependent effective potential is hard to estimate
but a basic sketch is found in Fig. 4.19(d1). The energetic up-splitting of VC and
dip region due to the Zeeman energy provides the additional energy EX needed
for the second reversal. The remaining question is why a third reversal does not
occur. It can be answered in the same frame of different effective potentials for
VC and dip region after reversal R1 and R2. After the second reversal, a SWP
is created again by the annihilation process and it starts to influence the new
VC with p = 1. First, the VC is pushed into an overcritical state by the first HC
of the SWP, which can be seen by a steep increase in velocity (Fig. 4.17(d)) and
energy Fig. 4.17(e) in the VC area as soon as the first HC hits the VC; but now,
the effect of the second HC, which is bending around the VC, is different. Again
a new dip region emerges due to the high velocity which is caused by the first HC
148
4.2 Chirality-Dependent Vortex Domain Wall Dynamics and the Double Reversal
Process
of the SWP. In contrast to the situation after the first reversal, the second HC
does not support the dip region but the VC that can be seen in the snapshots
(j-o) for hgyro,z and Egyro,z in Sec. A10. Lets regard the situation in the frame of
a parabolic potential in combination with an effective potential again; the VC
is moving in a different potential due to the SWP. After the second reversal,
the polarity changes, and hence, the gyrotropic force changes its sign. The VC
starts to move again to the lower edge of the stripe and the structure composed
out of VC and dip increases its energy in the potential. This time the second
front of the SWP has the opposite effect. hgyro,z leads to a lower and higher
effective potential for VC and dip region which decreases the energy difference
between both of them (Fig. 4.19(d2)). This is suppressing the building-up of the
energy difference which is necessary for the RP. The suppressing action lasts as
long as the SWP is present; but since a new reversal is suppressed, the SWP
vanishes slowly, and the effective potentials for VC and dip converge to the same
parabolic potential. After this, the system needs some time to reach again the
critical velocity Vc until the next fast DRP appears. At this point it turns out
why the method in investigating the fast DRP by utilizing the Zeeman energy
and the gyrofield is so practical. Regarding the magnetization it is possible to
argue that the initialized dip region and the second SWP HC, which have the
same direction ofmz, add up simply and enhance, in this way, the dip region until
the second reversal occurs. This holds true for the second reversal but within this
consideration there should be a third reversal as well because the SWP coming
from the second reversal supports the dip formation. Taken mz into account the
magnetization of the second HC is parallel again to the magnetization in the dip
region, should add up and lead to a new reversal. As it becomes clear from the
simulations, this is not the case, and it can be understood when the process in
terms of Zeeman energy is investigated. In the first reversal, Egyro,z supports the
formation and enhancement of the dip region, in the second one it does not.
4.2.11 Double Reversal Process: Influence of the Half
Antivortices
The last remaining thing which has to be clarified is why the critical displace-
ments and energies connected with the fast DRP change from one to another.
As demonstrated in Fig. 4.11, the values for this characteristic quantities are
decreasing. Interestingly this trend does not continue for all DRPs. It stops
always after two or three DRPs; after these Ycrit1, Ycrit2, E1, E2 and E3 recover
approximately to the starting values of the first DRP. Furthermore, it is worth
mentioning that while the differences in total energy ∆E stay constant (within
a certain error) the energies ∆E∗ undergo significant variations. To understand
this property, a close look has to be taken to the parabolic potential itself. So
far, the whole discussion about the dynamics of the DRP has relied on the as-
sumption of a time constant parabolic potential. The energy contributions of
the HAVs at the upper and lower edge of the stripe have been calculated and
substracted from the total energy. This was suitable to understand the basic
dynamics. For the fine details, for example, understanding the changes of the
mentioned quantities in time, the effects of the HAVs have to be taken into ac-
count additionally. In Fig. 4.19(a) the distance of the two HAVs in dependence
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Figure 4.20. The graphs in this figure prove the connection between the time depen-
dence of quantities characterizing the RP (∆1,∆2,∆E1∗,∆E2∗,Ycrit1,Ycrit2) and the
distance of both HAVs (dHAVs). (a) The variations of dHAVs during time changes the
form of the potential slightly. This has an influence on the trajectory (b) and also
on the distance of old and new VC (c), the released energies (d) and the transverse
displacements (e).
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of time (Fig. 4.19(b)) has been plotted for eight DRPs. The inset in Fig. 4.19(a)
shows how the distance dHAVs is defined. Applying a field, dHAVs starts to exhibit
an undulated decrease in distance from initially dHAVs = 1.22 µm to an average
value of dHAVs = 1.10 µm. This undulatory decrease appears because of the tran-
sient response of the coupled system of VC and HAVs. In this transition period,
the VC and the two HAVs push and pull in a mutual influence onto each other
until they reach a stable state. As it becomes clear when looking at Fig. 4.19(a),
the stable state at an average distance of dHAVs = 1.10 µm is not constant at
all but exhibits variations. These variations are caused by the mutual influence
of the three subsystems which cause variations in the range of approximately
100 nm and can be understood by the concept of modes. dHAVs is a measure to
characterize the DW width, and as it can be seen in Fig. 4.19(a), the DW width
undergoes oscillations. From the point of view of modes, DW oscillations are ex-
pected to occur at very high external fields H exceeding values of approximately
3.5 mT and depending on the DW model and stripe width w under consider-
ation. For the description of the steady-state motion in the linear regime and
for the oscillatory motion of the VC above the Walker breakdown, the inclusion
of the X- and Y -coordinate (modes with τ0 and τ1, respectively) of the VC is
basically sufficient. In Fig. 4.21 the decay times τ and the characteristic time T
for field values between 0 and 2 mT are plotted for a stripe with w = 880 nm and
t = 20 nm. Below the critical field Hc a one- or two-mode approximation can be
chosen, depending on the goal one wants to achieve. For the prediction of the
steady-state velocity, only the mode with τ0 (red line) is necessary and the char-
acteristic time T can be chosen between τ0 and τ1 (blue line). As an example,
a dashed green line is drawn at 35 ns for external fields below Hc. In the case
the transient motion of the VC in the linear regime has to be captured addition-
ally, T has to be lower than τ1 (bold green line). Concerning the steady-state
regime, the considerations holds true for both chiralities χ. After reaching the
critical value for the external field Hc where the steady-state motion transforms
to a motion of where the VC core continuously crosses the stripe in transitional
direction, the situation changes. To capture the feature of this dynamic regime
accurately, a two-mode approximation has to be applied. This can be done when
the X- and Y -coordinate of the VC is included. In this regime, the characteristic
time T is determined by the time Ttrans (see Eq. (2.251)), and the VC needs to
cross the stripe on its way from one HAV to the opposing one. Ttrans is indirectly
proportional to the external field and is given by the green bold line in Fig. 4.21
above the Walker breakdown. Based on the CCA, the next higher mode with
decay time τ2 is the Eigenmotion of the two HAVs confined at the edges. Using
the CCA, it follow that the decay time of this mode is given by [45, 47]
τ2 =
4m
ΓXY
(4.36)
wherem is the effective mass of the HAV and ΓXY the off-diagonal component
of the damping tensor Γ. Taking the value for the effective mass m of the HAV
estimated in [45] as m = 1.1 · 10−23 kg, it yields for stripe dimensions as used
in the experiment τ2 = 1.1 ns (violet bold line in Fig. 4.21). Such low values
for τ2 lead to the fact that the Eigenmotion of the HAVs and DW oscillations
respectively are only excited when Ttrans falls below 1.1 ns. A case which can
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be achieved for very high fields but not for field values slightly higher than the
Walker field Hc. However, this holds true only for VDWs exhibiting a chirality
= −1 where the VC collides with one of the HAVs and being remitted into the
stripe with opposite polarity p. As proven experimentally by analytical models
and micromagnetic simulations, a different behavior for VDWs with = +1 is
present. Reaching the critical transverse displacement, the VC performs a free
polarity reversal within the stripe and starts the previous described DRP with
its two fast PRs. The analytical model presented in [45] yields different critical
transverse displacements for both chiralities but is not able to predict the highly
dynamical DRP. From the point of view of time scales, the DRP occurs at very
short times. Regarding one DRP, the time between the first and second polarity
reversal is approximately given by 0.25 ns, and even the time between to DRP
itself is estimated as 1.25 ns. These motions exhibit short enough time scales to
be able to excite the modes of the HAVs leading to DW oscillations. While Ttrans
is the fitting characteristic time T for DWs with = −1, the times associated
with the DRP are the right measure and have to be used for T . This leads to
the consequence that a precise description requires a six-mode approximation
including the VC and the two HAVs as massive particles moving along the stripe
and under mutual influence. In contradiction to the VC, the spatial coordinates
of the HAVs are given by their X-coordinate and the out-of plane angle ϑ of the
magnetization. Even when these DW oscillations are relatively small changes,
they can have a modifying influence on the parabolic potential by bending the
potential line slightly up and down. After the DRP set in, the excited motion of
the HAVs modifies the potential seen by the VC until it becomes that distorted
that a longer time is needed to reach the next DRP. During this time, the motion
of the HAVs (and as a consequence the DW oscillations) decay and the parabolic
potential recovers fully or at least partially until the next series of fast DRPs
starts. Summing up, the DRP of the VC present in wide stripes leads to a
continuous periodic start and stop of DW widths oscillations for VDWs with
chirality = +1. In order to prove the connection between the changes of Ycrit,
∆E∗ and the distance between the old and new VC (∆1 and ∆2); these quantities
are plotted with respect to dHAVs. Fig. 4.19(c-e) shows the results. The red points
belong to the first and the black points to the second RP, respectively. Referring
to the first reversal (red), all quantities show a negative slope with increasing
dHAVs. The picture for the case of the second reversal is not that clear. While
these quantities increase below the average value of dHAVs, they reach a minimum
at the average of dHAVs and increase again. This is attributed to the fact that
the first reversal is a classical one which is triggered by the reaching of a critical
velocity and fully characterized by the potential itself. In contrast to this, the
second reversal is mainly dominated by the influence of the SWP and the effective
potential caused by it. Hence, the decreasing tendency which is also present in
the slopes for the quantities belonging to the second reversal is superimposed
with the effect of the effective potential.
4.2.12 Conclusion
In conclusion it has been found that the displacement of VDWs under the action
of magnetic field pulses depends on the chirality of the initial state. This can be
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Figure 4.21. Graphic displays of decay times (τ0-τ2) for the three highest modes of a
VDW and the characteristic times T in the different dynamic regimes in dependence
on the external field µ0H. Values have been calculated for a stripe geometry as used in
the experiments with width w = 880 nm and thickness t = 20 nm. Red and blue bold
lines mark the decay times for the modes of the X- and Y -coordinate (τ0 and τ1) of
the VC, while the violet bold line gives the decay time for the mode of the HAVs (τ2).
The bold and dashed green lines mark the characteristic time T in the two different
dynamic regimes, namely the steady-state and oscillatory motion below and above the
critical field Hc, respectively. Additionally, the times originating from the DRP are
drawn as a green/black dashed line in the diagram.
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understood by the use of the Thiele equation and the concept of a critical VC
velocity. Wide-field MOKE measurements show that the effect is robust enough
to be observed in real samples where disorder leads to significant broadening of
the displacement histograms. From the theoretical point of view, it was obtained
in micromagnetic simulations with mumax3 that DWs with chirality χ = 1 show
an oscillatory movement which causes a higher average velocity than one could
expect for applied fields above WB. This oscillatory motion is caused by a fast
double reversal process (DRP) of the DW polarity. As it turns out, this DRP
is triggered by the interaction of SWPs originating in the polarity reversal itself
with the VC. It has turned out that the gyrofield hgyro plays an important role
in understanding this process. The gyrofield interacts with the magnetization
and causes an effective field for the VC and the dip region which supports a
second polarity reversal but suppresses a fast third one. Small variations found
for key quantities like transverse displacement or energies can be attributed to a
slight change of the parabolic potential in which the VC moves. This change can
be explained by taking into account the influence of the HAVs on the potential.
This influence occurs because of the Eigen motion of the HAVs, which is excited
by the motion of the VC during the continuous appearing DRP.
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To conclude this thesis, a short summary of the work done will be given. This
thesis deals with the dynamics of field-driven vortex domain walls (VDWs) [56]
in ferromagnetic nanostripes [49] made out of Ni80Fe20. More precisely spoken,
the special dynamics of VDWs for external applied fields H exceeding the critical
Walker field Hc [29] is investigated by experimental work (see Sec. 4.2.4), micro-
magnetic simulations [67, 68] (see Sec. 4.2.3-4.2.11) and analytical calculations
(see Sec. 4.2.2 and 4.2.11).
Magnetization dynamics is governed by the Landau-Lifschitz-Gilbert equa-
tion (LLG eq.) [23–25] which can be reformulated into the Thiele equation [34],
an effective force equation which is more suitable for the description of domain
wall motion (DWM). The basic properties of the LLG eq. is presented in Sec. 2.1,
while the reformulation into the Thiele eq. (Sec. 2.2) is explained very detailed
with all intermediate steps in Sec. 2.2.1-2.2.4. Subsequently, the dynamics of
VDWs is described from the theoretical point of view in Sec. 2.3 by introducing
the magnetic structures under consideration (VDWs) first in Sec. 2.3.1. They are
depicted by presenting the different types of magnetic DWs found to exist in fer-
romagnetic nanostripes [49, 53–56] and proceeding to introduce the properties of
VDWs, including their specific dynamics [49] (see Sec. 2.3.1). The mathematical
description of VDW dynamics is done in this thesis in the frame of the collective
coordinate approach (CCA) [45, 47] (Sec. 2.3.2), a generalized version of Thiele’s
analysis [34]. Basic concepts and ideas (Sec. 2.3.2.1-2.3.2.4) are introduced and
key quantities like the acting forces ~F f (Sec. 2.3.2.5) on the DW due to the ex-
ternal field H, gyrovector ~G (Sec. 2.3.2.6) and damping tensor Γ (Sec. 2.3.2.7 and
2.3.2.8) are calculated in the frame of the CCA by using a simplified analytical
VDW model [59]. The resulting equations of motion (Sec. 2.3.2.9 and 2.3.2.10)
are solved in Sec. 2.3.3, whereby the results are important to understand the
dynamics of the VDW for fields holding H > Hc (presented in Sec. 4.2). Sec. 2.4
and Sec. 2.5 close the theoretical considerations in Ch. 2 by laying the theoretical
foundations for the measurement techniques of ferromagnetic resonance (FMR)
(including time-resolve MOKE) [37, 38, 93, 127] and the magneto-optical Kerr
effect (MOKE) [37, 97, 98, 128]. Results which are important for the sample
characterization and DWM measurements utilizing a wide-field MOKE setup
[50, 128] are presented in Ch. 4.
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Ch. 3 provides an overview on the experimental techniques and the applied
methods of data evaluation. Sec. 3.1 explains the chosen sample design, while
in Sec. 3.2-3.5 the utilized measurements techniques, followed by the description
of the applied data evaluation methods (Sec. 3.6 and 3.7). Ch. 4 is dedicated to
the results of the sample characterization (Sec. 4.1) and the chirality dependent
VDW dynamics at fields higher than the critical fieldHc (Sec. 4.2). In the sample
characterization a good quality of the sample and the thin magnetic layer made
out of Al/Ni80Fe20/Al was evidenced. The saturation magnetization was found
in SQUID measurements (Sec. 4.1.1) to be µ0Ms = (0.917± 0.053) T and thus,
in good agreement with available literature values [38]. In order to check further
the sample quality, full-film FMR (Sec. 4.1.2) and time-resolved MOKE mea-
surements on the structurized sample (Sec. 4.1.3) were performed to obtain the
Gilbert damping parameter α [24, 25]. Both measurement techniques resulted
in a value of α ≈ 0.006, which is also in good agreement with literature values
[38]. Additionally, the characterization was performed from the DWM point
of view by two different means, namely recording depinning probabilities Pdepin
[22, 120] (Sec. 4.1.4) and the v-H-curve (Sec. 4.1.5). The depinning probabilities
are important to know in order to assess a possible influence of pinning on the
main experimental data (Fig. 4.8). From Pdepin in dependence on µ0H, a pin-
ning field of µ0HP = (0.91± 0.05) mT and uncertainty µ0σP = (0.17± 0.01) mT
is estimated for stripes with width w = 880 nm. The mobility curve v-H al-
lows to determine the critical fieldHc for choosing the appropriate field values for
the investigation of the chirality-dependent VDW dynamics. With a critical field
µ0Hc = (0.74±0.07) mT, the result is comparable to other works [17, 22, 45, 80].
Furthermore, it yields a low field mobility µLF of µLF = (730.7 ± 43.3) · 103 mTs .
The determined parameters were also used as input material parameters for the
micromagnetic simulations and analytic calculations.
In Sec. 4.2 the chirality-dependent dynamics for field-driven VDWs at ex-
ternal magnetic fields exceeding Hc is investigated. In general, different DW
displacements for a certain combination of external field H and pulse time tp are
found for VDW with chirality χ = 1 and χ = −1. These differences are traced
down to chirality-dependent critical transverse displacements Ycrit (Sec.4.2.2)
and a fast double polarity reversal process for VDWs with χ = 1 (Sec. 4.2.3-
4.2.11) (also observed by simulations in [138, 139]) and evidenced by experi-
mental recorded VDW displacements and the comparison with micromagnetic
simulations (Sec. 4.2.3 and Sec. 4.2.4). Starting with an analytical approach to
the chirality dependent dynamics in Sec. 4.2.2, differences in key quantities as
critical transverse displacement Ycrit and critical fields Hc are found by solving
the two dimensional equations of motion obtained from the CCA (see Sec. 2.3.2.9
and 2.3.2.10). For the investigation of the dynamics above the Walker field Hc,
micromagnetic simulations are used. Simulations of perfect stripes (Sec. 4.2.3)
and, more realistic, simulations including grains (Sec. 4.2.4) reveal basically the
same differences in behavior for both chiralities. VDWs with χ = 1 perform a
continuous repeated fast double polarity reversal process (DRP), while, in con-
tradiction, VDWs with χ = −1 undergo a classic polarity reversal [49] by collid-
ing with one of the half antivortices (HAVs) located at the edges of the stripe
and re-emitted (Fig. 4.7). The only difference which arises is a grain induced
effect, which can lead to a kick out of the fast DRP leading to a multiple peak
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structure in the displacement histograms which was evidenced by experimental
data and the comparison with simulational results (see Sec. 4.2.4 and Fig. 4.8).
The DRP itself is investigated purely by micromagnetic simulations and a de-
tailed evaluation of the gained data. Starting with a descriptive approach of the
key steps in the DRP (see Sec. 4.2.5 and Fig. 4.10), the trace, the energy and
the potential of the VC are examined in Sec.4.2.6 (see Fig. 4.11). Proceeding to
a more accurate discussion of the the latter mentioned quantities in Sec. 4.2.7
leads to the conclusion that the energy required for the unusual fast second po-
larity reversal has to be delivered by some physical process. Investigating the
energy in the small VC region (see Fig.4.17) delivers a hint that the spin wave
package (SWP) emitted in the free reversal process of the VC [62–64] has an
influence on the DRP and is, at least, supportive for the appearance of the DRP
(see Sec. 4.2.8 and Fig. 4.17). By investigating the effect of the gyrofield ~hgyro
[21] caused by the first SW half cycle (HC) in Sec. 4.2.8 and 4.2.9, a different
effective potential for VC and dip region in the first and second reversal process
(RP) of the DRP is found (Sec. 4.2.9, Fig. 4.18 and 4.19). This fact can explain
why there is no third fast RP. The question why after two or three DRPs the
whole system takes longer for the next DRP can be explained by the influence
of the HAVs (Sec. 4.2.11) due to the activation of DW width oscillation caused
by the DRP itself (see Fig. 4.20 and 4.21).
This thesis is closed by the Appendix containing additional information to
different topics in this thesis, for example, the characterization of the field pulses
in Sec. A4 and supportive material concerning the evaluation of the simulational
data obtained in micromagnetic simulations (Sec. A5-A10).
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A1 Short Introduction into the Tensor Calcu-
lation with the Outer Product
The information concerning the mathematics presented in this and the following
two sections can be found in standard textbooks about mathematics and engi-
neering sciences. For Sec. A1-A3 they are taken from [40–42, 48, 142–145]. In
this section a short introduction into tensor calculation with the outer or tensor
product will be given, which is very helpful in calculating the form of the force
densities. For the evaluation of these densities, a change to the component-wise
notation is convenient. Doing this, Einstein summation convention will not be
applied and also the explicit basis vectors connected to the single components
dealing with are given in the formulas. What follows now is the introduction of
the outer product ⊗ which is defined as the product of two vectors ~A and ~B by
~A⊗ ~B (37)
with
~A =
AxAy
Az
 ~B =
BxBy
Bz
 (38)
which can be written as the matrix multiplication of the vector ~A and the
transposed vector ~B. This yields.
~A⊗ ~B = ~A~BT =
AxAy
Az
(Bx By Bz)
=
AxBx AxBy AxBzAyBx AyBy AyBz
AzBx AzBy AzBz

(39)
As it can be seen, the outer product of two vectors with m rows produces
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a m × m (here m = 3) matrix or tensor. This is very helpful when dealing
component-wise calculation because it is immediately clear which entry in a
matrix or tensor a certain term is addressed to. For example, having a matrix
C defined by the outer product of the vectors ~A and ~B
C = ~A⊗ ~B (40)
the component Cij of the matrix C is given by:
Cij = (Ai~ei)⊗ (Bj~ej)
= AiBj (~ei ⊗ ~ej)
= AiBj
(
~ei~e
T
j
) (41)
Here, ~ei and ~ej are the basis vectors for ~A and ~B. These components (i, j)
cover the spatial coordinates (x, y, z) or other orthonormalized coordinates; for
example, choosing ~ei = ~ex and ~ej = ~ex, the outer product addresses AxBx of the
component Cxx to the right entry in the matrix C.
Cxx = AxBx (~ex ⊗ ~ex) =
AxBx 0 00 0 0
0 0 0
 (42)
Summing over the indices, (i, j) yield the full matrix C:
C =
∑
ij
Cij =
∑
ij
AiBj (~ei ⊗ ~ej) (43)
The representation of an arbitrary matrix C on the base of the outer product
enables to write down two more operations in this notation. The first one is the
transposing of a matrix, where the transposed matrix CT is given by
CT =
∑
ij
CTij =
∑
ij
AiBj (~ei ⊗ ~ej)T
=
∑
ij
AjBi (~ei ⊗ ~ej)
=
∑
ij
AiBj (~ej ⊗ ~ei)
(44)
were the property
(~ei ⊗ ~ej)T = (~ej ⊗ ~ei) (45)
has be used. Here, another advantage of the notation with the outer product
becomes obvious. The transposition, which means nothing else than changing
the row to column vector and a column to a row vector, is achieved by changing
the indices (i, j) of Ai and Bj or leave them unchanged; another possibility is
to change the indices of the basis vectors. The second operation that can be
written in this way is the matrix multiplication with a vector. When the matrix
C is applied to a vector ~b, it results in a vector ~b′
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~b =
bxby
bz
 ~b′ =
b
′
x
b′y
b′z
 (46)
by the multiplication:
~b′ = C~b =
∑
ijk
Cijbk~ek =
∑
ijk
AiBj (~ei ⊗ ~ej) bk~ek
=
∑
ijk
AiBjbk (~ei ⊗ ~ej) · ~ek
(47)
For further simplification, the property
(~ei ⊗ ~ej) · ~ek =< ~ej, ~ek > ~ei = δjk~ei (48)
is utilized, where < ~ej, ~ek > is the scalar product of both vectors,which yields
the Kronecker delta δjk. Inserting it in Eq. (47) and summing over k, it results
in:
~b′ = C~b =
∑
ijk
Cijbk~ek =
∑
ijk
AiBj~bkδjk~ei
=
∑
ij
AiBjbj~ei
=
∑
ij
AiBjbjδjj~ei
=
∑
ij
AiBjbj (~ei ⊗ ~ej) · ~ej
(49)
When the summation over i is left out, the i-th component of ~b′ is obtained
~b′i =
(
C~b
)
i
=
∑
j
AiBjbj (~ei ⊗ ~ej) · ~ej (50)
and leads to:
~b′ =
∑
i
~b′i (51)
This notation is also very helpful for the component-wise representation of
the Jacobian matrix and its transformed matrix. Replacing the vector ~A by the
nabla operator,
~∇ =

∂
∂x
∂
∂y
∂
∂z
 (52)
it is easily to be checked if the transposed Jacobian matrix JT~B of a vector ~B
is given by:
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JT~B = ~∇⊗ ~B =
∑
ij
(
~ei
∂
∂xi
)
⊗ (Bj~ej)
=
∑
ij
∂Bj
∂xi
(~ei ⊗ ~ej)
(53)
The Jacobian matrix J ~B itself can be gained by transposing JT~B .
J ~B =
(
JT~B
)T
=
(
~∇⊗ ~B
)T
=
∑
ij
∂Bi
∂xj
(~ei ⊗ ~ej)
=
∑
ij
∂Bj
∂xi
(~ei ⊗ ~ej)T
=
∑
ij
∂Bj
∂xi
(~ej ⊗ ~ei)
(54)
Here, the component-wise representation in combination with writing down
explicitly the sum symbol and the basis vectors have been already applied. Since
dealing with the two forces (~fα and ~f g) in these expressions, a Jacobian and its
transpose occur. Another useful property of the outer product is given by the
relation
(~ei ⊗ ~ej) (~ek ⊗ ~el) =< ~ej, ~ek > (~ei ⊗ ~el)
= (~ej · ~ek) (~ei ⊗ ~el)
= δjk (~ei ⊗ ~el)
(55)
where < ~ej, ~ek > denote the scalar or inner product of the vectors ~ej and ~ek.
In the case of ortonormalized basis vectors, the scalar product is equal to
δjk =< ~ej, ~ek >= (~ej · ~ek) (56)
and at the same time, it is one possible representation of the Kronecker delta
δjk. Returning back to the calculation of the force densities, it is possible at
base of the mathematical framework to write down the general expression for
the force density ~fx as
~fxi = −µ0
∑
j
∂Mj
∂xi
(~ei ⊗ ~ej)Hxj ~ej
= −µ0
∑
j
∂Mj
∂xi
Hxj (~ei ⊗ ~ej) · ~ej
= −µ0
∑
j
∂Mj
∂xi
(~ei ⊗ ~ej) · ~Hxj
(57)
and as well as the total vector ~fx:
~fx =
∑
i
~fxi = −µ0
∑
ij
∂Mj
∂xi
(~ei ⊗ ~ej) · ~Hxj (58)
Both formulas are a suitable starting point for the further evaluation of the
four different force density terms appearing in Thiele’s analysis. Additionally,
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this notation is very helpful for performing a coordinate transformation. When
one has, for example, an expression in polar coordinates,
Aρφ~eρ ⊗ ~eϕ (59)
where ~eρ and ~eϕ are the basis vectors in polar coordinates, and where Aρϕ
represents an arbitrary prefactor. If the transformation of this expression into
the Cartesian coordinate system is desired, the basis vectors ~eρ and ~eϕ have to
be expressed simply by the basis vectors in Cartesian coordinates. This is given
by the relations
~eρ = cos(ϕ)~ex + sin(ϕ)~ey
~eϕ = − sin(ϕ)~ex + cos(ϕ)~ey
(60)
and it is acquired:
Aρφ~eρ ⊗ ~eϕ =Aρφ (cos(ϕ)~ex + sin(ϕ)~ey)⊗ (− sin(ϕ)~ex + cos(ϕ)~ey)
=− Aρφ cos(ϕ) sin(ϕ)~ex ⊗ ~ex + Aρφ cos2(ϕ)~ex ⊗ ~ey
− Aρφ sin2(ϕ)~ey ⊗ ~ex + Aρφ sin(ϕ) cos(ϕ)~ey ⊗ ~ey
(61)
This is very intuitive because having a matrix in polar coordinates with one
single entry and transforming it to Cartesian coordinates, which means nothing
else than applying a rotation matrix, yields in general four terms in the matrix.
Therefore, the notation with the outer product offers an easy way to calculate the
coordinate transformation of an expression. This framework is the mathematical
basis for the calculation of the force terms appearing in the Thiele equation.
Nevertheless, it is necessary to have an additional close look on the generalized
Kronecker Delta and the ε-Tensor to understand, among other reasons, how it
is possible to calculate the Thiele equation in one or two dimensions. This will
be done in the next section.
A2 Short Introduction Into the Generalized Kro-
necker Delta and the -Tensor
As mentioned at the end of the last section, it is essential to have a deeper
knowledge about the Kronecker delta, its generalization to many arbitrary in-
dices, and the ε-tensor. This is important because of the following three reasons:
The connection of the Kronecker delta with the inner product (sometimes called
scalar product or dot product) of basis vectors will provide a tool to transform
the component notation of the force terms in the Thiele equation into vector
notation. Furthermore, a close look on the generalization of the Kronecker delta
is helpful to understand the formulation of the gyrovector ~G in Thiele’s original
work [34], and how the generalization of the Kronecker delta is connected to the
ε-tensor. As it will be seen, the latter one provides a method to calculate the
ε-tensor, which is well known to physicists as Levi-Civita symbol, in arbitrary
dimensions, and thus,the Thiele equation is reduced to one or two dimensions.
Starting with the Kronecker delta δij, which is defined by
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δij =
1 for equal indices, i = j0 for unequal indices, i 6= j (62)
and can alternatively be expressed as the inner product of two normalized
basis vectors ~ei and ~ej:
δij =< ~ei, ~ej >= (~ei · ~ej) (63)
This relation has already been used in the previous section about the calcula-
tion with the outer product in Eq. (55). As it can easily be seen by the definition
of δij via the dot product, one has δij = δji, which is an important property of
the Kronecker symbol. The generalization δlm...nij...k to M index pairs is defined as
the determinant
δlm...nij...k =
∣∣∣∣∣∣∣∣∣∣
δli δlj · · · δlk
δmi δmj · · · δmk
... ... . . . ...
δni δnj · · · δnk
∣∣∣∣∣∣∣∣∣∣
(64)
where the 2M indices must have the the same set of values 1, . . . , N . Based
on this definition, δlm...nij...k yields the values 1, −1 and 0 in the following three
cases:
δlm...nij...k =

1 When all upper indices differ from each other and the
sequence of the lower indices results out of an even number
of permutations of the upper indices.
-1 When all upper indices differ from each other and the
sequence of the lower indices results out of an odd number
of permutations of the upper indices.
0 For all other combinations of indices
(65)
Apparently, it holds δlm...nij...k = δ
ij...k
lm...n. Defining the generalization of the Kro-
necker Delta in this manner makes sense, which can be seen by reducing δlm...nij...k to
one index pair; it results in δli = δil. Based on this result, it becomes clear that
the name Kronecker delta is justified. This generalized Kronecker symbol has
remarkably similar properties like the Levi-Civita symbol, which is well known,
for example, from the component wise representation of the cross product. As it
will become clear now, the generalized Kronecker delta and the Levi-Civita sym-
bol (in arbitrary dimensions) are directly related to each other. In other words,
the Levi-Civita symbol is a special case of the generalized Kronecker delta. This
special group of symbols is defined as
εij...k = δ12...Mij...k = δ
ij...k
12...M (66)
where the lower or upper indices of δ are fixed to 12 . . .M . These ε are also
known as a sign of permutation (permutation symbol) or Levi-Civita symbol.
The corresponding Levi-Civita tensor ε is defined by the summation over all
possible index combinations of ~ei ⊗ ~ej ⊗· · · ⊗ ~ek weighted by the permutation
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symbol ij...k.
ε =
∑
ij...k
εij...k~ei ⊗ ~ej ⊗· · · ⊗ ~ek (67)
Using the definition of the Kronecker symbol, it is also possible to calculate
the product of two permutation symbols εij...k and εlm...n. Beginning with
εij...kεlm...n = δ12...Mij...k δ12...Mlm...n = δ
ij...k
12...Mδ
12...M
lm...n
=
∣∣∣∣∣∣∣∣∣∣
δi1 δi2 · · · δiM
δj1 δj2 · · · δjM
... ... . . . ...
δk1 δk2 · · · δkM
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
δ1l δ1m · · · δ1n
δ2l δ2m · · · δ2n
... ... . . . ...
δMl δMm · · · δMn
∣∣∣∣∣∣∣∣∣∣
(68)
it is obtained by exploiting the property that the product of two determinants
of matrices A and B is equal to the determinant of the matrix product AB
(det(A)det(B) = det(AB)):
εij...kεlm...n =
∣∣∣∣∣∣∣∣∣∣
δil δim · · · δin
δjl δjm · · · δjn
... ... . . . ...
δkl δkm · · · δkn
∣∣∣∣∣∣∣∣∣∣
(69)
Based on this property, it is possible to express the product of two permuta-
tion symbols by a generalized Kronecker delta.
εij...kεlm...n = δij...klm...n (70)
In three dimensions (equal to three index pairs), it reduces to
εijkεlmn = δijklmn = δlmnijk (71)
where the latter one is the notation by Thiele in [34] (of course with different
letters as indices). It has been mentioned at the beginning of the section, how
crucial it is to know what the ε-tensor looks like in the one- and two-dimensional
case when one wants to solve the Thiele equation in less than three dimensions.
Starting with the definition of ε in Eq. (67), one yields the antisymmetric tensor
in the two-dimensional case (ε2×2) by restricting the summation to two indices.
These indices have a set of values (1, 2) and by summation1 over these values
one obtains [45]:
ε2×2 =
∑
ij
εij~ei ⊗ ~ej =
∑
ij
(δ1iδ2j − δ1jδ2i)~ei ⊗ ~ej =
(
0 1
−1 0
)
(72)
For the one-dimensional case ε1×1, the epsilon tensor is not defined. This
can be understood by means of the permutations. The epsilon tensor describes
a permutation, and in one dimension it makes no sense to define something like
this. As a last step of preparation, it has to be recalled what the mathematical
expression for unit vectors and the Nabla operator in the most common curvi-
linear coordinates is like, namely spherical and cylindrical coordinates. This will
turn out to be very helpful for the calculation of the force terms in the Thiele
equation.
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A3 Unit Vectors and the Nabla Operator in
Spherical and Cylindrical Coordinate Sys-
tem
As it will be clear later on, after a general evaluation of the different force
terms, it is helpful for further evaluation in concrete coordinates to recall some
properties of unit vectors and the Nabla operator in different coordinate systems.
Due to the symmetry of vortex domain walls, it is reasonable to consider spherical
and cylindrical coordinates. A vector ~X given in Cartesian coordinates x, y and
z can be expressed in spherical ones by the radius r (radial distance), the angles
ϑ (polar angle) and ϕ (azimuthal angle). The relation between both notation of
the vector ~X is given by
~X =
xy
z
 =
r sin(ϑ) cos(ϕ)r sin(ϑ) sin(ϕ)
r cos(ϑ)
 (73)
where the unit vectors connected with the new coordinates (r,ϑ,ϕ) can be
determined by the Jacobian matrix J .
J =

∂x
∂r
∂x
∂ϑ
∂x
∂ϕ
∂y
∂r
∂y
∂ϑ
∂y
∂ϕ
∂z
∂r
∂z
∂ϑ
∂z
∂ϕ
 =

sin(ϑ) cos(ϕ) r cos(ϑ) cos(ϕ) −r sin(ϑ) sin(ϕ)
sin(ϑ) sin(ϕ) r cos(ϑ) sin(ϕ) r sin(ϑ) cos(ϕ)
cos(ϑ) −r sin(ϑ) 0
 (74)
Here, the first column can be identified as a vector ~r which is pointing in radial
direction. In the same manner, the second and third column of the Jacobian
matrix are identified as the vectors ~ϑ and ~ϕ, associated with the polar and
azimuthal angle.
~r =
sin(ϑ) cos(ϕ)sin(ϑ) sin(ϕ)
cos(ϑ)
 ~ϑ =
r cos(ϑ) cos(ϕ)r cos(ϑ) sin(ϕ)
−r sin(ϑ)
 ~ϕ =
−r sin(ϑ) sin(ϕ)r sin(ϑ) cos(ϕ)
0

(75)
Since the unit vectors in the new coordinate system are of interest, they have
to be normalized by their length, which is given by the absolute value of the
vector.
|~r| = 1
∣∣∣~ϑ∣∣∣ = r |~ϕ| = r sin(ϑ) (76)
The unit vectors are obtained as:
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~er =
~r
|~r| =
sin(ϑ) cos(ϕ)sin(ϑ) sin(ϕ)
cos(ϑ)

~eϑ =
~ϑ∣∣∣~ϑ∣∣∣ =
cos(ϑ) cos(ϕ)cos(ϑ) sin(ϕ)
− sin(ϑ)

~eϕ =
~ϕ
|~ϕ| =
− sin(ϕ)cos(ϕ)
0

(77)
As demonstrated in Sec. A1, it is possible to calculate a transformation of
coordinates with the help of the outer product by replacing the unit vectors in
a certain coordinate system by their representation in terms of unit vectors in
the new coordinates. As it will become clear by the example of a VDW, it is
sometimes advantageous to calculate a physical quantity in spherical coordinates
and then transform it back to the Cartesian system. In this case, the expression
of the unit vectors in spherical coordinates in terms of Cartesian unit vectors ~ex,
~ey and ~ez can be directly obtained from the unit vectors in spherical coordinates.
~er = sin(ϑ) cos(ϕ)~ex + sin(ϑ) sin(ϕ)~ey + cos(ϑ)~ez
~eϑ = cos(ϑ) cos(ϕ)~ex + cos(ϑ) sin(ϕ)~ey +− sin(ϑ)~ez
~eϕ = − sin(ϕ)~ex + cos(ϕ)~ey
(78)
Another useful relation is the connection of ~eϑ and ~eϕ with the partial deriva-
tions of ~er with respect to the polar and azimuthal angles. Applying the partial
derivations, it yields:
∂~er
∂ϑ
=
cos(ϑ) cos(ϕ)cos(ϑ) sin(ϕ)
− sin(ϑ)
 = ~eϑ ∂~er
∂ϕ
=
− sin(ϑ) sin(ϕ)sin(ϑ) cos(ϕ)
0
 = sin(ϑ)~eϕ (79)
As it can be seen in Sec. 2.3.1, magnetic structures like vortices in discs or
vortex walls in stripes exhibit a rotational symmetry, which implies that it is
convenient to express the magnetization in spherical coordinates. In this case it
simplifies the calculation of gradients, when the nabla operator ~∇ is applied in
this coordinate system. In spherical coordinates, ~∇ is given by:
~∇ = ~er ∂
∂r
+ ~eϑ
∂
∂ϑ
+ ~eϕ
1
r sin(ϑ)
∂
∂ϕ
(80)
Besides spherical coordinates, polar or their extension to three dimensions,
cylindrical coordinates are helpful when discussing functions with rotational sym-
metry; these only change in a certain plane and are constant in the spatial di-
rection perpendicular to the plane. By virtue of this, cylindrical coordinates
are discussed in the same manner as done before in the case of the spherical
system. Again the starting point of the considerations is a vector ~X given in
x, y and z that can be represented in cylindrical coordinates by the radius ρ
(radial distance) and the azimuthal angle ϕ, which both lie in the x-y-plane.
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The extension to the three dimensional case is given by the spatial direction z
being perpendicular to the plane mentioned before. The representation of the
vector ~X is given by
~X =
xy
z
 =
ρ cos(ϕ)ρ sin(ϕ)
z
 (81)
where the unit vectors in the new coordinates are found (ρ,ϕ,z) by calculating
the Jacobian matrix and by identifying the associated vectors ~ρ, ~ϕ and ~z.
J =

∂x
∂ρ
∂x
∂ϕ
∂x
∂z
∂y
∂ρ
∂y
∂ϕ
∂y
∂z
∂z
∂ρ
∂z
∂ϕ
∂z
∂z
 =
cos(ϕ) −ρ sin(ϕ) 0sin(ϕ) ρ cos(ϕ) 0
0 0 1
 (82)
~ρ =
cos(ϕ)sin(ϕ)
0
 ~ϕ =
−ρ sin(ϕ)ρ cos(ϕ)
0
 ~z =
00
1
 (83)
The unit vectors are obtained by normalizing these vectors to the length of
"1". Determining the absolute values of these vectors by
|~ρ| = 1 |~ϕ| = ρ |~z| = 1 (84)
it is possible to calculate the unit vectors in the cylindrical coordinate system
as:
~eρ =
~ρ
|~ρ| =
cos(ϕ)sin(ϕ)
0

~eϕ =
~ϕ
|~ϕ| =
− sin(ϕ)cos(ϕ)
0

~ez =
~z
|~z| =
00
1

(85)
Based on the same motivation as given before, it is helpful to know the unit
vectors in spherical coordinates expressed by Cartesian unit vectors.
~eρ = cos(ϕ)~ex + sin(ϕ)~ey
~eϕ = − sin(ϕ)~ex + cos(ϕ)~ey
~ez = ~ez
(86)
The connection of the partial derivation of ~eρ with respect to the orthogonal
spatial coordinates ϕ and z is determined by:
∂~eρ
∂ϕ
=
− sin(ϕ)cos(ϕ)
0
 = ~eϕ ∂~eρ
∂z
=
00
0
 (87)
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Figure 22. The sketch illustrates the quantities used for the calculation of the field
H created by the CPW. The vectors ~S and ~P indicate the position of the infinitesimal
area dA conducting a current dI and the point where the field has to be determined,
respectively. ~r represents the distance between both points. The radial symmetric
infinitesimal field dH indicated by the bright red circle is perpendicular to ~r. Both
spatial components of the field can be calculated via the enclosed angle ϑ between ϑ
and the x-axis.
To conclude this section, the nabla operator is expressed in cylindrical coor-
dinates.
~∇ = ~eρ ∂
∂ρ
+ ~eϕ
1
ρ
∂
∂ϕ
+ ~ez
∂
∂z
(88)
Based on this framework, it is possible to evaluate the force terms in detail.
A4 Characterization of the Field Pulses
For the investigation of DWM, the characterization of the field pulses created
by a current through the CPW is important. In this section the calculation of
the magnetic field around the CPW and the calibration of the pulse times is
explained. Starting with the analytic calculation of the field surrounding the
signal line of the CPW, the cross section A = 4bh is divided into infinitesimal
small areas dA = dxdy, and the infinitesimal magnetic field dH created in a
distance r is calculated. Assuming a constant current density j = I
A
within
the signal line, the infinitesimal current carried through the infinitesimal cross
sectional area dA is given by dI = jdA = jdxdy. The magnetic field around a
wire conducting a current I in a radial distance r is given by [36, 38]
H = I2pir
(89)
which results in1
dH = dI2pir =
jdxdy
2pir
(90)
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in the case of the infinitesimal current flowing through dA. In order to
calculate the total field H created by the signal line of the CPW, it has to be
integrated over the whole cross section area A. For this purpose two coordinate
systems have to be defined. One for the characterization of the points ~S within
the signal line (x,y) and another one to parametrize the point ~P outside the
signal line (ξ,η) where the field has to be computed. Having1
~S =
(
x
y
)
, ~P =
(
ξ
η
)
, ~r = ~P − ~S =
(
ξ − x
η − y
)
(91)
it yields1 r = |~r| =
√
(ξ − x)2 + (η − y)2, the absolute value of the distance
vector ~r. Inserting this result in Eq. (90), it yields
dH = j2pi
dxdy√
(ξ − x)2 + (η − y)2 (92)
and since being interested in the in-plane component of dH, the infinitesimal
field is divided into its ξ- and η-components. These constituents of dH are given
by1
dHξ = dH sin(ϑ) (93)
and1
dHη = dH cos(ϑ) , (94)
whereby it is convenient for the consecutive calculation of the integral over
x and y to express the sine and cosine functions of ϑ in terms of the spatial
coordinates (x,y,ξ,η). They read1
sin(ϑ) = (η − y)√
(ξ − x)2 + (η − y)2 (95)
and1
cos(ϑ) = (ξ − x)√
(ξ − x)2 + (η − y)2 (96)
respectively. Applying these expressions to Eq. (93) and (94), it yields1
dHξ =
j
2pi
(η − y)
(ξ − x)2 + (η − y)2 dxdy (97)
and1
dHη =
j
2pi
(ξ − x)
(ξ − x)2 + (η − y)2 dxdy (98)
for the two spatial components of dH. Since the magnetic structures under
consideration are placed on top of the signal line, only the in-plane component
of the created magnetic field Hξ has to be taken into account. As it turns out,
the field on top of the signal line is very homogeneous in ξ and η-direction with
exception of the most outer areas close to the edges. The expression for the
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Figure 23. Figure (a) displays the actual pulse time (black dots) compared to the time
adjusted on the pulse generator (solid black line). The deviation from the adjusted
one (black dots) and a polynomial fit (red solid curve) is plotted in graphic (b).
magnetic in-plane field Hξ is obtained by integration over the area A. Solving
the integral1,
Hξ =
j
2pi
h∫
x=−h
b∫
y=−b
(η − y)
(ξ − x)2 + (η − y)2 dxdy (99)
yields the formula that is used to calculate the field created by the short-time
current pules1.
Hξ =
j
2pi
{1
2 (η − b) ln
(
(ξ − b)2 + (η − h)2
(ξ − b)2 + (η + h)2
)
− 12 (η + b) ln
(
(ξ + b)2 + (η − h)2
(ξ + b)2 + (η + h)2
)
+ (η − h) arctan
(
ξ − b
η − h
)
− (η + h) arctan
(
ξ − b
η + h
)
− (η − h) arctan
(
ξ + b
η − h
)
+ (η + h) arctan
(
ξ + b
η + h
) }
(100)
The pulse generator utilized in this work provides pulses with voltage V
where the resulting current I is obtained via Ohm’s law. The wave guide has
been designed to have R = 50Ω. Recording the output voltage of the pulse
generator in dependence of the attenuation and fitting it with the function1,
U = U0 · 10− x20−w (101)
yields the parameters:
U0 = (11, 33± 0, 02)V (0, 18%)
w = (0, 26± 0, 02) dB (7, 69%) (102)
By assuming an uncertainty in the attenuation of ±0.2 dB, it is possible to
calculate the current through the signal line and the magnetic field created by it.
In the middle of the signal line ξ = 0 nm and at η = 238 nm (corresponding with
the middle of the magnetic layer) the magnetic field is calculated and plotted in
dependence of the attenuation in Fig. 24.
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Figure 24. Graphic (a) displays the calculated field H created by the CPW in
dependence of the attenuation adjusted at the pulse generator. The calculation is based
on measuring the output voltage of the pulse generator (approximated by Eq. (101))
and the analytic formula for the in-plane field given by Eq. (100).
Additionally, the pulse times are characterized because the adjusted and real
pulse time differ from each other. The results for tP are shown in Fig. 23.
A5 Calculation of U(X) and Average Velocity V¯
During the Double Reversal Processes
Since being interested in the dynamics of the VC itself, which is governed mostly
by the transversal motion, the part of ETot (equal to U(X, Y )) which depends
on Y , namely U(Y ), has to be investigated. This can be done by substracting
U(X) from the total energy. By looking at the time dependence of ETot for the
first eight DRPs, it can be noticed that after the onset of the oscillations, ETot
is exhibiting a clear linear decreasing trend. This decrease is attributed to the
longitudinal movement of the VDW which causes a change in Zeeman energy.
This change originates from the growing and shrinking domains aligned parallel
and antiparallel with respect to the external field. Doing a linear fit with the
function1
ETot(t) = m · t+ E0,Tot (103)
in the time range where the DRPs appear, it yields a linear slope m = −9.26 ·
10−9 Js and an offset E0,Tot = −9.81 · 10−17 J. Calculating this linear decrease
from the total energy, the time dependence of ETot,DW is gained and displayed
in Fig. 4.11(b) and Fig. 26(b). The knowledge of the slope m enables one to
calculate the average velocity in X−direction. As demonstrated in Appendix A,
U(X) is depending solely on the spatial coordinate X and, as a consequence,
the changing rate in time dU(x,t)dt is determined by the average velocity in this
direction (assuming Q and H being constant in time) and equal to m. In this
case, it is obtained1 ∣∣∣∣∣dU(x, t)dt
∣∣∣∣∣ = QHV¯ (104)
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Figure 25. The graphic displays the time dependence of ETot for the first eight DRPs.
It is clearly visible that after the onset of the oscillations ETot (equal to U(X,Y )) is
exhibiting a clear linear decreasing trend which is caused by the longitudinal movement
of the VDW.
yielding1:
V = m
QH
(105)
Using the latter, the formula returns an average velocity of V¯ = 240 ms .
A6 Trace and ETot,DW for Eight Double Reversal
Processes
In the main text the behavior of trace, total energy ETot and the potential for the
first three DRPs were demonstrated in Fig. 4.11. There a decreasing trend for all
quantities within the first three fast DRPs are recognized. As already mentioned,
this holds true only for the first three ones. To give a complete overview of the
full spectra of behavior, the trace and total energy of the system covering the
full simulation time of 20 ns is presented in Fig. 26. Fig. 26(a) displays the
trace of the systems where consecutively after the first three DRPs a recovering
of the critical transverse displacements Ycrit1 and Ycrit2 to the approximative
value during the first DRP is observed. After the recovering, a new decreasing
trend sets in. In general, it can be stated that this decrease holds on for two
or three DRPs until a recovering starts. The same behavior can be found for
the total energy ETot (Fig. 26(b)) of the system as well. This already indicates
a connection between the critical transverse displacement at the moment of the
polarity reversals within a DRP and the total energy released in this process.
To get a deeper insight in the dynamic of the whole switching process, it is
convenient to consider the potential. An overview of the potential from the start
of the simulation up to the first three DRPs is shown in Fig. 26(c). Fig. 26(c1)
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Figure 26. In this graphic an overview is given for trace (a) and total energy ETot,DW
(b) for all eight DRPs in the simulation. (c) shows the potential from the start of the
simulation up to the first three DRPs.
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Figure 27. Schematic sketch of a VDW with polarity p = 1 and circulation c = 1
(χ = 1). The orange boxes define the different regions in the DW for which the total
energy was evaluated. Boxes are not drawn to scale.
illustrates very nicely that the potential calculated on base of the total energy
ETot for the whole DW does not show the clear parabolic shape as presented in
Fig. 4.13. This can only be revealed when the DW is divided into subsystems
and the contributions of the two HAVs and the VC itself are separated.
A7 Dividing the Domain Wall in Subsystems
In Fig. 27 a schematic sketch of a VDW with polarity p = 1 and circulation
c = 1 (χ = 1) is presented. In this representation, orange boxes are included to
define the different regions of the DW in which the total energy ETot is evaluated
separately. It should be mentioned that the boxes are not drawn to scale. In
total, four different regions are defined: the total region of the DW and, in
addition, areas around the VC and the two HAVs at the edges. For the total
DW, a rectangular box reaching from 600 nm left-hand of PHAV1 up to 600
nm right-hand of PHAV2 and in transversal direction over the complete stripe
is chosen. The VC region is defined by a square with edge length of 80 nm
whereby the box is always centered at the position of the VC PVC. For the boxes
around the two HAVs, a rectangular region reaching from 80 nm at the left side
of the HAV position up to 80 nm at the right side is defined. In transversal
direction, the boxes cover a region from the edges up to 80 nm into the middle
of the stripe. It should be emphasized at this point that the size of the regions
are chosen in that manner that the region of the VC never touches the region
around the HAV2 during the oscillatory motion.
A8 Evaluation of the Spin Wave Package
In order to understand how the SWP created in the V/AV annihilation process
influences the second switching of the VC, mz(t) is extracted at the position of
the VC from the simulation data. The procedure how the data was obtained is
depicted in Fig. 28. In a first step (Fig. 28(a)), a linescan over the z-component
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Figure 28. The graphic explains the procedure how the SWP, which excites the
VC, is extracted from the simulation data and the excitation spectra is determined.
(a) shows the linescan over mz for a certain time step, while in (b) the extracted z
component of the magnetization is plotted along the linescan L. In (c) mz(t) at the
position of the VC is shown. A FFT of mz(t) yields the frequency spectra of the SWP
(d).
176
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Figure 29. The three curves show the velocity determined by the gyrofield (red),
the velocity found on base of the VC displacements (blue dots) and the scaled down
velocity found in calculations utilizing hgyro (black).
of the magnetization is performed for each time step. To define the line used for
the linescan, two points are needed. Concerning the two points, one is fixed and
serves as a reference point, and the other one changes in time. The reference
point is determined at the time the SWP is created. The position of the VC
at this time is extracted from the simulation data, and its position is projected
down to the lower edge of the stripe. This point serves as the first fixed point
which defines the line along mz(X, Y, t0) that will be recorded. The second point
is given at each time step by the position of the new VC. This results in a linescan
that always tracks the VC. Fig. 28(b) shows the result of a linescan with length
L over mz(X, Y, t0) for the time step shown in Fig. 28(a) and yields mz(L, t0).
However, the extraction of the SWP at the exact position of the VC is difficult
which is, due to the exchange dominated magnetic texture, at this point. As
solution, the probing point LP on the linescan is shifted by a distance ∆L = 40
nm below the VC. Taking the magnetization at this point for different times,
mz(LP, t) is obtained. This SWP excites the VC (Fig. 28(c)). Performing a fast
Fourier transform (FFT) of this, SWP yields the excitation spectra of the SWP
exciting the VC.
A9 Determination of the Domain Wall Velocity
via Gyrofield hgyro
Fig. 30 elucidates how the velocity of the VC is determined by utilizing the
gyrofield hgyro. In a first step, the gyrofield is determined from the simulation
data by the formula [21]
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~hgyro = −1
γ
∂
∂ ~m
~n · (~m× ~˙m)
1 + ~m · ~n (106)
which can be expressed as1
~hgyro =
1
γ
∂
∂ ~m
~n · (~m× ~v · ~∇~m)
1 + ~m · ~n (107)
by using the identity ~˙m = −~v · ~∇~m [34] (see Eq. 2.69). This enables one to
find something like an effective velocity with which the magnetic texture at a cer-
tain point has to move to create an equally strong gyrofield. The velocity found
for the VC is shown in Fig. 30 as red curve. For comparison, the velocity of the
VC is computed in a classical fashion by the time derivative of the VC position
(blue graph) which yields a velocity in the steady-state of approximately 300 ms .
It becomes clear that the velocity found on the base of hgyro is higher than the
real velocity of the VC. Calculating the scaling factor S between the steady-state
velocity of the red and blue graph (indicated by the two dashed black horizontal
lines), it yields S = 2.8. Scaling the red curve down by this factor matches per-
fectly the black curve which fits the trend of the real velocity. This finding can
be explained by the same simple argument as used in the explanation why the
Thiele equation predicts more realistic steady-state velocities than other theo-
retical models. The reason for this is that the Thiele equation takes the complete
magnetic structure of the DW into account by integrating and averaging over
the whole DW. This yields an effective DW width ∆T (Thiele width) which leads
to better predictions of the steady-state velocity. At this point it becomes clear
why an overestimated value for v is obtained. The calculation of the velocity
uses the magnetic structure at one certain point, namely the position of the VC,
and thus, cannot reproduce naturally the real value. Nevertheless, there is just a
constant scaling factor S between the effective and real velocity, and the findings
based on the gyrofield can be applied to investigate the interaction of the SWP
with the VC.
A10 Pictures for Gyrofield and Egyro,z for One
Complete Double Reversal Process
In Fig. 4.18 the snapshot for hgyro,z and the resulting Zeeman energy Egyro,z were
given to the time where the second polarity reversal appears. For completeness,
an overview for both quantities for the complete DRP is presented in Fig. 30
and 31.
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Figure 30. In this figure a complete overview for hgyro,z for one DRP is given.
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Figure 31. In this figure a complete overview for the resulting Zeeman energy Egyro,z
for one DRP is given.
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