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Gain-scheduled synchronization of parameter varying systems via
relativeH∞ consensus with application to synchronization of
uncertain bilinear systems ⋆
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Abstract
The paper considers a problem of consensus-based synchronization of uncertain parameter varying multi-agent systems. We present a
method for constructing consensus-based synchronization protocol schedules for each agent to ensure it synchronizes with a reference
parameter-varying system. The proposed protocol guarantees a specified level of H∞ transient consensus between the agents. The
algorithm uses a consensus-preserving interpolation and produces continuous (in the scheduling parameter) coefficients for the protocol.
An application to synchronization of uncertain bilinear systems is discussed.
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1 Introduction
The problem of synchronization of complex dynamical net-
works of interconnected systems has received much attention
recently in the context of multi-agent consensus [3,6,21,1].
In particular, robust synchronisation of uncertain systems
has gained attention recently [3,17,16], including the de-
velopment of H∞ methodology for multi-agent consensus
and synchronization. For instance, [17] considered an H∞
consensus synthesis of observer-based synchronization pro-
tocols for dynamical networks of uncertain agents and in-
troduced the notion of H∞ disagreement between agents
to quantify consensus performance of such networks. The
model in [17] allows for a significant heterogeneity — not
only the agents are subject to additive perturbations but they
are also endowed with different sensing patterns.
The H∞ metric has been used as measure of robustness in
a number of recent papers on multi-agent consensus and
synchronization. The key distinction of the H∞ consensus-
based approach of [17] (also see [20,19]), which is also
used in this paper, is its focus on disturbance attenuation to
improve transient consensus. It was observed in [17] that
H∞ optimization of consensus transients forces consensus
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objectives to become a priority for the agents, thus creating
an essential prerequisite for synchronization.
This paper extends the approach of H∞ consensus perfor-
mance proposed in [17] to systems which require a time-
varying reference for synchronization. Time variations of
systems coefficients pose an additional difficulty in address-
ing system robustness, since many standard robust control
and filtering techniques developed for time-invariant sys-
tems are not directly transferable to time-varying systems.
While in some situations the issue can be circumvented by
restricting attention to a finite-horizon version of the prob-
lem [11], such an approach may not be suitable in synchro-
nization problems. For instance, synchronization of nonlin-
ear systems exhibiting chaotic behaviour requires the sys-
tem to be continuously ‘locked’ into synchronous operation,
otherwise even small discrepancies between trajectories will
cause the system to lose synchrony in a very short time.
Gain-scheduling techniques provide an alternative to the
finite-horizon analysis and synthesis of time-varying sys-
tems known as parameter-varying systems. Such systems,
especially their linear versions termed linear parameter vary-
ing (LPV) systems, frequently arise in the control systems
theory [10]. The controller design for such systems involves
scheduling a number of controllers for different operating
conditions. When the operating conditions are continuously
monitored, a gain-scheduled controller can be designed by
interpolating these controllers. This allows to avoid detri-
mental transients caused by controller switching. Stability
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and robustness preserving interpolation techniques for gain
scheduling [13,14,22] provide a guarantee that the system
governed by an interpolated controller remains stable while
traversing between operating points.
Switching is particularly undesirable when the system em-
ploys high gains. Since the distributed estimation techniques
in [17] were found to yield high gain observers in some
cases, in this paper we develop the interpolation technique
for gain-scheduled synchronization inspired by the stability
and robustness preserving interpolation methods [12,13,22].
The proposed interpolated protocol preserves synchroniza-
tion and H∞ consensus properties of the interpolants.
As is well known large variations in the system parameters
usually lead to a conservative uncertainty model, resulting
in infeasible H∞ design conditions or yielding controllers
with unacceptably poor performance; the approach of H∞
disagreement optimization in [17] is not immune to this.
The scheduling method proposed in this paper can alleviate
this conservatism since it allows to consider multiple design
points with smaller parameter variations at each point. This
is a certain advantage of the proposed method over [17].
The paper further expands the preliminary results announced
in [18] and applies them to the problem of synchronization
for networks of uncertain single-input bilinear agents. In this
problem, the bilinear ‘master’ system is assumed to be gov-
erned by a control signal known to each agent. Such a sig-
nal can be generated by the reference system and then made
available to each agent, e.g., as in the ‘master-slave’ syn-
chronization scheme [5,8], or can be collectively generated
by the network. We show that this signal can be used for
protocol scheduling for each agent. As an illustration, syn-
chronization of a network of chaotic oscillators is discussed.
The paper is organized as follows. In Section 2 we introduce
the problem, first for a network of bilinear systems, and
then for a more general class of parameter varying uncertain
systems which include a globally Lipschitz nonlinearity. The
main results of the paper are developed in Section 3, and
the application of these results to synchronization of single-
input bilinear systems is given in Section 4. The illustrating
example is given in Section 5, followed by the Conclusions.
The proofs of the results are collected in the Appendix.
Notation Rn denotes the real Euclidean n-dimensional
vector space, with the norm ‖x‖ , (x′x)1/2; the symbol
′ denotes the transpose of a matrix or a vector, and ⊗ is
the Kronecker product of two matrices. Given a symmetric
k × k matrix P , λmin(P ) denotes the smallest eigenvalue
of P . The symbol ⋆ in position (k, l) of a block-partitioned
matrix denotes the transpose of the (l, k) block of the matrix.
1p is the vector in Rp with all unity components. We let
‖z‖P ,
√
z′Pz. L2[0,∞) denotes the Lebesgue space of
R
k
-valued vector-functions z(·), defined on [0,∞), with the
norm ‖z‖2 ,
(∫∞
0 ‖z(t)‖2dt
)1/2
.
2 Problem formulation
2.1 Motivating problem: synchronization of a network of
single-input uncertain bilinear systems
Consider a collection of N + 1 bilinear control systems-
agents, labeled 0, . . . , N , each described by the equation
x˙i = (A0 + ρ(t)∆)xi + ui(t) +B2iwi(t), (1)
xi(0) = xi0,
where xi ∈ Rn is the state of agent i, ui ∈ Rn de-
notes the local control input to agent i through which it
can be interconnected with other agents in the network, and
wi ∈ Rri is the disturbance. A0, ∆ are constant matrices.
Also, ρ : [0,∞) → Γ , [ρmin, ρmax] ⊂ R is a continuous
differentiable signal known to all agents.
The signal ρ(t) can be thought of as control steering the
entire network to a desired behavior. One way to achieve
this is to design such a control signal ρ for one of the agents,
and then control all other agents to track the leader; cf. [1].
Without loss of generality, suppose agent 0 is selected to
be the leader. To distinguish this agent from other agents
i, i = 1, . . . , N , its state is denoted x, and its evolution is
described as
x˙ = (A0 + ρ(t)∆)x +B20w0(t), x(0) = x0. (2)
The system (2) is bilinear and is governed by the common
control signal ρ(t). However for the leader we let u0 = 0,
to ensure its dynamics are not affected by the network.
Remark 1 According to one of the original viewpoints on
the gain scheduled design motivated by the objective of gov-
erning the system to an a priori known trajectory [10], ρ(t)
is assumed to be known to all agents. It can be either given
(e.g., the desired heading for the formation) [10], or can be
computed by each agent in the network, e.g., using nearest
neighbours rules [9].
Suppose each agent (1) receives broadcast signals yi, vij
from the reference plant and its neighbours j (cf. [19]):
yi = C2ix+D2iwi, vij = Hijxj +Gijwij , (3)
here wij are disturbances affecting the communication be-
tween j and i. We wish to design a protocol for intercon-
necting agents over a network, to ensure all of them track
the leader. This problem is a special case of a more general
synchronization problem introduced in the next section.
2.2 Synchronization problem for a network of parameter-
varying agents
Consider a fixed directed graph G = (V,E); V, E are the
set of vertices and the set of edges (i.e, the subset of the
2
set V×V), respectively. Without loss of generality, we let
V = {1, 2, . . . , N}. The notation (j, i) will denote the edge
of the graph originating at node j and ending at node i. It
is assumed that the graph G has no self-loops, (i, i) 6∈ E.
For each i ∈ V, let Vi = {j : (j, i) ∈ E} be the set
of nodes supplying information to node i, termed as the
neighbourhood of node i. The cardinality of Vi is the in-
degree of node i and is denoted pi; i.e., pi is equal to the
number of incoming edges for node i. Also, qi will denote
the number of outgoing edges for node i, known as the out-
degree of node i. According to Proposition 1 in [17], the
attention is restricted to weakly connected graphs.
Consider a multi-agent system, consisting of a parameter
varying nonlinear reference system
x˙ = A(ρ(t))x + B1φ(x) +B20w0(t), x(0) = x0, (4)
and N parameter varying nonlinear dynamical agents,
x˙i = A(ρ(t))xi +B1φ(xi) + ui(t) +B2iwi(t), (5)
xi(0) = xi0.
Here the variables x, xi, ui, wi have the same meaning as
in Section 2.1, and ρ(t) is the time-varying parameter avail-
able to all agents, described previously. The matrix-valued
function A(·) is assumed to be continuous on the interval
Γ. Also, the function φ(x) : Rn → Rl satisfies the global
Lipschitz condition
‖φ(x1)−φ(x2)‖2 ≤ (x1−x2)′R(x1−x2), ∀x1, x2 ∈ Rn;
(6)
where R = R′ ≥ 0. The system (4) and the agents model
(5) include the bilinear systems (2) and (1) considered in
Section 2.1 as special cases, where A(ρ) = A0 + ρ∆ and
φ(x) ≡ 0. Also, we let R = 0 in this special case.
As stated in Section 2.1, we assume that direct measurements
of the reference plant (4) are not available, and each agent
(5) must rely on broadcast signals from the reference plant
and its neighbours defined in (3). It is assumed that w0,
wi(·), wij(·) ∈ L2[0,∞), i, j = 1, . . . , N . Also, we assume
that E2i = D2iD′2i > 0, Fij = GijG′ij > 0 for all i.
Consider the following consensus-based protocol for inter-
connecting the agents over the graph G:
ui(t) =Li(ρ(t))(yi − C2ixi)
+
∑
j∈Vi
Kij(ρ(t))(vij −Hijxi), (7)
where Li(·), Kij(·) are matrix-valued gain functions to be
determined. The synchronization problem in this paper is
to determine the interconnection feedback gains Kij(·) and
observer gains Li(·) such that xi(t)→ x(t) in the L2 sense
and asymptotically. This relates our approach to the dis-
tributed version of the observer-based synchronization prob-
lem; cf. [5]. As a distinctive feature of our approach, we aim
to achieve synchronization while forcing the nodes to reach
a guaranteed suboptimal level of relative H∞ disagreement,
as stated in Definitions 1 and 2 given below. It is also worth
noting that the agents in (5) have nonidentical measurement
models which employ nonidentical matrices C2i, D2i. This
is an important distinction between our model and those fre-
quently used in the literature where all agents employ iden-
tical measurement models; e.g., see [3,16].
As a measure of consensus between the agents consider the
disagreement function (cf. [7])
ΨG(x) =
1
N
N∑
i=1
∑
j∈Vi
‖xj − xi‖2, x = [x′1 . . . x′N ]′. (8)
In this paper, two synchronization problems are considered
that utilize ΨG as the running cost of synchronization. In the
first problem we are concerned with achieving synchroniza-
tion with a guaranteed H∞ level of disagreement between
the agents. In the second problem, a stronger version of dis-
agreement performance is considered. It involves a penalty
on the synchronization transient performance, additional to
the penalty on the consensus transient performance.
Let x0 = [x′10, . . . , x′N0]′, and
‖(x0, w0,w, w¯)‖2 , ‖1n ⊗ x0 − x0‖2P + ‖w0‖22
+
1
N
N∑
i=1

‖wi‖22 +
N∑
j=1
‖wij(·)‖22

 ,
where P = P ′ > 0 is a fixed matrix to be determined.
Definition 1 The problem of weak robust synchronization is
to determine continuous feedback control and interconnec-
tion gain schedules Li(ρ), Ki(ρ), ρ ∈ Γ, for the protocol
(7) to satisfy the following properties:
(i) In the absence of uncertain perturbations, the intercon-
nection of unperturbed systems describing evolution
of the synchronization error dynamics of each agent
ei , x− xi must be exponentially stable. That is,
‖ei(t)‖2 , ‖xi(t)− x(t)‖2 ≤ ce−ωt, (∃c, ω > 0).
(ii) In the presence of uncertain perturbations, the proto-
col (7) must ensure a certain level of H∞ consensus
performance in the following sense
sup
‖(x0,w0,w,w¯)‖6=0
∫∞
0 ΨG(e(t))dt
‖(x0, w0,w, w¯)‖2 ≤ γ
2. (9)
Here, γ > 0 is a given constant, and e = [e′1, . . . , e′N ]′.
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(iii) All agents synchronize asymptotically, i.e., for all
w0, wi, wij ∈ L2[0,∞),
lim
t→∞
N∑
i=1
‖x(t)− xi(t)‖2 = 0. (10)
Definition 2 Let Q1, . . . , QN be given symmetric positive
definite matrices, and Q , diag[Q1, . . . , QN ]. The problem
of strong robust synchronization is to finding continuous
feedback control and interconnection gain schedules Li(ρ),
Ki(ρ), ρ ∈ Γ, for the protocol (7) to satisfy conditions
(i), (iii) of Definition 1, and the following condition, which
replaces (9) in (ii):
sup
∫∞
0
(
1
N e(t)
′Qe(t) + ΨG(e(t))
)
dt
‖(x0, w0,w, w¯)‖2 ≤ γ
2. (11)
where the sup is over the set {‖(x0, w0,w, w¯)‖ 6= 0}.
Condition (11) guarantees H∞ filtering performance∫∞
0 e(t)
′Qe(t)dt ≤ γ2N‖(x0, w0,w, w¯)‖2, which is not
guaranteed by conditions in Definition 1. Hence the term
strong synchronization. Also, the novel aspect in both def-
initions concerns the asymptotic synchronization property
in condition (iii); an L2 convergence was claimed in [17].
3 The main results
The derivation of the main result of the paper will pro-
ceed in several steps, following the general scheme of
stability and robustness preserving interpolated gain-
scheduling [12,14,22]. First, we revisit the results in [17] for
a fixed parameter case and a more general class of agents
under consideration in this paper. Recall that in [17], an ideal
communication between the agents was assumed, whereas
in this paper we allow for a more general situation where
the messages between the agents are subject to disturbance.
Next, based on this extension, a synchronization result will
be established for a class of parameter-varying systems with
a small-scale parameter variation. While technically simple,
this extension will serve as the basis for the derivation of
interpolated feedback schedules for a more general class of
parameter-varying systems with bounded rate of parameter
variations, which is the main result of this paper.
3.1 Synchronization of fixed parameter systems
Let us fix ρ ∈ Γ and consider the fixed parameter version
of the uncertain reference system (4),
x˙ = A(ρ)x+B1φ(x) +B20w0 + ψ(t, x), x(0) = x0,
(12)
and the corresponding N uncertain fixed-parameter dynam-
ical agents
x˙i =A(ρ)xi +B1φ(xi) + ψ(t, xi)
+ui(t) +B2iwi(t), xi(0) = xi0. (13)
Compared with (5), we have introduced an additional un-
certainty term to the reference plant and the equations of
agents’ dynamics. The motivation for this will become clear
later, when we will consider small parameter variations in
the agents and the reference plant. Such small variations can
be treated as an additional norm-bounded uncertainty, cap-
turing the mismatch between fixed system parameters used
in the protocol design, and the true system parameters. It
will be shown that the size of this mismatch can be charac-
terized in terms of a uniform norm bound condition, such as
‖ψ(t, x)− ψ(t, xi)‖2 ≤ α2‖ei‖2, (14)
where α > 0 is a constant.
We now present a sufficient condition for the existence of
a fixed parameter version of the protocol (7) which ensures
that the fixed parameter systems (13) achieve strong synchro-
nization. Given constants δi > 0 and matricesQi = Q′i > 0,
i = 1, . . . , N , introduce the following coupled Linear Ma-
trix Inequalities (LMIs) in scalar variables τi > 0, θi > 0
and matrix variables Xi = X ′i > 0:


Si(ρ) + τiR+ θiα
2I ⋆ ⋆
T ′i −Υi ∗
Xi 0 −θiI

 < 0, (15)
where Ti =
[
XiB20 XiB2(I −D′2iE−1i D2i) XiB1 Ξi
]
,
Si(ρ) , Xi(A(ρ) + δiI +B2iD
′
2iE
−1
2i C2i)
+ (A(ρ) + δiI +B2iD
′
2iE
−1
2i C2i)
′Xi + (pi + qi)I
− γ2C′2iE−12i C2i − γ2
∑
j∈Vi
H ′ijF
−1
ij Hij +Qi,
Ξi =
[
γ2H ′ij1F
−1
ij1
Hij1− I . . . γ2H ′ijpiF
−1
ijpi
Hijpi− I
]
,
Υi = diag
[
γ2I, γ2I, τiI, Zi
]
,
Zi = diag
[
2δj1
qj1 + 1
Xj1 , . . . ,
2δjpi
qjpi + 1
Xjpi
]
, (16)
j1, . . . , jpi are the elements of the neighbourhood set Vi.
Lemma 1 Let ρ ∈ Γ be given and fixed. Suppose the graph
G, the matrices Qi = Q′i > 0 and the constants γ > 0 and
δi > 0 are such that the coupled LMIs (15) corresponding
to the given ρ are feasible. Consider a collection of feasible
triples (τi,ρ, θi,ρ, Xi,ρ), i = 1, . . . , N , and define
Kij(ρ) = γ
2X−1i,ρH
′
ijF
−1
ij , (17)
Li(ρ) = (γ
2X−1i,ρC
′
2i −B2iD′2i)E−12i . (18)
The network of fixed parameter agents (13), equipped with
the protocols (7) with the coefficients defined in (17), (18)
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solves the fixed parameter version of the strong robust syn-
chronization problem in Definition 2, with ρ(t) ≡ ρ. The
matrix P in condition (11) corresponding to this solution is
P = diag[ 1NXi,ρ].
The proof of this lemma, as well as the proofs of other
results in this paper is given in the Appendix. The main
idea of the proof is to show that the interconnected system
describing dynamics of the synchronization errors associated
with the reference (12) and the multi-agent system (13) has
the properties of vector dissipativity [2] with respect to the
vector storage function [V1(e1) . . . VN (eN )]′, Vi(ei) =
e′iXi,ρei, and a suitably defined vector of supply rates.
Remark 2 The LMIs in (15) are coupled for neighbouring
agents. In [17] we noted that in principle LMIs of this type
can be solved in a distributed manner. Due to space limita-
tion, we refer the reader to [17] for details.
3.2 Synchronization under small parameter variations
The protocol (7) defined in the previous section for the
fixed parameter network can be used in the derivation of a
synchronization protocol for the parameter varying multi-
agent system (4), (5), provided parameter variations are suf-
ficiently small, i.e. ρ(t) ≈ ρ0 ∀t ≥ 0. In this case small
variations of the matrix A(·) can be treated as parameter
mismatch disturbances, and the parameter varying system
(5) and the reference (4) can be regarded as a perturbation of
a corresponding fixed-parameter system. To formalize this
observation, let us fix ρ0 ∈ Γ, and define
ψ(t, x) = (A(ρ(t)) − A(ρ0))x.
The robust fixed parameter synchronization protocol of the
form (7) can now be designed based on the representation
(12), (13) using Lemma 1. This leads to the following result
about synchronization of the system (4), (5) under small
parameter variations.
Theorem 1 Let ρ0 ∈ Γ be fixed. Suppose that for all t > 0
(A(ρ(t)) −A(ρ0))′(A(ρ(t)) −A(ρ0)) ≤ α2I. (19)
Suppose the graph G and the constants γ > 0 and δi > 0
are such that the coupled LMIs (15) with ρ = ρ0 are feasi-
ble, and let (τi,ρ0 , θi,ρ0 , Xi,ρ0), be a corresponding collec-
tion of feasible triples, i = 1, . . . , N . Then the network of
agents (5) equipped with the protocols (7), (17), (18), where
ρ = ρ0, solves the problem of strong robust synchronization
in Definition 2. The matrix P in conditions (9) and (10)
corresponding to this solution is P = diag[ 1NXi,ρ0 ].
3.3 Disagreement gain preserving interpolation of syn-
chronization protocols
Naturally, it may be difficult to cover the entire interval Γ
using a single condition (19) while ensuring that the coupled
LMIs (15) are feasible for the selected α. The idea behind
the gain-scheduling approach in this paper is to cover the
interval Γ using smaller intervals for which conditions (19)
and (15) hold simultaneously. First a collection of constants
αk > 0 and ‘grid points’ Γ0 = {ρk, k = 1, . . . ,M} is
selected so that for any ρ ∈ Γ there exists at least one point
ρk with the property
(A(ρ) −A(ρk))′(A(ρ) −A(ρk)) ≤ α2kI. (20)
Let Uk be the largest connected neighbourhood of ρk con-
sisting of all ρ ∈ Γ for which (20) holds. The grid points ρk
and the constants αk must be selected so that Γ ⊆ ∪Mk=1Uk.
Next, using Lemma 1, we compute the synchronization pro-
tocol (7) for the uncertain parameter-varying agents plants
(13) for each fixed ρk. The robustness properties of this pro-
tocol stated in Theorem 1 guarantee synchronization for ev-
ery fixed ρ ∈ Γ. This property establishes an analog to the
stability covering condition in [12].
Assuming that for every α = αk and ρ = ρk, k = 1, . . . ,M ,
the LMIs (15) are feasible, the above procedure guarantees
that for each fixed ρ ∈ Γ, a synchronization protocol (7)
can be assigned to the system (5) by selecting one of the
protocols corresponding to an index k ∈ {k : ρ ∈ Uk}.
However, when applied to the parameter-varying system (4)
directly, this procedure will result in the matrix-valued func-
tions Li(ρ(t)) and Kij(ρ(t)) having jumps at the time in-
stants when the trajectory of the parameter ρ(t) exits the set
Uk and enters the setUk+1. As a result, the control signals ui
will become discontinuous and will generate transients that
usually have an adverse effect on the system performance.
To overcome these effects, we propose a continuous inter-
polation of the fixed-parameter synchronization protocols,
following the interpolation approach in [12,22,14]. The aim
of our interpolation technique is to preserve the property of
interpolants to guarantee a desired level of the relative H∞
disagreement between the agents.
To explain the idea of the proposed interpolation, let us con-
sider an arbitrary fixed ρ ∈ Γ, and the collection of constants
αk > 0, k = 1, . . . ,M , and grid points Γ0 discussed above.
Since ρ ∈ Γ is fixed, there must exist k such that ρ ∈ Uk.
Let (τi,ρk , θi,ρk , Xi,ρk), i = 1, . . . , N , be a feasible triple of
the LMIs (15) corresponding to this k. The following lemma
follows from (15) and (20) using the Schur complement.
Lemma 2 Suppose (20) holds. The collection of matrices
and constants {τi,ρk , Xi,ρk , i = 1, . . . , N}, composed using
a feasible solution of the LMI (15) corresponding to α = αk,
also satisfies the following coupled LMIs in Xi = X ′i > 0,
τi > 0, i = 1, . . . , N :
[
Si(ρ) + τiR ⋆
T ′i −Υi
]
< 0, (21)
where Si(ρ), Ti and Υi are the same as in (15).
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We now define interpolated gains for the protocols (7), as
follows. Suppose the collection of positive constants αk and
the grid points Γ0 has the following properties:
(A(ρ)− A(ρk))′(A(ρ)−A(ρk)) ≤ α2kI, (22)
if ρk ≤ ρ < ρ¯k,
(A(ρ)− A(ρk+1))′(A(ρ)−A(ρk+1)) ≤ α2k+1I, (23)
if ρk+1 < ρ ≤ ρk+1,
where ρk < ρk+1 < ρ¯k < ρk+1. In particular, this implies
that [ρk+1, ρ¯k] ⊂ Uk ∩ Uk+1, and both (22) and (23) hold
for ρ ∈ [ρk+1, ρ¯k].
For every ρ ∈ Γ, select k, k + 1 such that ρ ∈ [ρk, ρk+1],
and define λ = ρ¯
k−ρ
ρ¯k−ρk+1 ,
Xi,ρ =


Xi,ρk , ρ ∈ [ρk, ρk+1],
Xi,λ , λXi,ρk + (1− λ)Xi,ρk+1 ,
ρ ∈ [ρk+1, ρ¯k],
Xi,ρk+1 , ρ ∈ [ρ¯k, ρk+1],
(24)
τi,ρ =


τi,ρk , ρ ∈ [ρk, ρk+1],
τi,λ , λτi,ρk + (1− λ)τi,ρk+1 ,
ρ ∈ [ρk+1, ρ¯k],
τi,ρk+1 , ρ ∈ [ρ¯k, ρk+1],
(25)
Kij(ρ) = γ
2X−1i,ρH
′
ijF
−1
ij (26)
Li(ρ) = (γ
2X−1i,ρ C
′
2i −B2iD′2i)E−12i . (27)
Note that the matrix gains Kij , Li defined above, are con-
tinuous and well defined functions on Γ, since Xi,λ > 0 for
all λ ∈ [0, 1], and hence X−1i,λ is well defined.
The following theorem is the main result of the paper. Let
Γ¯ be the set consisting of all the corner points ρk+1, ρ¯k,
which lie inside Γ. Without loss of generality, we assume
that ρ(0) 6∈ Γ¯, and that the set {t : ρ(t) ∈ Γ¯} has zero
Lebesgue measure.
Theorem 2 Suppose
sup
t≥0
|ρ˙| ≤ min
i

λmin(Qi)
[
sup
k
∥∥Xi,ρk+1 −Xi,ρk∥∥
ρ¯k − ρk+1
]−1
 .
(28)
Then the network of agents (5) equipped with the protocols
(7), (26), (27), solves the weak robust synchronization prob-
lem in Definition 1. The matrix P in condition (9) corre-
sponding to this solution is P = diag[ 1NXi,ρ(0)].
If the inequality in (28) is replaced with a strict inequality,
then strong synchronization can be established.
Corollary 1 Suppose there exists η ∈ [0, 1) such that
sup
t≥0
|ρ˙| ≤ ηmin
i

λmin(Qi)
[
sup
k
∥∥Xi,ρk+1 −Xi,ρk∥∥
ρ¯k − ρk+1
]−1
 .
(29)
Then the network of agents (5) equipped with the protocols
(7), (26), (27), solves the strong robust synchronization prob-
lem in Definition 2, with Q in (11) replaced with (1− η)Q.
The matrix P is defined in the same way as in Theorem 2.
Remark 3 It is worth noting that the variable γ2 enters
linearly in (15). This allows for optimization over γ2. Such
optimization can be carried out for each grid point ρk, and
then the largest value out of obtained γ2k should be selected.
Maximization over k is justified because if for a fixed ρ = ρk
the LMIs (15) admit a solution for γ = γk, then the same
solution is feasible for these LMIs with any γ > γk.
4 Application to synchronization of single-input bilin-
ear systems
We now apply the results of the previous section to the
problem of synchronization of bilinear systems described
in Section 2.1, where the matrix A(ρ) is linear, A(ρ) =
A0 + ρ∆, A0, ∆ are constant matrices. Owing to the affine
structure of A(ρ), the construction of the synchronization
protocol can be further simplified, as presented below.
Let α > 0 and grid points Γ0 = {ρk, k = 1, . . . ,M} be
selected so that |ρk − ρk+1| < ασ(∆) , σ(∆) is the largest
singular value of ∆, and ρ1 ≤ ρmin, ρM ≥ ρmax. Then the
condition (20) trivially holds for any ρ ∈ Uk = [ρk−1, ρk+1],
with U1 = [ρ1, ρ2], UM = [ρM−1, ρM ]. Also, Γ ⊆ ∪Mk=1Uk.
Suppose α is chosen so that for every α and ρ = ρk, k =
1, . . . ,M , the LMIs (15) in the variables (θi, Xi) Xi =
X ′i > 0, with Ri = 0, are feasible. We allow for Ri = 0 in
this section since here we consider the special case φ(·) ≡ 0.
The synchronization protocol (7) can then computed for each
ρk using Lemma 1, in which we let Ri = 0. Furthermore,
it is clear that for all ρ ∈ Γ, there exist two adjacent grid
points ρk, ρk+1 such that ρ ∈ Uk ∩Uk+1. Specifically, these
ρk, ρk+1 are the endpoints of the interval [ρk, ρk+1] to which
ρ belongs.
These considerations allow us to simplify the procedure of
the previous section to construct interpolated gains for the
protocol (7). For a ρ such that ρ ∈ [ρk, ρk+1], let
Xi,ρ =
ρk+1 − ρ
ρk+1 − ρkXi,k +
ρ− ρk
ρk+1 − ρkXi,k+1. (30)
The following theorem specializes Theorem 2 and Corol-
lary 1 to the problem of synchronization of bilinear systems.
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Theorem 3 Suppose condition (28), where Xi,k are defined
from (15) with Ri = 0, holds. Then the network of agents (1)
equipped with the protocols (7), (26), (27), solves the weak
robust synchronization problem in Definition 1. Further-
more, if a stronger condition (29) holds, then the network of
agents (1) equipped with the protocols (7), (26), (27), solves
the strong robust synchronization problem in Definition 2,
with Q replaced with (1− η)Q. In both cases, the matrix P
in these definitions is obtained to be P = diag[ 1NXi,ρ0 ].
5 Example: Master-slave synchronization of chaotic os-
cillators
To illustrate the results of the paper, consider the master-
slave synchronization problem for a set of five 2nd-order
bilinear systems with a so-called unified chaotic system [4]
as a reference,
x˙(1) = (25ϑ+ 10)(x(2) − x(1)),
x˙(2) = (28− 35ϑ)x(1) + (29ϑ− 1)x(2) − ρ(t)x(1),
ρ˙=−8 + ϑ
3
ρ(t) + x(1)x(2). (31)
This system exhibits chaotic dynamics for all values of
ϑ ∈ [0, 1] [4]. Although the system is nonlinear, the first
two equations can be regarded as a single-input bilinear
system, with ρ(t) interpreted as a control variable. This
subsystem has the form (4) in which w0 = 0, φ(x) =
(ϑ− 12 )[x(1) x(2)]′, and
A(ρ) =
[
−22.5 22.5
10.5 13.5
]
+ρ
[
0 0
−1 0
]
, B1 =
[
−25 25
−35 29
]
.
To complete the analogy with (4), we randomly generated
the matrix B20 to be B20 = [0.0806 0.0232]′, Clearly, (6)
holds with R = 0.25I irrespective of ϑ.
The network to be synchronized consists of controlled sys-
tems of the form (31). However, in accordance with the
master-slave approach to synchronization, the signal ρ is
supplied by the master system (31), rather then being gener-
ated within the slave system. As a result, each slave system
can be regarded as a 2nd-order system of the form (5) gov-
erned by the signal ρ(t) generated by the reference system
(31). We assume B2i = B20 for all agents.
It is easy to verify using simulations that if ui ≡ 0, the agents
systems do not synchronize to the reference system. This
motivates us to introduce an additional control of the form
(7) to achieve synchronization. For this example, a simple
ring structure of the network was chosen, so that agent i
can receive information from agent i − 1 and can forward
its state to agent i+1. That is, Vi = {i− 1} for i = 2, . . .,
and V1 = {N}. In this example, N = 5.
Since the framework of the paper allows for synchronization
via imperfect measurements and imperfect communication,
we let D2i = 0.01, Gi,i−1 = 0.2 and randomly selected
a set of matrices C2i, Hi,i−1 to provide each agent with
partial measurements of the reference plant and the partial
information about the states of its neighbours. Also, the ref-
erence system (31) was simulated on the interval [0, 100],
with the initial conditions [0.3 0.3 20]′ and several values of
ϑ, to determine the bound on |ρ˙|. It was found that on this
time interval, |ρ˙| ≤ 523.3044 for the tested values of ϑ.
To determine the interval Γ, we used the theoretical bound
on trajectories of the Lorenz system |ρ(t) − r| ≤ b
2
√
b−1r,
where r = 28−35ϑ > 0 [15]. Letting ϑ = 0.5 (the nominal
system), we found Γ = [0, 56.2726]. Next, 11 evenly spaced
grid points were chosen as the set Γ0, with ρ0 = 0, ρ11 =
56.2726, and the LMI optimization problem min γ2 subject
to the LMI (15) was solved at each grid point, with δ = 0.12,
α2k = 32.3026, andQ = 17×I , to obtain the matricesXi,ρk .
These parameters were chosen to ensure that conditions (22),
(23) hold with ρ¯k = ρk+1 and ρk+1 = ρk. Clearly, ρ(0) =
20 6∈ Γ0, as required in Theorem 2. Note that although the
value of ϑ is assumed to be known in this example, we
chose to use the matrix R = 0.25I which provides the upper
bound on the Lipschitz constant of φ over ϑ. This allows us
to design the protocol (7) to be independent of the value of
ϑ, thus providing additional robustness.
We verified that the conditions of Theorem 2 were satisfied
in this example, except for the rate bound condition (28).
Unfortunately, this condition was difficult to satisfy in this
example. Despite this, our simulations confirmed synchro-
nization. This indicates that condition (28) is conservative.
The obtained matrices Xi,ρk were used to schedule the coef-
ficients for the protocol (7) according to (26) and (27). Here
we implicitly used the observation that if the set of LMIs (15)
admits a solution for γ = γk, then the same solution is fea-
sible for these LMIs with any γ > γk; see Remark 3. Hence,
the upper bound on the H∞ disagreement gain, guaranteed
by the interpolated gain-scheduled synchronization protocol
constructed in this example will be maxk γ2k = 1.9729.
To verify the design, the interconnected system was simu-
lated on the time interval [0, 100]. The plots of the errors
‖x − xi‖ for ϑ = 0 and ϑ = 1 are shown in Figure 1. It
was observed in our simulations that all synchronization er-
rors converged to 0, as was predicted by Theorem 2, even
though the rate bound (28) failed to satisfy in this exam-
ple. It is also worth noting that despite value of ρ(t) varies
substantially in this example, the error dynamics exhibit no
sign of performance degrading transients while ρ(t) varies.
This reflects favourably on the proposed interpolated syn-
chronization protocol.
6 Conclusion
The paper has extended the gain-scheduling via interpolation
technique to the class of synchronization problems for large-
scale systems consisting of parameter varying agents with
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Fig. 1. Synchronization errors ‖x− xi‖ versus time: (a) Intercon-
nected systems, ϑ = 0; (b) Interconnected systems, ϑ = 1.
a Lipschitz continuous nonlinearity. The results have been
applied to synchronization of multiagent network of bilinear
systems.
It has been observed in our previous work [17] that the syn-
chronization scheme proposed in that paper tends to use high
gain observers to achieve synchronization. Large Lipschitz
constants associated with system nonlinearities are likely to
contribute to conservatism of the conditions in [17]. Conse-
quently, this could be one reason for the algorithm [17] to
yield high observer and interconnection gains. LPV mod-
elling along the system trajectory may potentially reduce the
size of the nonlinearity, and hence may lead to reduced gains
required for synchronization. The results in this paper serve
as a starting point for investigation into this hypothesis.
7 Appendix
7.1 Proof of Lemma 1
Consider a collection of interconnected systems describing
dynamics of the synchronization errors associated with the
system (12), (13) and the protocol (7),
e˙i = (A(ρ)− Li(ρ)C2i)ei +B1ξi(t) + ζi(t)
+
∑
j∈Vi
Kij(ρ)(Hij(ej − ei)−Gijwij)
++B20w0(t)− (B2i + Li(ρ)D2i)wi(t), (32)
ei(0) = x0 − xi0,
ξi(t) = φ(x(t)) − φ(xi(t)),
ζi(t) = ψ(t, x(t)) − ψ(t, xi(t)). (33)
Using the constants τi,ρ > 0, θi,ρ > 0 and the matrix Xi,ρ
obtained from the LMIs (15), define Vi(ei) = e′iXi,ρei. In
the same manner as in [17,19], by completing the squares,
one can establish that for all uncertainty signals ξi(t), ζi(t)
satisfying the constraints (6), (14), the following dissipation
inequality holds
e
′Qe+NΨ(e) + V˙ (e) ≤ −εV (e)
+γ2
N∑
i=1

‖w0‖2 + ‖wi‖2 + ∑
j∈Vi
‖wij‖2

 . (34)
The statement of Lemma 1 now follows from (34). In-
deed, properties (i) and (ii) of Definition 2 can be estab-
lished using the same argument as that used to derive the
statement of Theorem 1 in [17] from a similar dissipa-
tion inequality. Also, it follows from (34) and the condition
Q > 0 that e ∈ L2[0,∞). This implies that e˙ ∈ L2[0,∞).
From the Cauchy-Schwartz inequality limt→∞ ‖e(t)‖2 =
2 limt→∞
∫ t
0 e(t)
′
e˙(t)dt exists. Since we have established
that e ∈ L2[0,∞), this limit must be equal to 0. Thus, state-
ment (iii) of Definition 2 holds as well. ✷
7.2 Proof of Theorem 2
Since the matrices Xi,ρ are continuous and piecewise affine,
they are differentiable on Γ except at ρ ∈ Γ¯. Using Lemma 6
of [13] and the definition of Xi,ρ in (24), it follows that,
given any ǫ > 0, there exists a continuously differentiable
matrix function Yi,ρ defined on Γ, and a constant β > 0
such that for any ‘corner’ point c ∈ Γ¯,
sup
ρ∈Γ
‖Yi,ρ −Xi,ρ‖ < ǫ, ρ ∈ (c− β, c+ β), (35)
Yi,ρ = Xi,ρ, ρ 6∈ (c− β, c+ β), (36)
sup
ρ∈Γ
∥∥∥∥dYi,ρdρ
∥∥∥∥ ≤ sup
k
∥∥Xi,ρk+1 −Xi,ρk∥∥
ρ¯k − ρk+1 . (37)
Note that the approximating matrices Yi,ρ can be chosen
symmetric, since Xi,ρ are symmetric. Also, if a sufficiently
small ǫ > 0 is chosen, positive definite for all ρ ∈ Γ matrices
Yi,ρ can be selected.
Now suppose ρ = ρ(t) ∈ [ρk, ρk+1]. Since both
(τi,ρk , Xi,ρk) and (τi,ρk+1 , Xi,ρk+1), i = 1, . . . , N , satisfy
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the LMIs (21), then due to the linearity of (21), (τi,ρ, Xi,ρ)
are also feasible for the LMIs (21).
Let us now consider the synchronization errors for the sys-
tem (4), (5), and the protocol (7) with the gains defined in
(26), (27). It is straightforward to verify that the synchro-
nization errors satisfy the equation (32) in which ζi ≡ 0
and ρ = ρ(t). Let us define the vector storage function
candidate for this system, Vi(ei, t) = e′iYi,ρ(t)ei. Also, let
w
i = [w′ij1 . . . w
′
ijpi
]′. Since the inequality (21) is strict,
the set Γ is compact and Xi,ρ is continuous with respect to
ρ, then it is possible to choose a sufficiently small ǫ > 0 in
(35) so that the following holds:
d
dt
Vi(ei, t) = e
′
i
(
dYi,ρ(t)
dt
)
ei + 2e
′
iYi,ρ(t)e˙i
< e′i
(
dYi,ρ(t)
dt
)
ei − e′iQiei − (pi + qi)‖ei‖2
+2e′i
∑
j∈Vi
ej − 2δiVi(ei, t) +
∑
j∈Vi
2δj
qj + 1
Vj(ej , t)
+γ2‖w0‖2 + γ2‖wi‖2 + γ2
∑
j∈Vi
‖wij‖2.
We now observe that for ρ(t) ∈ Γ\Γ¯, it follows from (37)
and (28) that
∥∥∥dYi,ρ(t)dt ∥∥∥ ≤ λmin(Q). Therefore,
d
dt
Vi(ei, t) < −(pi + qi)‖ei‖2 + 2e′i
∑
j∈Vi
ej
−2δiVi(ei, t) +
∑
j∈Vi
2δj
qj + 1
Vj(ej , t)
+γ2‖w0‖2 + γ2‖wi‖2 + γ2
∑
j∈Vi
‖wij‖2. (38)
The remainder of the proof now follows using the same
argument as that used in the proof of Lemma 1. ✷
7.3 Proof of Corollary 1
The proof is almost identical to the proof of Theorem 2.
The only difference is to note that the stronger condition
(29) will imply a stronger version of the vector dissipation
inequality (38), with the additional term −(1− η)e′iQiei on
the right hand side.
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