Abstract. In this paper, it is shown that nearly completely decomposable (NCD) Markov chains are quasi{lumpable. The state space partition is the natural one, and the technique may be used to compute lower and upper bounds on the stationary probability of each NCD block. In doing so, a lower bounding nonnegative coupling matrix is employed. The nature of the stationary probability bounds is closely related to the structure of this lower bounding matrix. Irreducible lower bounding matrices give tighter bounds compared with bounds obtained using reducible lower bounding matrices. It is also noticed that the quasi{lumped chain of a NCD Markov chain is an ill{conditioned matrix and the bounds obtained therefrom generally will not be tight. However, under some circumstances, it is possible to compute the stationary probabilities of some NCD blocks exactly.
Introduction
Markovian modeling and analysis is extensively used in many disciplines in evaluating the performance of existing systems and in analyzing and designing systems to be developed. The long{run behavior of Markovian systems is revealed through the solution of the problem P = ; k k 1 = 1;
(1: 1) where P is the one{step stochastic transition probability matrix (i.e., discrete{time Markov chain | DTMC) and is the unknown stationary probability distribution of the system under consideration. By de nition, rows of P and elements of both sum up to 1. In what follows, boldface capital letters denote matrices, boldface lowercase letters denote column vectors, italic lowercase and uppercase letters denote scalars, calligraphic letters denote sets. e represents a column vector of all ones and 0 represents a row or column vector of all zeros depending on the context. The convention of representing probability distributions by row vectors is adopted.
Solving (1.1) is crucial in computing performance measures for Markovian systems. For queueing systems, these measures may be the average number of customers, the mean waiting time, or the blocking probability for a speci c queue. In communication systems, they may be the total packet loss rate, the probability of an empty system, or any other relevant measure. In any case, these measures may be computed exactly if is available.
NCD Markov chains 3], 10], 16] are irreducible stochastic matrices that can be ordered so that the matrix of transition probabilities has a block structure in which the nonzero elements of the o {diagonal blocks are small compared with those of the diagonal blocks. Such matrices often arise in queueing network analysis, large scale economic modeling, and computer systems performance evaluation, and they can be represented in the form n 1 n 2 n N P n n = 0 B B B @ P (1:2)
The subblocks P i;i are square, of order n i , with n = P N i=1 n i : Let be partitioned conformally with P such that = ( 1 ; 2 ; : : :; N ): Each i , i = 1; 2; : : :; N is a row vector having n i elements. Let P = diag(P 1;1 ; P 2;2 ; : : :; P N;N ) + E: The quantity kEk 1 is referred to as the degree of coupling and it is taken to be a measure of the decomposability of the matrix (see 6] ). If it were zero, then P would be reducible.
Consider the following questions. Is it possible to obtain lower and upper bounds on the stationary probability of being in each NCD block of a NCD Markov chain in an inexpensive way? Furthermore, if the answer to the preceeding question is yes, can one improve these bounds by exploiting the structure and symmetries of the chain? The motivation behind seeking answers to such questions is that, in many cases performance measures of interest of systems undergoing analysis depend on the probability of being in certain groups of states. That is, probabilities need to be computed at a coarser level; each and every stationary probability is not needed. If the problem at hand is one in which the stationary probabilities of interest are those of the coupling matrix 10] corresponding to the underlying NCD Markov chain, then the technique discussed in this paper may be used to obtain answers to the above questions. Whereas, if all stationary probabilities of the NCD Markov chain are to be computed, iterative aggregation{disaggregation (IAD) should be the method of choice (see 8 In the sections to come, it is shown that NCD Markov chains are quasi{lumpable. The state space partition coincides with the NCD block partition, and the technique may be used to compute lower and upper bounds on the probability of being in each NCD block. The procedure amounts to solving linear systems of order equal to the number of NCD blocks in the chain. Thereafter, quasi{lumpability is related to the polyhedra theory of Courtois and Semal for stochastic matrices 4], and it is shown that under certain circumstances the quasi{lumped chain (as de ned in 5]) is a lower bounding matrix for the coupling matrix of the NCD chain. Additionally, another substochastic matrix guaranteed to be a lower bounding coupling matrix is given. Following this, the e ects of the nonzero structure of a lower bounding nonnegative coupling matrix on the bounds of the stationary probability of each NCD block is investigated; the results are based on the nonzero structure of a lower{bounding substochastic matrix in general, and therefore, they may also be used in forecasting the quality of lower and upper bounds on the stationary distribution of Markov chains when Courtois and Semal's theory is at work.
The next section provides the de nitions of lumpability (see 7], x6.3) and quasi{lumpability (see 5]), and the third section shows how quasi{lumpability applies to NCD Markov chains. The e ects of quasi{lumpability on the 8 8 Courtois matrix are illustrated in the fourth section. The relation between the quasi{lumped chain and the coupling matrix of a NCD Markov chain is investigated in section ve. The sixth section provides information enabling one to forecast the nature of the bounds on the stationary probability of each NCD block; the idea is communicated through an illustrative example. The last section summarizes the results.
Lumpability vs Quasi{Lumpability
Lumpability is a property of some Markov chains which, if conditions are met, may be used to reduce a large state space to a smaller one. The idea is to nd a partition of the original state space such that, when the states in each partition are combined to form a single state, the resulting Markov chain described by the combined states has equivalent behavior to the original chain, only at a coarser level of detail. Given that the conditions for lumpability are satis ed, it is mostly useful in systems which require the computation of performance measures dependent on the coarser analysis speci ed by the lumped chain ( To put it in another way, the lumpability condition requires the transition probability from each state in a given partition to another partition to be the same. For a given state, the probability of making a transition to a partition is the sum of the transition probabilities from the given state to each state in that partition. At this point we should stress that not all Markov chains are lumpable. In fact, only a small percentage of Markov chains arising in real{life applications is expected to be lumpable. However, in x3 it is shown that NCD Markov chains are quasi{lumpable; that is, almost lumpable 5]. The following informative example demonstrates the concept of lumpability. De nition 2.3 A DTMC is said to be {quasi{lumpable with respect to a given state space partition S = S i S i with S i T S j = ;, 8i 6 = j if its transition probability matrix P can be written as P = P ? + P . Here P ? is a (componentwise) lower bound for P that satis es the lumpability condition 8S i ; S j S; 8s 2 S i : X i;j = ( P i;j if P i;j e = k i;j e P i;j ? P i;j otherwise 8i 6 = j:
Diagonal blocks of P ? are the same as those of P. When P i;j e 6 = k i;j e, P i;j is chosen so that (P i;j ? P i;j )e = k i;j e. Here, k i;j = min (P i;j e) (i.e., the minimum valued element of the vector P i;j e). As it is pointed in Example 2.4, P may not be unique, and the discussion on how to choose among the alternatives available is left to after the construction.
Furthermore, P has nonzero blocks (in which there is at least one nonzero element) in locations corresponding to the nonzero blocks of P which do not have equal row sums.
On the other hand, the number of zero blocks in P ? may be more than the number of zero blocks in P. In other words, there may be nonzero blocks in P for which k i;j = 0, implying P ? i;j = 0. Note that, if P is the null matrix, then P will be exactly lumpable, and remaining steps in the construction should be skipped.
2. Once P is written as the sum of P ? and P , form yet another matrix, and y i has n i elements. The unknown vector x should be partitioned in the same way.
The signi cance and role of x in the computation of lower and upper bounds for the quasi{lumped chain is discussed in x4. Recall the de nition of a NCD Markov chain in x1 and observe that kyk 1 kEk 1 (the degree of coupling of P). Since kEk 1 is a small number generally less than 0.1, one has {quasi{lumpability (see De nition 2.3). The small mass in the o {diagonal blocks, which prevents lumping P exactly, is accumulated in an extra state.
3. Given that P is not exactly lumpable (i.e., y 6 = 0), P s will not be lumpable. However, the lumpability condition for the ith row of blocks may be enforced by increasing some elements in y i so as to make each element equal to k y i k 1 and decreasing the corresponding diagonal elements. If it is possible for any diagonal element to become negative, the diagonal of P coupling matrix for P. When constructing P , the nonzero elements in blocks should be arranged, if at all possible, so that there is a minimum number of nonzero columns in P . If all columns corresponding to states in S i are zero in P , then x i = 0, and the stationary probability of the ith block may be determined exactly to working precision. An intuitive explanation for this fact is the following.
The transitions in P are the transitions into and out of the extra state (in P s ). Therefore, if it is not possible to make a transition to state, say s, in the matrix P (i.e., the column of P that corresponds to state s is 0), then it will not be possible to return to state s from the extra state. This being so, the corresponding element in x T must be zero. If all states in a NCD block possess this property, then the element in the last row of the quasi{lumped chain K s corresponding to that NCD block should be zero. A sidenote is that, even though there may be multiple ways in which the nonzero entries of P can be arranged for xed , this does not make a di erence when lower and upper bounds on the stationary probability of each NCD block are computed.
The next section illustrates the construction steps on a small example and shows how to compute the corresponding quasi{lumped chain with lower and upper bounds for its stationary vector. 4 An Illustrative Example Here, z i is a probability vector of N elements. If j is the stationary probability of the jth NCD block, then lower and upper bounds on the stationary probability of block j may be computed Proof: Once again introduce k i;j = min (P i;j e). Now observe that 0 k i;j 1; 8i 6 = j; 0 k i;i < 1; 8i
are direct consequences of the following properties of NCD Markov chains 10].
For o {diagonal blocks, 0 P i;j e e; 8i 6 = j:
For diagonal blocks, 0 P i;i e e; 8i with the condition that P i;i e 6 = e (since P is irreducible by de nition). Now inspect the o {diagonal blocks in P ? (see (3.1)) given by (3.2). If P i;j has equal row sums (i.e., P i;j e = k i;j e), then P ? i;j = P i;j . Otherwise, P ? i;j = P i;j ?P i;j where (P i;j ?P i;j )e = k i;j e. In all cases, P ? i;j e = k i;j e. As for the diagonal blocks in P ? , each diagonal block is equal to its counterpart in P. Using (3.3), a new matrix P s is formed. The only blocks (possibly) prohibiting lumpability in P s are those diagonal blocks with unequal row sums. In other words, for P s to be lumpable, each diagonal block i for which min (P i;i e) 6 = max (P i;i e) (i.e., max ( y i ) 6 = min ( y i )) needs to be adjusted. The adjustment in P s i;i may be performed by increasing some elements in y i so as to make each element in y i equal to max ( y i ) and decreasing the corresponding diagonal element in P s i;i . The intended e ect is to have P s i;i e = k i;i e. As a result of this diagonal adjustment, one obtains a new P s which may or may not have negative elements along the diagonal. These two cases should be analyzed in turn:
(i) There are no negative elements along the diagonal of P s . Hence, the scaling in (3.5) need not be performed. In this case,P The fact that there is strict inequality for at least one row of blocks is a consequence of P not being exactly lumpable. That is, there is at least one row of blocks in P in which one of the blocks has unequal row sums; otherwise, P would be exactly lumpable. When scaling is performed, one obtains . We use the de nition of quasi{lumpability in 5] to be consistent in terminology. The next section investigates the relation between the nonzero structure of a substochastic lower bounding matrix for a given Markov chain and the nature of lower and upper bounds obtained on the chain's stationary probabilities.
Signi cance of the Structure of Lower Bounding Matrices
Given an irreducible Markov chain P and a substochastic lower bounding matrix P (i.e., 0 P P; P 6 = 0), one can use Courtois and Semal's technique and compute lower and upper bounds on the stationary probabilities of P. The question of interest is the following. What, if any, is the relation between the nonzero structure of P and the bounds obtained?
Analogously, the same question may be posed for the coupling matrix of a NCD Markov chain that is not exactly lumpable and a nonnegative lower bounding coupling matrix C (such as C l of (5.7)) (i.e., 0 C C; C 6 = 0). In order to avoid introducing new symbols and complicating the terminology further, the equivalent second question is considered. That C l and the like have weighty diagonals is immaterial in the theory developed.
Observe that C 0, c i;i 6 = 0; 8i, and C e 6 = e for the matrices of interest by de nition.
The principles that govern the solution of the systems are established next. Here K i is a stochastic matrix (i.e., K i e = e), z i is a probability vector (i.e., the ith row of the stochastic matrix Z), S represents the states of the lower bounding nonnegative (coupling) matrix, and e i denotes the ith column of the identity matrix.
The discussion that follows refers to essential, nonessential (i.e., transient) states and to the concept of reducibility in nonnegative square matrices as presented in pages 25{26 of 16].
Furthermore, for simplicity it is assumed that C is already in the normal form of a reducible (i.e., decomposable) nonnegative matrix. However, that C is in reducible normal form should not be understood to mean C is reducible. The following theorems summarize these observations enabling one to forecast the nonzero structure of Z for a given C . It should be emphasized once more that each irreducible subset of states in the lower bounding nonnegative matrices of interest should have a transition to the extra state and that the original Markov chain should not be exactly lumpable. Under these conditions, one may state the following theorems, which are valid a fortiori for a NCD Markov chain with coupling matrix C such that C C and C is substochastic. Theorem 6.2 Let C be a substochastic matrix. If C is irreducible, then Z given by (6.1), (6.2) is positive.
Proof: Since C e 6 = e, there is at least one row in C , say k, for which (e ? C e) k > 0. All states in C from a single communicating class and the extra state in K i (see (6.2) ) is accessible from at least one of the states in C . Hence, K i is irreducible for each i, and the theorem follows. In the statement of the following theorem, a substochastic state means a state for which the corresponding row sum is less than one. Before stating the next corollary, we recall the de nition of a reachability (or accessibility) matrix. The reachability matrix of a square matrix is constructed as follows. First, the given square matrix is represented as a directed graph. The graph must have a directed arc for each nonzero entry in the original matrix. Then a new matrix is formed whose i; jth entry is a one (zero) i state j is accessible (inaccessible) from state i on the directed graph. The newly formed matrix is the reachability matrix corresponding to the original square matrix.
Corollary 6.5 If each irreducible subset of states in the substochastic matrix C has at least one substochastic state, then the nonzero structure of Z in (6.1), (6.2) is identical to the nonzero structure of the reachability matrix of C . Corollary 6.5 helps one to forecast the nonzero structure of Z by inspecting the nonzero structure of the lower bounding matrix; that is, one does not need to solve N systems to nd out how the nonzero structure of Z looks like.
A result of Theorem 6.4, Corollaries 6.5 and 6.6 (with (4.2) and (4.3)) is that a reducible lower bounding nonnegative matrix gives lower (upper) bounds of zero (one) for various stationary probabilities of the coupling matrix, and therefore indirectly causes other stationary probabilities to be loosely bounded. In conclusion, reducible lower bounding nonnegative matrices should be avoided whenever possible. , which is guaranteed to be a lower bounding coupling matrix, may be used instead. Bounding the stationary probabilities of NCD blocks from below and from above amounts to solving at most N, (N+1) (N+1), systems.
These linear systems di er only in the last row. Therefore, only one LU decomposition needs to be performed. Assuming that the transposed systems of equations are solved, the upper{ triangular matrices will be di erent in the last columns only. Hence, the last column in each of these systems needs to be treated separately during the triangularization phase. Thereafter, all back substitutions may be performed in parallel. Consequently, a solution method such as Gaussian elimination has a time complexity of O(N 3 ) in the computation of the bounds.
If the NCD Markov chain is sparse with symmetries in its nonzero structure, it is quite likely that some elements of the unknown vector x in the quasi{lumped chain will turn out to be zero, thus tightening the bounds further as in the Courtois matrix. The more information one has regarding the distribution of the probability mass in x T , the tighter the lower and upper bounds become. In fact, there is a distribution x T which gives the stationary probability of being in each NCD block exactly to working precision. However, although is always less than or equal to the degree of coupling of the NCD Markov chain, the lower bounding nonnegative coupling matrix will have diagonal elements close to one, and it seems that the bounds obtained by the procedure generally will not be tight. The ill{conditioned nature of NCD Markov chains is once again noticed, but this time from a di erent perspective.
Furthermore, when choosing lower bounding nonnegative matrices for Markov chains, one should be in the lookout for irreducible matrices. Reducible matrices should be avoided whenever possible because they provide lower (upper) bounds of zero (one) for various stationary probabilities, thereby indirectly causing other stationary probabilities to be loosely bounded.
