INTRODUCTION
The direct computation of the first derivative of molecular energy with respect to nuclear coordinates 1 has proven to be a powerful tool for determining stationary points on multidimensional potential energy surfaces. 2 gradient evaluations, depending on whether the numerical derivative is calculated using a one-point or two-point differencing formula.
Each gradient calculation corresponds to an atom moved in the x,y,z directions by a small displacement. In addition to the N dependence of the force constant calculation, it is worth noting that a molecule with point-group symmetry loses its symmetry as soon as one atom has been displaced. It is no longer possible to take advantage of symmetry in the calculation of the energy and energy gradient through efficient computational methods. 6 ' 16 Note that for a symmetric~molecule it is not necessary to displace all the equivalent atoms. For example, the force field for the ethane molecule can be calculated with as few as 7 gradient evaluations, instead of 25, because of the equivalencies among carbon and hydrogen atoms. Such an approach has been implemented in the HONDO program available from the NRCc. 17
The recently developed numerical quadrature based on the Rys polynomial 18 , 19 for the calculation of electron repulsion integrals has made it possible to compute efficiently the integrals needed for the first and second energy derivatives. The first efficient computation of the energy second derivatives was reported by Pople et a1. 20
for closed-shell and unrestricted HF wavefunctions. Recently we have extended the formalism to MCHF and CI wavefunctions. In this approach the full force field of the molecule is obtained in a single calculation, at the equilibrium geometry for example. The force field evaluation no larger has an explicit dependence on the number of atoms. Furthermore for molecules with point group symmetry, it is possible to exploit the symmetry to reduce the computational work.
In this paper we will describe an extension of the method previously used in energy and gradient calculations to take advantage of molecular symmetry. The method is valid for HF, MCHF, and CI wavefunctions of nondegenerate states. In section I we present the working formulas derived in Ref. 9 . In section II we define the nomenclature, closely following the notation of Ref. 6 . In section III we present the formalism for taking advantage of symmetry, focusing on the electron repulsion contribution to the second derivatives. Section IV presents an extension of the translational invariance property to the calculation of integral second derivatives. In section V we describe briefly 
I. ENERGY DERIVATIVES FOR CI WAVEFUNCTIONS
In the CI method we write the n-electron wavefunction as a linear combination of configuration state functions (CSF). Each CSF is a linear combination of Slater determinants built from an orthonormal set of one-particle spin orbitals. In the expansion regime (LCAO), the spin orbitals are written as linear combinations of one-particle atomic basis functions. We represent the ground and excited states of the molecule by {I-1) the set of CSF's by (I-2) the set of spin orbitals by {I-3) and the set of atomic basis functions by (I -4) The molecular energy is the expectation value of the nonrelativistic electronic Hamiltonian of the molecule. The latter may be written: 
where -tV~ is the kinetic energy operator of electron~' v~ is the potential experienced by electron~ in the field of all the nuclei, r~~ is the Coulomb electron repulsion operator between ~ and v, and
Vnuclear is the nuclear repulsion operator.
Let a be the matrix of coefficients of the ground and excited states of the molecule in the ~ basis:
Let 1E be the diagonal matrix of the energies, and lH the CI matrix.
We have
with ( I-8) Furthermore let C denote the expansion matrix of the spin orbitals ¢ in the atomic basis ~:
{I-9}
~ ~~ th ' For the P molecular state, the energy gradient is given by {I-10) and the energy,second derivative by {I-ll) are the one-and two-particle density elements, h is the usual one-electron bare nucleus operator, and
0CC
11 represents the set of occupied molecular orbitals. It follows that occ N d1H = :E I: 
In Ref. 6 , we have shown how point group symmetry can be used to reduce the computational labor in the electron repulsion contribution of Eq. (I-15) . In what follows, we will extend the analysis to the electron repulsion contribution of Eq. (I-16).
Let x be a real Cartesian basis function:
where nx• ny' nz are non-negative integers, g is the nuclear center of the function, and r the argument of the function. We introduce the "rotational quantum number 
III. SECOND DERIVATIVE OF ELECTRON REPULSION ENERGY
Experience indicates that most of the computational labor in computing gradients goes into the electron repulsion contribution, the second term in (I-15) . In general an electron repulsion integral (~vlri~lpo) depends on 12 nuclear coordinate parameters, and thus 12 integral derivatives must be calculated. The translational invariance reduces these to only 9 contributions; however, most of the computation time is consumed in calculating d(~vlriJipo). For the second-derivative electron repulsion contribution, the second term in (I-16), an integral will contribute to 78 independent second derivatives. Although these can be reduced to 45 contributions because of translational invariance (see below), it is expected to dominate the calculation of (I-16). If ~h and ~hg denote the derivatives, x~ and x0, then For each four-label, one computes 78 blocks of integrals, with each block contributing to one and only one element of the Hessian matrix.
As for the gradient, the summation over G4 in (III-5) can be replaced by a sum over P4, the petite list of four labels (see Ref. 16 (III-5) and (III-10) and define the "skeleton Hessian matrix" as:
From this, the true Hessian matrix is obtained by a final ."symmetrization": were computed using the full o 3 h symmetry, and the entire calculation repeated using seven different subgroups. The same test calculations were used in Ref. (6) . Ratios of computational times are reported in Table I . The effect of using point group symmetry is immediately evident.
The results are similar to the one reported for the 2 electron gradient calculation. Not so surprisingly, computation times are roughly inversely proportional to the order of the group.
In conclusion, it is worthwhile comparing the present method of analytical evaluation of the Hessian matrix with the widely used numerical difference method. As shown in Table I , if we take as a unit the time required for the evaluation of the gradient using o 3 h symmetry, then the direct evaluation of the Hessian will cost 2.4. With the finite difference method, at least 6 gradient evaluations would have to be carried out using c 1 symmetry, in addition to the initial gradient, for a total of 49 units. The direct hessian evaluation is therefore far superior to the finite difference method. The advantage will be even greater with MCHF and CI wavefunctions. ** 
