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Twisted graphene bilayers develop highly localised states around AA-stacked regions for small
twist angles. We show that interaction effects may induce either an antiferromagnetic (AF) and
a ferromagnetic (F) polarization of said regions, depending on the electrical bias between layers.
Remarkably, F-polarised AA regions under bias develop spiral magnetic ordering, with a relative
120◦ misalignment between neighbouring regions due to a frustrated antiferromagnetic exchange.
This remarkable spiral magnetism emerges naturally without the need of spin-orbit coupling, and
competes with the more conventional lattice-antiferromagnetic instability, which interestingly de-
velops at smaller bias under weaker interactions than in monolayer graphene, due to Fermi velocity
suppression. This rich and electrically controllable magnetism could turn twisted bilayer graphene
into an ideal system to study frustrated magnetism in two dimensions, with interesting potential
also for a range of applications.
Magnetism in two dimensional (2D) electronic sys-
tems is known to present very different phenomenol-
ogy from its three-dimensional counterpart due to the
reduced dimensionality and the increased importance
of fluctuations. Striking examples are the impossibil-
ity of establishing long range magnetic order in a 2D
system without magnetic anisotropy1 or the emergence
of unique finite-temperature phase transitions that are
controlled by the proliferation of topological magnetic
defects2. In the presence of magnetic frustration, in e.g.
Kagome3,4 or triangular lattices5–8, 2D magnetism may
also lead to the formation of remarkable quantum spin
liquid phases3,9,10. The properties of these states re-
main under active investigation, and have recently been
shown to develop exotic properties, such as fraction-
alized excitations11, long-range quantum entanglement
of their ground state12,13, topologically protected trans-
port channels14 or even high-TC superconductivity upon
doping4,15,16.
The importance of 2D magnetism extends also be-
yond fundamental physics into applied fields. One no-
table example are data storage technologies. Recent ad-
vances in this field are putting great pressure on the
magnetic memory industry to develop solutions that may
remain competitive in speed and data densities against
new emerging platforms. Magnetic 2D materials are thus
in demand as a possible way forward17. Of particular
interest for applications in general are 2D crystals and
van-der-Waals heterostructures. These materials have
already demonstrated great potential for a wide vari-
ety of applications, most notably nanoelectronics and
optoelectronics18–20. Some of them have been shown to
exhibit considerable tuneability through doping, gating,
stacking and strain. Unfortunately, very few 2D crystals
have been found to exhibit intrinsic magnetism, let alone
magnetic frustration and potential spin liquid phases.
In this work we predict that twisted graphene bilayers
could be a notable exception, realizing a peculiar mag-
netism on an effective triangular superlattice, and with
exchange interactions that may be tuned by an external
electric bias. We show that spontaneous magnetization
of two different types may develop for small enough twist
angles θ . 2◦ as a consequence of the moire´ pattern in
the system. This effect is a consequence of the high local
density of states generated close to neutrality at moire´
regions with AA stacking, triggering a Stoner instabil-
ity when electrons interact. The local order is localized
at AA regions but may be either antiferromagnetic (AF)
or ferromagnetic (F). The two magnetic orders can be
switched electrically by applying a voltage bias between
layers. Interestingly the relative ordering between differ-
ent AA regions in the F ground state is predicted to be
spiral, despite the system possessing negligible spin-orbit
coupling. The magnetism of the system thus combines a
set of unique features: electric tuneability, magnetic frus-
tration, interplay of two switchable magnetic phases with
zero net magnetization, spatial localization of magnetic
moments, and an adjustable period of the magnetic su-
perlattice. These make twisted graphene bilayers a prime
playground for studies into spin liquid phases, and for
potential applications such as magnetic memories. We
discuss some of these possibilities in our concluding re-
marks.
Description of the system.—Twisted graphene bilayers
are characterized by a relative rotation angle θ between
the two layers21. The rotation produces a modulation of
the relative stacking at each point, following a moire´ pat-
tern of period LM ≈ a0/θ at small θ, where a0 = 0.24 nm
is graphene’s lattice constant22. The stacking smoothly
interpolates between three basic types, AA (perfect lo-
cal alignment of the two lattices) and AB/BA (Bernal
stackings related by point inversion)23. The stacking
modulation leads to a spatially varying coupling between
layers. This results in a remarkable electronic recon-
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FIG. 1. Zero-energy local density of states in real space (a,b),
bandstructure (c,d) and density of states (e,f) for a θ = 1.5◦
twisted graphene bilayer. The left column has no interlayer
bias, and the right column has a bias Vb = 300 meV. This
enhances the localization of the AA quasibound states, red
in (a,b). Said states arise from almost flat subbands at zero
energy, which show up as large DOS peaks in (e,f). Solid
(dashed) lines in (c,d) correspond to a scaled (unscaled) tight-
binding model, see main text.
struction at small angles θ . 1 − 2◦24,25, for which
the interlayer coupling γ1 ∼ 0.3eV exceeds the moire´
energy scale M = ~vF∆K (here ∆K = 4pi/[3LM ] is
the rotation-induced wavevector shift between the Dirac
points in the two layers, and vF ≈ 106m/s is the mono-
layer Fermi velocity). It was shown22,25–28 that in such
regime, the Fermi velocity of the bilayer becomes strongly
suppressed, and the local density of states close to neu-
trality becomes dominated by quasilocalized states in the
AA regions24. The confinement of these states is further
enhanced by an interlayer bias Vb, which effectively de-
pletes the AB and BA regions due to the opening of a
local gap. At sufficiently small angles this was also shown
to result in the formation of a network of helical valley
currents flowing along the boundaries of depleted AB and
BA regions29.
The quasilocalised AA-states form a weakly coupled
triangular superlattice of period LM , analogous to a net-
work of quantum dots. Each AA ‘dot’ has space for eight
degenerate electrons, due to the sublattice, layer and spin
degrees of freedom. A plot of their spatial distribution
under zero and large bias Vb = 300 meV is shown in
Figs. 1(a,b), respectively. These AA states form a quasi-
flat band at zero energy30, see panels (c,d), which gives
rise to a zero-energy peak in the density of states (DOS).
The small but finite width of this zero-energy AA reso-
nance represents the residual coupling between adjacent
AA dots due to their finite overlap. A comparison of
panels (a,b) shows that a finite interlayer bias leads to a
suppression of said overlap and a depletion of the inter-
vening AB and BA regions, as described above. The elec-
tronic structure presented here was computed using the
tight-binding approach described in the Appendix, which
includes a scaling approximation that allows the accu-
rate and efficient computation of the low-energy band-
structure in low-angle twisted bilayers (compare solid
and dashed curves in panels [c,d]). Our scaling approach
makes the problem much more tractable computation-
ally, which is a considerable advantage when dealing with
the interaction effects, discussed below.
Moire´-induced magnetism.—It is known that in the
presence of sufficiently strong electronic interactions, a
honeycomb tight-binding lattice may develop a variety of
ground states with spontaneously broken symmetry31–35.
The simplest one is the lattice antiferromagnetic phase
in the honeycomb Hubbard model. The Hubbard model
is a simple description relevant to monolayer graphene
with strongly screened interactions (the screening may
arise intrinsically at high doping or e.g. due to a metal-
lic environment). Above a critical value of the Hubbard
coupling, U > U
(0)
c ≈ 5.7eV (value within mean field),
the system favours a ground state in which the two sub-
lattices are spin-polarized antiferromagnetically. This is
known as lattice-AF (or Ne´el) order.
In the absence of adsorbates36, edges37, vacancies38 or
magnetic flux39 isolated graphene monolayers, with their
vanishing density of states at low energies, are known ex-
perimentally not to suffer any interaction-induced mag-
netic instability. In contrast, Bernal (θ = 0) bi-
layer graphene and ABC trilayer graphene have been
suggested40–43 to develop magnetic order, due to their
finite low-energy density of states, although some contro-
versy remains44–49. Twisted graphene bilayers at small
angles exhibit an even stronger enhancement of the low-
energy density of states associated to AA-confinement
and the formation of quasi-flat bands. It is thus natural
to expect some form of interaction-induced instability in
this system with realistic interactions, despite the lack of
magnetism in the monolayer. By analysing the Hubbard
model in twisted bilayers we now explore this possibility,
and describe the different magnetic orders that emerge
in the U, Vb parameter space.
We consider the Hubbard model in a low angle θ ≈
1.5◦ twisted bilayer for a moderate value of U = 3.7,
quite below the monolayer lattice-AF critical interac-
tion U
(0)
c . We use a self-consistent mean-field approxi-
mation to compute the system’s ground state, and use
the same parameters of Fig. 1. Self-consistency in-
volves the iterative computation of charge and spin den-
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FIG. 2. Spatial distribution of the magnetic moment in the
ground state of an interacting twisted bileyer with Hubbard
U = 3.7eV. In the first row (a,b) we show the ferromagnetic
component of the two sublattices, MA +MB in units of elec-
trons per (monolayer) unit cell, both for zero interlayer bias
Vb = 0 (a) and Vb = 200 meV (b). Analogous plots of the
lattice-AF component MA−MB are shown in (c,d). The scale
in all color bars is expressed in units of one electron spins per
supercell. Panels (e,f) show the variation of total electronic
energy per supercell as a function of the angle αM between
polarizations of adjacent AA regions, indicating parallel align-
ment of the lattice-AF order (e), and a spiral misalignment
of 120◦ for the lattice-F case (f).
sity on the moire´ supercell, integrated over Bloch mo-
menta, see the Appendix for details. In Fig. 2 we
show the resulting real-space distribution of the ground-
state spin polarization M(~r) of the converged solution.
The top and bottom rows correspond, respectively, to
the lattice-F and lattice-AF components MA + MB and
MA −MB , where the polarization density is defined as
Mτ =
∑
λ〈n↑τλ(~r)−n↓τλ(~r)〉. Here τ = A,B are the two
sublattices and λ = ± are the two layers.
We obtain two distinct solutions for the magnetization,
depending on the interlayer bias Vb. At small interlayer
bias and for the chosen U = 3.7 eV we see that the fer-
romagnetic polarization (panel [a] in Fig. 2) is small and
collinear, and spatially integrates to zero. Thus, the un-
biased bilayer remains non-ferromagnetic in the small Vb
case. However, the lattice-AF component of the polar-
ization, panel (c), is large and integrates to a non-zero
value of around 0.5 electron spins per unit cell. This
is the analogue of the monolayer lattice-AF phase, with
two important differences. On the one hand, we find
that the lattice-AF density is strongly concentrated at
the AA regions instead of being spatially uniform like in
the monolayer. On the other hand the lattice-AF ground
state is found to arise already for U & 2eV, i.e. for much
weaker interactions than in the monolayer. The reason
for the reduction of Uc can be traced to the suppres-
sion of the Fermi velocity vF at small twist angles
25,27,
which controls the critical U for the lattice-AF instabil-
ity. The dependence of Uc and vF as a function of angle
θ is shown in Fig. 3(a). This result already points to
strong magnetic instabilities of twisted graphene bilayers
as the angle falls below the 1− 2◦ threshold.
Under a large electric bias between layers, the ground
state magnetization for the same U is dramatically differ-
ent, see panels (b,d) of Fig. 2. In this case, the lattice-
AF polarization, panel (d), is strongly suppressed and
integrates to zero spatially, while the lattice-F compo-
nent, panel (b), becomes large around the AA regions,
and integrates to a finite value of approximately 4 elec-
tron spins per moire´ supercell. The AA regions are thus
found to become ferromagnetic under sufficient interlayer
bias. This type of magnetic order is the result of the in-
creased confinement of AA states at high Vb, and can be
interpreted as an instance of flat-band ferromagnetism
driven by the Stoner mechanism.
The lattice-AF and lattice-F states are also different
when comparing the relative orientations of neighbouring
AA regions. By computing the total energy per super-
cell in each case as a function of the polarization angle
αM between adjacent regions (panels [e,f] of Fig. 2), we
find that the energy is minimized for αM = 0
◦ in the
lattice-AF case (parallel alignment), but for αM = 120
◦
in the lattice-F case (spiralling polarization). The equi-
librium polarization is depicted by white arrows in Figs.
2(c,b). The depth of the energy minimum, ranging from
∼ 2− 100 Kelvin in our simulations, represents the effec-
tive exchange coupling of neighboring AA regions, which
is ferromagnetic for lattice-AF states and antiferromag-
netic for lattice-F states. In the latter, which from now
on we denote spiral-F phase, the spiral order arises as a
result of the triangular symmetry of AA regions that frus-
trates a globally antiferromagnetic AA-alignment. The
same spiral order has been described in studies of the
Hubbard model in the triangular lattice. It is a rather re-
markable magnetic state, as the polarization at different
points becomes non-collinear7,50,51 despite the complete
absence of spin-orbit coupling in the system. It should
be noted that global spiral order is strictly a ground state
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FIG. 3. (a) Critical value Uc of the Hubbard U beyond which
the twisted bilayer develops lattice-AF order at the mean field
level. Red dots show Uc as a function of twist angle θ, and
the dashed line show the corresponding Fermi velocity at the
Dirac point, normalized to the monolayer value v0F . At high
twist angles both Uc and vF converge to the monolayer values,
while they become strongly suppressed at smaller angles. (b)
Phase diagram for the ground state magnetic order in a θ =
1.5◦ twisted bilayer as a function of Hubbard U and interlayer
bias Vb. Blue and red regions denote the spatial integral of
the lattice-AF and spiral-F polarizations, respectively, while
the yellow region is non-magnetic.
(zero temperature) property. At finite temperature, spin
excitations (gapless Goldstone modes in the magnetically
isotropic case under study) are expected to destroy long-
range spiral order, which then survives only locally, in
keeping with the Mermin-Wagner theorem1.
To better understand the onset of the spiral mag-
netism, we have computed the integrated F and AF
polarization across the U, Vb plane. We find sharp
first-order phase transitions separating the two types of
ground states. The result is shown in Fig. 3. Regions
in red and blue denote, respectively, a finite spatial in-
tegral of the ferro MA + MB and lattice-AF MA −MB
polarizations. It can be seen that an electric interlayer
bias of around 120 meV is able to switch between the
lattice-AF and spiral F orders for values of U between 2
and 3eV. The precise thresholds for such electric switch-
ing of magnetic order depend on the specific twist angle
and of further details not considered in this work (e.g.
longer-range interactions, spontaneous deformations or
interlayer screening), but our simulations suggest that it
is likely to be within reach of current experiments for
sufficiently small θ.
Conclusion.—For a long time unmodified graphene
was thought to be relatively uninteresting from the point
of view of magnetism. Twisted graphene bilayers, how-
ever, could prove to be a surprisingly rich playground for
non-trivial magnetic phases. We have shown that two
different types of magnetic order arise spontaneously in
twisted graphene bilayers at small angles. We identified
two types of magnetic order, lattice-antiferromagnetism
and spiral-ferromagnetism, both concentrated at AA-
stacked regions. The spiral-F phase is favoured over
the lattice-AF when applying a sufficient electric bias
between layers. This phase constitutes a form of
electrically-controllable, non-collinear and spatially non-
uniform magnetism in a material with a negligible spin-
orbit coupling.
This possibility is of fundamental interest, as it re-
alises electrically tuneable 2D magnetism on a triangular
superlattice, a suitable platform to explore spin-liquid
phases. Indeed, it is known that next-nearest neighbour
interactions in magnetic triangular lattice should trans-
form spiral order into a spin-liquid phase5–8, as long as
the system remains magnetically isotropic. If the mag-
netic isotropy is broken, e.g. though a magnetic substrate
which could favor parallel and antiparallel orientations
of the lattice-AF phase through sublattice polarization,
long-range magnetic order could be stabilized. This sys-
tem could then become useful for magnetic storage ap-
plications, with one bit per antiferromagnetic AA region.
In this regard it exhibits a number of desireable features,
such as very high data density (given by the moire´ pe-
riod), potential immunity to neighboring bit flips (due to
the zero stray fields of the lattice-AF order52), electrically
controllable write processes (e.g. by switching a given
AA region to be written from antiferro to ferro, followed
by a magnetic pulse), and even purely electrical readout
(due to the topologically protected spin-valley currents
that arise along the boundary of opposite AF regions).
While the above is highly speculative at this point and
would require a detailed analysis, it highlights the in-
teresting fundamental and practical possibilities afforded
by the rich magnetic phase diagram of twisted graphene
bilayers.
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Appendix A: Tight-binding model for twisted
graphene bilayers. Re-escaling
The twisted bilayer graphene (TBG) lattice consists of
two super-imposed graphene lattices rotated by an angle
θ separated by a distance d = 3.35 A . We label the
bottom (top) monolayer by 1 (2). The carbon atoms of
the monolayer 1 are located in positions given by the
vectors:
~r1An,m = n~a1 +m~a2 (A1)
~r1Bn,m = n~a1 +m~a2 +
~δ1 (A2)
n and m are integers, ~δ1 is the vector separating the A
and B sublattices and ~a1 and ~a2 are the lattice vectors
5of graphene:
~a1 = a
(√
3
2
xˆ− 1
2
yˆ
)
(A3)
~a2 = a
(√
3
2
xˆ+
1
2
yˆ
)
(A4)
~δ1 =
~a1 + ~a2
3
(A5)
The positions of atoms in monolayer 2 are given by:
~r2Bn,m = n~a1
′ +m~a2
′ (A6)
~r2An,m = ~rn,m
2B − ~δ2 (A7)
where ~a′1 and ~a2
′ are given by:
~a′1 =
(
cos θ − sin θ√
3
)
~a1 +
2 sin θ√
3
~a2 (A8)
~a′2 =
(
cos θ +
sin θ√
3
)
~a2 − 2 sin θ√
3
~a1 (A9)
and ~δ2 =
(
~a1
′+ ~a2′
3
)
. For an arbitrary value of θ the
structure is generally incommensurate, and no unit cell
can be constructed. The twisted bilayer graphene forms
periodic Moire patterns only for specific θ angles that
satisfy the condition:
cos θ =
3m20 + 3m0r + r
2/2
3m20 + 3m0r + r
2
(A10)
with m0 and r are coprime positive integers
21,22,28. The
number of atoms in the Moire unit cell is given by
N(m0, r) = 4(3m0
2 + 3m0r + r
2). The lattice vectors
of the superlattice are:
~R1 = m0~a1 + (m0 + r)~a2 (A11)
~R2 = −(m0 + r)~a1 + (2m0 + r)~a2 (A12)
We consider a tight-binding Hamiltonian for the pz
orbitals of the carbon atoms in the lattice:
H =
∑
i,j
−ti,j( ~rij)cj†ci +
∑
i
Vic
†
i ci (A13)
where ci destroys an electron in the pz orbital of the i-
th site and cj
† creates an electron in the pz orbital of
the j-th site, ~rij = ~ri − ~rj = (x, y, z) is the vector sep-
arating the i-th and j-th site. The interlayer bias Vi is
an onsite energy term with opposite sign in monolayers
1 and 2. The hopping parameter ti,j(~rij) takes into ac-
count the fact that the distances between the atoms of
the different monolayers are all different. The hopping
function24,30,53,54 is:
ti,j( ~rij) = γ0 exp
[
β
(
rij
acc
− 1
)](
x2 + y2
r2ij
)
(A14)
+γ1 exp
[
−β
(
rij − d
acc
)]
z2
r2ij
where γ0 = −2.70 eV is the hopping between nearest-
neighbors in the same monolayer and γ1 = 0.48 eV is the
hopping between atoms belonging to different monolayer
that are on top of each other. β = 3.137 is a dimension-
less exponential decay factor. Hoppings between atoms
for rij > 4acc are negligible.
The Brillouin zone of the monolayers of the Moire su-
perlattice are also rotated by an angle θ and their re-
spective K points are separated by a distance ∆K(θ) =
4pi
3
√
3acc
2 sin θ/2 in momentum space. The Dirac cones of
the monolayers intersect in the M point of the Brillouin
zone of the twisted bilayer superlattice. This intersection
is observed as low-energy van-Hove singularites in the to-
tal density of states of the superlattice. In the low θ limit,
∆K becomes increasingly small and the Dirac cones in-
tersect around an energy smaller than γ1. This happens
for θ . 1 − 2◦, so that for smaller angles a flat band is
formed around the Dirac point. We concentrate on an
angle θ = 1.47◦ close to this threshold, corresponding to
r = 1, m0 = 22. Our main goal is to study the magnetic
order in the mean-field limit originating from the elec-
tron confinement in the AA-stacking. This iterative self-
consistent approach is extremely time-consuming since
the unit cells for these angles contain more than 5000
atoms. Our strategy is therefore to perform a re-escaling,
in which low-energy electronic structure of the small-
angle limit can be reproduced with a unit cell containing
a smaller number of atoms (and larger twisting angle θ′),
while keeping invariant the two most important observ-
ables: the Fermi velocity and Moire period. This can be
accomplished by the following scaling transformation:
γ′0 →
1
λ
γ0 (A15)
a′cc → λacc, (A16)
d′ → λd, (A17)
where the dimensionless re-escaling parameter λ is
given by:
λ =
sin θ
′
2
sin θ2
(A18)
6Appendix B: Mean-field solutions
In this section, we give a detailed explanation of the
electron-electron repulsion terms included in our model.
The tight-binding Hamiltonian now includes an interac-
tion term,
H =
∑
i,j
−ti,j( ~rij)cj†ci +
∑
i
Vic
†
i ci +U
∑
i
ni↑ni↓ (B1)
To compute the expected electronic structure for finite
U , we approximate the effects of interactions using a self-
consistent mean field, Uni↑ni↓ ≈ U〈ni↑〉ni↓ + ni↑〈ni↓〉+
const. As usual, we find the mean-field values 〈ni↑,↓〉
by iteration until convergence, taking care to damp the
update loop to avoid bistabilities in the solution. We per-
form the self-consistent calculation using a finite rescaling
factor λ for increased efficiency. We have checked that a
rescaling U ′ = U/λ results in λ-independent values of Uc
or spiral-F orders.
The calculation of the total electronic energy as a func-
tion of the polarization angle αM between magnetic mo-
ments of adjacent AA regions, requires diagonalization of
a supercell containing three minimal unit cells, the lattice
vectors of the triangular superlattice are:
~T1 = ~R1 + ~R2 = −r ~a1 + (3m0 + 2r) ~a2 (B2)
~T2 = 2 ~R2 − ~R1 = −(3mo + 2r) ~a1 + (3m0 + r) ~a2 (B3)
Since the diagonalization of the triangular superlattice
is extremely time-consuming, our approach is to calcu-
late self-consistently the magnetic moments contained
within the minimal unit cell, and a non-collinear mean-
field Hamiltonian is constructed for the triple supercell,
by rotation of the spins in the neighboring minimal cells
by an angle αM :
HMF = U
∑
i,σ
〈niσ〉niσ′ − 〈c†iσciσ′〉c†iσ′ciσ − EDC (B4)
where EDC = −U
[
〈ni↑〉〈ni↓〉 − 〈c†i↓ci↑〉〈c†i↑ci↓〉
]
is a con-
stant term, the new mean-values for the i-th site of
this non-collinear Hamiltonian are calculated from the
local magnetic moments from 〈ni↑〉 = 12 (M i0 + M iz),
〈ni↓〉 = 12 (M i0 −M iz),〈c†i↓ci↑〉 = 12 (M ix − iM iy), 〈c†i↑ci↓〉 =
1
2 (M
i
x + iM
i
y). The minimal unit cell is chosen to be
hexagonal and centered in the AA regions with vertices in
the AB regions, since this geometry ensures that the ro-
tations of the magnetic moments between adjacent min-
imall cells is carried out in an electronically depleted re-
gion, where the magnitude of the spins is negligible by
comparison to the AA region . The non-collinear HMF is
constructed for each value of αM and the total electronic
energy is calculated by direct diagonalization of the new
Hamiltonian.
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