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Abstract. The main purpose of this paper is describing the generator of the modulus
semigroup of the C0-semigroup associated with the delay equation(
u′(t) = Au(t) + Lut (t ≥ 0) ,
u(0) = x ∈ X, u0 = f ∈ Lp(−h, 0;X) ,
in the Banach lattice X × Lp(−h, 0;X), where X is a Banach lattice with order continuous
norm. As a preparation it is shown that W 1p (a, b;X) is a sublattice of Lp(a, b;X), for 1 ≤
p <∞. A further preparation is the computation of the modulus of the operator L appearing
above. Also, we establish a result concerning the existence of the modulus semigroup for C0-
semigroups acting in KB-spaces.
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1 Introduction
The starting point of the present paper was the question whether the modu-
lus semigroup for a semigroup arising in linear diﬀerential equations with delay
obtained in [6] could be obtained in more general situations.
If (T (t))t≥0 is a C0-semigroup on a Banach lattice X then the modulus semi-
group (T#(t))t≥0—if it exists—is the smallest positive C0-semigroup dominating
(T (t))t≥0. Even if for a speciﬁc case the existence of the modulus semigroup can
be concluded by theoretical reasons it is of interest to get more knowledge of
the modulus semigroup, e.g. by describing its generator (see [5], [6], [7], [15]).
Assume that a C0-semigroup (T (t)) is dominated by a C0-semigroup (S(t)).
If the growth (at ∞) of the dominating C0-semigroup can be determined (e.g.,
by computing the spectrum of the generator) then one obtains information on
the behavior of (T (t)). For an application of this method we refer to [10]. In such
a situation it certainly is desirable to work with the smallest possible semigroup
dominating (T (t)), i.e., the modulus semigroup of (T (t)).
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The C0-semigroup we will consider is associated with the Cauchy problem
for a linear delay equation,{
u′(t) = Au(t) + Lut (t ≥ 0),
u(0) = x, u0 = f,
(DE)
in the Lp-context, for 1 ≤ p < ∞, with initial values x ∈ X, f ∈ Lp(−h, 0;X),
where X is a Banach lattice with order continuous norm. Here, h = 1 or h =∞,
A ∈ L(X) is a regular operator, and L : C([−h, 0];X) → X is the bounded
linear operator given by
Lf :=
∫
[−h,0]
dη(ϑ)f(ϑ) (f ∈ C([−h, 0];X)) ,
where η : [−h, 0] → L(X) is a function of bounded variation with no mass at
zero. (We recall the notation
C([−∞, 0];X) := { f ∈ C((−∞, 0];X) ; f(−∞) := lim
τ→−∞ f(τ) exists } ).
Also, for a function u : (−h,∞)→ X, we recall the notation
ut(ϑ) := u(t+ ϑ) (−h < ϑ < 0, t ≥ 0) .
The delay equation (DE) is equivalent to an abstract Cauchy problem{
U ′(t) = AU(t) (t ≥ 0),
U(0) = ( xf )
in the space X × Lp(−h, 0;X), where A is given by
A :=
(
A L
0 ddϑ
)
with domain
D(A) := { (x, f) ∈ X ×W 1p (−h, 0;X) ; f(0) = x} .
From [4], [8], [9], [11] it is known that the operator A generates a C0-semigroup
(etA)t≥0 on the Banach lattice X × Lp(−h, 0;X).
Since it is assumed that A is a regular operator it is known that the semi-
group generated by A possesses a modulus semigroup whose generator A# is
equal to A ‘on the diagonal’ whereas its ‘oﬀ-diagonal part’ is the modulus of
the ‘oﬀ-diagonal part’ of A; we refer to Section 4 for details. Also, we will pose
assumptions implying that the operator L possesses a modulus. Then, in view
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of the result proved in [6], it seems reasonable to expect that the generator A#
of the modulus semigroup of (etA)t≥0 is given by
A# =
(
A# |L|
0 ddϑ
)
.
It is the main object of this paper to conﬁrm this conjecture; see Theorem 11.
The ideas of our proof in Section 4 are the natural extension of the ideas
present in [6], for ﬁnite dimensional X. However, in order to make these ideas
work it was necessary to develop the properties of Banach lattice valued Sobolev
spaces as well as to compute the modulus of the operator L above. What might
still seem unsatisfactory is that the operator A is supposed to be bounded (and
then regular, because the generated semigroup is required to have a modulus
semigroup). Instead, it is desirable to just assume that A is the (possibly un-
bounded) generator of a C0-semigroup having a modulus semigroup. In fact,
with the generator A# of the latter one has the same result as sketched above.
This result will be the content of the forthcoming paper [16]. We mention that
the results of Sections 2 and 3 of the present paper are needed in [16], and that
additional new ideas are needed in the proof.
In Section 2 it is shown that, for a Banach lattice X with order continuous
norm, the Sobolev space W 1p (−h, 0;X) is a vector lattice and moreover, for
functions f, g ∈ W 1p (−h, 0;X), g ≥ 0, the function (sgn f)(|f | ∧ g) belongs to
W 1p (−h, 0;X). It is this latter property which is used for computing the modulus
of the operator L on the subspace W 1p (−h, 0;X) of C([−h, 0];X); see Remark 2
and the proof of Lemma 13. Besides serving as a tool for Section 4, the results
of this section are of independent interest.
In Section 3 we show that the modulus of the operator L mentioned above
is an operator of the same kind as L, associated with the ‘variation’ η˜ of η in
the regular operators, under suitable hypotheses.
Section 4 is devoted to showing the main result of the paper. In principle,
the method used in [6] is extended to the present more general case. In order
to achieve this we need the results of Sections 2 and 3, in the last part of the
proof of Lemma 13. Also, we present a new proof of Lemma 13(b) avoiding the
use of the ﬁnite dimensionality of Rn.
In the Appendix we prove a supplementary result on the modulus of semi-
groups. This result, Proposition 16, generalizes the result [5, Prop. 2.5] concern-
ing the existence of the modulus semigroup. The crucial point in our proof is
showing the measurability of the object obtained as the natural candidate for
the modulus semigroup. This is achieved by using a suitable concept of lower
semicontinuity of Banach lattice valued functions.
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2 On the Banach lattice valued Sobolev space W 1p
For standard results and terminology concerning Banach lattices we refer
the reader to [1], [12], [14].
If E is a (real or complex) Banach lattice (with the scalar ﬁeld denoted by
K ∈ {R,C}), and x, y ∈ E, y ≥ 0, then there exists the truncation of x by y,
denoted by τyx. This element is uniquely determined by the properties
(i) |τyx| = |x| ∧ y,
(ii) (Re γτyx)+ ≤ (Re γx)+ for all γ ∈ K, |γ| = 1.
(The existence and uniqueness of τyx can be shown by using the lattice iso-
morphism between Ez, the principal ideal generated by any element z ∈ E
dominating |x| ∨ y, and C(K), for suitable compact K; we refer to [13, C-I.8]
for this procedure. In C(K), the element τgf is given by (sgn f)(|f | ∧ g), for
f, g ∈ C(K), g ≥ 0, where sgn f denotes the (possibly discontinuous) function
t 7→ sgn(f(t)).)
For later use we note that, for x1, x2 ∈ E, y1, y2 ∈ E+, one has∣∣τy1x1 − τy2x2∣∣ ≤ |x1 − x2|+ |y1 − y2|. (1)
(This inequality is true for complex numbers:∣∣(sgnx1)(|x1| ∧ y1)− (sgn x2)(|x2| ∧ y2)∣∣
≤ ∣∣(sgnx1)(|x1| ∧ y1)− (sgnx2)(|x2| ∧ y1)∣∣+ ∣∣|x2| ∧ y1 − |x2| ∧ y2∣∣
≤ |x1 − x2|+ |y1 − y2| .
Since the principal ideal generated by |x1|+ |x2|+ y1 + y2 is lattice isomorphic
to some C(K), the inequality carries over to the general case.)
If X is a Banach lattice, K a compact space, and E = C(K;X), then
τgf(t) = τg(t)f(t) (t ∈ K)
for all f, g ∈ C(K;X), g ≥ 0. (In particular, the continuity of the function
t 7→ τg(t)f(t) follows from (1).)
If E is countably order complete, and x ∈ E, we recall that the signum
operator sgnx ∈ L(E) exists and is characterized by the properties
(i) (sgnx)x¯ = |x|,
(ii) |(sgnx)y| ≤ |y| (y ∈ E),
(iii) (sgnx)y = 0 for all y ∈ E, y ⊥ x
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(cf. [13, C-I.8]). For all y ∈ E+, one then obtains
τyx = (sgnx)(|x| ∧ y) .
1 Theorem. Let X be a Banach lattice with order continuous norm, 1 ≤
p < ∞, and let −∞ ≤ a < b ≤ ∞. Let f, g ∈ W 1p (a, b;X), g ≥ 0. Then
|f | ∈ W 1p (a, b;X) and (sgn f)(|f | ∧ g) ∈ W 1p (a, b;X), where sgn f denotes the
(L(X)-valued) function t 7→ sgn f(t).
2 Remark. The last property mentioned in Theorem 1 is needed in the
following context; see the proof of Lemma 13 below.
Let Y,Z be Banach lattices. Let A ∈ L(Y,Z) be a regular operator possessing
a modulus |A| with
|A|x = sup{ |Ay| ; y ∈ Y, |y| ≤ x }
for x ∈ Y+. Moreover, let X be a dense subspace of Y enjoying the property
that x, z ∈ X, x ≥ 0 implies τxz ∈ X. Then
|A|x = sup{ |Az| ; z ∈ X, |z| ≤ x }
for all 0 ≤ x ∈ X. In order to show this let 0 ≤ x ∈ X. It clearly suﬃces to
show that the set
{
z ∈ X ; |z| ≤ x} is dense in { y ∈ Y ; |y| ≤ x}. Now, if
y ∈ Y , |y| ≤ x, then there exists a sequence (xn) ⊆ X, xn → y. By the property
mentioned above we have that zn := τxxn belongs to X (n ∈ N), and (1) implies
zn → τxy = y (n→∞).
In the proof of Theorem 1 we need the following lemma.
3 Lemma. Let X be a Banach space, 1 ≤ p < ∞, f ∈ Lp(R;X). Assume
that { 1
h
(f( · + h)− f) ; 0 < h ≤ 1
}
is relatively weakly compact in Lp(R;X). Then f is differentiable a.e.,
f ′ ∈ Lp(R;X), f is continuous (after a suitable modification a.e.), and f(t) =
f(0) +
∫ t
0 f
′(s) ds.
Proof. From the hypothesis and the Eberlein-Sˇmulyan theorem we obtain
that there exists a null sequence (hj)j ⊆ (0, 1] such that g := w-lim 1hj (f( · +
hj)− f) exists. This implies that for all ϕ ∈ C1c (R) one obtains∫
fϕ′ dt = −
∫
gϕdt .
Using standard methods of distribution theory we conclude that
f(t)−
∫ t
0
g(s) ds
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is constant (a.e.), i.e., f is continuous and
f(t) = f(0) +
∫ t
0
g(s) ds .
This implies that f is diﬀerentiable a.e., and f ′ = g (cf. [2, Prop. 1.2.2]). QED
Proof of Theorem 1. Since diﬀerentiability is a local property we may
assume that (a, b) = R.
The hypothesis f ∈ W 1p (R;X) implies that 1h(f( · + h) − f) → f ′ (h → 0),
and therefore the set
{
1
h(f( · + h)− f) ; 0 < h ≤ 1
}
is relatively compact in
Lp(R;X). Now the inequality∣∣∣ 1
h
(|f( · + h)| − |f |)
∣∣∣ ≤ ∣∣∣1
h
(f( · + h)− f)
∣∣∣
and the order continuity of the norm of Lp(R;X) imply that the set{ 1
h
(
∣∣f( · + h)∣∣− ∣∣f ∣∣) ; 0 < h ≤ 1}
is relatively weakly compact in Lp(R;X); cf. [1, chap. 4, Thm 13.8]. Therefore
Lemma 3 implies |f | ∈W 1p (R;X).
In order to prove the second assertion we note that (1) implies
1
h
∣∣(sgn f)(|f | ∧ g)( · + h)− (sgn f)(|f | ∧ g)∣∣
≤ 1
h
∣∣f( · + h)− f ∣∣+ 1
h
∣∣g( · + h)− g∣∣.
Arguing as above for |f | we obtain (sgn f)(|f | ∧ g) ∈W 1p (R;X). QED
4 Remark. Let X be a Banach lattice with order continuous norm, 1 ≤
p < ∞. Then it is not diﬃcult to show that the Banach lattice Lp(a, b;X) has
order continuous norm.
Let f, g ∈ Lp(a, b;X). Then (sgn f)g ∈ Lp(a, b;X). (This is obvious if f, g
are simple functions. The general case is then treated by approximation.)
If f ∈ Lp(a, b;X) then the signum operator sgnLp(a,b;X) f is given by point-
wise application of the (L(X)-valued) function t 7→ sgn f(t). (This operator has
the properties of the signum operator in Lp(a, b;X), and the uniqueness of the
signum operator shows the assertion.)
As a supplementary information we want to indicate an explicit expression
for the derivative of |f | in Theorem 1. In order to formulate the result we need
one further piece of notation. As at the beginning of this section, let E be a
countably order complete Banach lattice. For z ∈ E+ we denote by Pz the band
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projection onto the band {z}dd generated by z. We then deﬁne ŝgnx, s˜gnx : E →
E by
(ŝgnx)y := (sgnx)y + (I − P|x|)|y| ,
(s˜gnx)y := (sgnx)y − (I − P|x|)|y| (= −(ŝgnx)(−y))
(cf. [13, p. 257]). In general, ŝgnx and s˜gnx are non-linear.
5 Remark. Under the hypotheses of Theorem 1 one has
|f |′(t) = Re((ŝgn f(t))f ′(t)) = Re((s˜gn f(t))f ′(t))
= Re((sgn f(t))f ′(t)) a.e.
In order to see this we recall from the proof of Theorem 1 that Lemma 3
implies that |f | is diﬀerentiable a.e. On the other hand, f is diﬀerentiable a.e.,
and the modulus in X is Lipschitz continuous and right Gaˆteaux diﬀerentiable
(cf. [13, C-II, Prop. 5.6]), with Dr|x|(y) = Re((ŝgnx)(y)), and therefore the
chain rule shown in [13, B-II, Prop. 2.3] implies( d
dt
)
r
|f(t)| = Re ((ŝgn f(t))(f ′(t))) a.e.,( d
dt
)
l
|f(t)| = Re ((s˜gn f(t))(f ′(t))) a.e.
Since the left hand sides are equal a.e., and obviously
(s˜gnx)(y) ≤ (sgnx)(y) ≤ (ŝgnx)(y) (x, y ∈ X) ,
we obtain the assertion.
3 The modulus of L
Let X be a Banach space. Let h = 1 or h = ∞, and let η : [−h, 0] → L(X)
be of bounded variation. The latter assumption implies that η has one-sided
limits at all points of [−h, 0]. For notational convenience, we introduce η(I) for
(open, half-open, and closed) subintervals I ⊆ [−h, 0],
η((a, b)) := η(b−)− η(a+) , η([a, b)) := η(b−)− η(a−) , etc.
(Here, (−h)− and 0+ should be interpreted as −h and 0, respectively).
We associate with η an operator Lη : C([−h, 0];X) → X in the following
way. By T = T ([−h, 0];X) we denote the set of step functions belonging to
subintervals of [−h, 0]. We introduce
I := { (I1, . . . , In) ; (I1, . . . , In) partition of [−h, 0] into subintervals, n ∈ N} .
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Each ϕ ∈ T can be written as ϕ = ∑nj=1 1Ijcj, where (I1, . . . , In) ∈ I,
c1, . . . , cn ∈ X. Then L˜ηϕ is deﬁned by
L˜ηϕ :=
n∑
j=1
η(Ij)cj .
In this way, we have deﬁned a linear operator L˜η : T → X. Providing T with the
supremum norm we obviously have ‖L˜η‖ ≤ |η|([−h, 0]), where, for a subinterval
I ⊆ [−h, 0], we denote the variation of η on I by
|η|(I) := sup
{ n∑
j=1
‖η(I ∩ Ij)‖ ; (I1, . . . , In) ∈ I
}
.
It is not diﬃcult to show that the function ϑ 7→ |η|([−h, ϑ)) is left continuous,
and thus
lim
ϑ→ϑ0−
|η|([ϑ, ϑ0)) = lim
ϑ→ϑ0−
(|η|([−h, ϑ0))− |η|([−h, ϑ))) = 0 , (2)
for all ϑ0 ∈ (−h, 0]. Similarly,
lim
ϑ→ϑ0+
|η|((ϑ0, ϑ]) = 0 (3)
for all ϑ0 ∈ [−h, 0).
Further we denote by R = R([−h, 0];X) := T ([−h, 0];X)ℓ∞([−h,0];X) the
regulated functions and by L̂η : R → X the unique continuous extension of L˜η
to R.
Then, ﬁnally, Lη is deﬁned as the restriction of L̂η to C := C([−h, 0];X).
Next, assume in addition that X is an order complete Banach lattice, that
η takes its values in the regular operators, that the ‘regular variation’
η˜(ϑ) :=

sup
{ n∑
j=1
|η([−h, ϑ)∩ Ij)| ; (I1, . . . , In) ∈ I
}
for − h ≤ ϑ < 0 ,
sup
{ n∑
j=1
|η(Ij)| ; (I1, . . . , In) ∈ I
}
for ϑ = 0
(4)
exists, and that η˜ is of bounded variation. Then L˜eη, L̂eη, and Leη are deﬁned as
above.
The aim of this section is to show that Lη possesses a modulus, and that
|Lη| = Leη.
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6 Lemma. Let ϕ,ψ ∈ R, |ψ| ≤ ϕ. Then ∣∣L̂ηψ∣∣ ≤ L̂eηϕ.
Proof. First, let ϕ,ψ ∈ T . There exists (I1, . . . , In) ∈ I such that ψ =∑n
j=1 1Ijdj , ϕ =
∑n
j=1 1Ijcj . Then
|L˜ηψ| =
∣∣∣ n∑
j=1
η(Ij)dj
∣∣∣ ≤ n∑
j=1
|η(Ij)|cj ≤
n∑
j=1
η˜(Ij)cj = L˜eηϕ .
For the general case, let (ϕn), (ψn) in T , ϕn → ϕ, ψn → ψ uniformly; without
loss of generality |ψn| ≤ ϕn (n ∈ N) (otherwise replace ϕn by ϕn ∨ |ψn|). Then
|L̂ηψ| ← |L˜ηψn| ≤ L˜eηϕn → L̂eηϕ (n→∞) . QED
7 Lemma. (a) Let ϕ ∈ T+. Then L˜eηϕ = sup
{
Re L˜ηψ ; ψ ∈ T, |ψ| ≤ ϕ
}
.
(b) |L̂η| = L̂eη.
Proof. (a) Let I be a subinterval of [−h, 0]. If c ∈ X+, ϕ = 1Ic, then
L˜eηϕ = η˜(I)c = sup
{ n∑
j=1
|η(I ∩ Ij)|c ; (I1, . . . , In) ∈ I
}
= sup
{
Re
n∑
j=1
η(I ∩ Ij)dj ; (I1, . . . , In) ∈ I, dj ∈ X, |dj | ≤ c (j = 1, . . . , n)
}
= sup
{
Re L˜ηψ ; ψ ∈ T, |ψ| ≤ ϕ
}
.
This inequality carries over to general ϕ ∈ T+.
(b) For ϕ ∈ T+ we obtain
L̂eηϕ = L˜eηϕ = sup
{
Re L˜ηψ ; ψ ∈ T, |ψ| ≤ ϕ
}
≤ sup{Re L̂ηψ ; ψ ∈ R, |ψ| ≤ ϕ} ≤ L̂eηϕ ,
using Lemma 6 in the last step. This shows |L̂η|ϕ = L̂eηϕ. Since T = lin T+ is
dense in R, and |L̂η|, L̂eη are continuous we obtain the assertion. QED
8 Lemma. Let ψ ∈ R, ε > 0. Then there exists ψε ∈ C (= C([−h, 0];X))
such that
∥∥L̂eη|ψ − ψε|∥∥ ≤ ε.
Proof. Since T is dense in R it suﬃces to show the assertion for ψ ∈ T .
(i) Let −h ≤ a < b ≤ 0, x ∈ X, ε > 0. Then there exists ζ ∈ C([−h, 0];R),
0 ≤ ζ ≤ 1(a,b) such that ∥∥L̂eη|1(a,b)x− ζx|∥∥ ≤ ε.
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Indeed, by (2), (3) there exist a < a′ < b′ < b such that
|η˜|((a, a′)) ≤ ε
2‖x‖ , |η˜|((b
′, b)) ≤ ε
2‖x‖ .
Put ζ := 1 on [a′, b′], ζ := 0 on [−h, 0] \ (a, b), and connect these values contin-
uously and such that 0 ≤ ζ ≤ 1. Then∥∥L̂eη|1(a,b)x− ζx|∥∥ ≤ |η˜|((a, a′))‖x‖ + |η˜|((b′, b))‖x‖ ≤ ε .
(ii) Let a ∈ [−h, 0], ε > 0. Then there exists ζ ∈ C([−h, 0];R), 1{a} ≤ ζ ≤ 1
such that
‖L̂eη|1{a}x− ζx|‖ ≤ ε.
Indeed, by (2), (3) there exists an open interval J containing a such that |η˜|(J)−
|η˜|({a}) ≤ ε‖x‖ . Put ζ := 1 on {a}, ζ := 0 on [−h, 0] \ J , and connect these
values continuously and such that 0 ≤ ζ ≤ 1. As above we obtain the asserted
inequality.
(iii) Since ψ is a linear combination of functions of the kind treated in (i)
and (ii) we obtain the assertion. QED
9 Proposition.
∣∣Lη∣∣ = Leη.
Proof. Let ϕ ∈ C, ϕ ≥ 0. We have to show
L̂eηϕ
(
= sup
{ ∣∣L̂ηψ∣∣ ; ψ ∈ R, |ψ| ≤ ϕ}) = sup{ ∣∣L̂ηψ∣∣ ; ψ ∈ C, |ψ| ≤ ϕ}.
(For the following, compare the argument given in Remark 2.) It clearly suﬃces
to show that the set
{
L̂ηχ ; χ ∈ C, |χ| ≤ ϕ
}
is dense in
{
L̂ηψ ; ψ ∈ R, |ψ| ≤
ϕ
}
.
Let ψ ∈ R, |ψ| ≤ ϕ, ε > 0. By Lemma 8 there exists χ˜ ∈ C such that∥∥L̂eη|ψ − χ˜|∥∥ ≤ ε.
We deﬁne χ := τϕχ˜ (∈ C); cf. Section 2. Then |χ| ≤ ϕ, and (1) implies
|ψ(ϑ)− χ(ϑ)| ≤ |ψ(ϑ)− χ˜(ϑ)| .
Therefore ∥∥L̂ηψ − L̂ηχ∥∥ ≤ ∥∥L̂eη|ψ − χ|∥∥ ≤ ∥∥L̂eη|ψ − χ˜|∥∥ ≤ ε . QED
4 The modulus semigroup for a delay semigroup
We assume that X is a Banach lattice with order continuous norm, that
h = 1 or h =∞, and we assume that A, L, η are as in [6], where only the case
X = Rn is considered.
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More precisely, let A ∈ L(X) be a regular operator. Recall that A ∈ L(X) is
regular if and only if the C0-semigroup (e
tA)t≥0 possesses a modulus semigroup
(cf. [13, C-II, Thm 4.17], [3, Cor.0.2]). The generator of the modulus semigroup
is then given by A# = ReM + |B| where A = M + B is the decomposition of
A with M ∈ Z(X), B ∈ Z(X)d, with the center Z(X) of operators on X.
As in Section 3 we assume that the function η : [−h, 0]→ L(X) is of bounded
variation, takes its values in the regular operators, that η˜(ϑ), given by equa-
tion (4), exists for all −h ≤ ϑ ≤ 0, and that η˜ is of bounded variation. (Note
that this hypothesis is satisﬁed automatically in the context of [6].) Deﬁning
L := Lη (in terms of the notation of Section 3), we know from Proposition 9
that |L| = Leη.
Further, we assume that η(ϑ) → η(0) (ϑ→ 0) in operator norm. This im-
plies that the function η does not give rise to mass at zero and, by (2), that
|η|([ϑ, 0]) → 0 as ϑ → 0. The following lemma shows that the corresponding
property also holds for η˜.
10 Lemma. Under the previous assumptions on η one has η˜(0) = lim
ϑ→0
η˜(ϑ).
Proof. Without loss of generality we may assume that η is left continuous
on (−h, 0].
The assumption that η˜ is of bounded variation implies that η has one-sided
limits with respect to the regular norm at all points of [−h, 0]. Evidently, these
limits coincide with the operator norm limits. In particular, one obtains
lim
ϑ→0
∥∥|η(0) − η(ϑ)|∥∥ = 0 . (5)
Assume η˜(0) 6= η˜(0−). Since η˜ is increasing we get 0 < α := ‖η˜(0)−η˜(0−)‖ ≤
‖η˜(0) − η˜(ϑ)‖, for all ϑ ∈ [−h, 0). In view of (5) there exists δ > 0 such that∥∥|η(0)−η(ϑ)|∥∥ ≤ α/4 for −δ ≤ ϑ < 0. Choose ϑ˜1 := −δ. Since ∥∥η˜(0)− η˜(ϑ˜1)∥∥ ≥
α there exist ϑ˜1 = ϑ0 < · · · < ϑn = 0 such that
∥∥∥ n∑
j=1
∣∣η(ϑj)− η(ϑj−1)∣∣∥∥∥ ≥ 3α/4.
(Note that the set
{∑n
j=1
∣∣η(ϑj) − η(ϑj−1)∣∣ ; ϑ˜1 = ϑ0 < · · · < ϑn = 0, n ∈ N}
is directed, and use the order continuity of the norm.) Therefore
∥∥∥η˜(ϑn−12 −)− η˜(ϑ˜1−)∥∥∥ ≥ ∥∥∥η˜(ϑn−1)− η˜(ϑ˜1)∥∥∥ ≥ ∥∥∥∥n−1∑
j=1
∣∣η(ϑj)− η(ϑj−1)∣∣∥∥∥∥ ≥ α/2 .
Choose ϑ˜2 := ϑn−1/2. Using the same procedure one obtains ϑ˜3 ∈ (ϑ˜2, 0) such
that
∥∥η˜(ϑ˜3−)−η˜(ϑ˜2−)∥∥ ≥ α/2. Continuing in this way we obtain a contradiction
to η˜ being of bounded variation. QED
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Let 1 ≤ p < ∞. From [6] we further recall the notations A0, A = A0 + B
where
A0 =
(
A 0
0 ddϑ
)
is an operator in X × Lp(−h, 0;X) with domain
D(A0) = D(A) = { (x, f) ∈ X ×W 1p (−h, 0;X) ; f(0) = x } ,
and
B =
(
0 L
0 0
)
.
Also
A˜ =
(
A# |L|
0 ddϑ
)
with D(A˜) = D(A). The proof that (et eA)t≥0 is a positive C0-semigroup dom-
inating (etA)t≥0 works as for [6, Lemma 2.1]. We recall from [5, Theorem 2.1]
that the order continuity of the norm of the space Lp(−h, 0;X) implies that the
C0-semigroup (e
tA)t≥0 possesses a modulus semigroup; we denote its generator
by A#.
The main result of our paper is contained in the following theorem.
11 Theorem. The C0-semigroup
(
et
eA)
t≥0 is the modulus semigroup of the
C0-semigroup
(
etA
)
t≥0, i.e., A# = A˜.
12 Lemma. (a) There exists C ≥ 0 such that∥∥(etA − etA0)J1∥∥ ≤ Ct|η|([−t, 0]) for all 0 < t < 1
(where J1 denotes the canonical injection of X into X × Lp(−h, 0;X)).
(b) 1t (P1e
tAJ1 − IX)→ A, 1t (P1et
eAJ1 − IX)→ A# (t→ 0) (where P1 is the
canonical projection from X×Lp(−h, 0;X) onto the first component X, and IX
is the identity on X).
(c) 1tP1e
tA( 0
ϕ
)→ Lϕ, 1tP1et eA( 0ϕ )→ |L|ϕ (t→ 0) for all ϕ ∈W 1p (−h, 0;X).
The proof is the same as for [6, Lemma 2.2].
The following lemma strengthens [6, Lemma 2.3] in as far as the limits exist
as t→ 0 and not only for suitable sequences tending to 0.
13 Lemma. (a) D(A) ⊆ D(A#).
(b) 1t
(
P1e
tA#( z
0
)− z)→ A#z weakly as t→ 0, for all z ∈ X, and
1
t
(
P1e
tA#( 0
ϕ
))→ |L|ϕ weakly as t→ 0, for all ϕ ∈W 1p (−h, 0;X).
For the proof we need the following lemma as an auxiliary statement.
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14 Lemma. As before, let X be a Banach lattice with order continuous
norm. Assume that (Ak), (Bk), (Ck) are sequences of regular operators, |Ak| ≤
Bk ≤ Ck (k ∈ N), Ck → C ∈ L(X) in the weak operator topology, Ak → A ∈
L(X) in the strong operator topology (k → ∞), and |A| = C. Then Bk → C
(k →∞) in the weak operator topology.
Proof. Let x ∈ X+. The weak convergence Ckx → Cx (together with
{Ckx ; k ∈ N } ⊆ X+) implies that the solid hull of the set {Ckx ; k ∈ N } is
relatively weakly compact (cf. [1, chap. 4, Thm 13.8]), and therefore the set
{Bkx ; k ∈ N } is relatively weakly compact. There exists a weakly convergent
subsequence (Bkjx)j∈N, z := w-limBkjx ≤ Cx. For y ∈ X, |y| ≤ x we obtain
|Ay| = lim
j
|Akjy| ≤ w-limj Bkjx = z ,
and therefore |A|x ≤ z. Thus |A|x ≤ z ≤ Cx = |A|x, z = Cx. Since this rea-
soning can be applied to any subsequence of (Bk)k we obtain Cx = w-limkBkx.
QED
15 Remark. We were not able to decide whether the hypothesis that X
has order continuous norm is really needed for the validity of Lemma 14. Also,
assuming that Ak → A, Ck → C in operator norm did not help us to show the
convergence of (Bk) in a stronger sense than asserted in Lemma 14.
Proof of Lemma 13. From the deﬁnition of the modulus semigroup we
have the inequalities
|etA| ≤ etA# ≤ et eA (6)
for all t ≥ 0. The proof of part (a) is obtained in the same way as in [6, proof
of Lemma 2.3 (a)].
For the proof of (b) we make use of the band projection P in Lr(X) onto the
center Z(X), where Lr(X) are the regular operators in X. We recall from [17]
(see also [12, Theorem 3.1.22]) that P is contractive with respect to the operator
norm. Inequality (6) implies
1
t
Re
(P(P1etAJ1 − IX)) ≤ 1
t
P(P1etA#J1 − IX) ≤ 1
t
P(P1et eAJ1 − IX) (7)
for all t ≥ 0. According to Lemma 12(b) and the continuity of P, the left and
right hand sides of (7) converge to RePA = PA#, and therefore
w-limt→0
1
t
P(P1etA#J1 − IX) = PA#, (8)
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by Lemma 14. On the other hand, (6) implies∣∣1
t
(I − P)(P1etAJ1)
∣∣ = 1
t
(I − P)∣∣P1etAJ1∣∣ ≤ 1
t
(I − P)(P1etA#J1)
≤ 1
t
(I − P)(P1et eAJ1)
for all t > 0. (We denote by I the identity on Lr(X); observe that I − P is
a band projection.) Letting t → 0, observing (I − P)(IX ) = 0, and applying
Lemma 14 we obtain
w-limt→0
1
t
(I − P)(P1etA#J1) = (I − P)A# = |(I − P)A| . (9)
Taking (8) and (9) together we obtain
w-limt→0
1
t
(P1e
tA#J1 − IX) = A# .
For the proof of the last statement of the lemma we note that, as in [6, last
part of the proof of Lemma 2.3], we obtain the existence of
L#ϕ := w-limt→0
1
t
(
P1e
tA#( 0
ϕ
))
for all ϕ ∈W 1p (−h, 0;X), and (6) implies
|Lϕ| ≤ L#|ϕ| ≤ |L||ϕ|
(recall |ϕ| ∈ W 1p (−h, 0;X), by Theorem 1). Let 0 ≤ ϕ ∈ W 1p (−h, 0;X). Using
Remark 2 in conjunction with the second part of Theorem 1 we obtain
|L|ϕ = sup{ |Lψ| ; ψ ∈W 1p (−h, 0;X), |ψ| ≤ ϕ } ≤ L#ϕ ,
thus |L|ϕ = L#ϕ. Since W 1p (−h, 0;X) is the linear span of W 1p (−h, 0;X)+ we
obtain |L|ϕ = L#ϕ for all ϕ ∈W 1p (−h, 0;X). QED
Proof of Theorem 11. Having established Lemma 13 which is analogous
to [6, Lemma 2.3] we conclude A# ⊇ A˜ in the same way as in [6, proof of
Theorem 2.4], and then obtain A# = A˜ since A# and A˜ are generators. QED
Appendix
In this appendix we are going to present a supplementary result concerning
modulus semigroups. This result deals with the existence of the modulus if
no dominating semigroup is required to exist a priori. This is a generalization
of [5, Prop. 2.5] where the case X = Lp, for 1 ≤ p <∞, is treated.
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16 Proposition. Let (T (t))t≥0 be a C0-semigroup on a KB-space X (i.e., a
Banach lattice having the property that every norm bounded monotone sequence
is convergent). Assume that (T (t))t≥0 is quasi-contractive with respect to the
regular norm (i.e., there exists ω such that ‖T (t)‖r =
∥∥|T (t)|∥∥ ≤ eωt for all
t ≥ 0). Then (T (t))t≥0 possesses a modulus semigroup.
Surprisingly enough, the diﬃcult part of the proof of this result is prov-
ing the measurability of the object obtained as the candidate for the modulus
semigroup. The following considerations are preparations for the proof of this
part.
In the remainder of the appendix—except for the proof of Proposition 16,
where X is assumed to be a KB-space—we assume that X is a Banach lattice
with order continuous norm. A function f : J → X+, where J ⊆ R is an interval,
will be called lower semicontinuous if lims→t f(s)∧ f(t) = f(t) for all t ∈ J .
Let G be a set of lower semicontinuous functions g : J → X+, with
{
g(t) ; g ∈
G } order bounded for all t ∈ J . Then the pointwise supremum
t 7→ f(t) := sup{ g(t) ; g ∈ G }
is again lower semicontinuous. Indeed, if g, h ∈ G then g ∨ h is lower semi-
continuous; therefore we may assume that G is directed upward. The order
continuity of the norm then implies that f(t) = limg∈G g(t). If t ∈ J then
g(s)∧g(t) ≤ f(s)∧f(t) ≤ f(t) for all g ∈ G, s ∈ J , and lims→t g(s)∧g(t) = g(t).
From f(t) = limg∈G g(t) we then obtain lims→t f(s)∧ f(t) = f(t).
17 Proposition. Let f : [0, 1] → X+ be lower semicontinuous. Then f is
Bochner measurable.
Proof. We construct a sequence (fn) of simple functions converging to f
pointwise.
Let n ∈ N. For t ∈ [0, 1] there exists δt ∈
(
0, 1n
]
such that ‖f(t)−f(s)∧f(t)‖ ≤
1
n for t− δt < s < t+ δt. By compactness, we obtain t1, . . . , tm ∈ [0, 1] such that
[0, 1] ⊆ ⋃mk=1(tk − δtk , tk + δtk). We set
Ak :=
(
(tk − δtk , tk + δtk )[0, 1]
) \ k−1⋃
k′=1
Ak′
for k = 1, . . . ,m and deﬁne fn(t) := f(tk) for t ∈ Ak, k = 1, . . . ,m.
We claim that fn(t) → f(t) (n → ∞) pointwise. It is clear from the con-
struction that ‖fn(t)− f(t)∧ fn(t)‖ ≤ 1n for all t ∈ [0, 1].
Let t ∈ [0, 1], ε > 0. By the lower semicontinuity of f there exists n0 ∈ N such
that ‖f(t)−f(s)∧f(t)‖ ≤ ε for t− 1n0 < s < t+ 1n0 . Let n ≥ n0. The construction
yields fn(t) = f(s) for some s ∈
(
t− 1n , t+ 1n
)
, and thus ‖f(t)−fn(t)∧f(t)‖ ≤ ε.
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The two inequalities together yield
‖fn(t)− f(t)‖ ≤ ‖fn(t)− f(t)∧ fn(t)‖+ ‖fn(t)∧ f(t)− f(t)‖ ≤ 1
n
+ ε . QED
18 Proposition. Let f : [0,∞) → X+ be lower semicontinuous, and let
S : [0,∞) → L(X)+ be such that t 7→ S(t)x is lower semicontinuous for all
x ∈ X+. Then t 7→ S(t)f(t) is lower semicontinuous.
Clearly lims→t f(s)∧ f(t) = f(t) if and only if limn→∞ f(tn)∧ f(t) = f(t)
for all sequences (tn) tending to t, or, slightly more subtle, if each sequence (tn)
tending to t contains a subsequence (tnj ) such that limj→∞ f(tnj)∧f(t) = f(t).
This remark makes it possible to reduce the statement of Proposition 18 to the
treatment of sequences.
19 Lemma. Let (xn) be a sequence in X+, x ∈ X+. The following are
equivalent:
(i) limn→∞ xn ∧x = x;
(ii) each subsequence (x′n) of (xn) contains a subsequence (x′′n) satisfying
lim
n→∞ inf{x
′′
j ∧x ; j ≥ n } = x .
Proof. (i) =⇒ (ii). For a subsequence (x′n) there exists a subsequence
(x′′n) satisfying
∑∞
n=1 ‖x− x′′n ∧x‖ <∞. For all n ∈ N we obtain
x ≥ inf
j≥n
x′′j ∧x ≥ x−
∞∑
j=n
(x− x′′j ∧x) .
Since the right hand side tends to x we obtain the assertion.
(ii) =⇒ (i). If a subsequence (x′′n) satisﬁes limn→∞ inf{x
′′
j ∧ x ; j ≥ n } = x
then evidently limn→∞ x′′n ∧ x = x. Thus, the standard subsequence argument
shows the assertion. QED
20 Lemma. Let (xn) be a sequence in X+, x ∈ X+, limn→∞ xn ∧ x = x.
Let (Sn) be a sequence in L(X)+, S ∈ L(X)+, and limn→∞ Sny ∧Sy = Sy for
all y ∈ X+. Then limn→∞ Snxn ∧Sx = Sx.
Proof. Let (nj) be a subsequence of the natural numbers, and let ε > 0. By
Lemma 19 there exists 0 ≤ xε ≤ x such that ‖x−xε‖ ≤ ε and xn′j ≥ xε (j ∈ N),
for a suitable subsequence (n′j) of (nj). Using limn→∞ Snxε ∧ Sxε = Sxε and
applying Lemma 19 once more we obtain 0 ≤ yε ≤ Sxε such that ‖Sxε−yε‖ ≤ ε
and Sn′′j xε ≥ yε (j ∈ N), for a suitable subsequence (n′′j ) of (n′j). Then Sn′′j xn′′j ≥
Sn′′j xε ≥ yε for all j ∈ N, and ‖Sx− yε‖ ≤ ‖Sx−Sxε‖+ ‖Sxε− yε‖ ≤ ‖S‖ε+ ε.
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Applying this argument repeatedly we obtain a subsequence (n′′′j ) of (nj)
such that
lim
n→∞ inf{Sn′′′j xn′′′j ∧Sx ; j ≥ n } = Sx .
Now an appeal to Lemma 19 yields the assertion. QED
In view of the remark after Proposition 18, the assertion of Proposition 18
is an immediate consequence of Lemma 20.
Proof of Proposition 16. As in [5, proof of Prop. 2.5] one may assume
that |T (t)| is a contraction for all t ≥ 0.
The modulus semigroup (T#(t))t≥0 is obtained as follows. We denote by Γ
the set of all subdivisions of 1,
Γ = { γ ∈ (0, 1]n ; γ1 + · · ·+ γn = 1, n ∈ N } .
For t ≥ 0, γ = (γ1, . . . , γn) ∈ Γ we deﬁne
Tγ(t) := |T (γnt)| · · · |T (γ1t)|
and, for x ∈ X+, obtain
T#(t)x := sup
γ∈Γ
Tγ(t)x = lim
γ∈Γ
Tγ(t)x .
(It is at this point where we use that X is a KB-space. Note that the net
(Tγ(t)x)γ∈Γ is directed upward.) These statements are proved in [5, proof of
Theorem 2.1].
For x ∈ X+, the function
t 7→ |T (t)|x = sup{ |T (t)y| ; y ∈ X, |y| ≤ x }
is lower semicontinuous as the supremum of continuous functions. Repeated ap-
plication of Proposition 18 shows that t 7→ Tγ(t)x is lower semicontinuous for
all γ ∈ Γ. We conclude that the function t 7→ T#(t)x is lower semicontinuous as
the supremum of lower semicontinuous functions, and therefore is Bochner mea-
surable by Proposition 17. This shows that (T#(t))t≥0 is strongly measurable,
and, as a consequence, is strongly continuous on (0,∞).
In order to show the strong continuity of (T#(t))t≥0 on [0,∞) we use [18,
Theorem 6]. According to this result it now is suﬃcient to show T#(t)x∧x→ x
as t → 0, for all x ∈ X+. This, however, is an immediate consequence of the
inequalities |T (t)x| ∧ x ≤ T#(t)x∧ x ≤ x and the convergence |T (t)x| → x as
t→ 0. QED
21 Remark. In Proposition 16, instead of assuming (T (t))t≥0 to be quasi-
contractive with respect to the regular norm, it is clearly suﬃcient to assume
sup
{ ‖Tγ(t)‖ ; 0 ≤ t ≤ 1, γ ∈ Γ} <∞ .
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