Abstract. This paper gives an overview of frequency domain total least squares (TLS) estimators for rational transfer function models of linear time-invariant multivariable systems. The statistical performance of the different approaches are analyzed through their equivalent cost functions. Both generalized and bootstrapped total least squares (GTLS and BTLS) methods require the exact knowledge of the noise covariance matrix. The paper also studies the asymptotic (the number of data points going to infinity) behavior of the GTLS and BTLS estimators when the exact noise covariance matrix is replaced by the sample noise covariance matrix obtained from a (small) number of independent data sets. Even if only two independent repeated observations are available, it is shown that the estimates are still strongly consistent without any increase in the asymptotic uncertainty.
1. Introduction. Total least squares (TLS) techniques have been applied with success to a wide variety of problems [26] . This paper gives an overview of its application to frequency domain identification of linear time-invariant multivariable systems. The key analysis tool used throughout the paper is the equivalent cost function minimized by the TLS method. Analyzing the cost function reveals the statistical properties of the TLS estimator, shows its shortcomings, and allows us, by comparison with the maximum likelihood (ML) approach, to propose weighted TLS versions with nearly ML properties.
The paper starts by defining the parametric model and the stochastic framework (section 2). Next, the TLS estimation of the model parameters is handled (section 3) and some extensions are given (section 4). Sections 5 and 6 study the properties of the generalized and bootstrapped total least squares (GTLS and BTLS) estimators when the true noise covariance matrix is replaced by the noise sample covariance matrix. The theory is illustrated in sections 7 and 8 by simulation and real measurement examples.
2. Multiple input, multiple output systems.
Model equations.
Consider a real, linear, time-invariant multivariable system without time delay with nu inputs and ny outputs. Assume that the input signals are periodic or time limited. The (discrete) Fourier spectra U 0 (jω) and Y 0 (jω) of, respectively, the input u 0 (t) = [u 01 (t)u 02 (t), . . . , u 0nu (t)]
T and output y 0 (t) = [y 01 (t)y 02 (t), . . . , y 0ny (t)]
T signals are related to each other through a transfer function matrix G 0 (jω) ∈ C ny×nu , Y 0 (jω) = G 0 (jω)U 0 (jω). (1) The (discrete) Fourier spectra U 0 (jω), Y 0 (jω) are primarily calculated from the knowledge of N samples of the measured time signals. Sometimes the (discrete) Fourier spectra are directly measured, for example, in high frequency network analyzers. If the input is periodic and an integer number of periods of the steady state response is measured, then the (discrete) Fourier spectra can be calculated without systematic errors through the discrete Fourier transforms (DFT) of the samples u 0 (nT s ) and y 0 (nT s ), n = 0, 1, . . . , N −1, with T s the sampling period [4] . If the input signal is time limited, then, by an appropriate choice of the measurement time, the cutoff frequency of the anti-alias filters, and the sampling frequency, the spectral leakage and alias errors of the DFT can be made arbitrarily small [4] . Equation (1) can then be evaluated at the excited DFT angular frequencies {ω 1 , ω 2 , . . . , ω F } with ω k ∈ {2πr/(N T s ); r = 0, 1, . . . , N/2}.
Unless nu = 1, it is impossible to calculate G 0 (jω) from (1) (U 0 (jω) ∈ C nu and Y 0 (jω) ∈ C ny ). Therefore the multiple input, multiple output (MIMO) experiment is often repeated M times with different excitation signals U 
it can easily be seen that relationship (1) is still valid. If the rank of U 0 (jω) equals nu, then U 0 (jω) is regular and G 0 (jω) = Y 0 (jω)U + 0 (jω), where superscript + denotes the Moore-Penrose pseudo-inverse [2] . Proceeding in this way, measurements of the true transfer function matrix G 0 (jω) can be obtained experimentally [10] . An easy quality check (= model validation) of the estimated parametric model consisting of comparing it to the measured transfer function matrix is then possible.
There exist many parametrizations of the transfer function matrix; for example, the state space representation, the matrix and the partial fraction descriptions, etc. [12] . The TLS approach requires a parametrization that leads to a model equation which is linear in the model parameters. When using the input and output Fourier matrices U 0 (jω) and Y 0 (jω) as primary data, then the left matrix fraction description is the only parametrization which results in linear relationship between the matrix coefficients. The left matrix fraction description writes the transfer function matrix as the ratio of two matrix polynomials T ∈ R n×d (n = (od + 1)ny + (on + 1)nu, d = ny) are the model parameters, N k ∈ R ny×nu , D k ∈ R ny×ny are the numerator and denominator real matrix coefficients, and Ω is a generalized frequency variable. The generalized frequency variable Ω equals jω for continuous time systems, exp(−jωT s ) for discrete time systems, tanh(jωτ ) for commensurate microwave systems, and √ jω for diffusion phenomena.
Notice that the transfer function model (3) is not identifiable since G(Ω, XΛ) = G(Ω, X) for any regular matrix Λ ∈ R d×d . To remove the parameter redundancy, parameter constraints have to be imposed. Model (3) can be made identifiable by fixing one matrix coefficient of the denominator polynomial, e.g., D od = I d , or by imposing a 2-norm constraint on the parameter matrix X, i.e., X T X = I d . Using (1), (2) , and (3), the model equation is readily obtained.
Since (4) is linear in the model parameters X and in the input/output Fourier data
, it can be reformulated as
where
with ⊗ the Kronecker product [3] . Rewriting equation (5), evaluated at the considered F frequencies as an overdetermined set of 2F real-valued linear equations, gives
T and
The identification problem to be solved is finding an X of full column rank such that (6) is satisfied.
Stochastic framework.
In practice, the model parameters X are estimated using noisy measurements U (jω k ), Y (jω k ) of the true (deterministic) input and output DFT spectra
, the errors-in-variables equations are
with Z 0 (jω k ) the true (unknown) values and ∆Z(jω k ) the errors. Relying on the properties of the discrete Fourier transform [5] , it is reasonable to make the following assumption.
Assumption 2.1. ∆Z(jω k ), k = 1, 2, . . . , F are zero-mean, mixing 1 (over the frequency), complex distributed random matrices with known Hermitian-symmetric
It is also reasonable to assume that the experimental conditions of the repeated MIMO measurements are such that the columns of ∆Z(jω k ) are independent and identically distributed [10] . These restrictions are, however, not included in Assumption 2.1; the columns of ∆Z(jω k ) may be correlated and may have different covariance matrices. In section 3.2, it will be shown that the GTLS solutions require neither the knowledge of the individual covariance matrices of the columns of ∆Z(jω k ) nor the correlation of ∆Z(jω k ) over the frequency. The optimally weighted GTLS solutions, however, need this information. Therefore the following additional assumption is made.
Assumption 2.2. The errors ∆Z(jω k ) are independent over the frequency; the columns of ∆Z(jω k ) are independent and complex normally distributed random vectors.
Putting the noisy values (8) into model equation (6) defines the noisy matrix A
Using the stochastic errors-in-variables framework (9) , the identification problem is reformulated as follows. Find an X of full column rank (satisfying X T X = I d ) such that AX is "as small as possible" (in Frobenius norm).
3. Parameter estimation. The weighted generalized total least squares (WGTLS) solution to the estimation problem AX = 0 is [26] arg min W (A −Â)C −1 2 F subject toÂX = 0 and
W ∈ R m×m is a left weighting matrix and C ∈ R n×n is a square root of the column covariance matrix of W A:
The matrix C is singular for identification problems with singular covariance matrices C Z (jω k ) ∀k. This occurs when one or more DFT spectra are noise free or when some of the noise sources are totally correlated (see, for example, section 4.1). Elimination ofÂ in (12) gives the equivalent cost function minimized by the WGTLS estimator (see Appendix 1) arg min
Under Assumption 2.1, and provided some regularity conditions are satisfied (see section 5.2), it can be proven that the WGTLS solution X W GT LS for a deterministic weighting W of full rank is strongly consistent and asymptotical normally distributed (m → ∞) [23] . The solution X W GT LS is not calculated by minimizing cost function (13) , but through the generalized singular value decomposition (GSVD) of the matrix pair (W A, C) [1] , [13] .
The multidimensional TLS problem (12) (d = ny) can be reformulated into a one-dimensional problem (d = 1). Indeed, applying the vec operator to
. The one-dimensional constraint v T v = 1 is, however, not sufficient to remove the parameter redundancy of a left matrix fraction description when ny > 1. That problem can be circumvented by using, for instance, another parametrization, e.g., a common denominator model 
W ∈ R (m·ny)×(m·ny) is a left weighting matrix and C ∈ R (n·ny)×(n·ny) is a square root of the column covariance matrix of W A: (14) results after some calculations using Kronecker algebra [3] in the following equivalent cost function (replace A and X by, respectively, A and x in (13)) arg min
The one-dimensional WGTLS solution x W GT LS is calculated through the GSVD of the matrix pair (W A, C). Its usefulness will become clear when discussing the optimal weighting of GTLS estimators (see section 3.4). Note that the one-dimensional WGTLS solution (15) does not exploit the special structure of A = (A ⊗ I ny )L. When noise and/or modeling errors 2 are present, it will be different from the exact one-dimensional solution and hence also from the original multidimensional estimates. Indeed, the exact solution satisfies (Â ⊗ I ny )Lx = 0, whereÂ ⊗ I ny is of rank ny(n − ny), while the WGTLS solution satisfiesÂx = 0, whereÂ is of rank n · ny − 1. The exact one-dimensional solution can be calculated using the structured TLS method [25] . It has a smaller uncertainty than (15) but requires an iterative algorithm. Generalizations, refinements, and convergence issues of this algorithm are currently under study [25] .
It is readily verified that the multidimensional WGTLS cost function (13) is scale invariant: replacing X by XΛ in (13) , with Λ ∈ R d×d a regular scaling matrix, gives the same cost function. The one-dimensional WGTLS cost function (15) is not scale invariant with respect to (w.r.t.) Λ: replacing vec(X T ) by vec(Λ T X T ) in (15) yields another cost function. Consequently, the one-dimensional WGTLS estimates will depend on the particular choice of L (i.e., the parameter constraint).
The one-dimensional WGTLS cost function (15) is, however, scale invariant w.r.t. Λ = λI ny (λ = 0), which means that the corresponding estimates are independent of the particular constraint on x (e.g.,
3.1. TLS. Putting W = I m , C = I n in (13) gives the multidimensional TLS estimates
with ε(jω k , X) ∈ C ny×M a matrix polynomial in Ω k given by
Calculating the expected value of (16) gives
and with herm(A) = (A + A H )/2. Under Assumption 2.1, the TLS cost function (16) converges with probability one to its expected value (18) (for the proof see [23] ). The first term on the right-hand side of (18) is minimal in the true parameter values (V T LS (X 0 , Z 0 ) = 0). However, since the second term is X-dependent, the expected value of the cost function is in general not minimal in the true model parameters X 0 . As a consequence, the TLS estimate X T LS is inconsistent. The residuals of the model equation ε(jω k , X) have a frequency independent weighting X T X = I d in (16) , which explains why the TLS estimates overemphasize the high frequency errors [11] , [14] .
Putting W = I m·ny , C = I n·ny in (15) gives the one-dimensional TLS estimates
The TLS algorithm should be applied on the matrix A which has the structure (10) with
The one-dimensional TLS estimates are inconsistent and suffer from the same problems as the multidimensional solution.
GTLS.
Putting W = I m in (13) gives the multidimensional GTLS estimates [9] 
Calculating the expected value of (22) gives
Since the expected value of the cost function is minimal in the true parameter values (V GT LS (X, Z 0 ) = 0), the estimates are strongly consistent under Assumption 2.1 (provided that the regularity assumptions of section 5.2 are satisfied). Due to the equal weighting
M L (jω l , X) of the residuals ε(jω k , X) over all frequencies in (22) , the GTLS estimates overemphasize the high frequency errors [11] , [14] . It explains why its efficiency can be very poor.
An analytic expression B for the square root of the column covariance matrix of A can be found [21] 
1/2 is a square root of C Z (jω k ) and can be calculated by means of a Cholesky or singular value decomposition. The number of rows of the rectangular matrix B (2F (nu + ny)) can be quite large compared with the dimension of C (ny(od + 1) + nu(on + 1)). This is the reason why the GSVD of the matrix pair (A, C), with C a square root of B T B, is usually preferred over that of (A, B). Putting W = I md in (15) gives the one-dimensional GTLS estimates
x GT LS is calculated using the matrix pair (A, C) or (A, B) with A defined by (21) and where B has structure (24) with
Calculating the expected value of (26) gives
Since (28) is minimal in the true parameter values (V GT LS (x, Z 0 ) = 0), the estimates are strongly consistent under Assumption 2.1 (provided that the regularity assumptions of section 5.2 are satisfied).
WGTLS.
It is possible to introduce frequency-dependent weights in the multidimensional GTLS by multiplying each row of A with a frequency-dependent, real-valued weighting function w ε (jω k ). This results in the following W -matrix
Putting W (29) in (13) gives
Note that all the entries of the residual error matrix ε(jω k , X) in (30) are weighted with the same scalar frequency-dependent weighting function w ε (jω k ).
For the one-dimensional implementation it is possible to introduce a Hermitiansymmetric weighting matrix W ε (jω k ) ∈ C ny×ny in the WGTLS cost function. Indeed, transforming the weighted equation error as follows [3] ,
leads to a one-dimensional WGTLS problem with weighting matrix
with
Putting these expressions in (15) gives, after some calculations,
(34)
x W GT LS is calculated using the matrix pair (A W , C) or (A W , B), where the matrices A W = W A and B have, respectively, structure (10) and (24) with
BTLS.
Adding an appropriate frequency-dependent weighting to the GTLS estimator is the key solution to improve its efficiency. The ML solution calculated under Assumptions 2.1 and 2.2 [9] ,
learns that the optimal left weighting of the residual of the model ε(
. X is unfortunately unknown so that only an approximation W M L (jω k ,X) of the optimal weighting can be calculated through an initial guessX of the model parameters. Left multiplication of the residuals ε(jω k , X) (17) with
which can no longer be written under the form AX = 0. Hence it is impossible to apply the full ML weighting in the multidimensional WGTLS estimator. Only scalar functions of W M L (jω k ,X) are allowed in (30). Functions that work reasonably well are
Putting expressions (37) in (30) defines the one-step multidimensional BTLS estimates.
The one-dimensional WGTLS solution allows us to include the full ML weight-
Assuming that the initial guessX is independent of the measurements Z(jω k ), k = 1, 2, . . . , F, the expected value of (38) equals
Since (39) is minimal in the true model parameters (V BT LS (x, Z 0 ,X) = 0), the onestep BTLS estimator is strongly consistent (see section 5.2). Due to the appropriate frequency weighting, the estimates (38) have nearly ML efficiency [24] , [14] , [9] . The intuitive explanation for this is the close resemblence between the BTLS and ML cost functions: replacingX by X in (38) gives
The efficiency can be improved on further by usingx = x BT LS to calculate an improved weighting, recalculating the BTLS estimates, and so on until convergence is obtained. As starting value for this iterative procedure, a strongly consistent estimatex is used; for example,x = x GT LS . AlthoughX now clearly depends in each step on the measurements Z(jω k ), k = 1, 2, . . . , F, the resulting multistep BTLS estimate is still strongly consistent under Assumption 2.1 (provided that the regularity assumptions of section 5.2 are satisfied). Indeed, sinceX converges strongly to X 0 , the cost function (38) converges strongly (F → ∞) to V BT LS (x, Z 0 , X 0 ) + 1 which is minimal in the true model parameters x 0 .
WTLS for scalar systems.
A disadvantage of the BTLS estimator is that it is not self-starting: an initial guess of the model parameters should be available to calculate a "reasonable" weighting. The question now is: can a "reasonable" weighting be obtained without any prior knowledge of the model parameters? For scalar systems (nu = ny = 1), a solution has been found. The following weighting approximates the optimal ML weighting W M L (jω k , x) in a nonparametric way [15] :
with G(jω k ) = Y (jω k )/U (jω k ) the measured frequency response function and
Note that T (Ω k ) = (on + 1)(od + 1) for discrete time systems (z-domain) and for each value |Ω k | = 1. Using (40), and defining the weighting matrix W as in (29), one can construct a WTLS estimator
and a WGTLS estimator
Both estimates are inconsistent since the weighting W ε (jω k , G k ) is a function of the measurement noise. Among the existing methods, the proposed estimators (42) and (43), considered as a pair, lead to better, or at least not worse, starting values for the BTLS algorithm (38) [15] .
Extensions.
4.1. Identification from transfer function matrix measurements. Sometimes the input/output Fourier data are not available and the identification should start from measured transfer function matrices G(jω k ) [17] . The model equation is given by (4) with M = nu, Y 0 (jω) = G 0 (jω), and U 0 (jω) = I nu . The noise on the transfer function measurements ∆Z
satisfies Assumption 2.1 so that all the multidimensional TLS estimators developed in section 3 can still be applied. This is no longer the case for the one-dimensional WGTLS implementations (except for the one-dimensional TLS) since, in general, the columns of ∆G(jω k ) are correlated and have different covariance matrices. Therefore the one-dimensional implementations need more noise information in case of transfer function matrix measurements.
Assumption 4.1. ∆g(jω k ) = vec(∆G(jω k )), k = 1, . . . , F are zero-mean, mixing (over the frequency), complex distributed random vectors with known Hermitiansymmetric matrices E{∆g(jω k )∆g
The errors ∆g(jω k ) = vec(∆G(jω k )) are independent (over the frequency) complex normally distributed random vectors.
Under Assumptions 4.1 and 4.2, the ML solution becomes
For the one-dimensional WGTLS solution we use a left weighting matrix W which has structure (32) with
(nu·ny)×(nu·ny) a Hermitian-symmetric matrix. Putting these expressions in (15) gives
subject to vec(X T ) = Lx and
Replacing
subject to vec(X T ) = Lx and x T x = 1.
Under Assumption 4.1, the properties of the one-dimensional WGTLS (46) and BTLS (47) estimates are the same as those of section 3. The special case of independently measured entries g ij (jω k ) of the transfer function matrix G(jω k ) is handled in [17] .
High order systems.
Transfer function model (3) leads to an illconditioned matrix W A for model orders od ≥ 40. The numerical conditioning of W A can significantly be improved by expanding the numerator and denominator of (3) in orthogonal Forsythe polynomial matrices [7] , [22] . Using this approach, very high order scalar systems od ≥ 120 have been identified on experimental data [16] .
Complex systems.
The results of section 3 can be generalized to transfer function models with complex coefficients (N k ∈ C ny×nu , D k ∈ C ny×ny ). Therefore it is sufficient to write model equation (4) at the excited DFT frequencies as a set of F complex equations
T (see (7) for the definition of α 0k ) and to replace the transpose operator T at the appropriate places in section 3 by the Hermitian transpose operator H. For the WGTLS and BTLS estimators, the real-valued left weighting W (32) is replaced by the complex-valued weighting W c (33). Making the changes X T X → X H X and x T x → x H x, the expressions for the cost functions (20) , (26), (34), (36), (38), and (43) remain valid. A potential application of rational functions with complex coefficients (scalar case) is the modeling of nuclear magnetic resonance spectra.
5. The WGTLS estimator using the sample noise covariance matrix.
Introduction. The WGTLS solution arg min
with X ∈ R n×d produces consistent estimates if C satisfies C T C = E{∆A T W T W ∆A}. The covariance matrix C T C is in most practical applications unknown. This section describes the asymptotic properties of the WGTLS estimates when the true noise covariance matrix C T C is replaced by the sample noise covariance matrix obtained from a small number K > 1 of independent realizations A of the true unknown matrix A 0 .
The main advantages of this approach are its robustness w.r.t. incorrect noise assumptions and the fact that no parametric noise model should be estimated (no noise model order selection and no parametric noise model should even exist). The only price to pay is that the measurements need to be repeated at least two times.
In order to simplify the asymptotic analysis (m → ∞) of the WGTLS estimator using the sample noise covariance matrix (SWGTLS), the main steps in the analysis of the WGTLS estimator using the exact noise covariance matrix are first given.
WGTLS estimator-exact noise covariance matrix.
The analysis of the WGTLS estimator using the exact noise covariance matrix fits within the general framework of [23] . Therefore only the basic assumptions and the main results will be given here. The cost function interpretation of the WGTLS says that when X T C T CX is regular, then arg min
is equivalent to the WGTLS solution. To analyze the asymptotic behavior of the estimates, one needs to make the following assumptions.
Assumption 5.1. For all m > n, the entries of A are jointly mixing (over m) of order 4, W is deterministic with W 1 < ∞, X T C T CX is regular, and C is deterministic with C 1 < ∞. Assumption 5.2. A 0 and the zero-mean perturbation ∆A are mutually independent and arg min
is a strongly consistent estimate. Proof. Uniform (w.r.t. X) convergence with probability one of the WGTLS cost toward its expected value is guaranteed under Assumption 5.1 [23] . Under Assump-tion 5.2, the expected value of the GTLS cost (50) becomes
The cost (51) Proof. For the proof, see [23] . Assumption 5.5 is, for example, satisfied for independent identical distributed noise of the exponential family distribution [20] passing through a linear stable filter.
SWGTLS estimator-sample noise covariance matrix.
The analysis requires an additional assumption and will be done in two steps. Assumption 5.6. A strongly consistent estimate D, independent of X, of the noise covariance matrix C T C is available: a.s. lim m→∞ (D − C T C)/m = 0. First the WGTLS estimator will be studied, assuming that a strongly consistent estimate D of the exact noise covariance matrix is available. Next it will be shown that the sample covariance matrix of the noise obtained from independent repeated experiments satisfies Assumption 5.6. Theorem 5.3. Under Assumptions 5.1-5.4 and 5.6, arg min X trace((X T DX)
) is a strongly consistent estimate (for m → ∞). Proof. Following along the lines of section 5.2, strong consistency of the estimates is proven if it can be shown that the WGTLS cost function using the estimated noise covariance matrix D converges uniformly with probability one to an expression which is minimal in the true parameter values. Under Assumptions 5.1, 5.2, and 5.6 the WGTLS cost function using the estimated noise covariance matrix D converges uniformly with probability one to the expected value of the cost function using the exact noise covariance matrix (51), (52) a.s. lim Assumption 5.8. A 0 is a constant (k-independent) matrix which is stochastically independent of ∆A [k] for all k. ∆A [k] is the kth independent realization (k = 1, 2, . . . , K) of a zero-mean, noise process with k-independent covariance matrix.
Theorem 5.4. Under Assumptions 5.7 and 5.8,
ij . The ijth element of D is then given by
Assumption 5.7 guarantees that the individual terms (b
pj − b pj ) of (53) are jointly mixing (over m) of order 2 [5] . Almost sure convergence of 
converges in law (m → ∞) to the same asymptotic Gaussian distribution as the WGTLS estimates using the exact covariance matrix. Proof. Apply Theorem 6 of [23] . Intuitively, this result is motivated by observing that the estimates are normally distributed for any deterministic value of C T C. Since D given by (53) converges sufficiently fast to E{∆Ā T W T W ∆Ā}, the stochastic variation in the estimate D will become negligible w.r.t. the Gaussian stochastic variation of the estimates when using the exact value of E{∆Ā T W T W ∆Ā}. Since (53) exists for any K ≥ 2, it follows that the asymptotic properties (strong consistency, asymptotic covariance matrix, and asymptotic normality) of the GTLS estimator using the sample covariance matrix apply for any K ≥ 2. Hence only two repeated independent experiments are sufficient to solve the errors-in-variables problem within a TLS framework.
6. The BTLS estimator using the sample noise covariance matrix. The reasoning will be held for the one-dimensional BTLS estimates (38) using measured input/output Fourier data. Extension to the transfer function measurement case (47) is straightforward.
Following along the lines of section 5.3, one could think to replace the true noise covariance matrix C Z (jω) everywhere in (38) by the sample noise covariance matrix
. Proceeding in that way we violate the assumptions of the framework developed in [23] . Indeed, strong consistency is only guaranteed by Theorem 4 of [23] if the number of stochastic parameters in the weighting remains finite for finite K and F → ∞ and if they converge strongly (F → ∞) to some limit value which is independent of the estimated model parametersx. Therefore, to preserve the strong consistency, the noise covariance matrix C Z (jω) in the left weighting matrix W should be modeled over the frequency using a finite (F -independent) number of parameters θ. The estimatesθ should strongly converge to some limit value θ * , independent of the model parameters x. As it is the case for the GTLS estimator (see section 5.3) the right weighting matrix C must still be calculated using the original sample covariance matrices (54).
For computational reasons, only noise models C Z (jω, θ) which are linear in the parameters are considered. For example, for the r, sth entry we get 
converges strongly (F → ∞) to some x-independent limit value θ rs * . The estimated noise model for entry r, s,
represents a linear projection of an F -dimensional space onto a p rs -dimensional space.
Replacing in (38) C Z (jω) by C Z (jω,θ) in the left weighting W , C Z (jω) byĈ Z (jω) in the right weighting C, and Z(jω) by the sample meanZ(jω) defines the onedimensional, one-step BTLS using the sample noise covariance matrix (SBTLS)
SM L (jω l , X)) subject to x T x = 1 and vec(X T ) = Lx.
(58) W P M L (jω,X,θ) and W SM L (jω, X) stand for the ML weighting (19) calculated with, respectively, the parametric noise model C Z (jω,θ) and the sample covariance matrixĈ Z (jω),
Under the assumptions of section 5.3, the one-step and multistep (see section 3.4) SBTLS cost functions (58) converge strongly (F → ∞ and K > 1) to, respectively, V SBT LS (x, Z 0 ,X, θ * ) and V SBT LS (x, Z 0 , X 0 , θ * ), which are minimal in x 0 . The onestep and multistep SBTLS estimates are hence strongly consistent. The efficiency of the SBTLS estimates strongly depends on the parametric noise model (56) used: the better the parametric model explains the noise (co)variances, the closer the SBTLS efficiency will approach the ML efficiency.
x SBT LS is calculated using the matrix pair (A W , C) or (A W , B), where the matrices A W = W A and B have, respectively, structure (10) and (24) with
7. Simulation examples.
7.1. Single input, single output systems. Three simulation examples are shown in this section. The first illustrates the TLS, WTLS, GTLS, WGTLS, and multistep BTLS estimators with known noise covariance matrix, while the second and third compare the generalized and bootstrapped total least squares estimates using the sample noise covariance matrix (respectively, SGTLS and SBTLS) to those using the exact noise covariance matrix (respectively, GTLS and BTLS). For the three examples, the simulated plant is a fifth-order continuous time Butterworth filter with an extra transmission zero at 3/(2π) Hz. The coefficients of the transfer function are given in Table 1 , and the amplitude and phase characteristics are shown in Figure 1 .
In the first simulation, a data set of 100 equally distributed frequencies is generated in the band [0.05 Hz, 5 Hz] :
. . , 100. Independent, zero-mean Gaussian noise with variance 2E-6 is added to the input and output spectra. One hundred disturbed data sets are generated. For each set the model parameters are calculated using the TLS (16), WTLS (42), GTLS (22) , WGTLS (43), and BTLS (38) estimators under the constraint n 1 = 0 (the zero is forced to lie on the jω axis), and x 2 = 1. For each set, the normalized squared residuals of the mean parameter estimates are calculated withx the sample mean and C x the sample covariance matrix of the model parameters x. Ifx is an unbiased Gaussian estimate of x 0 and if C x equals the true covariance matrix, then (61) is (χ 2 -distributed with a number of degrees of freedom equal to the number of parameters minus the number of constraints (= 9−2 = 7 in this simulation example). For 100 realizations of the model parameters, the sample mean will be fairly well normal distributed and the uncertainty on C x is about 10%. This allows a bias test to be performed on the parameter estimates with a given confidence level. For example, the 95 percentile of a χ 2 -random variable with seven degrees of freedom equals 14. According to Table 2 , the GTLS and BTLS estimates are unbiased within a confidence level of 95%, while the TLS and WTLS estimates are biased within this confidence level. Although the WGTLS (43) estimates are inconsistent, no significant bias could be detected in the simulation (see Table 2 ). This is due to the high signalto-noise ratio on the noisy frequency response function G(jω). Using each set of 100 estimates of the model parameters, one can also calculate the relative mean square error of the transfer function estimate
within an error of 1dB, and compare it to the Cramér-Rao lower bound on the relative transfer function error (G − G 0 )/G 0 . The results are shown in Figure 1c . The BTLS estimates coincide with the Cramér-Rao lower bound [6] . The large mean square error (MSE) of the TLS estimator is due to its bias (see Table 2 ), while that of the GTLS estimates are due to the variance (see Table 2 ). The same observation can be made for the pair WTLS and WGTLS (see Table 2 and Figure 1c) .
In simulation 2, only the noise levels differ from simulation 1. The input noise, ∆U (jω), is chosen to be zero-mean Gaussian noise with variance equal to 1E-2. The output noise, ∆Y (jω), is a zero-mean Gaussian noise source with a variance of 1E-2 passing through a fourth-order Butterworth low-pass filter with its 3dB point at 1 Hz. The number of repeated, independent measurements equals two (K = 2). Figure 1d compares the generalized total least squares estimates using the sample noise covariance matrix estimated as described in section 5.3 (SGTLS) to those using the true noise covariance matrix (GTLS). It can be seen that both RMSE errors almost coincide. Applying the bias test (61) to both simulation results reveals that both estimates are unbiased within a confidence level of 95%. It confirms that two repeated, independent experiments are enough to replace the true noise covariance matrix in GTLS estimators with the noise sample covariance matrix, while maintaining the asymptotic properties. In simulation 3, the noise levels and the number of frequencies differ from simulation 1:
2 , and F = 500. The ML, GTLS, SGTLS, multistep BTLS, and multistep SBTLS are calculated starting from two repeated independent experiments (K = 2). For the SBTLS estimates, the input and output variances (55) in the left weighting are modeled using 50 Gaussian basis functions h rs k (jω) = exp(−(ω − µ k ) 2 /ζ k ), with µ k equispaced in the band [0.05 Hz, 5 Hz], ζ k = 0.05, r, s = 1, 2, and k = 1, 2, . . . , 50. Figure 1e shows the results: the GTLS and SGTLS estimates coincide and the SBTLS estimates have almost ML efficiency. Applying the bias test (61) to all the simulation results reveals that all the estimates are unbiased within a confidence level of 95%.
MIMO systems.
In this section, one simulation example is given to illustrate the difference between the multidimensional and the one-dimensional implementations that were proposed in section 3. This will be verified for the GTLS (a multidimensional implementation of the BTLS estimator is not available). Synthetic data is generated for a system with two inputs and three outputs. Independent, zero-mean, complex normally distributed noise is added to the synthetic input and output Fourier coefficients. The standard deviation of the noise equals 0.01 for the inputs and 0.1 for the outputs. The frequency band is [1 Hz, 100 Hz] and contains 100 equally distributed frequencies. Three estimations are considered: the multidimensional implementation of the GTLS (case 1), the one-dimensional GTLS with a monic denominator matrix polynomial (case 2), and the one-dimensional GTLS with the zero-order matrix coefficient of the denominator fixed to the identity matrix (case 3). In Figure 2a , the difference in dB between the true and the estimated transfer functions of entry (2, 2) is shown. The difference between the estimates are given in Figure 2b . From Figures 2a and 2b , one can conclude that, for the onedimensional case, different constraints do indeed result in different estimates and that the one-dimensional results differ from the multidimensional one. The differences are, however, quite small. Figure 3 shows measurements of the vibrations of the wings of an airplane (flight flutter data analysis) in the frequency band [4 Hz, 11 Hz] . The test was performed using a series of three short duration burst sweptsine [4 Hz, 40 Hz] excitations, sampled at 100 Hz. The data was measured using two channels corresponding to the force and the acceleration response, respectively. The sample mean and sample (co)variances of the three independent realizations (K = 3) of the input/output Fourier data are calculated in the band [4 Hz, 11 Hz] . The measurements have been modeled with a rational form on = 11, od = 10 using the SGTLS and multistep SBTLS estimators (see Figure 3) . For SBTLS the (co)variances of the input/output DFT spectra in the left weighting are modeled by a constant: put h rs k (jω) = 1, r, s = 1, 2, and k = 1 in (55). The ML estimates have been added for comparison purposes. Since three independent realizations are not sufficient to use sample (co)variances within an ML framework [18] , the noise covariance matrix for the ML estimate was obtained by analyzing the disturbing noise during the dead time in between consecutive bursts. From Figure 3 , it follows that the SBTLS estimates have ML quality. The SGTLS estimates miss the second resonance peak which can be explained by the low signal-to-noise ratio of the measurements (about 10 dB on the transfer function) and its inappropriate weighting (see section 3.2). This measurement example nicely illustrates that a good frequency-dependent weighting of the residuals of the equation error (17) is of crucial importance to obtain good estimates.
Measurement example.

9.
Conclusions. The presented analysis of TLS estimators for frequency domain identification of multivariable systems leads to the following two main messages:
• Use the equivalent cost function minimized by the estimator to predict its asymptotic properties. Comparison of this cost with the maximum likelihood solution allows us to propose "optimal" left weighting matrices which significantly reduce the uncertainty of the TLS estimates.
• Two independent experiments with the same excitation signals are enough to replace the true noise covariance matrix in WGTLS and BTLS estimators by the noise sample covariance matrix while maintaining the asymptotic properties. A TLS method has been constructed (SBTLS) which does not require the prior knowedge of the noise covariance matrix and which has almost ML efficiency. Note that these design rules can also be applied to other identification problems.
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100 150 4 5 6 7 8 9 10 11 The big advantage of WGTLS estimators over the optimal ML estimator is that they do not require a nonlinear (iterative) minimization to calculate the solution. In this paper, it has been shown that their disadvantages, poor efficiency, and impracticality since the noise covariance matrix is mostly unknown, can easily be eliminated. Moreover, while the ML estimator using the sample noise covariance matrix needs at least four repeated independent experiments to generate consistent estimates [18] , two are sufficient within a TLS framework. Appendix 1. In this appendix it will be shown that the WGTLS estimation problem (12) , after elimination ofÂ, is equivalent to (13), i.e., both cost functions have the same stationary points. The proof relies on the use of the method of the Lagrangian multipliers. The constrained minimization problem (12) can be reformulated as follows: arg min
where Λ ∈ R n×d is a Lagrangian multiplier matrix. The use of trace(Λ TÂ X) is just a convenient way of summing Λ ij [ÂX] ij over all i, j. In its minima, the above cost function must be stationary w.r.t.Â, X, and Λ. The derivative w.r.t.Â yields Replacing A −Â in (63) by (66), and taking into account the constraintÂX = 0, results in (13) . During the proof we have assumed that W ∈ R m×m , as well as C ∈ R n×n , are nonsingular. It is worthwhile to mention here that even when C is singular the WGTLS solution (13) remains well defined.
Appendix 2. For a common denominator model it is easy to see that vec(X T ) = Lx, where L is a matrix containing ones and zeroes only and where the vector x contains the minimum number of variables to represent all entries of X.
For any parametrization where one or more coefficients are fixed in X, we can still write vec(X T ) = L [1,x] T , where the vectorx stands for the unknowns of X and where a one is included to allow that coefficients of X are known. It boils down to the previous case by introducing the augmented vector x = [1,x] T and imposing the constraint x T x = 1. The original constraints on X are recovered by appropriate scaling of x after identification:x = [x 2 , x 3 , . . .]
T /x 1 .
