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Abstract
Intelligent reflecting surface (IRS) is envisioned as a promising hardware solution to hardware cost
and energy consumption in the future fifth-generation (5G) mobile communication network. It exhibits
great advantages in enhancing data transmission, but may suffer from performance degradations caused
by inherent hardware impairments (HWI), which universally exist in the real-world communication
systems. For analysing the achievable rate (ACR) and optimizing the phase shifts in the IRS-aided
communication system with HWI, we consider that the HWI appear at both the IRS and the transceivers.
By modelling the HWI at the IRS as phase errors and the HWI at the transceivers as distortion noises,
we first mathematically derive the closed-form expression of the average ACR with HWI. Then, we
formulate optimization problems to optimize the phase shifts of the IRS in the presence of HWI to
improve the performance. The solution is obtained by transforming non-convex problems into convex
semidefinite programming (SDP) problems. Subsequently, we theoretically compare the average ACR
of the IRS-aided system with that of the decode-and-forward (DF) relay assisted system under two
different conditions. Extensive simulations are carried out to verify the theoretical analyses. Results
demonstrate that the average ACR of the IRS-aided system with HWI is lower than that without HWI,
but can exceed that of the DF relay assisted system with HWI when the number of reflecting elements
is large enough. It is concluded that the HWI has impact on the IRS, but still leaves opportunities for
the IRS to surpass conventional DF relay.
Index Terms
Intelligent reflecting surface (IRS), hardware impairments (HWI), achievable rate (ACR), phase
shift optimization, decode-and-forward (DF) relay.
I. INTRODUCTION
The rapid development of the worldwide mobile communication technologies has been wit-
nessed in recent years. After the 4th generation (4G) mobile communications became universal
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around the world, the initial 5th generation (5G) standard was completed in 2018 and the 5G
commercial networks were already employed in part in the first quarter of 2020. For supporting
huge mobile data traffic and high-speed communications required by a growing number of mobile
devices accessed to the wireless networks, a variety of innovative techniques including millime-
ter wave (mmWave), ultra-dense network (UDN) and massive multiple-input multiple-output
(MIMO) are implemented in 5G wireless transmission systems [1]. These techniques exhibit
great advantages in helping the communication systems improve spectral efficiency (SE) [2],
but remain challenging problems such as: 1) the mmWave is susceptible to blockage and suffers
from serious power attenuation during the long-distance propagation in the atmosphere [3], so
that the wireless system will bear poor reliability when the received signals are substantially
weak; 2) the UDN is composed of numerous intensively distributed base stations (BS) [4] while
the massive MIMO requests the transceivers to be equipped with large-scale antenna arrays [5],
which leads to high hardware cost (HWC).
One mature technological solution to these problems is the multi-hop transmission scheme
called relaying. Conventional wireless cooperative communication systems mostly employ relays
[6]–[9] to process on the signals received halfway and retransmit the signals to the destination
terminals actively through an uncontrollable propagation environment. Relays are validated to
be effective on improving system reliability [7], but are still active retransmitting facilities that
require high energy consumption (EC) and HWC. Recently, another state of the art approach,
which is named Intelligent Reflecting Surface (IRS) [10], [11], Large Intelligent Surface (LIS)
[2] or Large Intelligent Metasurface (LIM) [12], has attracted extensive attentions from wireless
communication researchers. An IRS is a planar array composed of a large number of low-cost
passive reconfigurable reflecting elements, each of which induces an adjustable phase shift on
the coming signal wave and reflects the signal to the destination terminal [13]. It is distinguished
from the ordinary physical reflecting surfaces which simply reflect the signal waves without any
parameter adjustment, and also different from the traditional relays which actively retransmit
the received signals. As a passive reflecting apparatus, the IRS is envisioned as a promising
hardware solution to EC and HWC in the future communication networks.
There have already been studies that focused on the modulation schemes, secure communica-
tion realizations, phase shift optimizations, channel estimations and capacity analyses on the IRS-
aided wireless communication systems [2], [14]–[18]. For instance, E. Basar [14] proposed an
IRS-based index modulation scheme which enabled high data rates and low bit-error-rates (BER).
M. Cui, et al. [15] and H. Shen, et al. [16] developed IRS-aided secure wireless communication
systems where the IRS was employed to maximize the rate gap (secrecy rate) between the
desired transmission path from the source to the legitimate user and the undesired one from the
source to the eavesdropper. W. Yan, et al. [2] developed a passive beamforming and information
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transferring method and optimized the phase shifts with different state values to improve the
average signal-to-noise ratio (SNR). Q. Nadeem, et al. [17] outlined an IRS-aided multi-user
MIMO communication system and estimated the cascaded channel matrix within each time
interval. E. Bjrnson, et al. [18] analysed and compared the channel capacities of the IRS-
supported, the decode-and-forward (DF) relay assisted and the single-input-single-output (SISO)
systems, and derived the least required number of IRS reflecting elements which allowed the
IRS to outperform DF relay and SISO.
The aforementioned works are carried out under the assumption of perfect IRS hardware.
However, in most practical situations, inherent hardware impairments (HWI) such as phase
noises, quantization errors, amplifier non-linearities, et al., which generally limit the system
performance, cannot be neglected due to the non-idealities of the communication devices in the
real world [8], [19], [20]. Although the effect of the HWI on the system performance can be
mitigated by compensation algorithms [21], there will still exist residual HWI due to imprecisely
estimated time-variant hardware characteristics and random noises. As a result, it is of great
significance to probe into the system performance in the presence of HWI. Some researchers
[22]–[24] analysed the channel capacity of the massive MIMO systems with HWI, which they
modelled as additive Gaussian distributed distortion noises. But to the best of our knowledge,
there were only a few studies that analysed the IRS-aided systems with HWI of the IRS (I-HWI)
[25], [26]. Among these studies, the researchers modelled I-HWI as additive variables in relation
to the distances between reflecting points and the reflecting surface center [25], or as uniformly
distributed phase noises generated by reflecting units [26]. However, investigations in these works
might not be thorough enough as they did not take the HWI of the transmitting devices and
receiving terminals into consideration, which would jointly influence the performance of the
IRS-aided communication systems as well. Up to now, we have not found relative works that
analysed the performance of the IRS-aided systems with the consideration of the HWI of both
IRS and transceivers (IT-HWI) yet. Therefore, in this article we provide achievable rate (ACR)
analyses and phase shift optimizations for the IRS-aided communication systems with I-HWI
and IT-HWI, and present performance comparisons with the existing DF relay assisted systems
with the HWI of the DF relay and transceivers. Our contributions are summarized as follows.
By referring to [26], we model I-HWI as uniformly distributed random phase errors gen-
erated by IRS reflecting units. When the IRS phase shifts are adjusted to compensate for
the phase shifts in the wireless channels from the transmitting source to the IRS and from
the IRS to the receiving destination, we analyse the ACR and mathematically derive the
closed-form expression of the average ACR in relation to the number of reflecting elements
(N ) with I-HWI. As the transceiver HWI should not be ignored under actual circumstances,
we also analyse the ACR with IT-HWI and obtain the closed-form expression in relation
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to N . From the theoretical and numerical results, we confirm that the average ACR with
HWI is lower than that without HWI, and both of them increase as N grows.
In order to optimize the IRS phase shifts and obtain the maximum average ACR with I-HWI
or IT-HWI, we formulate the optimization problems and transform the non-convex problems
into convex semidefinite programming (SDP) problems. By exploiting CVX toolbox in
the MATLAB simulations, we derive the optimization results numerically, from which we
conclude that the maximum average ACR with HWI is lower than that without HWI, and
both of them increase as N grows.
We theoretically compare the average ACR of the IRS-aided communication system with
that of the DF relay assisted communication system when there exist the HWI of the IRS,
DF relay and transceivers. Specifically, we derive the least number of N which is required
for the IRS to outperform single-antenna DF relay, and obtain the conditions where the IRS
can always surpass single-antenna DF relay for all N . We also numerically compare the
performance of the IRS with that of the multi-antenna DF relay equipped with N antennas.
From the comparisons, we conclude that when N is large enough, the IRS can outperform
DF relay in the presence of HWI.
The rest of this article is organized as follows. In Section II, we introduce the IRS-aided
communication system model with HWI. In Section III, we analyse the ACRs of the IRS-aided
communication systems with I-HWI and IT-HWI. In Section IV, we formulate the optimization
problems to optimize the IRS phase shifts with I-HWI and IT-HWI. In Section V, we mathemat-
ically compare the average ACR with that of the DF relay assisted communication system in the
presence of the HWI of the IRS, DF relay and transceivers. In Section VI, we provide numerical
results to verify the theoretical analyses. In Section VII, we draw the overall conclusions.
Notations: Italics denote the variables or constants, while boldfaces denote the vectors or
matrices. A∗, AT , AH and A−1 symbolize the conjugate, transpose, conjugate-transpose and
inverse of matrix A, respectively. tr(A) and rank(A) stand for the trace and the rank of A.
diag(a) represents an n× n sized diagonal matrix whose diagonal elements are (a1, a2, . . . , an)
in vector a. ||.||2 represents `2 norm. A ∈ Cm×n or A ∈ Rm×n means that A is an m× n sized
complex or real-numbered matrix. A ∼ CN (0,V) illustrates that A obeys complex normal
distribution with mean of zero and covariance matrix of V. A  0 means that A is positive
semidefinite. Ex[A] denotes the expectation of A on the random variable x if A is a stochastic
matrix in relation to x. In and Γn symbolize n×n sized identity matrix and n×n sized matrix
with all elements of 1, respectively. 1 stands for the unit row vector with all elements of 1.
∆ = b2 − 4ac represents the discriminant of the quadratic function f (x) = ax2 + bx+ c.
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Fig. 1: The considered IRS-aided wireless communication system, which includes a single-antenna source, a single-
antenna destination, an IRS with N reflecting elements and an IRS controller. The IRS controller is applied to
adjust the IRS phase shifts based on the channel information.
II. COMMUNICATION SYSTEM MODEL
In this article, the considered wireless communication system (Figure 1) includes a signal-
emitting source (e.g. the base station), an IRS with N reflecting elements and a signal-receiving
destination (e.g. the user). The signal-emitting source, assumed to be equipped with single
antenna, transmits the modulated signals with an average signal power of
√
P . The IRS induces
adjustable phase shifts on the impinging signals and reflects the coming signal waves to the
destination. The signal-receiving destination, also equipped with single antenna, receives the
directly arrived signals from the source and passively reflected signals from the IRS.
Generally, due to the non-ideality of the hardware, the received signal is disturbed by the HWI
which universally exists in the real-world communication devices. In this considered system, there
are two kinds of HWI including I-HWI and transceiver HWI with different mathematical models.
First, the I-HWI is modelled as a random diagonal phase error matrix, which contains N random
phase errors induced by intrinsic hardware non-idealities of the reflectors, or by imprecisions
of channel estimations [26]. It is expressed as ΘE = diag
(
ejθE1 , ejθE2 , . . . , ejθEN
)
, where θEi,
for i = 1, 2, . . . , N , are random phase errors uniformly distributed on [−pi/2, pi/2]. Thus, the
received signal disturbed by I-HWI is modelled as
y =
(
hTIUΦΘEhSI + hSU
)√
Ps+ w (1)
where s stands for the unit-power signal symbol with E [ss∗] = 1; w ∼ CN (0, σ2w) denotes the
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additive white Gaussian noise (AWGN); Φ = αdiag
(
ejθ1 , ejθ2 , . . . , ejθN
)
represents the phase
shifting matrix of the IRS, where α ∈ (0, 1] is the fixed amplitude reflection coefficient and
θi, for i = 1, 2, . . . , N , are the adjustable phase-shift variables of the IRS; hSU =
√
µSUe
jϕSU
represents the channel coefficient from the source to the destination, where
√
µSU and ϕSU
are the power attenuation coefficient and the phase shift of hSU ; hIU ∈ CN×1 and hSI ∈
CN×1 are the channel coefficients from the IRS to the destination and from the source to the
IRS, respectively, which are expressed as hIU =
√
µIU (e
jϕIU,1 , ejϕIU,2 , . . . , ejϕIU,N )
T and hSI =√
µSI (e
jϕSI,1 , ejϕSI,2 , . . . , ejϕSI,N )
T , where
√
µIU and
√
µSI are the power attenuation coefficients
of hIU and hSI ; ϕIU,i and ϕSI,i, for i = 1, 2, . . . , N , are the phase shifts of hIU and hSI .
Then, the transceiver HWI is modelled as the additive distortion noise, which creates a
mismatch between the intended signal and the practically generated signal, or creates a distortion
on the received signal during the reception processing [22]. The distortion noises generated by the
transmitter and the receiver are expressed as ηt ∼ CN (0,Υt) and ηr ∼ CN (0, Vr), respectively,
where Υt = κtPE [ss∗] and Vr = κrP
∣∣hTIUΦΘEhSI + hSU ∣∣2 E [ss∗], as the distortion noises
are proportional to the signal power. κt and κr represent the proportionality coefficients which
describe the severities of the HWI at the transmitter and the receiver, respectively. Therefore,
referring to Eq. (2) in [22], the received signal disturbed by IT-HWI is modelled as
y =
(
hTIUΦΘEhSI + hSU
) (√
Ps+ ηt
)
+ ηr + w (2)
For this communication system, we would first analyse the ACR in relation to the number of
IRS reflecting elements (N ) in the presence of I-HWI, and calculate the rate gap between the
ACR with I-HWI and that without I-HWI. As the transceiver HWI is also unavoidable because
of the insufficiency of the accurate modelling, the time-variant characteristics, et al. [22], we
would then analyse the ACR in the presence of IT-HWI without loss of generality, and calculate
the rate gap between the ACR with IT-HWI and that without IT-HWI.
III. ACR ANALYSES WITH HWI
A. ACR Analyses with I-HWI
Based on the signal model in (1), we would first analyse the ACR of the considered IRS-aided
communication system in the presence of I-HWI. Here we assume that the phase information
in the cascaded channel model [17], [27] is already estimated before Φ is adjusted, so that
(ϕIU,i + ϕSI,i), for i = 1, 2, . . . , N , are known for the IRS phase shift controller (this can
be realized via some existing channel estimation techniques [17], [27]). In (1), hTIUΦΘEhSI
is maximized if each phase shift of the IRS is adjusted into θi = − (ϕIU,i + ϕSI,i), for i =
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1, 2, . . . , N , to compensate for the phase shifts in hIU and hSI [18]. As a result, when θi =
− (ϕIU,i + ϕSI,i), the received signal disturbed by I-HWI is expressed as
y =
(
αgTIUΘEgSI + hSU
)√
Ps+ w (3)
where gIU =
√
µIU1
T and gSI =
√
µSI1
T . Then, the ACR with I-HWI is expressed as
RI−HWI (N) = log2
(
1 +
P
∣∣αgTIUΘEgSI + hSU ∣∣2
σ2w
)
(4)
Based on (4), we obtain the following theoretical results.
Theorem 1. When θi = − (ϕIU,i + ϕSI,i) and θEi is uniformly distributed on [−pi/2, pi/2], the
average ACR in the presence of I-HWI is expressed as
RI−HWI (N) = log2
[
1 +
P
(
α2NµIUµSI +
4αN
pi
√
µIUµSIµSU cos (ϕSU) + µSU
)
σ2w
]
(5)
Proof. The proof is given in Appendix A.
Let R (N) denote the ACR without I-HWI. For theoretically comparing RI−HWI (N) with
R (N) and investigating the impact that ΘE has on the ACR, we would further calculate the rate
gap between RI−HWI (N) and R (N), which is defined by ∆R(N) = R (N)−RI−HWI (N) in
the following Lemma 1.
Lemma 1. When θi = − (ϕIU,i + ϕSI,i) and θEi is uniformly distributed on [−pi/2, pi/2], the
rate gap ∆R(N) between the average ACR with I-HWI and that without HWI is expressed as
∆R(N) = log2
[
1 +
N (N − 1)Pα2µIUµSI + (2pi−4)αPpi N
√
µIUµSIµSU cos (ϕSU)
σ2w + Pα
2NµIUµSI +
4αP
pi
N
√
µIUµSIµSU cos (ϕSU) + PµSU
]
(6)
Proof. According to [18], R (N) is expressed as
R (N) = log2
[
1 +
P
(
α2N2µIUµSI + 2αN
√
µIUµSIµSU cos (ϕSU) + µSU
)
σ2w
]
(7)
Therefore, we calculate ∆R(N) = R (N)−RI−HWI (N) and then prove Lemma 1.
Theorem 1 illustrates that the SNR in RI−HWI (N) is proportional to N while that in R (N)
is proportional to N2, which indicates that RI−HWI (N) has a lower increasing speed than
R (N) as N grows. Lemma 1 illustrates that ∆R(N) > 0 when N > 0, which leads to
R (N) > RI−HWI (N) and demonstrates that the I-HWI will reduce the ACR by ∆R(N).
This part merely analyses the ACR with I-HWI. However, as the residual transceiver HWI
is usually unavoidable in most practical communication systems, it is important to evaluate the
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ACR in the presence of IT-HWI without loss of generality.
B. ACR Analyses with IT-HWI
Based on the signal model in (2), we would then analyse the ACR of the considered system
in the presence of IT-HWI. Let θi = − (ϕIU,i + ϕSI,i), and we can expand (2) into
y =
(
αgTIUΘEgSI + hSU
)√
Ps+
(
αgTIUΘEgSI + hSU
)
ηt + ηr + w (8)
Then, the ACR with IT-HWI is written as
RIT−HWI (N) = log2
(
1 +
P
∣∣αgTIUΘEgSI + hSU ∣∣2
κtP |αgTIUΘEgSI + hSU |2 + κrP |αgTIUΘEgSI + hSU |2 + σ2w
)
= log2
1 + 1
κt + κr +
σ2w
P |αgTIUΘEgSI+hSU |2

(9)
from which we obtain the following Theorem 2 and Lemma 2.
Theorem 2. When θi = − (ϕIU,i + ϕSI,i) and θEi is uniformly distributed on [−pi/2, pi/2], the
average ACR with IT-HWI is expressed as
RIT−HWI (N) = log2
1 + 1
κt + κr +
σ2w
P(α2NµIUµSI+ 4αNpi
√
µIUµSIµSU cos (ϕSU )+µSU)
 (10)
Proof. Similar to the proof of Theorem 1, we calculate the expectation of P
∣∣αgTIUΘEgSI + hSU ∣∣2
and then prove Theorem 2.
Lemma 2. When θi = − (ϕIU,i + ϕSI,i) and θEi is uniformly distributed on [−pi/2, pi/2], the
rate gap ∆R (N) between the average ACR with IT-HWI and that without HWI is expressed as
∆R (N)=log2
P (κt + κr) β + σ2w + P 2λβ
(
κt
σ2w
+ κr
σ2w
)
+ Pλ
P (κt + κr + 1)β + σ2w
 (11)
where λ = α2N2µIUµSI + 2αN
√
µIUµSIµSU cos (ϕSU) + µSU and β = α2NµIUµSI + 4αNpi ×√
µIUµSIµSU cos (ϕSU) + µSU .
Proof. We prove Lemma 2 by calculating the rate gap according to ∆R(N) = R (N) −
RIT−HWI (N), where R (N) is expressed as (7) and RIT−HWI (N) is expressed as (10).
Theorem 2 demonstrates that RIT−HWI (N) is smaller than RI−HWI (N). Lemma 2 illustrates
that ∆R(N) > 0 when N > 0, and ∆R(N) increases as N grows, because the numerator
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inside log2 (.) includes λ which is proportional to N2, while the denominator inside log2 (.)
only contains β which is proportional to N . Results in Theorem 1, Lemma 1, Theorem 2 and
Lemma 2 are derived on the basis of θi = − (ϕIU,i + ϕSI,i) which is configured to compensate
for the phase shifts in hIU and hSI [18]. However, θi = − (ϕIU,i + ϕSI,i) might not be the
optimal θi in this considered wireless propagation environment, as it does not take the phase
shift in hSU into account. Thus, in Section IV, we would optimize the IRS phase shifts and
reconfigure the phase shifting matrix to obtain the maximum ACR with HWI.
IV. PHASE SHIFT OPTIMIZATION
Instead of simply configuring the IRS phase shifts to be θi = − (ϕIU,i + ϕSI,i) to evaluate
the ACR, we would present the problem formulations and phase shift optimizations on the IRS
with I-HWI or IT-HWI in this section.
A. Optimization in the Presence of I-HWI
We would first optimize the IRS phase shifts when there exists I-HWI. Here we retrospect
(1), from which we obtain the ACR with I-HWI:
RΦ,I−HWI (N) = log2
(
1 +
P
∣∣hTIUΦΘEhSI + hSU ∣∣2
σ2w
)
(12)
Let DIU denote a diagonal matrix expressed as DIU = diag (hIU), and θ denote a column
vector expressed as θ = α
(
ejθ1 , ejθ2 , . . . , ejθN
)T . Then, we have θTDIU = hTIUΦ. By replacing
hTIUΦ with θ
TDIU , we expand (12) and obtain
Rθ,I−HWI (N) = log2
[
1 +
P (Z + h∗SUhSU)
σ2w
]
(13)
where Z = hHSIΘ
H
ED
H
IUθ
∗θTDIUΘEhSI + hHSIΘ
H
ED
H
IUθ
∗hSU + h∗SUθ
TDIUΘEhSI .
Let a be defined by a =
(
θT , 1
)H . We can rewrite Z as Z = aHΞa, where
Ξ =
(
DIUΘEhSIh
H
SIΘ
H
ED
H
IU h
∗
SUDIUΘEhSI
hHSIΘ
H
ED
H
IUhSU 0
)
(14)
Therefore, Rθ,I−HWI (N) can be simplified into
Rθ,I−HWI (N) = log2
[
1 +
P (aHΞa + ||hSU ||22)
σ2w
]
= log2
{
1 +
P [tr(ΞX) + ||hSU ||22]
σ2w
}
(15)
where
X = aaH =
(
θ∗θT θ∗
θT 1
)
∈ C(N+1)×(N+1) (16)
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Consequently, the optimization problem is formulated as
max
X0
P
σ2w
[
tr (ΞX) + ||hSU ||22
]
(17a)
s.t. tr (EnX) = α
2, n = 1, 2 . . . . . . N (17b)
tr (EN+1X) = 1 (17c)
rank(X) = 1 (17d)
where ”s.t.” is the abbreviation of ”subject to”, and the (i, j)th element in En is expressed as
[En]i,j =
{
1, i = j = n
0, otherwise
(18)
Because ΘE in Ξ is a stochastic diagonal matrix that contains N random phase errors
uniformly distributed on [−pi/2, pi/2], we should calculate the expectation of Ξ, denoted by
EΘE [Ξ], in order to obtain a statistical average optimization result.
EΘE [Ξ] can be written as
EΘE [Ξ] = EvE [Ξ] =
(
DIUDSIEvE
[
vEv
H
E
]
DHSID
H
IU h
∗
SUDIUDSIEvE[vE]
EvE
[
vHE
]
DHSID
H
IUhSU 0
)
(19)
where DSI = diag(hSI) and vE =
(
ejθE1 , ejθE2 , . . . , ejθEN
)T . EvE [vEvHE ] which is expressed
as
EvE
[
vEv
H
E
]
=

1 E∆θ
[
ejθE1−jθE2
]
E∆θ
[
ejθE2−jθE1
]
1
· · · E∆θ
[
ejθE1−jθEN
]
· · · E∆θ
[
ejθE2−jθEN
]
...
...
E∆θ
[
ejθEN−jθE1
]
E∆θ
[
ejθEN−jθE2
] . . . ...· · · 1
 (20)
represents the autocorrelation matrix of vE , where ∆θ = θEi− θEj obeys triangular distribution
on [−pi, pi] as θEi obeys uniform distribution on [−pi/2, pi/2] (detailed in Appendix A). Because
E∆θ
[
ejθEi−jθEj
]
= E∆θ
[
ej∆θ
]
=
∫ pi
−pi f (∆θ) e
j∆θd∆θ = 0, where f (∆θ), expressed as (47) in
Appendix A, is the probability density function of ∆θ, we have EvE
[
vEv
H
E
]
= IN .
Moreover, because EvE [vE] =
(
EθEi
[
ejθE1
]
,EθEi
[
ejθE2
]
, . . . ,EθEi
[
ejθEN
])T and EθEi [ejθEi] =∫ pi
2
−pi
2
f(θEi)e
jθEidθEi =
∫ pi
2
−pi
2
f(θEi)(cosθEi + jsinθEi)dθEi = 2/pi for i = 1, 2, ..., N , where
f (θEi) = 1/pi is the probability density function of θEi, we have EvE [vE] = (2/pi) 1T .
By substituting EvE
[
vEv
H
E
]
= IN and EvE [vE] = (2/pi) 1T into (19), we have
EΘE [Ξ] =
(
DIUDSIIND
H
SID
H
IU
2
pi
h∗SUDIUDSI1
T
2
pi
1DHSID
H
IUhSU 0
)
(21)
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Consequently, by replacing Ξ in (15) with EΘE [Ξ], we obtain the statistical average ACR:
Rθ,I−HWI (N) = log2
{
1 +
P [tr(EΘE [Ξ] X) + ||hSU ||22]
σ2w
}
(22)
and formulate the optimization problem as
max
X0
P
σ2w
[
tr (EΘE [Ξ] X) + ||hSU ||22
]
(23a)
s.t. tr (EnX) = α
2, n = 1, 2 . . . . . . N (23b)
tr (EN+1X) = 1 (23c)
rank(X) = 1 (23d)
Problem (23) can be relaxed if the constraint of rank(X) = 1 is removed. Thus, the relaxed
problem is formulated as
max
X0
P
σ2w
[
tr (EΘE [Ξ] X) + ||hSU ||22
]
(24a)
s.t. tr (EnX) = α
2, n = 1, 2 . . . . . . N (24b)
tr (EN+1X) = 1 (24c)
which is a SDP problem and can be solved by existing techniques [28]. It is remarkable that after
Problem (24) is solved, the θT in the (N + 1)th row of the X in the solution can be extracted
to reconstruct X based on (16). The reconstructed X, denoted by Xr, is numerically testified
to be Xr = X where the X is derived from the solution, and the rank of Xr is testified to be
rank(Xr) = 1 even if the original problem is relaxed (detailed in Appendix B). As a result, we
can obtain the optimal IRS phase shifts from θT in the (N + 1)th row of the X in the solution
of the relaxed problem.
B. Optimization in the Presence of IT-HWI
We would then optimize the IRS phase shifts in the presence of IT-HWI. We retrospect (2)
from which we obtain the ACR with IT-HWI:
RΦ,IT−HWI (N) = log2
(
1 +
P
∣∣hTIUΦΘEhSI + hSU ∣∣2
κtP |hTIUΦΘEhSI + hSU |2 + κrP |hTIUΦΘEhSI + hSU |2 + σ2w
)
= log2
{
1 +
P [tr(ΞX) + ||hSU ||22]
P (κt + κr) [tr(ΞX) + ||hSU ||22] + σ2w
}
(25)
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Therefore, the optimization problem is formulated as
max
X0
P [tr(ΞX) + ||hSU ||22]
P (κt + κr) [tr(ΞX) + ||hSU ||22] + σ2w
(26a)
s.t. tr (EnX) = α
2, n = 1, 2 . . . . . . N (26b)
tr (EN+1X) = 1 (26c)
Problem (26) is a non-convex problem. Hence, let Y and µ be defined by Y = µX and
µ = 1
tr(ΞX)+||hSU ||22+ σ
2
w
P (κt+κr)
. Then, the objective function in (26) is expressed as 1
(κt+κr)
×
[tr(ΞY) + µ||hSU ||22]. Therefore, Problem (26) can be transformed into
max
Y0
1
(κt + κr)
× [tr(ΞY) + µ||hSU ||22] (27a)
s.t. tr (EnY) = µα
2, n = 1, 2 . . . . . . N (27b)
tr (EN+1Y) = µ (27c)
tr (ΞY) + µ
[
||hSU ||22 +
σ2w
P (κt + κr)
]
= 1 (27d)
Similarly, in order to obtain the maximum average ACR in the presence of IT-HWI, by
replacing Ξ with EΘE [Ξ], we can formulate the optimization problem as
max
Y0
1
(κt + κr)
× [tr(EΘE [Ξ] Y) + µ||hSU ||22] (28a)
s.t. tr (EnY) = µα
2, n = 1, 2 . . . . . . N (28b)
tr (EN+1Y) = µ (28c)
tr (EΘE [Ξ] Y) + µ
[
||hSU ||22 +
σ2w
P (κt + κr)
]
= 1 (28d)
where µ = 1
tr(EΘE [Ξ]X)+||hSU ||22+
σ2w
P (κt+κr)
. Problem (27) and (28) are currently SDP problems and
can be solved by existing techniques [28].
V. ACR COMPARISONS WITH DF RELAY
The DF relay is a conventional active device which is also applied for data transmission
enhancement in the wireless communication network. Hence, it is important to compare the
performance of the IRS with that of the DF relay in the same situation. It was already confirmed
that the ideal-hardware IRS equipped with a large number of reflecting units (N ) could help the
wireless communication system provide higher ACR than the ideal-hardware single-antenna DF
relay [18]. In this section, for the purpose of exploring whether the IRS-aided system can still
possess advantages in ACR over the single-antenna DF relay assisted system when there exists
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HWI, we would theoretically compare the ACR of these two systems in the presence of IT-HWI
and investigate which one would perform better under two different conditions.
Let hSR, hRU and hSU denote the channel coefficients from the source to the DF relay, from
the DF relay to the destination and from the source to the destination, respectively. The DF relay
is assumed to be equipped with single antenna so that hSR, hRU and hSU are complex values,
which are expressed as hSR =
√
µSRe
jϕSR , hRU =
√
µRUe
jϕRU and hSU =
√
µSUe
jϕSU , where
√
µSR,
√
µRU and
√
µSU represent the power attenuation factors; ϕSR, ϕRU and ϕSU represent
the phase shifts in hSR, hRU and hSU . For making comparisons, we assume that
√
µSR =
√
µSI ,√
µRU =
√
µIU , and the AWGN at the DF relay (wDF ) and the destination terminal (w) have
the same variance of σ2w. If there exists HWI in the source transmitter, DF relay and destination
receiver, the signals received by the DF relay and the destination terminal are expressed as
yDF = hSR
(√
P1s+ ηt
)
+ ηrDF + wDF = hSR
√
P1s+ hSRηt + ηrDF + wDF (29)
and
yU1 = hRU
(√
P2s+ ηtDF
)
+ ηr1 + w = hRU
√
P2s+ hRUηtDF + ηr1 + w (30)
yU2 = hSU
(√
P1s+ ηt
)
+ ηr2 + w = hSU
√
P1s+ hSUηt + ηr2 + w (31)
where P1 and P2 are the transmitting powers of the source and the DF relay under the constraint
of P = (P1+P2)/2 [18]; yU1 and yU2 are the signals received by the destination terminal through
channel hRU and hSU , respectively; ηt ∼ CN (0,Υt), ηrDF ∼ CN (0, VrDF ), ηtDF ∼ CN (0,ΥtDF ),
ηr1 ∼ CN (0, Vr1) and ηr2 ∼ CN (0, Vr2) represent the additive distortion noises generated by the
source transmitter, DF-relay receiver, DF-relay transmitter and destination receiver, where Υt =
κtP1E [ss∗], VrDF = κrDFP1 |hSR|2 E [ss∗], ΥtDF = κtDFP2E [ss∗], Vr1 = κr1P2 |hRU |2 E [ss∗]
and Vr2 = κr2P1 |hSU |2 E [ss∗]; κt, κrDF , κtDF , κr1 and κr2 are the proportionality factors.
For simple analyses, we consider that κtDF = κt and κr1 = κr2 = κrDF = κr, as the hardware
characteristics of the transceivers in the DF relay are similar to those in the source equipment and
destination terminal. Therefore, referring to Eq. (15) in [29], the ACR of the DF relay assisted
system with HWI of the relay and transceivers is expressed as
RDF,HWI =
1
2
min {A,B} (32)
where
A = log2
(
1 +
P1µSI
κtP1µSI + κrP1µSI + σ2w
)
= log2
(
1 +
1
κt + κr +
σ2w
P1µSI
)
(33)
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B = log2
(
1 +
P1µSU
κtP1µSU + κrP1µSU + σ2w
+
P2µIU
κtP2µIU + κrP2µIU + σ2w
)
= log2
(
1 +
1
κt + κr +
σ2w
P1µSU
+
1
κt + κr +
σ2w
P2µIU
) (34)
It is remarkable that the expression of RDF,HWI in (32) is determined by A andB. Specifically,
RDF,HWI =
1
2
A if A < B and RDF,HWI = 12B if A > B. Therefore, we would present our
discussions under the following two conditions.
A. Condition 1: A < B
The condition of A < B is detailed in the following Lemma 3.
Lemma 3. For holding A < B, the transmitting powers and the channel attenuation coefficients
should satisfy the following relationships:
P2
P1
>
µSI
µIU
and µSU < µSI (35)
or
P2
P1
<
µSI
µIU
and µSU > µSI (36)
Proof. The proof is given in Appendix C.
Lemma 3 illustrates that if the total transmitting power of the DF relay assisted system
(P1 +P2 = 2P ) is allocated by P1 = P2 = P , the channel attenuation coefficients should satisfy
µSU < µSI < µIU to meet (35) or satisfy µSU > µSI > µIU to meet (36). In most practical
situations, µSU is the smallest among these three coefficients, as the distance between the source
and the destination is usually longer than the distance between the source and the DF relay or the
DF relay and the destination. Thus, we consider (35) in subsequent comparisons and discussions.
B. Condition 2: A > B
The condition of A > B is detailed in the following Lemma 4.
Lemma 4. For holding A > B, the transmitting powers, channel attenuation coefficients, and
proportionality factors of the distortion noises should satisfy the following relationships:
P2
P1
>
µSI
µIU
and µSU > µSI (37)
or
P2
P1
<
µSI
µIU
and µSU < µSI (38)
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κt + κr should satisfy:
κt + κr <
σ2w
P1µSI
(√
(µIUP2 − µSIP1) (µSU − µSI)
P2µIUµSU
− 1
)
(39)
Proof. The proof is given in Appendix D.
It is demonstrated in Lemma 4 that if the total transmitting power of the DF relay assisted
system is allocated by P1 = P2 = P , the channel attenuation coefficients should satisfy µIU >
µSU > µSI in order to meet (37) or satisfy µSU < µIU < µSI in order to meet (38). For the
same reason, we consider (38) in subsequent comparisons and discussions. Meanwhile, κt + κr
should satisfy (39), otherwise the result will turn into Condition 1.
C. Comparisons and Discussions
Based on the above analyses, we have RDF,HWI = 12A under Condition 1 and RDF,HWI =
1
2
B
under Condition 2. Subsequently, we compare RIT−HWI (N) in (10) with RDF,HWI and obtain
the following theoretical results:
Theorem 3. When the IRS outperforms DF relay, the number of IRS reflecting elements (N )
should satisfy
N >
σ2w(ξ−1)
P [1−(ξ−1)(κt+κr)] − µSU
α2µIUµSI +
4α
pi
√
µIUµSIµSU cos (ϕSU)
(40)
where ξ is expressed as ξ = ξC1 =
√
1 + 1
κt+κr+
σ2w
P1µSI
under Condition 1, or expressed as
ξ = ξC2 =
√
1 + 1
κt+κr+
σ2w
P1µSU
+ 1
κt+κr+
σ2w
P2µIU
under Condition 2.
Proof. We prove this theorem by solving the range of N from RIT−HWI (N) > RDF,HWI , which
represents that the IRS performs better than DF relay on the average ACR.
For simple analyses, we assume that ϕSU ∈ (−pi/2, pi/2) which results in cos (ϕSU) > 0 as
well as α2µIUµSI + 4αpi
√
µIUµSIµSU cos (ϕSU) > 0. Then, Theorem 3 demonstrates that the
range of N is determined by σ
2
w(ξ−1)
P [1−(ξ−1)(κt+κr)] − µSU , which is further determined by κt + κr in
a certain wireless propagation environment. If σ
2
w(ξ−1)
P [1−(ξ−1)(κt+κr)] − µSU < 0, the IRS will always
perform better than DF relay because N is identically larger than zero. Otherwise, the IRS
will perform better than DF relay only when N satisfies (40). Because different κt + κr causes
different σ
2
w(ξ−1)
P [1−(ξ−1)(κt+κr)] −µSU , we should theoretically compare the average ACR according to
different κt + κr. The comparison results are detailed in the following Lemma 5.
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Lemma 5. Under Condition 1: when P1 = P2 = P , the IRS will always outperform DF relay
for all N > 0 when κt + κr satisfies
κt + κr >
2 (SSI − SSU)2 −
[
S2SUSSI + SSU (SSI − SSU)
√(
SSUSSI
SSI−SSU
)2
+ 4
]
[
S2SUS
2
SI + SSUSSI (SSI − SSU)
√(
SSUSSI
SSI−SSU
)2
+ 4
] = κth (41)
where SSI = PµSIσ2w and SSU =
PµSU
σ2w
. When P1 = P2 = P and κt + κr does not satisfy (41), the
IRS performs better than DF relay when N satisfies (40) with ξ = ξC1.
Under Condition 2: when P1 = P2 = P , the IRS will always outperform DF relay for all
N > 0 when κt + κr simultaneously satisfies (39) andκt + κr >
SIU−S2SU−SSU
S2SUSIU+S
2
SU−SSUSIU
= κth1, 1 +
1
SIU
− 1
SSU
> 0
κt + κr <
SIU−S2SU−SSU
S2SUSIU+S
2
SU−SSUSIU
= κth2, 1 +
1
SIU
− 1
SSU
< 0
(42)
where SIU = PµIUσ2w . When P1 = P2 = P and κt + κr satisfies (39) but does not satisfy (42), the
IRS performs better than DF-relay when N satisfies (40) with ξ = ξC2.
Proof. The proof is given in Appendix E.
From Lemma 5 we can conclude that κt + κr determines whether the IRS can always
outperform DF relay for all N > 0, or can outperform DF relay only when N satisfies (40) by
three demarcation values, which are κth in (41) under Condition 1, and κth1 and κth2 in (42)
under Condition 2. κth is decided by SSI and SSU , which are further determined by µSI and µSU
as they have the same P and σ2w. Similarly, κth1 and κth2 are decided by SIU and SSU , which
are further determined by µIU and µSU . µSI , µIU and µSU are generally relevant to the distances
and path loss exponents between the source and the IRS, the IRS and the destination and the
source and the destination, respectively [15]. Therefore, different system parameters will lead
to different κth, κth1 and κth2, and then lead to different comparison results, e.g. some system
parameters will result in κth < 0, which will make the IRS always outperform DF relay no
matter what κt + κr and N are set under Condition 1; while the others will result in κth ≥ 0,
which will make the IRS conditionally outperform DF relay based on different κt + κr and N .
As a result, it is necessary to view the numerical comparisons with different κt+κr and different
κth, κth1 and κth2. We would display these results in Section VI.
Besides, Lemma 5 has also a physical interpretation, which illustrates that the IRS will
possibly always surpass DF relay when the level of transceiver HWI is high enough. This is
because the I-HWI is modelled as a phase error matrix which does not contain κt or κr, while
the HWI of the DF relay is modelled as the distortion noise which contains the two terms. The
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Fig. 2: Communication system design in the simulations. Distances and coordinates are measured in meters. Three
dashed lines which indicate dSI , dIU and dSU constitute a right triangle, where dSU =
√
d2SI + d
2
IU .
DF relay will perform worse with higher κt + κr while the IRS will maintain the performance
due to the fixed uniform distribution of the phase errors.
The above theoretical comparisons are made in consideration of single-antenna DF relay and
multi-unit IRS. It is notable that as N grows, the average ACR of the IRS-aided system increases
while that of the DF relay assisted system remains constant under a certain condition. This might
be unfair for the DF relay during the comparisons. Therefore, it is important to compare the
performance of the IRS with that of the multi-antenna DF relay which is also equipped with
N antennas. However, as the channel coefficients include random phase shifts which cannot be
compensated for by the DF relay, there does not exist a closed-form expression of the ACR
in relation to N for the multi-antenna DF relay assisted system. Thus, we would provide these
comparisons numerically in Section VI.
VI. NUMERICAL RESULTS
A. System Setup and Parameter Setting
This section would elaborate the numerical results of the ACR with or without HWI, and
compare the ACR of the IRS-aided communication system with that of the DF relay assisted
communication system. In this section, MATLAB 2019 is applied to conduct the simulations and
to build the communication system described in Section II. A two-dimensional plane in meters
is established to indicate the positions of the source, the IRS and the destination (Figure 2).
In Figure 2, the source, the IRS and the destination are placed at (0, 15), (50, 15) and (50, 0).
Regardless of the height, the distance between the source and the IRS (dSI), the IRS and the
destination (dIU ) and the source and the destination (dSU ) are dSI = 50 m, dIU = 15 m and
dSU =
√
d2SI + d
2
IU ≈ 52.2 m, respectively. The fixed amplitude reflection coefficient of the
IRS is set to be α = 1. According to [15], the other parameters are set as follows: The average
signal power is set to be
√
P =
√
100 mW with P = 20 dBm. The noise power is set to be
σ2w = −80 dBm. The power attenuation coefficients of channel hIU (or hRU ), hSI (or hSR) and
hSU are
√
µIU =
√
ζ0(d0/dIU)αIU ,
√
µSI =
√
ζ0(d0/dSI)αSI and
√
µSU =
√
ζ0(d0/dSU)αSU ,
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where ζ0 = −20 dB denotes the path loss, d0 = 1 m denotes the reference distance and
αIU = αSI = αSU = 3 denote the path loss exponents. ϕIU,i and ϕSI,i are set to be random
values within [0, 2pi]. ϕSU is set to be ϕSU = pi/4. The proportionality coefficients of the
transceiver HWI are set to be κt = κr = 0.052.
During the comparisons with DF relay, dSI , dIU and dSU are also regarded as the distances
between the source and the DF relay, the DF relay and the destination, and the source and
the destination, respectively, which are considered to be alterable but still adhere to dSU =√
d2SI + d
2
IU . The path loss exponents and proportionality coefficients can be changed for diverse
observations, but still satisfy αIU = αSI = αSU and κt = κr.
B. ACR with I-HWI
For investigating the ACR with or without I-HWI, we carry out the simulations via the
following steps:
Step 1: We calculate RI−HWI(N) in (5) and record the results from N = 10 to N = 100.
Step 2: We calculate R(N) in (7) and record the results from N = 10 to N = 100.
Step 3: We calculate and record the numerical results of RI−HWI(N) in (4) from N = 10 to
N = 100. Due to the randomness of the phase errors generated by the IRS, the ACR is averaged
on 1000 Monte Carlo trials at each N .
Step 4: We optimize the IRS phase shifts without HWI and record the ACR.
Step 5: We optimize the IRS phase shifts by solving Problem (24). Then, by substituting the
optimized IRS phase shifts in θT in the (N + 1)th row of X into Φ in RΦ,I−HWI(N) in (12),
we obtain the ACR which is averaged on 1000 Monte Carlo trials at each N .
Step 6: We obtain the average ACR from the solution of Problem (24) at each N .
The average ACRs with or without I-HWI as functions of N from N = 10 to N = 100
are described in Figure 3. Results obtained from Step 1 to Step 6 are depicted by the lines
with legends ”With I-HWI (Theoretical)”, ”Without I-HWI”, ”With I-HWI (Experimental)”,
”Optimal without I-HWI”, ”Optimal with I-HWI (Experimental)” and ”Optimal with I-HWI
(Theoretical)”, respectively. It is indicated in Figure 3 that: First, the overall experimental results
fit well with the theoretical results from N = 10 to N = 100, which confirms that the theoretical
relations in Theorem 1 and (21) are correct. It is notable that the experimental results are higher
than the theoretical results as N grows. This is because we calculate the expectation of the
numerator of the SNR inside log2{.} instead of the ACR itself. Second, the average ACRs
with θi = − (ϕIU,i + ϕSI,i) are lower than those with optimized θi, which demonstrates that
θi = − (ϕIU,i + ϕSI,i) is not the optimal IRS phase shift. This phenomenon occurs because
θi = − (ϕIU,i + ϕSI,i) is only configured to compensate for the phase shifts in hIU and hSI ,
but does not take the phase shift in hSU into account. Third, the average ACRs with I-HWI
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Fig. 3: Average ACRs as functions of N with or without I-HWI. The solid lines represent the ACRs with optimized
IRS phase shifts, while the dashed lines represent the ACRs with θi = − (ϕIU,i + ϕSI,i). The lines marked with *
and Experimental stand for the experimental results, where each point represents an average result of 1000 Monte
Carlo trials. The lines marked with  and Theoretical stand for the statistical average results, specifically derived
from (5) and Problem (24). The lines marked with © depict the results without I-HWI.
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Fig. 4: Average ACRs as functions of N with or without IT-HWI. The descriptions are the same as those for Figure
3 except for: the lines marked with  and Theoretical stand for the statistical average results, specifically derived
from (10) and Problem (28); the lines marked with © depict the results without IT-HWI.
are lower and growing more slowly than those without I-HWI, and the rate gaps between the
average ACRs with I-HWI and those without I-HWI widen as N grows.
JOURNAL NAME, VOL. XX, NO. X, APRIL 2020 20
C. ACR with IT-HWI
We would also display the ACR with or without IT-HWI numerically. We repeat Step 1 to
Step 6 after we remain Step 2 and Step 4, but replace Step 1, Step 3, Step 5 and Step 6 with:
Step 1: We calculate RIT−HWI(N) in (10) and record the results from N = 10 to N = 100.
Step 3: We calculate RIT−HWI(N) in (9) from N = 10 to N = 100, and record the ACR
which is averaged on 1000 Monte Carlo trials at each N .
Step 5: As κt and κr are generally unknown for the IRS controller, we are unable to gain the
optimal IRS phase shifts from the solution of Problem (28) in practice. Instead, we optimize the
IRS phase shifts without HWI and extract the θT in the (N + 1)th row of X. By substituting
the IRS phase shifts in the θT into the Φ in RΦ,IT−HWI(N) in (25), we obtain the ACR with
IT-HWI which is averaged on 1000 Monte Carlo trials at each N .
Step 6: We obtain the theoretical average ACR by solving Problem (28) at each N .
The average ACRs as functions of N with or without IT-HWI from N = 10 to N = 100 are
presented in Figure 4. Figure 4 includes one main figure on the left and one subfigure on the
right. The main figure displays the gaps between the lines without HWI and those with IT-HWI,
while the subfigure describes the details of the theoretical and experimental results with IT-HWI.
Figure 4 demonstrates that: First, the experimental results become higher than the theoretical
ones as N increases, because we calculate the expectation of P
∣∣αgTIUΘEgSI + hSU ∣∣2 inside
log2{.} instead of the expectation of the ACR itself when deriving RIT−HWI(N). Second, the
average ACRs with IT-HWI are significantly lower than those without HWI, which indicates
that the IT-HWI has great impact on the average ACR, and the transceiver HWI has even more
effect on the average ACR than I-HWI. Third, the average ACRs with the optimized IRS phase
shifts are higher than those with θi = − (ϕIU,i + ϕSI,i), but are conspicuously reduced by the
IT-HWI. This result indicates that θi = − (ϕIU,i + ϕSI,i) is not the optimal phase shift as it does
not take hSU into account, and the average ACR is limited by the IT-HWI to a large extent.
The above simulation results validate the theoretical analyses in Section III and Section IV.
Moreover, the proportionality factors of the transceiver HWI (κt and κr) will also influence the
average ACR when there exists IT-HWI. Hence, we would numerically discuss on the average
ACR in relation to κ, which is defined by κ = κt +κr, and compare the average ACR with that
of the DF relay assisted system in the presence of IT-HWI.
D. Comparisons with Single-antenna DF Relay
In order to verify the theoretical results in Section V, we would numerically compare the
average ACR with that of the conventional single-antenna DF relay assisted system in the
presence of IT-HWI. The mathematical expression of the ACR of the single-antenna DF relay
assisted system is different under two conditions, which are decided by µSI , µIU , µSU and κt+κr
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Fig. 5: Comparisons with DF relay under Condition 1. The abscissas in (b), (c) and (d) are defined by
√
κ/2×102
instead of κt or κr for integer counting, where κ = κt + κr and κt = κr. (a) Average ACRs as functions of N .
The parameters are set to be dSI = 24 m, dIU = 15 m and αSI = αIU = αSU = 5.7 for meeting Condition
1 and making κth a small positive number (κth = 0.0162), so that both κ > κth and κ < κth can be observed.
(b) Average ACRs as functions of
√
κ/2 × 102. The parameters are set to be dSI = 50 m, dIU = 15 m and
αSI = αIU = αSU = 3 for meeting Condition 1 and making κth a negative number (κth = −0.0012), so that
κ can be always higher than κth. (c) Average ACRs as functions of
√
κ/2 × 102. The parameters are set to be
dSI = 24 m, dIU = 15 m and αSI = αIU = αSU = 5.7 for meeting Condition 1 and making κth a small
positive number (κth = 0.0162), so that the regions of κ > κth and κ < κth can be observed separately. The
vertical red line stands for κ = κth, which is the demarcation of the two regions. (d) Average ACRs as functions
of
√
κ/2× 102. The parameters are set to be dSI = 24 m, dIU = 15 m and αSI = αIU = αSU = 6 for meeting
Condition 1 and making κth a positive number (κth = 0.8557) which is relatively larger than κth in (c), so that
κ < κth when 1 <
√
κ/2× 102 < 15 and IRS cannot surpass DF relay when N is not large enough.
if P1 = P2 = P . Under each condition, N should exceed a certain value to guarantee that the
IRS can surpass single-antenna DF relay on the average ACR. Moreover, whether the IRS can
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Fig. 6: Comparisons with DF relay under Condition 2. The abscissas in (b), (c) and (d) are defined by
√
κ/2×102
instead of κt or κr for integer counting, where κ = κt + κr and κt = κr. (a) Average ACRs as functions of N .
The parameters are set to be dSI = 20 m, dIU = 33 m and αSI = αIU = αSU = 5 for meeting Condition 2
and making κth1 and κth2 small positive numbers (κth1 = κth2 = 0.0108), so that both κ > κth1 = κth2 and
κ < κth1 = κth2 can be observed. (b) Average ACRs as functions of
√
κ/2 × 102. The parameters are set to be
dSI = 15 m, dIU = 100 m and αSI = αIU = αSU = 3 for meeting Condition 2 and making κth1 and κth2
negative numbers (κth1 = κth2 = −0.01), so that κ can be always higher than κth1 and κth2. The vertical red
line indicates κ = 0.0101, which is the demarcation of Condition 1 and Condition 2. If κ > 0.0101, κ does not
satisfy (39) so that the condition turns into Condition 1. (c) Average ACRs as functions of
√
κ/2 × 102. The
parameters are set to be dSI = 20 m, dIU = 33 m and αSI = αIU = αSU = 5 for meeting Condition 2 and
making κth1 and κth2 small positive numbers (κth1 = κth2 = 0.0108), so that the regions of κ > κth1 = κth2
and κ < κth1 = κth2 can be observed separately. The vertical red line stands for κ = κth1 = κth2, which is
the demarcation of the two regions. (d) Average ACRs as functions of
√
κ/2× 102. The parameters are set to be
dSI = 20 m, dIU = 40 m and αSI = αIU = αSU = 5 for meeting Condition 2 and making κth1 and κth2 positive
numbers (κth1 = κth2 = 1.4638) which are relatively larger than κth1 and κth2 in (c), so that κ < κth1 = κth2
when 1 <
√
κ/2× 102 < 15.
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always outperform single-antenna DF relay, is decided by whether κt + κr is higher than κth
under Condition 1 or κth1 under Condition 2, or lower than κth2 under Condition 2. The κth, κth1
and κth2 are determined by SSI , SIU and SSU , which are further determined by µSI , µIU and
µSU if P and σ2w are set fixed. In the parameter setting, µSI , µIU and µSU are defined in relation
to the path loss exponents and the distances, which can be altered to change the conditions as
well as κth, κth1 and κth2. Accordingly, we would set different path loss exponents and distances
to observe the comparisons under different conditions.
Comparisons under Condition 1 are depicted in Figure 5. The average ACRs labelled with
”IRS” and ”DF relay” are obtained from (10) and (32), respectively. During the parameter setting,
dSI > dIU should be satisfied to ensure that the comparisons are made under Condition 1. First,
the average ACRs as functions of N are described in Figure 5 (a). The parameters are set
to be dSI = 24 m, dIU = 15 m and αSI = αIU = αSU = 5.7, as these configurations are
examples that lead to small positive κth (κth = 0.0162), so that it is possible to observe both
κ > κth and κ < κth when 10 < N < 100. κt = κr = 0.052, 0.072 and 0.092 are selected
for investigations according to [22] (0 ≤ κt = κr ≤ 0.152 in [22]). Figure 5 (a) demonstrates
that when κt = κr = 0.052 or 0.072, the IRS cannot surpass single-antenna DF relay when
N is below a certain value (the intersection point of the solid line and the dashed line), but
performs better when N exceeds the value, which is testified by (40). When κt = κr = 0.092,
the IRS always outperforms single-antenna DF relay when 10 < N < 100, because κt + κr
satisfies κt + κr ≥ κth. Second, the average ACRs as functions of
√
κ/2 × 102 are described
in Figure 5 (b), (c) and (d). The observation interval is bounded by 1 <
√
κ/2 × 102 < 15
according to [22], where κt and κr are set within (0, 0.152). In Figure 5 (b), the parameters
are set to be dSI = 50 m, dIU = 15 m and αSI = αIU = αSU = 3, as these configurations
are examples that result in negative κth (κth = −0.0012), so that the IRS can always surpass
single-antenna DF relay according to Lemma 5. Figure 5 (b) indicates that the IRS performs
better than single-antenna DF relay for all 1 <
√
κ/2× 102 < 15 when N = 10, 100 and 1000,
which verifies Lemma 5 under these parameters. In Figure 5 (c), the parameters are set as same
as those in Figure 5 (a), so that both κ > κth and κ < κth can be observed. Figure 5 (c) shows
that the IRS conditionally outperforms single-antenna DF relay when N = 10 and 100, and
significantly performs better when N = 1000. The intersection point of the curves labelled with
”IRS (N = 10)” and ”DF relay” is close to κ = κth = 0.0162 (derived from
√
κ/2× 102 = 9).
At the right side of this point, the IRS with even quite a small N is able to surpass single-antenna
DF relay, because κ > κth allows the IRS to perform better for all N > 0. In Figure 5 (d),
the parameters are set to be dSI = 24 m, dIU = 15 m and αSI = αIU = αSU = 6, as these
configurations are examples that result in positive κth (κth = 0.8557), which is larger than the
one in Figure 5 (c) and also larger than κ = 0.045 (derived from
√
κ/2 × 102 = 15), so that
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there is κ < κth when 1 <
√
κ/2× 102 < 15. Figure 5 (d) illustrates that when N ≤ 1000, the
IRS cannot outperform single-antenna DF relay because N is not large enough, specifically still
lower than the value derived from (40).
These comparisons are made to view how large the IRS should become to surpass single-
antenna DF relay and what κ can make the IRS always perform better. Taken together, Figure 5
demonstrates that the IRS can outperform single-antenna DF relay only when N is larger than
a certain value if κ < κth, and can always perform better for all N > 0 if κ > κth. The number
of N indicated by the intersection point is consistent with that derived from (40). Therefore, the
above numerical results confirm Theorem 3 and Lemma 5 under Condition 1.
Comparisons under Condition 2 are depicted in Figure 6. During the parameter setting, dSI <
dIU should be satisfied to ensure that the comparisons are made under Condition 2. In Figure 6 (a),
(b), (c) and (d), the parameters are set to be dSI = 20 m, dIU = 33 m and αSI = αIU = αSU = 5,
dSI = 15 m, dIU = 100 m and αSI = αIU = αSU = 3, dSI = 20 m, dIU = 33 m and
αSI = αIU = αSU = 5, dSI = 20 m, dIU = 40 m and αSI = αIU = αSU = 5, which cause
κth1 = κth2 = 0.0108, −0.01, 0.0108 and 1.4638, respectively. There are three major distinctions
between the results in Figure 6 and those in Figure 5: 1) A knee point, indicated by the vertical
red line, on the curve labelled with ”DF relay” can be observed In Figure 6 (b). This point locates
on κ = 0.0101, whose left side involves the comparisons under Condition 2 while the right side
includes the comparisons under Condition 1. This phenomenon occurs because Condition 2 relies
on one more judgement expressed as (39) in Lemma 4. Only when κt+κr satisfies (39) will the
condition turn into Condition 2. The knee point is proved to be consistent with the value derived
from the right-side expression in (39). 2) Figure 6 (c) shows that κ > κth1 is the requirement
for the IRS to always outperform single-antenna DF relay because 1 + 1
SIU
− 1
SSU
> 0, which
numerically validates (42). 3) Figure 6 (d) demonstrates that the IRS can surpass single-antenna
DF relay when N = 1000, because N = 1000 satisfies (40) under this parameter setting. Taken
together, the above results confirm Theorem 3 and Lemma 5 under Condition 2.
E. Comparisons with Multi-antenna DF Relay
We would also make numerical comparisons with the multi-antenna DF relay assisted system,
where we consider that the DF relay is also equipped with N antennas.
Figure 7 (a) depicts the average ACRs as functions of N when αSI = αIU = αSU = 3,
dSI = 50 m and dIU = 15 m. Results in Figure 7 (a) demonstrate that under this parameter
setting, the IRS performs better than multi-antenna DF relay from N = 1 to N = 100. Both the
performances of the IRS and the multi-antenna DF relay degrade as κt and κr increase, which
indicates that the transceiver HWI has impact on the performances. Figure 7 (b) depicts the
average ACRs as functions of N when αSI = αIU = αSU = 4.1, dSI = 50 m and dIU = 15 m.
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Fig. 7: Comparisons with multi-antenna DF relay on the average ACRs as functions of N . (a) The parameters are
set to be dSI = 50 m, dIU = 15 m and αSI = αIU = αSU = 3. (b) The parameters are set to be dSI = 50 m,
dIU = 15 m and αSI = αIU = αSU = 4.1.
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Fig. 8: Comparisons at very large N with multi-antenna DF relay on the average ACRs as functions of N . The
parameters are set to be dSI = 50 m, dIU = 15 m and αSI = αIU = αSU = 4.1.
It is indicated in Figure 7 (b) that when N < 15, the IRS outperforms multi-antenna DF relay
when κt = κr = 0.052, 0.072 or 0.092. The average ACRs of the multi-antenna DF relay
assisted system increase faster than those of the IRS-aided system when N < 30, but tend to
be stable when N > 30. As N grows larger within [1, 100], the multi-antenna DF relay can
surpass IRS when κt = κr = 0.052, but cannot when κt = κr = 0.072 or 0.092. As κt and κr
increase, the multi-antenna DF relay suffers from more serious performance degradations than
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the IRS, which indicates that the transceiver HWI has more influences on the multi-antenna DF
relay than on the IRS. However, it cannot be concluded yet from Figure 7 (b) that the IRS
cannot perform better when N > 15 and κt = κr = 0.052, because the observation interval
is limited by N ≤ 100. Hence, for investigating whether the IRS has opportunities to surpass
multi-antenna DF relay with larger N , it is necessary to expand the observation range of N as
depicted in Figure 8, where N is between N = 1 and N = 10000. Figure 8 demonstrates that
the average ACRs of the multi-antenna DF relay assisted system increase rapidly as N grows at
the beginning of the interval, but increase slowly when N is very large, while the average ACRs
of the IRS-aided system show steady growth within the entire observation range. Although the
multi-antenna DF relay is possible to beat IRS when N < 2000, the IRS can still perform better
as N is large enough. Although it might not be realistic for the IRS and the multi-antenna DF
relay to be equipped with such a large number of reflecting elements and antennas in practical
implementations, these results confirm the possibility that the IRS with a very large number of
reflecting elements can outperform multi-antenna DF relay with the same number of antennas.
VII. CONCLUSION
In this article, in order to evaluate the performance of the IRS in consideration of non-ideal
hardware, we analyse the ACR of the IRS-aided wireless communication system and optimize
the IRS phase shifts in the presence of HWI. Moreover, we compare the performance of the
IRS with that of the conventional DF relay to investigate whether the IRS has advantages in
improving the ACR over the traditional DF relay when there exists HWI. Results illustrate that
1) the average ACR of the IRS-aided system with HWI increases as the number of the reflecting
units grows, 2) the HWI reduces the ACR of both the IRS-aided system and the DF relay
assisted system, and 3) the IRS can surpass DF relay in the presence of HWI when the number
of the reflecting units is large enough. Consequently, the IRS is proved to be still an effective
facility for data transmission enhancement in the future communication networks with non-ideal
hardware in the real world.
APPENDIX A
PROOF OF THEOREM 1
In Appendix A, we would prove Theorem 1 in Section III. Let GIU and vE be defined by
GIU = diag (gIU) =
√
µIUIN and vE =
(
ejθE1 , ejθE2 , . . . , ejθEN
)T . Because vTEGIU = gTIUΘE ,
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from (4) we obtain
RI−HWI (N) = log2
1 + P
(
α2g
T
SIG
T
IUv
∗
Ev
T
EGIUgSI + αg
T
SIG
T
IUv
∗
EhSU + αh
∗
SUv
T
EGIUgSI + ||hSU ||22
)
σ2w

= log2
1 + P
[
α2µIUµSItr
(
vTEΓNv
∗
E
)
+ α
√
µIUµSIµSU
∑N
i=1
(
ej(ϕSU+θEi) + e−j(ϕSU+θEi)
)
+ ||hSU ||22
]
σ2w

(43)
We can expand tr
(
vTEΓNv
∗
E
)
in (43) into
tr
(
vTEΓNv
∗
E
)
= N +
N∑
i6=1
ej(θE1−θEi) +
N∑
i 6=2
ej(θE2−θEi) + . . .+
N∑
i 6=N−1
e
j(θE(N−1)−θEi) +
N∑
i 6=N
ej(θEN−θEi)
= N + 2
N∑
i=2
cos(θE1 − θEi) + 2
N∑
i=3
cos(θE2 − θEi) + . . .+ 2
N∑
i=N
cos(θE(N−1) − θEi)
= N + 1M1T
(44)
where the matrix M is expressed as
M =

2 cos (θE1 − θE2) 2 cos (θE2 − θE3) · · · 2 cos
(
θE(N−1) − θEN
)
2 cos (θE1 − θE3) 2 cos (θE2 − θE4) · · · 0
...
2 cos
(
θE1 − θE(N−1)
)
2 cos (θE1 − θEN )
...
2 cos (θE2 − θEN )
0
. .
. ...
0 0
0 0

(45)
We can also utilize Euler formula to expand
∑N
i=1
(
ej(ϕSU+θEi) + e−j(ϕSU+θEi)
)
and then obtain∑N
i=1
(
ej(ϕSU+θEi) + e−j(ϕSU+θEi)
)
= 2
∑N
i=1 cos (ϕSU + θEi).
As θEi, for i = 1, 2, ..., N , are random variables which are uniformly distributed on [−pi/2, pi/2],
we should calculate the expectations of 2
∑N
i=1 cos (ϕSU + θEi) and tr
(
vTEΓNv
∗
E
)
in order to
obtain a statistical average ACR. First, we calculate EθEi
[
2
∑N
i=1 cos (ϕSU + θEi)
]
and have
EθEi
[
2
N∑
i=1
cos (ϕSU + θEi)
]
= 2EθEi
[
N∑
i=1
cosϕSU cos θEi −
N∑
i=1
sinϕSU sin θEi
]
= 2NcosϕSU
∫ pi
2
−pi2
f (θEi) cos θEidθEi − 2N sinϕSU
∫ pi
2
−pi2
f (θEi) sin θEidθEi
=
4
pi
N cosϕSU
(46)
where f (θEi) = 1/pi is the probability density function of variable θEi.
Subsequently, we calculate EθEi
[
tr
(
vTEΓNv
∗
E
)]
= N + EθEi
[
1M1T
]
. It is notable that the
elements in M are either 0, or 2 cos(θEi − θEj) for i < j. Therefore, let ∆θ be defined by
∆θ = θEi − θEj . Because θEi obeys uniform distribution on [−pi/2, pi/2], ∆θ obeys triangular
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Fig. 9: Numerical test of the optimality of θT in X. The line marked with ”” represents the average ACR derived
by solving Problem (24). The line marked with ”*” represents Rθ,I−HWI (N) in (22) with Xr.
distribution on [−pi, pi] whose probability density function is expressed as
f (∆θ) =
{
1
pi2 ∆θ +
1
pi , ∆θ ∈ [−pi, 0]
− 1pi2 ∆θ + 1pi , ∆θ ∈ [0, pi]
(47)
Thus, we have
N + EθEi
[
1M1T
]
= N + EθEi
2 N∑
i<j
cos
(
θEi − θEj
)
= N +N (N − 1)
[∫ 0
−pi
(
1
pi2
∆θ +
1
pi
)
cos (∆θ)d∆θ +
∫ pi
0
(
− 1
pi2
∆θ +
1
pi
)
cos (∆θ)d∆θ
]
= N
(48)
By substituting (46) and (48) into (43), we finally prove Theorem 1.
APPENDIX B
NUMERICAL OPTIMALITY TEST FOR θT IN THE X
In Appendix B, we would numerically test the optimality of θT in the X through the following
two steps.
Step 1: We set the parameters as introduced in Section VI and solve Problem (24) by using
CVX toolbox. We obtain the average ACR by substituting the SNR in the solution into (22).
Step 2: We extract θT from the (N + 1)th row of the X in the solution of Problem (24),
and utilize θT to reconstruct the X according to (16). Let Xr denote the reconstructed X. We
substitute Xr into (22) and obtain the average ACR.
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Figure 9 depicts the average ACRs from N = 10 to N = 100. The lines marked with ”” and
”*” represent the average ACRs derived in Step 1 and in Step 2, respectively. Results in Figure
9 show that the two lines coincide, which indicates that Xr = X. Moreover, in the simulations,
we calculate the rank of Xr and obtain rank(Xr) = 1 at each N . Because Xr is constructed by
θT in the (N + 1)th row of the X in the solution, θT is testified to be the optimal IRS phase
shift vector.
APPENDIX C
PROOF OF LEMMA 3
In Appendix C, we would prove Lemma 3 in Section V. On the assumption that κr2 = κr1 =
κrDF = κr and κtDF = κt, according to A < B we have
1
κt + κr +
σ2w
P1µSI
<
1
κt + κr +
σ2w
P1µSU
+
1
κt + κr +
σ2w
P2µIU
(49)
Let κ be defined by κ = κt + κr. Then, from (49) we obtain
κ2 +
2σ2w
P1µSI
κ+
µSUP1σ
4
w + µIUP2σ
4
w − µSIP1σ4w
P 21P2µSIµIUµSU
> 0 (50)
It is notable that the left side of inequation (50) is a quadratic function of κ. For holding
(50) for all κ > 0, there should be ∆ = b2 − 4ac < 0, where a = 1, b = 2σ2w
P1µSI
and
c = µSUP1σ
4
w+µIUP2σ
4
w−µSIP1σ4w
P 21 P2µSIµIUµSU
. Subsequently, on the basis of ∆ = b2 − 4ac < 0 we obtain
4σ4w(µIUP2−µSIP1)(µSU−µSI)
P 21 P2µ
2
SIµIUµSU
< 0. Because 4σ
4
w
P 21 P2µ
2
SIµIUµSU
> 0, we have{
µIUP2 − µSIP1 > 0
µSU − µSI < 0
or
{
µIUP2 − µSIP1 < 0
µSU − µSI > 0
(51)
By simplifying (51), we finally prove Lemma 3.
APPENDIX D
PROOF OF LEMMA 4
In Appendix D, we would prove Lemma 4 in Section V. Similar to the proof of Lemma 3
in Appendix C, we should calculate
1
κt + κr +
σ2w
P1µSI
>
1
κt + κr +
σ2w
P1µSU
+
1
κt + κr +
σ2w
P2µIU
(52)
and obtain
κ2 +
2σ2w
P1µSI
κ+
µSUP1σ
4
w + µIUP2σ
4
w − µSIP1σ4w
P 21P2µSIµIUµSU
< 0 (53)
where κ = κt + κr. For holding (53) when κ > 0, there should be ∆ = b2 − 4ac > 0 and
κ <
−b+√b2 − 4ac
2a
, where a, b and c have been defined in Appendix C. Finally, we prove (37)
and (38) by calculating ∆ = b2− 4ac > 0, and prove (39) by simplifying κ < −b+
√
b2 − 4ac
2a
.
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APPENDIX E
PROOF OF LEMMA 5
In Appendix E, we would prove Lemma 5 in Section V. As α2µIUµSI+4αpi
√
µIUµSIµSU cos (ϕSU)
in the denominator in (40) is supposed to be larger than zero, whether IRS can always surpass DF
relay is determined by σ
2
w(ξ−1)
P [1−(ξ−1)(κt+κr)]−µSU in the numerator. We would provide the derivations
under Condition 1 and Condition 2, respectively, as follows:
A. Derivations under Condition 1
Under Condition 1, the IRS will always outperform DF relay when
σ2w (ξC1 − 1)
P [1− (ξC1 − 1) (κt + κr)] − µSU < 0 (54)
because N is identically larger than zero which will always make (40) true. Herein, under the
assumption that P1 = P2 = P , from (54) we have 11
ξC1−1−(κt+κr)
< PµSU
σ2w
. It is notable that
1
ξC1−1 − (κt + κr) =
ξC1
(ξC1−1)(ξC1+1) +
σ2w
PµSI
> 0 because ξC1 =
√
1 + 1
κt+κr+
σ2w
P1µSI
> 1. Therefore,
we have
[
ξC1
(ξC1−1)(ξC1+1) +
σ2w
PµSI
]
PµSU
σ2w
> 1, which can further be transformed into
ξ2C1 −
1(
1− µSUµSI
)
σ2w
PµSU
ξC1 − 1 < 0 (55)
The left side of (55) is a quadratic function of ξC1. It is remarkable that ∆ = b2 − 4ac =[
1(
1−µSU
µSI
)
σ2w
PµSU
]2
+4 > 0, which makes the quadratic function include two zero solutions, where
a = 1, c = −1 and b = − 1(
1−µSU
µSI
)
σ2w
PµSU
. Thus, for holding (55), ξC1 should satisfy ξ1 < ξC1 < ξ2,
where ξ1 = −b−
√
∆
2a
and ξ2 = −b+
√
∆
2a
.
Because −b < √∆, we have ξ1 < 0. Hence, the range of ξC1 is only limited by ξC1 < ξ2.
Finally, we extract κt + κr from ξC1 on the left side of ξC1 < ξ2 and obtain the result in (41).
B. Derivations under Condition 2
Under Condition 2, the IRS will always outperform DF relay when
σ2w (ξC2 − 1)
P [1− (ξC2 − 1) (κt + κr)] − µSU < 0 (56)
If P1 = P2 = P , we have 11
ξC2−1−(κt+κr)
< PµSU
σ2w
. Because ξC2 < ξC1 (derived from B <
A in Condition 2), which leads to 1
ξC2−1 − (κt + κr) > 1ξC1−1 − (κt + κr) > 0, we have
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[
1
ξC2−1 − (κt + κr)
]
PµSU
σ2w
> 1. Let κ, SSU and SIU be defined by κ = κt +κr, SSU = PµSUσ2w and
SIU =
PµIU
σ2w
, respectively. We expand ξC2 and transform
[
1
ξC2−1 − (κt + κr)
]
PµSU
σ2w
> 1 into
(
1 +
1
SIU
− 1
SSU
)
κ2 +
(
1
SSU
+
1
SIU
+
2
SSUSIU
− 2
S2SU
)
κ+
1
SSUSIU
+
1
S2SUSIU
− 1
S3SU
> 0 (57)
Let a, b and c be defined by a = 1 + 1
SIU
− 1
SSU
, b = 1
SSU
+ 1
SIU
+ 2
SSUSIU
− 2
S2SU
and
c = 1
SSUSIU
+ 1
S2SUSIU
− 1
S3SU
, respectively, so that (57) can be written as aκ2 + bκ + c > 0.
We calculate the discriminant of aκ2 + bκ + c and obtain ∆ = b2 − 4ac =
(
1
SSU
− 1
SIU
)2
> 0,
which indicates that aκ2 + bκ + c has two zero solutions. Because Condition 2 stipulates that
µSU < µIU , we have 1SSU − 1SIU > 0, which results in
√
∆ = 1
SSU
− 1
SIU
. Therefore, for holding
(57), κ should satisfy κ1 < κ < κ2 if a < 0, or satisfy κ < κ1 ∪ κ > κ2 if a > 0, where
κ1 =
−b−√∆
2a
= − 1
SSU
and κ2 = −b+
√
∆
2a
=
SIU−S2SU−SSU
S2SUSIU+S
2
SU−SSUSIU
. Consequently, we obtain (42)
and prove Lemma 5 based on the aforementioned derivations.
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