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Résumé - Cette étude s’intéresse à l’évaluation et à l’amélioration de solutions d’instrumentation
thermique pour la surveillance long terme d’infrastructures de transport de nouvelle génération. Un
site d’essais a été équipé de thermocouples et d’un système de thermographie infrarouge couplé au
suivi de paramètres environnementaux. Une méthode de reconstruction spatiale des images infrarouges
est présentée. Les donnéee de mesure acquises sur site, puis post-traitées, sont analysées sur le plan
temporel. Une conclusion sur les résultats obtenus et des perspectives sont proposées.
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T3x1 Matrice de translation
R3x3 Matrice de rotation
Paramètres Intrinsèques
f Focale de la caméra




Dans le cadre du projet Routes de Cinquième Génération (R5G - www.ifsttar.fr/recherche-
expertise/nos-grands-projets/r5g-route-de-5eme-generation) de l’IFSTTAR, des recherches sont
conduites sur de nouvelles structures dégivrantes ou à température apaisée. Le contrôle opéra-
tionnel de telles structures requiert la mise au point de solutions de surveillance thermique
in-situ à bas coût et robustes. La présente étude s’intéresse à l’évaluation et à l’amélioration de
solutions d’instrumentation thermique pour du suivi long terme. L’utilisation de caméras infra-
rouges non-refroidies a fait l’objet de premiers travaux sur des structures ouvertes au trafic [5],
avec des résultats prometteurs dans une optique de contrôle non destructif. Plus traditionnel-
lement, des fibres optiques ou des thermocouples peuvent aussi permettre la surveillance ther-
mique d’une infrastructure. Néanmoins, leur mise en oeuvre peut s’avérer complexe en phase
de construction ou sur un site existant, avec une possibilité de rupture pendant l’exploitation. A
contrario, la thermographie infrarouge permet une instrumentation a priori plus aisée et sans
contact. Cependant, un tel contexte applicatif nécessite des mesures complémentaires afin de
convertir en température les flux radiatifs (en niveaux numériques) mesurés par thermographie
infrarouge. En effet, le calcul de la température va dépendre de paramètres spatiaux, météoro-
logiques ainsi que des caractéristiques propres à l’objet observé. L’ensemble de ces paramètres
va engendrer un biais entre la donnée en température calculée et la valeur réelle. Ainsi, un sys-
tème multi-capteur a été mis en place afin d’améliorer le processus de conversion des valeurs
obtenues par thermographie infrarouge en température [4]. L’évolution des technologies, des
moyens de calculs notamment par GPGPU et des moyens d’acquisition permettent alors la syn-
chronisation et le couplage de ces données pour exploiter au mieux les mesures infrarouges.
Toutefois, le positionnement de la caméra par rapport à la scène joue un rôle important dans le
calcul final de la température. En effet, la projection de la scène 3D entraîne une résolution non
constante sur l’image. Dans ce contexte nous étudions une méthode de redressement de l’image
infrarouge intégrant une connaissance géométrique de la scène observée. Cette méthode est
alors mise en oeuvre sur des données infrarouges acquises sur un site d’essais en extérieur.
Une comparaison des mesures de température obtenues par thermographie infrarouge avec des
mesures par thermocouples localisés en surface de la structure est alors proposée et analysée.
Enfin, nous proposons une évaluation de l’écart entre les deux méthodes de mesure en régime
dynamique.
2. Site d’essais et considérations sur l’instrumentation associée
Les mesures sont réalisées sur une section instrumentée d’une structure de transport en béton.
Plusieurs thermocouples ont été intégrés à cœur lors de sa construction. Par la suite, d’autres
thermocouples ont été collés en surface et une chaîne d’acquisition des valeurs mesurées par
les thermocouples a été déployée sur site. En parallèle, un système de surveillance par thermo-
graphie infrarouge couplé à la mesure locale des paramètres météorologiques et des flux aux
petites et grandes longueurs d’ondes a été mis en œuvre sur cette même zone. L’ensemble des
systèmes de mesure déployés sur site permet de réaliser des mesures sur plusieurs mois avec un
échantillonnage temporel de l’ordre de la minute pour l’ensemble des capteurs (thermographie
infrarouge, données environnementales, thermocouples).
Le flux reçu par la caméra thermique dépend à la fois des conditions environnementales lors
de la mesure et des propriétés thermo-optiques de la scène de mesure [4, 8]. Par ailleurs, la
mise en œuvre sur le terrain d’une caméra infrarouge positionnée sur un mât de mesure conduit
à un échantillonnage spatial non constant de la surface de la scène surveillée. Dans une telle
configuration d’essai, le flux de rayonnement atténué par l’atmosphère dépend de la position du
point de mesure dans la scène comme l’illustre la Figure 1.
Figure 1: Illustration des différentes contributions radiatives reçues par la caméra infrarouge.
En première approche, on peut exprimer pour chaque point de l’image infrarouge la lumi-
nance Ltotale suivant l’équation radiométrique simplifiée afin de remonter à la valeur du flux
reçu par la caméra suivant l’expression couramment utilisée en thermographie infrarouge, à
savoir pour chaque pixel du capteur matriciel suivant l’équation 1.
Ltotale =εobjLobjτatmτopt + (1− εobj)Lenvτatmτopt
+ (1− τatm)Latmτopt + Lopt(1− τopt)
(1)
On peut alors déduire de cette équation, l’expression de la contribution radiative propre de
notre objet :
Lobj =
Ltotale − (1− εobj)Lenvτatmτopt − (1− τatm)Latmτopt − Lopt(1− τopt)
εobjτatmτopt
(2)
Afin de tenir compte des variations des conditions environnementales au cours de la me-
sure, une station météo couplée au système infrarouge nous retourne les informations locales
nécessaires au calcul des différentes quantités. Les valeurs de luminance réfléchies, optiques et
atmosphériques sont obtenues à partir de l’injection de connaissances a priori des propriétés
thermo-optiques des matériaux constitutifs de la scène, des composants du système infrarouge
et des conditions atmosphériques. Par exemple, la valeur de la transmission atmosphérique τatm
est recalculée en fonction du point de l’image, des conditions de température extérieure et de
l’humidité relative. L’étalonnage préalable du système nous permet de remonter alors à une








où R, B, F , sont des constantes d’étalonnage. Finalement, en combinant alors l’équation 2 et
l’équation 3, on peut exprimer la température de l’objet en fonction des valeurs mesurées.
L’équation 1 montre la forte interaction qui existe entre notre système mesure-objet et l’en-
vironnement. L’incertitude due à l’estimation des transmittances, de l’émissivité et des lumi-
nances atmosphériques influence de manière non négligeable le résultat final [1, 3]. Comme le
montrent [13] dans leur simulation, le flux solaire, la température de ciel ou encore les préci-
pitations sont autant de paramètres qui peuvent être source d’erreur lors de la conversion en
température des mesures infrarouges.
Le positionnement de la caméra va aussi influencer le calcul de la température qui est fonc-
tion de l’angle et de la distance caméra-objet. La projection qui résulte de l’optique de la caméra
entraîne une résolution variable sur l’image. D’autres facteurs spatiaux causent eux aussi des
erreurs dans le calcul de la température. On peut notamment citer l’effet de pixels mélangés.
En effet, dû à la discrétisation engendrée par la prise de vue, le flux collecté en un pixel peut
correspondre à la projection d’une surface qui peut englober une combinaison de propriétés
thermo-optiques de matériaux. L’impact sera alors fort sur l’approximation faite sur l’émissi-
vité de l’objet en ce point [9].
Nous proposons dans la suite une méthode pour redresser l’image afin d’avoir un échan-
tillonnage spatial à pas constant. L’objectif est d’extraire au mieux les données thermiques pour
les comparer aux thermocouples.
3. Reconstruction spatiale des images infrarouges
La résolution de l’équation radiométrique simplifiée en tout point de l’image infrarouge re-
quiert la connaissance de paramètres spatiaux liés à la configuration scène-capteur sur le site de
mesure. Pour identifier les paramètres spatiaux en tout point de l’image infrarouge, une méthode
de calibration a été étudiée et mise en œuvre pour les mesures effectuées sur site réel. Cette mé-
thode utilise une transformation linéaire directe (Algorithme "Gold Standard") [7]. On définit la
matrice de calibration M telle que pour tout couple (x,X) ∈ R2 × R3 de points associés entre
le monde réel et l’image observée, on a :
x =MX (4)
On peut exprimer la matrice M en coordonnées homogènes telle que :
M =
f sk cx0 af cy
0 0 1
1 0 0 00 1 0 0








Ce système possédant 11 degrés de liberté, il est nécessaire de connaître a priori les coor-
données associées de 6 points pour pouvoir le résoudre. Ces 6 points seront alors normalisés
tels que :
— Le barycentre des deux ensembles de points soit à l’origine du repère.
— Les points se trouvent en moyenne autour de la boule unité de leur espace en norme
euclidienne.
On définit alors deux matrices de normalisation T et U :
X̂i = UXi, x̂i = V xi (6)
L’algorithme de Levenberg-Marquardt est ensuite utilisé afin de minimiser l’erreur géométrique
(équation 7) [2, 11]. Une décomposition en valeurs singulières est préalablement calculée pour





Afin de minimiser cette erreur, la connaissance de la matrice jacobienne est nécessaire [10].
Nous optons pour le calcul de la solution analytique de cette matrice qui peut être obtenue à
l’aide d’un logiciel de calcul formel. Nous présentons ici la forme non dérivée. Soient (X, Y, Z)
et (su, sv, s) les points associés du monde réel et de l’image respectivement. On a d’après









On calcule alors la matrice jacobienne pour l’algorithme de Levenberg-Marquardt :
JM =
∂(û− u, v̂ − v, 1− s)










est obtenu par la formule de rotation de Rodrigues [6].
Les étapes de l’algorithme sont présentées Figure 2. On peut noter que la minimisation se fait
sur trois composantes. En effet, la minimisation des composantes u et v est suffisante pour
obtenir une estimation de la matrice. Cependant, ici nous forçons la minimisation par s = 1
(équation 10), ce qui a pour effet d’augmenter la contrainte sur le système et ainsi d’introduire
une nouvelle composante à la matrice jacobienne dans le calcul.
1− s = X × (wy × sin(‖W‖)
‖W‖
+
wx × wz × (cos(‖W‖)− 1)
‖W‖2
)− tz
− Y × (wx × sin(‖W‖)
‖W‖
− wy × wz × (cos(‖W‖)− 1)
‖W‖2
)
− Z × (
(cos(‖W‖)− 1)× (w2x + w2y)
‖W‖2
+ 1) + 1
(10)
Figure 2: Algorithme de Calibration
Une fois calibrée, une carte des distances est calculée et pourra alors être injectée dans notre
modèle de calcul de température (voir Figure 4a). Il est à noter que pour le moment la carte
des distances n’intervient que dans le calcul de la transmittance atmosphérique. Toutefois, dans
notre configuration d’essais, la carte des distances (12m au maximum) a peu d’influence sur la
valeur de la transmission atmosphérique au regard de celle dûe aux variations des conditions
environnementales (par exemple l’influence de l’évolution temporelle de l’humidité relative).
La calibration permet aussi d’obtenir l’angle entre la caméra et l’objet (Figure 4b) défini par la
Figure 3. De telles données nous permettent alors de redresser l’image afin d’extraire les profils
thermiques et de les comparer aux valeurs locales des thermocouples implantés en surface.
Figure 3: Angle entre l’objet et la caméra
(a) Carte des distances (b) Carte des angles
Figure 4: Valeurs issues de la calibration : distance et angle entre la caméra et l’objet observé.
4. Analyse des résultats
La Figure 5 présente une comparaison de deux signaux mesurés, par thermocouples localisés
en surface et par extraction de données sur les images infrarouges redressées avec le modèle de
calcul présenté au paragraphe 3.. Après calibration, la position des thermocouples sur l’image
permet d’extraire les valeurs de température sur la séquence d’images pour reformer le signal
thermique sur une période donnée. La Figure 5 montre ainsi l’évolution de la température pour
les deux systèmes de mesure infrarouge et thermocouples. L’écart entre ces deux séries tem-
porelles a été calculé en considérant la moyenne sur une courte fenêtre de temps, permettant
ainsi de prendre en compte l’éventuelle déformation temporelle entre les deux modèles due à
des différences de fréquences d’acquisition entre les deux systèmes utilisés. Si les deux signaux
sont relativement proches (espérance de 0, 70˚C et écart-type de 0, 69˚C environ), l’écart n’est
pas nul et peut être important sur des périodes de temps spécifiques (par exemple en présence
d’hydrométéores non pris en considération dans la présente étude au niveau de la correction de
mesure des images infrarouges).
Figure 5: Mesures infrarouges comparées aux mesures thermocouples
Pour compléter cette première analyse temporelle et évaluer la robustesse de la mesure in-
frarouge, nous avons utilisé l’algorithme DTW (Dynamic Time Warping) [12]. Cet algorithme
permet d’optimiser l’alignement de deux observations temporelles en minimisant la distance
entre chacun de leurs points. La distance ainsi calculée donne une information sur la simili-
tude des deux signaux. En calculant localement la distance DTW entre la mesure infrarouge et
la mesure thermocouple, on peut ainsi voir l’impact des différentes conditions externes sur la
mesure infrarouge. Pour conduire cette analyse nous considérons que la mesure thermocouple
constitue notre référence pour nos comparaisons en certains points des images infrarouges
Pour ce faire, considérons deux observations X = (xi) et Y = (yi), 1 ≤ i ≤ N, 1 ≤ j ≤M .
On initialise alors une matrice dtw telle que :
dtw(i, j) =
{
∞, si i = 0 ou j = 0
0, si i = j = 0
(11)
En définissant une fonction coût c(xi, yj) la distance DTW est calculée en programmation dy-





(i, j) = c(xi, yi) + min

dtw(i− 1, j − 1) correspondance
dtw(i− 1, j) insertion
dtw(i, j − 1) suppression
(12)
w représente la différence temporelle maximale qu’on tolère entre les deux signaux. Dans notre
cas, nous avons calculé la distance DTW non pas sur l’ensemble des deux signaux mais en
définissant une fenêtre glissante en chaque point. Nous avons défini une fenêtre d’observation de
6 heures et admis une désynchronisation maximale (w) de ± 2 heures. La distance euclidienne
entre les deux signaux a été choisie comme fonction coût. Enfin, la valeur finale a été divisée
par la taille de notre fenêtre d’observation afin d’obtenir une valeur "moyenne". Cette méthode
nous permet ainsi de quantifier l’écart entre les systèmes de mesure sur une période donnée,
pour des conditions d’expérimentation proches. On observe alors que la similitude entre les
deux mesures sera plus ou moins importante selon la période considérée (Figure 6). Les maxima
observés sur ce graphe correspondent à des périodes pluvieuses, dont l’impact reste à prendre
en considération dans le protocole de correction des mesures par thermographie infrarouge en
extérieur.
Figure 6: Comparaison par Dynamic Time Warping entre thermogramme infrarouge et le signal
thermocouple associé.
Enfin, La Figure 7 montre le résultat de l’algorithme de redressement d’image, issu du logi-
ciel que nous avons développé. L’image redressée avec un profil thermique sélectionné en bleu
est montrée Figure 7b. La mesure infrarouge initiale est présentée Figure 7a.
(a) Mesure infrarouge non redressée (b) Image redressée
Figure 7: Résultat du redressement de l’image.
5. Conclusion et perspectives
Nous avons présenté dans cette étude un modèle de conversion en température de niveaux
numériques d’images infrarouges couplé à une méthode de redressement d’images. Les tempé-
ratures ainsi calculées ont été comparées à des valeurs issues de mesures par des thermocouples
localisés en surface de la scène de mesure. Le redressement de l’image a permis d’extraire les
profils thermiques d’intérêt et de corriger les erreurs de projection. Si des écarts existent entre
les deux méthodes de mesure présentées, les résultats obtenus par thermographie infrarouge
sont encourageants. Les caméras thermiques permettent ainsi de mesurer la température en de
nombreux points de la scène, difficilement réalisable avec des thermocouples.
Les travaux conduits dans cette étude ont permis d’aborder des problèmes de surveillance
thermique aux temps longs avec une résolution spatiale et temporelle différente de celle ren-
contrée pour les sytèmes satellitaires ou aéroportés (changement d’échelle). Des améliorations
à apporter au modèle de calcul que nous utilisons sont cependant possibles. En effet, notre ex-
périmentation grandeur nature nous a permis de collecter et de synchroniser de nombreuses
données, thermiques, météorologiques et solaires. L’exploitation de ces données se poursuit et
devrait nous permettre de raffiner notre modèle de calcul afin de mieux prendre en considération
les différentes conditions météorologiques observées.
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