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I  ii Abstract 
The  development  of  the  nonlinear  version  of  the  Continuous-time  Generalised  Predict- 
ive  Control  (NCGPC)  is  presented.  Unlike  the  linear  version,  the  nonlinear  version  is 
developed  in  state-space  form  and  shown  to  include  Nonlinear  Generalised  Minimum 
Variance  (NGMV),  and  a  new  algorithm,  Nonlinear  Predictive  Generalised  Minimum 
Variance  (NPGMV),  as  special  cases.  Through  simulations,  it  is  demonstrated  that 
NCGPC  can  deal  with  nonlinear  systems  whose  relative  degree  is  not  well  defined  and 
nonlinear  systems  with  unstable  zero  dynamics.  Geometric  approaches,  such  as  exact 
linearisation,  are  shown  to  be  included  in  the  NCGPC  as  special  cases. 
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xi Chapter  I 
Introduction 
A  system  represented  as  linear  is  to  some  extent  a  mathematical  abstraction  that  can 
never  be  encountered  in  a  real  world.  However  all  physical  systems  are  nonlinear  in 
some  extent,  when  the  effect  of  the  nonlinearity  is  very  small,  linear  controllers  can  be 
applied. 
The  majority  of  controller  design  techniques  for  process  control  are  based  on  linear 
process  models.  These  linear  process  models  can  be  obtained  by  local  linearisation  via 
Taylor  series  approximation.  However,  they  are  not  adequate  since,  the  linear  model 
is  valid  in  a  small  operation  range,  when  a  larger  operation  range  is  required  large,  the 
linear  controller  design  gives  poor  performance  or  yields  to  unstability.  If  the  process 
is  highly  nonlinear,  these  are  not  applicable. 
The  geometric  approaches  based  directly  on  nonlinear  process  model  such  as  (A. 
Isidori  [44],  P.  Lee  et.  al.  [52],  C.  Economu  and  M.  Morari  [25]  and  C.  Kravaris  et  al. 
[48])  can  deal  with  smooth  nonlinear  processes,  they  provide  exact  linearisation  of  the 
nonlinear  system  and  are  independent  of  the  operating  point.  Linear  controllers  can 
then  be  designed  for  the  equivalent  linear  system. 
The  main  advantage  of  the  input-output  exact  linearisation  techniques  compared 
to  local  linearisation  via  Taylor  series  approximation  is  that  they  exactly  linearise 
important  classes  of  nonlinear  systems,  whereas  methods  based  on  local  linearisation 
via  Taylor  series  approximation  linearise  the  model  only  at  the  nominal  operating  point. 
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However,  the  input-output  exact  linearisation  techniques  are  based  on  very  restrict- 
ive  assumptions,  which  are  difficult  to  encounter  in  practical  situations: 
o  state  measurement 
*  exact  model 
*  stable  zero  dynamics 
*  well  defined  relative  degree 
Therefore,  it  is  necessary  to  design  approaches  with  less  restrictive  assumptions. 
A  perfect  model  is  required  in  order  to  achieve  linearisation  of  the  closed  loop  sys- 
tem;  thus,  the  robustness  is  compromised.  A  few  robust  controller  design  strategies 
are  available  for  nonlinear  systems.  Adaptive  control  techniques  have  been  designed 
for  systems  with  uncertain  parameters,  such  as  (  S.  Sastry  [721,  K.  Nam[64],  P.  Kan- 
ellakopoulus  et  at.  [461,  R.  Marino  et.  al.  [57]  and  [58]).  If  structural  uncertainties 
are  present,  methods  have  been  developed  such  as  C.  Kravaris  [49].  However,  these 
adaptive  and  robust  controller  design  strategies  have  serious  limitations. 
Perfect  disturbance  rejection  can  be  carried  on  if  the  model  is  perfect  and  the 
disturbance  must  satisfy  a  matching  condition  or  be  measured.  Approaches  with  less 
restrictive  assumptions  have  been  developed  such  as  (P.  Daoutidis  and  C.  Kravaris  [17] 
and  A.  Isidori  et  al.  [45]). 
In  all  the  linearisation  approaches,  it  is  assumed  that  all  the  state  variables  required 
for  the  linearising  transformation  are  available.  But,  in  general,  it  is  often  impossible 
to  obtain  measurement  of  all  the  states.  Therefore,  it  is  necessary  to  estimate  these 
states  through  a  model  and  output  measurement. 
For  stable  open-loop  systems,  the  process  model  can  be  used  as  an  open-loop  ob- 
server  (J.  Alvarez  and  J.  Alvarez  [21  and  C.  Kravaris  and  Ch.  Chang-Bock  [48]).  For 
open-loop  unstable  processes,  an  open-loop  observer  is  inadequate.  Therefore,  a  closed- 
loop  observer  is  required.  It  can  be  constructed  by  feeding  back  the  error  between  the 
actual  process  output  and  the  estimated  output.  However,  it  is  difficult  to  find  an CHAPTER  1.  INTRODUCTION  3 
observer  gain  that  provides  a  fast  convergent  estimate.  A  simple  method  for  designing 
the  observer  gain  is  to  linearise  the  process  model  around  the  steady-state  conditions  in 
conjunction  with  a  linear  observer  design  method  (see  P.  J.  Gawthrop  [301).  However, 
it  is  very  difficult  in  practice  to  determine  the  region  around  the  steady  operating  point 
in  which  such  conditions  are  satisfied  and  the  convergence  conditions  are  not  available. 
Closed-loop  observers  not  based  on  linearisation  around  a  steady  state  (see  B.  Walcott 
et  al.  [75])  exist,  but  they  are  restricted  to  very  limited  classes  of  systems. 
To  summarise,  design  of  a  closed-loop  observer  that  generates  an  estimate  that 
converges  at  least  asymptotically  to  the  actual  states  is  an  open  question. 
The  exact  linearisation  strategies  are  not  able  to  control  systems  with  time  delays, 
few  techniques  have  been  proposed  such  as  (C.  Kravaris  and  A.  Wright  [50]). 
As  all  input-output  linearisation  strategies  such  as  (A.  Isidori  [44],  P.  Lee  et  al. 
[521,  C.  Economu  and  M.  Morari  [25]  and  C.  Kravaris  et  al.  [48]),  are  based  on  model 
inversion,  the  system  is  required  to  be  a  minimum  phase  system.  The  fact  that  placing 
poles  at  the  process  zeros  does  not  destroy  internal  stability  if  the  zeros  are  in  the 
open  left  half  plane,  is  used  in  nonlinear  systems  in  order  to  control  non-minimum 
phase  systems.  Therefore,  it  is  required  that  the  system  is  factored  in  minimum-phase 
and  the  nonminimum-phase  parts.  Then  just  the  first  part  is  used  for  the  purpose  of 
control  design  F.  Doyle  111  [42].  Another  technique  used  to  control  nonminimum  phase 
systems,  is  based  on  an  approximation  of  non-minimum  phase  systems  by  minimum 
phase  systems,  L.  Benvenuti  et  al.  [5].  A  similar  controller  is  applied  to  the  inverted 
pendulum  on  a  cart  by  R.  Gurumoorthy  et  al.  [37]. 
The  applicability  of  the  linearisation  algorithm  fail  when  the  system  has  singular 
points,  this  happen  when  L  Lr-lh(x)  00  for  x  i4  xo  but  LgL"-lh(xo)  =  0.  (See  Section 
9ff 
2.2.2  for  definition  of  the  Lie  derivative.  )  These  can  be  viewed  as  regions  where  the 
relative  degree  can  not  be  defined.  A  few  approaches  have  been  proposed  to  solve  this 
problem  such  as  I  Hauser  [381  and  D.  Rangel  [691. 
Predictive  Control  Schemes  such  as  J.  Richalet  [70],  C.  R.  Cutler  et  al.  [16].  R. 
K.  Mehra  and  R.  Rouhani  [71]  and  D.  W.  Clarke  et  al.  [15],  have  proven  to  be  useful CHAPTER  1.  INTRODUCTION 
controller  design  strategies  for  linear  process:  their  distinctive  features  are  the  ability 
to  deal  with: 
9  time-delays. 
9  input  constraints. 
*  non-minimum  phase  system. 
These  predictive  controllers  have  been  successfully  extended  to  discrete  nonlinear  sys- 
tems  (  D.  Q.  Mayne  [591,  A.  A.  Patwardhan  [68],  [67],  Q.  M.  Zhu  [77],  M.  J.  Sistu  [73], 
R.  Bars  [4]  and  W.  Wang  [76]  ).  Several  control  design  techniques  that  include  some  of 
these  features  have  been  proposed  in  continuous  time.  However,  these  techniques  are 
based  on  very  restrictive  assumptions.  For  instance,  in  reference  M.  Soroush  and  C. 
Kravaris  [74]  the  system  must  be  minimum  phase.  In  references,  S.  Abu  and  M.  Flies 
[1]  and  Ping  Lu  [551  a  complete  availability  of  the  process  states  is  assumed  and  the 
system  must  be  minimum  phase. 
Emulator  Based  Control  (EBC)  provides  a  framework  for  control  methods  arising 
from  Astrom's  minimum-variance  control;  such  methods  include  the  generalised  minimum- 
variance  controller  of  D.  W.  Clarke  and  P.  J.  Gawthrop  [12]  and  [13]  and  the  Generalised 
Predictive  Control  of  D.  W.  Clarke  et  al  [15]  (see  also  D.  W.  Clarke  and  C.  Mohtadi 
[14]  ).  EBC  has  been  shown  (P.  J.  Gawthrop  et  al.  [35))  to  have  close  relations  with 
the  Internal  Model  Control  (IMC)  of  M.  Morari  and  E.  Zafiriou  [631;  it  follows  that 
the  results  herein  are  also  relevant  to  IMC. 
Continuous  -  time  setting  is  used  in  this  thesis,  for  the  reasons  given  by  P.  J. 
Gawthrop  [27]  [281  and  [29].  In  particular,  we  believe  that  a  continuous-time  approach 
exposes  the  fundamentals  of  the  underlying  control  problem  which  are  obscured  by 
sampling:  this  is  particularly  the  case  for  nonlinear  systems. 
Generalised  Predictive  Control  is  one  of  a  wider  set  of  methods  called  Model-based 
Predictive  Control  (D.  W.  Clarke  [11]  and  M.  Morari  (621),  hence  results  of  this  thesis 
give  a  particular  form  of  nonlinear  Model-based  Predictive  Control.  Such  methods 
have  achieved  success  in  a  number  of  applications  (see,  for  example  the  survey  of CHAPTER  1.  INTRODUCTION 
D.  W.  Clarke  [11]  and  the  papers  collected  in  Chapter  5  of  D.  W.  Clarke  [10]),  and 
therefore  we  believe  that  NCGPC  will  also  find  industrial  application. 
There  are  two  main  approaches  to  Generalised  Predictive  Control:  the  transfer 
function  approach  of,  D.  W.  Clarke  et  al.  [151  and  H.  Demircioglu  and  P.  J.  Gawtbrop 
[211;  and,  on  the  other  hand,  the  state  space  approach  of,  P.  J.  Gawthrop  and  H. 
Demircioglu  [32],  R.  R.  Bitmead  [6],  J.  Lee  [51]  and  A.  W.  Ordys  and  D.  W.  Clarke 
[66].  A.  W.  Ordys  and  D.  W.  Clarke  [66],  point  out  that,  whereas  in  the  context  of 
linear  systems  there  is  no  significant  difference  between  the  two  approaches,  in  the 
context  of  nonlinear  systems  the  state-space  approach  is  essential.  For  these  reasons, 
the  state-space  approach  is  chosen  in  this  thesis. 
A  critical  assessment  of  (discrete-time)  GPC  is  given  in  R.  R.  Bitmead  et  al.  [6], 
implying  that  it  is  the  "  thoughtless  person's  LQ  "  controller.  Although  we  believe 
that  their  arguments  can  be  answered  in  more  general  terms,  suffice  it  to  say  here 
that  their  arguments  are  not  directly  relevant  to  nonlinear  systems.  Nevertheless  the 
state-space  observer/state  feedback  advocated  by  R.  R.  Bitmead  et  al.  [61  is  adopted 
here,  also  used  by  P.  J.  Gawthrop  and  D.  W.  Clarke  [31]  and  by  P.  J.  Gawthrop  and 
H.  Demircioglu  [32]. 
In  the  same  way  that  linear  CGPC  provides  a  nice  way  of  handling  systems  with 
zeros  in  the  right-half  plane,  the  nonlinear  version  presented  in  this  thesis,  provides 
a  nice  way  of  handling  systems  with  unstable  zero  dynamics;  this  is  in  distinction 
to  the  standard  methods  arising  from  geometric  theory  which  can  not  handle  such 
systems.  The  continuous-time  GPC  of  H.  Demircioglu  and  P.  J.  Gawthrop  [211  provided 
one  possible  generalisation  of  the  continuous-time  GMV  control  in  the  same  spirit  as 
the  generalisation  of  D.  W.  Clarke  et  al.  [15]  the  discrete-time  context.  However, 
one  particular  feature  of  GMV  (  the  so  called  P  polynomial)  was  not  used.  As  an 
intermediate  step,  a  new  algorithm  -  the  predictive  Generalised  Minimum  Variance 
controller  -  is  derived.  Like  GPC,  but  unlike  GMV,  this  is  a  moving  horizon  (see  D. 
Q.  Mayne  and  H.  Michalska  [60])  controller.  This  thesis  provides  this  extension  as  a 
step  towards  nonlinear  GPC;  however  we  believe  it  can  also  be  of  general  interest. CHAPTER  1.  INTRODUCTION  6 
In  this  thesis,  it  is  also  shown  that  nonlinear  exact  linearisation  by  feedback  ap- 
proach  presented  by  A.  Isidori  [44]  and  the  error  feedback-GLC  developed  by  P.  Dau- 
tidis  and  C.  Kravaris  [18]  (which  is  a  special  case  of  the  nonlinear  exact  linearisation  by 
feedback)  are  equivalent  a  special  case  of  NCGPC  -  Nonlinear  Generalised  Minimum 
Variance  Control  (NGMV).  In  the  same  spirit  as  A.  isidori  [441,  the  systems  considered 
here  have  smooth  nonlinearities.  However,  certain  non-differentiable  actuator  nonlin- 
earities  could  be  handled  using  the  constraint-based  approach  of  C.  M.  Chow  and  D. 
W.  Clarke  [9]  -  but  this  is  not  persuade  further  here. 
In  the  same  way  that  exact  linearisation  requires  a  state  estimate,  so  does  NCGPC. 
There  are  a  number  of  possible  approaches  to  nonlinear  state  estimation  including 
those  reviewed  by  B.  Walcott  et  al.  [75]  and  introduced  by  L.  Hunt  and  M.  S.  Verma 
[411.  Detailed  discussion  of  observer  design  is  outwith  the  scope  of  this  thesis. 
However,  in  this  thesis,  in  order  to  give  a  partial  solution  to  this  problem,  assuming 
the  system  is  stable,  an  open  loop  observer  is  used.  This  is  essentially  a  model  of 
the  process  that  is  simulated  in  parallel  to  the  process.  Thus,  assuming  that  suitable 
observer  can  be  found,  NCGPC  provides  another  method  of  providing  output  feedback 
control  of  nonlinear  systems  (see  R.  Marino  and  P.  Tomei  [57]  and  [58]). 
1.1  Contribution 
To  summarise  I  would  like  to  emphasise  that  the  main  contributions  of  this  thesis  are: 
9  The  development  of  the  nonlinear  version  of  the  CGPC,  with  the  following  dis- 
tinctive  features: 
-  Provides  a  nice  way  of  handling  systems  with  unstable  zero  dynamics. 
-  Has  the  ability  to  deal  with  systems  which  do  not  have  a  well  defined  relative 
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-  Considers  nonlinear  dynamic  systems  with  non-affine  state-space  represent- 
ation: 
i  (t)  =  (x  (t),  u  (t» 
h  (x  (t)). 
9  The  nonlinear  techniques  such  as  the  nonlinear  exact  linearisation  by  feedback 
developed  by  A.  Isidori  [44]  and  the  error  feedback-GLC  developed  by  P.  Dautidis 
and  C.  Kravaris  [181  the  TRRMCNL  (Tracking  and  Regulation  Reference  Model 
Control  of  Nonlinear  Systems)  developed  by  J.  Alvarez  and  J.  Alvarez  [2],  as  well 
as  the  linear  version  CGPC  recast  in  state  space  form,  are  shown  to  be  included 
in  the  NCGPC. 
*  The  following  equivalencies  were  found. 
NGMV  GLC  [18] 
GLC  [181  exact  linearisation  [44] 
M  exact  linearisation  [44] 
NPGMV  Model  Matching  Via  State  Feedback  [44] 
The  TRRMCNL  developed  by  J.  Alvarez  and  I  Alvarez  [2]  is  shown  to  be  just 
the  Model  Matching  Via  State  Feedback  [44]  with  an  open  loop  observer. 
The  error  feedback-GLC  developed  by  P.  Dautidis  and  C.  Kravaris  [18]  uses  an 
open  loop  observer,  which  leads  to  an  output  feedback  control,  in  this  thesis  a 
regulation  model  used  by  J.  Alvarez  and  J.  Alvarez  [2]  is  adding  to  this  controller 
in  order  to  improve  the  performance. 
9A  design  of  a  positioning  control  for  an  Induction  Motor  based  on  the  TRRMCNL. 
1.2  Outline  of  Thesis 
The  thesis  is  organised  as  follows: CHAPTER  1.  INTRODUCTION  8 
Chapter  2  is  a  review  of  the  Theory  of  Nonlinear  Feedback  for  SISO  systems,  which 
will  be  used  in  this  thesis,  this  material  includes:  the  coordinates  transformation,  the 
Lie  derivative,  the  relative  degree.  The  nonlinear  feedback  linearisation,  the  important 
concept  of  the  zero  dynamics.  The  disturbance  decoupling  problem  was  mentioned  and 
solved  as  well  as  the  disturbance  decoupling  problem  with  measurement  and  asymptotic 
model  matching.  The  summary  is  based  on  the  book  by  A.  Isidori  [441.  The  Theory 
of  Nonlinear  Feedback  is  also  critically  evaluated. 
Chapter  3  is  a  review  of  the  GLC  (Globally  Linearising  Control)  developed  by  C. 
Kravaris  and  C.  Chung  [48]  and  its  characteristics  such  as  the  fact  that  it  can  be  viewed 
as  an  output  feedback  control  and  a  nonlinear  analogue  of  placing  poles  at  process  zeros 
are  also  reviewed.  The  GLC  is  also  critically  evaluated. 
Chapter  4  The  TRRMCNL  (Tracking  and  Regulation  Reference  Model  Control  of 
Nonlinear  Systems)  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  is  reviewed  and  critically 
evaluated.  The  position  of  an  Induction  Motor  is  controlled  by  applying  this  controller, 
this  work  was  accomplished  by  the  author  I.  Siller-Alcala  and  E.  Liceaga-Castro  and  has 
been  reported  elsewhere  [541.  This  work  suggested  the  ideas  investigated  in  Chapters 
5  and  6. 
Chapter  5  In  this  chapter,  the  Nonlinear  Continuous-time  Generalised  Predictive 
Control  (NCGPC)  is  recast  in  a  state-space  form  and  shown  to  include  Nonlinear 
Generalised  Minimum  Variance  (NGMV)  and  a  new  algorithm,  Nonlinear  Predictive 
Generalized  Minimum  Variance  (NPGMV)  and  has  been  reported  elsewhere  P.  J.  Gaw- 
throp,  H.  Demircioglu  and  I.  I.  Siller-AlcalA  [33] 
. 
We  found  that  NCGPC  controller  has 
the  advantage  to  deal  with  systems  which  do  not  have  a  well  defined  degree  and  has 
the  ability  to  deal  with  nonlinear  non-minimum  phase  systems  (systems  with  unstable 
zero  dynamics).  Simulations  are  presented  in  order  to  show  the  effectiveness  of  the 
method. 
Chapter  ý  Equivalencies  between  the  exact  linearisation  techniques  and  the  new 
algorithms  are  also  found.  It  is  also  shown  that  the  exact  linearisation  by  feedback 
approach  presented  by  A.  Isidori  [44]  and  the  error  feedback-GLC  developed  by  P. CHAPTER  1.  INTRODUCTION  9 
Dautidis  and  C.  Kravaris  [181  (which  is  a  special  case  of  the  nonlinear  exact  linearisation 
by  feedback)  are  equivalent  to  Nonlinear  Minimum  Variance  Control  (NGMV)  has  been 
reported  elsewhere  P.  J.  Gawthrop,  H.  Demircioglu  and  I.  I.  Siller-AlcaIA[33] 
. 
The  fact  that  the  TRRMCNL  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  is  just 
Model  Matching  Via  State  Feedback  [44]  with  an  open  loop  observer  is  shown. 
It  is  also  shown  that,  the  'Iýracking  and  Regulation  Reference  Model  Control  of  Non- 
linear  Systems  (TRRMCNL)  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  and  the  Model 
Matching  Via  State  feedback  developed  by  A.  Isidori  [441  are  equivalent  to  NPGMV. 
Thus,  it  is  concluded  that  the  linearisation  techniques  are  included  in  NCGPC. 
In  this  chapter  a  regulation  model  used  by  J.  Alvarez  and  J.  Alvarez  [2]  is  adding  to 
the  error  feedback-GLC  in  order  to  improve  the  performance.  Simulations  are  presented 
in  order  to  show  the  effectiveness  of  the  method. 
Chapter  7  Conclusions  are  presented  and  possible  future  works  suggested. Chapter  2 
Theory  of  Nonlinear  Feedback 
Review 
2.1  Introduction 
The  purpose  of  this  chapter  is  to  summarise  some  of  the  most  important  aspects  of 
the  differential  geometric  approach  to  nonlinear  systems.  Also,  the  nonlinear  feedback 
linearisation  control  is  critically  evaluated.  The  results  detailed  here  will  be  helpful 
in  designing  and  understanding  the  properties  of  the  NLCGPC  (Nonlinear  Continuous 
Time  Generalised  Predictive  Control),  the  NGMV  (Nonlinear  Generalised  Minimum 
Variance  Predictive  Control)  and  the  NPGMV  (Nonlinear  Predictive  Generalised  Min- 
imum  Variance  Control),  which  will  be  developed  in  the  Chapters  5.  This  approach 
will  be  used  in  the  Chapter  6  where  will  be  shown  that  this  controller  is  equivalent  to 
NGMV.  The  review  is  based  on  the  now  classical  book  of  A.  Isidori  [44],  but  for  further 
details  see  H.  Nijmeiier  [65]. 
2.2  Mathematical  Preliminaries 
In  this  section,  differential  notations  and  coordinates  transformations  are  briefly  re- 
viewed.  These  will  be  helpful  in  the  derivation  of  the  nonlinear  control  law. 
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The  single-input  single-output  nonlinear  systems  considered  here  are  described  by 
the  following  differential  equations: 
±  (t)  =  (x  +  (x  (t»  u  (t) 
h  (2.1) 
where  xE  R'  is  the  vector  of  the  states  variables,  uER  is  the  manipulated  input 
and  yER  is  the  output  to  be  controlled.  f  and  g  are  smooth  vector  fields  and  h  is 
a  smooth  function.  Following  A.  Isidori  [44],  the  function  h  is  said  to  be  a  smooth 
function  or  C'  if  its  partial  derivatives  with  respect  to  xj,  X2,  ....  Xn  exist  and  are 
continuous. 
The  vector  field  f  is  said  to  be  a  smooth  vector,  if  its  partial  derivatives  with  respect 
to  Xb  X2)  ...  )  Xnexist  and  are  continuous. 
Equation  (2.1)  is  said  to  be  a  control  affine  system,  because  the  input  u  appears 
linearly. 
2.2.1  Nonlinear  change  of  coordinates  in  the  state  space 
Changes  of  coordinates  in  the  state  space  are  very  useful  when  analysing  nonlinear 
systems.  Following  A.  Isidori  [44],  "  A  nonlinear  change  of  coordinates  can  be  described 
in  the  form: 
(D  (X)  (2.2) 
where  -(D(x)  represents  a  R-valued  function  of  n  variables,  Le.: 
01  (X)  01(XliX27 
...  ,  x,  ) 
(X) 
02  (X)  02  (XI 
Y  X2)  ...  9  Xn) 
(2.3) 
0.  (x)  On  (Xl 
i  X2)  ...  )  Xn) 
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(i)  (D(x)  is  invertible,  i.  e.  there  exists  a  function  4D-1(z)  such  that: 
(D-,  (e(X»  = 
for  all  x  in  R. 
(ii)  -(D(x)  and  -(D-I(z)  are  both  smooth  mappings,  i.  e.  have  continuous  partial  deriv- 
atives  of  any  order.  " 
The  first  property  is  needed  in  order  to  recover  the  original  state  vector.  The  second 
one  guarantees  that  the  system  in  the  new  coordinates  is  still  smooth.  This  kind  of 
transformation  is  called  a  global  diffeomorphism  (A.  Isidori  [44]).  A  transformation 
with  these  properties  and  defined  for  all  x  is  difficult  to  be  found;  in  addition  these 
properties  are  difficult  to  check.  Because  of  this,  here  a  transformation  defined  only 
in  a  neighbourhood  of  a  given  point  is  used  instead.  Such  transformations  are  called  a 
local  diffeomorphism. 
Proposition  2.1  (A.  Isidori  [44]  Proposition  1.2.3)  "  Suppose  (D  (x)  is  a  smooth  junc- 
tion  defined  on  some  subset  U  of  Rn  . 
Suppose  the  Jacobian  matrix: 
2  UX  ii-  U-T  2±11  U-T 
OXI  OX2  ...  ax. 
2t2  UX  2±2(l  1  2±2(2ý 
8XI  0-X2  ...  ax.  (2.4) 
Oxt  49X2  Ox. 
is  nonsingular  at  a  point  x=A  Then,  on  a  suitable  open  subset  UO  of  U,  containing 
X0  y  -P  (x)  defines  a  local  diffeomorphism.  " 
2.3  Exact  Linearisation  via  Feedback 
In  this  section  a  single-input  single-output  nonlinear  system  given  by  equation  (2.1) 
will  be  transformed  into  a  linear  and  controllable  system.  In  order  to  obtain  this  linear 
and  controllable  system,  we  need  first  to  introduce  a  differential  notation. CHAPTER  2.  THEORY  OF  NONLINEAR  FEEDBACK  REVIEW  13 
The  Lie  derivative  of  a  scalar  function  h(x)  with  respect  to  a  vector  function  f  (x) 
is  defined  as: 
Lf  h(x)  = 
ah 
f  (x) 
ex 
(2.5) 
As  the  Lie  derivative  of  a  scalar  function  is  also  a  scalar  function,  higher  order  Lie 
derivatives  can  be  defined  recursively  as: 
k1  Lf  h  ä7 
x 
(Lf  -h  (x»  f  (x)  (2.6) 
where 
L'h(x)  =  h(x)  (2.7)  f 
An  important  property  of  a  nonlinear  system  is  its  relative  degree. 
Definition  1  (A.  Isidori  [44])  "  The  single-input  single-output  nonlinear  system: 
±=  (x)  +  g(x)u 
y=  h(x)  (2.8) 
has  relative  degree  r  at  xO  if. 
(i)  LgL  k  h(x)  =0  for  all  x  in  a  neighbourhood  of  xI  and  all  k<r-  f 
(ii)  L,  Lr-'h(x')  00  f 
In  essence,  the  relative  degree  is  the  number  of  times  that  the  output  has  to  be  dif- 
ferentiated  with  respect  to  time  for  the  input  u  to  appear  explicitly.  If  LLk  h(x)  0  9f 
for  all  k>0,  then  r=  oo.  This  means  that  the  output  is  not  affected  by  the  input. 
These  cases  rarely  are  founded  in  practice,  but  the  system  can  have  singular  points 
where  the  relative  degree  is  not  well  defined.  This  happens  when  L  Lr-lh(x)  54  0  for  9f 
x  :A  xI  but  LgLrf-lh(xo)  =  0;  here  point  x'  is  said  to  be  a  singular  point.  This  is  an 
important  property  of  nonlinear  systems  and  will  be  defined  as  follows. CHAPTER  2.  THEORY  OF  NONLINEAR  FEEDBACK  REVIEW  14 
Definition  2  The  single-input  single-output  nonlinear  system: 
ý=  (x)  +  g(x)u 
h(x) 
has  not  well  defined  relative  degree  r  at  xO  if.  - 
(i)  LgL  k  h(x)  =0  for  all  x  in  a  neighbourhood  of  x'  and  all  k<r-  f 
(ii)  LgL'-lh(x')  =0  f 
this  point  x'  is  said  to  be  a  singular  point. 
(2.9) 
The  functions  h(x),  Lf  h(x),  L-'h(x)  can  be  used  in  order  to  define,  at  least  f 
partially,  a  local  coordinates  transformation  near  point  A  This  is  expressed  in  the 
following  statement. 
Proposition  2.2  (A.  Isidori  [44]  Proposition  4.1.3)  "  Suppose  the  system  has  relative 
degree  r  at  x'.  Then  r<n.  Set: 
OI(x)  =  h(x) 
02(X) 
=  Lfh(x) 
Lr-lh(x)  f 
(2.10) 
If  r  is  strictly  less  than  n,  it  is  always  possible  to  find  n-r  more  functions  Or+I  W 
... 
On(x) 
such  that  the  mapping: 
Oi(x) 
(D  (x) 
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has  Jacobian  matrix  which  is  nonsingular  at  xO  and  therefore  qualifies  as  a  local  coordin- 
ates  transformation  in  a  neighbourhood  of  A  The  value  at  x'  of  these  additional  func- 
tions  can  be  fixed  arbitrarily.  Moreover,  it  is  always  possible  to  choose  Or+l,  On(x) 
in  such  a  way  that:  L,  90i 
(x)  =0  for  all  r+1<i<n  and  all  x  around  A 
The  system  in  these  z-coordinates  zi  =  Oi  where  1<i<n  is  represented  by  the 
so-called  normal  form: 
ýl  Z2 
i2  Z3 
ir-I  Zr 
i,.  =  b(z)  +  a(z)u  (2.12) 
i,  +,  = 
in  =  qn 
where 
a(z)  =  L,  L'*-lh[O-'(z)]  f 
b(z)  =  L"h[o-'(z)]  f 
qk(Z)  =  LfOk+r[O-I(Z)l  k=1,...,  n-r 
Sometimes  it  is  difficult  to  construct  0,.  +,,  ... 
0,,  (x),  such  that  LgOi(x)  =  0. 
However,  these  functions  can  be  chosen  with  the  only  property  that  the  Jacobian  matrix 
of  P  (x)  is  nonsingular  at  x',  and  this  is  sufficient  to  define  a  coordinates  transformation. 
But  it  is  not  possible  to  obtain  anything  special  for  the  last  n-r  coordinates,  that 
therefore  will  appear  in  a  form  like: 
i,  +,  =  q,  +,  (z)+p,  +I(z)u 
(2.13) 
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Consider  a  nonlinear  system  transformed  into  its  normal  form  given  by  equation  (2.13) 
with  relative  degree  r=n,  i.  e.  exactly  equal  to  the  dimension  of  the  state  space,  at 
some  point  x=  xO.  If  the  state  feedback  control  law  is  chosen  as: 
-"z 
b(z)  v  (2.14)  u  -ý-(-z)  +a  (z) 
the  closed-loop  system  is  governed  by  the  equations: 
Zl  --z  Z2 
i2  "  Z3 
(2.15) 
4-1  = 
j,  = 
Thus,  we  infer  that  any  nonlinear  system  with  relative  degree  n  at  some  point  xO  can  be 
transformed  into  a  system  which,  in  a  neighbourhood  of  the  point  zO  =  O(xO),  is  linear 
and  controllable.  It  is  necessary  to  remark  that  the  local  input-output  linearisation 
problem  is  solved  by  the  diffeomorphism  in  equation  (2.11)  and  the  state  feedback 
control  law  in  equation  (2.14). 
2.4  The  Zero  Dynamics 
In  this  section  the  concept  of  zero  dynamics  will  be  introduced.  Zero  dynamics  are 
analogous  to  the  zeros  of  the  transfer  function  of  a  linear  system. 
The  relative  degree  r  of  a  linear  system  is  the  difference  between  the  number  of 
poles  and  the  number  of  finite  zeros,  i.  e.  when  r  is  less  than  n.  If  rn  the  transfer 
function  does  not  have  finite  zeros.  Thus,  in  the  nonlinear  case,  if  rn  the  system 
does  not  have  zero  dynamics.  The  zero  dynamics  of  nonlinear  systems  have  the  same 
role  as  the  zeros  have  in  the  internal  stability  of  the  linear  systems. CHAPTER  2.  THEORY  OF  NONLINEAR  FEEDBACK  REVIEW  17 
Consider  a  nonlinear  system  with  r<n,  z  is  partitioned  into  two  column  vectors: 
Z1  Zr+1 
Z2  Zr+2 
Zr  Zn 
The  normal  form  equation  (2.13)  can  be  rewritten  by 
il  Z2 
i2  Z3 
(2.16) 
ir-I  Zr 
ir  b(C,  17)  +  a(C,  77)u 
q(C,  77) 
Suppose  that  we  want  the  system  output  y=0  for  all  t>0.  It  is  clear  from  this 
equation  that  ý(t)  is  zero,  u(t)  has  to  be 
-b(O,  77(t))  (2.17) 
a(O,,  q(t)) 
and  77(t)  will  be  the  solution  of  the  following  dynamics 
0)  =  q(O,  77(t))  (2.18) 
These  describe  the  internal  behaviour  of  the  system  when  the  input  u  and  the  initial 
conditions  were  chosen  such  that  the  output  y  equal  zero  at  all  the  times  (A.  Isidori 
[44]).  These  dynamics  are  very  important  and  will  be  defined  as  follows. 
Definition  3  (A.  Isidori  [44])  "  The  dynamics  q(O,  77(t))  are  called  the  zero  dy- 
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The  use  of  terminology  zero  is  related  to  the  zeros  of  the  transfer  function  in  a 
linear  system.  Consider  the  transfer  function  of  a  linear  system  with  relative  degree  r 
as  follows: 
H  (s)  =K 
bo  +  b1s  +...  +  b, 
-,  -Is 
n-r-1  +,,  n-r 
1  (2.19) 
ao  +  als  +...  +  an-ISn-I  +  Sn 
The  representation  in  states  space  of  H(s)  is  given  by 
±=  Ax+Bu  (2.20) 
y=  Cx 
with 
0100 
0010 
000 
-ao  -a,  -a2  -a,,  -, 
[bo  bi  ...  b￿-,. 
-, 
10  ...  01  (2.21) 
There  are  many  ways  to  choose  the  new  coordinates  but  the  simplest  one  is  as 
follows: 
zi  =  Cx=  box,  +blX2+...  +bn-r-lXn-r+Xn-r+l 
z2  =  CAx=bOX2+bIX3+...  +bn-r-lXn-r+I+Xn-r+2 
(2.22) 
Zr  :  --  CAr-lX=boxr+blXr+l+...  +bn-r-lXn-I+Xn 
Zr+l  --z  X1 
Zr+2  ý--  X2 
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In  the  new  coordinates  the  normal  form  has  the  following  structure 
il 
--z  Z2 
Z2  --ý  Z3 
(2.23) 
ir-1  :  -,, z  Zr 
i,  =  Rý  +  S77  +  Ku 
ý=  Pý  +  Q77 
where  R  and  S  are  row  vectors  and  P  and  Q  matrices.  The  zero  dynamics  are 
ý=  Q77  (2.24) 
It  is  easily  checked  that 
dz,  +, 
- 
dxl 
- 
X2(t)  :  -z  Zr+2(t) 
dt  dt 
el'y  n-I  dx,, 
-,  -, 
dt  dt  =  Xn-,  -(t)  =  Zn(t)  (2.25) 
dzn  dXn-r 
=  Xn-r+l(t)  =  -boxi(t)  -  bn-r-lXn-r  +  ZI(t)  dt  dt 
-bozr+l(t)  bn-r-lZn(t)  +  ZI(t) 
Then  the  matrix  Q  is  given  by 
010...  0 
0010 
(2.26) 
000...  1 
-bo  -bi  -b2  ...  -b,,  -,  -, 
It  is  evident  that  the  eigenvalues  of  this  matrix  have  the  same  values  as  the  zeros  of  the 
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are  linear  dynamics  with  eigenvalues  coinciding  with  the  zeros  of  the  transfer  function 
of  the  system. 
Remark  I  (A.  Isidori  [44]  Remark  4-3.2)  "  In  the  nonlinear  case  the  linear  approx- 
imation  of  the  zero  dynamics  of  the  system  at  77  =0  coincides  with  the  zero  dynamics 
of  the  linear  approximation  of  the  entire  system  at  x=0. 
The  linear  approximation  is  given  by 
i=  Ax+Bu  (2.27) 
Cx 
where  A=  [2L]. 
=O, 
B=  g(O)  and  C=[A] 
X=O  ax  OX 
Taking  the  linear  approximation  of  the  normal  form,  gives: 
b(ý,  77)  =  Rý  +  S77  (2.28) 
a(C,  77)  =  (2.29) 
q(ý,  q)  =  PC  +  Q?  7  (2.30) 
a  linear  system  in  normal  form  is  obtained,  where  the  Jacobian  matrix 
[Lq] 
(C"7)=o 
(2.31) 
aq 
describes  the  linear  approximation  atq  =0  of  the  zero  dynamics  of  the  original  nonlin- 
ear  system,  its  eigenvalues  coincide  with  the  zeros  of  the  transfer  function  of  the  linear 
approximation  at  x=0  of  the  original  nonlinear  system.  " 
2.5  Local  Asymptotic  Stabilisation 
The  zero  dynamics  play  an  important  role  in  the  problem  of  asymptotically  stabilising 
a  nonlinear  system  at  a  given  equilibrium  point.  Suppose  that  f  (x)  has  an  equilibrium 
point  at  x'  that,  without  loss  of  generality,  we  assume  to  be  xO  =  0.  The  local 
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locally  around  the  point  xO  =0  and  as  well  it  is  desired  to  preserve  the  equilibrium, 
i.  e.  such  that  a(O)  =0  (and  so  u=  0),  with  the  property  that  the  closed  loop 
-b  =  (x)  +  g(x)a(x) 
is  locally  asymptotically  stable  at  x=0. 
(2.32) 
Proposition  2.3  (A.  Isidori  [44]  Proposition  4.4-1)  "  Suppose  the  linear  approxima- 
tion  is  asymptotically  stabilisable,  i.  e.  either  the  pair  (A,  B)  is  controllable  or  -in  case 
the  pair  (A,  B)  is  not  controllable-  the  uncontrollable  modes  correspond  to  eigenval- 
ues  with  negative  real  part.  Then,  any  linear  feedback  which  asymptotically  stabilises 
the  linear  approximation  is  also  able  to  asymptotically  stabilise  the  original  nonlinear 
system,  at  least  locally.  If  the  pair  (A,  B)  is  not  controllable  and  there  exist  uncontrol- 
lable  modes  associated  with  positive  real  part,  the  original  nonlinear  system  cannot  be 
stabilised  at  all.  " 
However,  there  are  cases  where  the  pair  (A,  B)  is  not  controllable  and  there  are 
uncontrollable  modes  associated  with  eigenvalues  on  the  imaginary  axis  (although  none 
are  in  the  right-half  complex  plane),  under  these  conditions  it  is  not  able  to  know 
for  sure  that  the  system  is  asymptotically  stabilisable.  The  zero  dynamics  play  an 
important  role  in  the  solution  of  this  problem.  As  mentioned  before,  nonlinear  systems 
with  asymptotically  stable  zero  dynamics  are  analogous  of  linear  systems  with  zeros  in 
the  left-half  plane. 
Suppose  the  system  has  the  normal  form  as  follows: 
il  `  Z2 
i2  ý  Z3 
4-1  =  Z, 
ir  =  b(ý,  77)  +  a(C,  77)u 
(2.33) 
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Without  loss  of  generality,  assume  that  (ý,  77)  =  (0,0)  is  an  equilibrium  point  and 
that  input  u  is  defined  as: 
1 
U=a  (ý,  77) 
.  (-b(C,  77)  -  coz,  -  ClZ2  Cr-IZr  +  V)  (2.34) 
where  co,  cl,  ...,  c,  I  are  real  numbers. 
The  closed  loop  system  with  this  control  law  is  given  by: 
ý=  Aý+Bv  (2.35) 
ý=  q(ý,  77) 
with: 
010 
001 
000 
-CO  -Cl  -C2  ---  -Cr-1  1 
The  matrix  A  has  characteristic  polynomial: 
P(S)  =  Co  +CIS+...  +C,  _,  S,  -l  +Sr  (2.36) 
We  can  conclude  that  the  system  has  an-r  dimensional  subsystem  ý=  q(ý,  77)  that  is 
not  observable  from  the  output;  if  the  zero  dynamics  are  asymptotically  stable  and  the 
coefficients  of  A  are  properly  chosen,  then,  the  closed  loop  system  is  asymptotically 
stable.  If  the  zero  dynamics  are  not  asymptotically  stable,  the  nonlinear  system  is 
called  nonminimum  phase.  These  kind  of  systems  are  not  internally  stable  in  the  sense 
that  state  variables  can  be  unstable  despite  the  fact  that  the  system  is  stable  in  an 
input-output  sense. 
Proposition  2.4  (A.  Isidori  [43])  "  Consider  a  system: 
ý=  (2.37) 
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in  which  ý  and  17  represent  vectors  (of  suitable  dimensions),  and: 
,y  2---y 
(0)  =  0,  q(0,0)  =0 
dge 
Suppose  q(O,  77)  is  asymptotically  stable  at  77  =  0.  Suppose  also  A  has  all  the  eigenvalues 
in  the  left-half  complex  plane  and  no  eigenvalue  coinciding  with  those  of  the  matrix: 
077 
Then  the  system  is  locally  asymptotically  stable  at  (ý,  77)  =  (0,0).  " 
Remark  2  (A.  Isidori  [43])  "  Note  that  the  result  stated  in  the  Proposition  2.4  holds 
under  the  assumption  that  q(O,  71)  is  asymptotically  stable  at  77  =  0.  In  a  nonlinear 
setting,  this  does  not  necessarily  require  that  the  matrix: 
077 
has  all  the  eigenvalues  in  the  left-half  complex  plane  (in  which  case  all  the  eigenvalues 
of  the  linear  approximation  will  have  negative  real  part  and  the  result  of  the  Propos- 
ition  would  be  a  trivial  consequence  of  the  so-called  principle  of  stability  in  the  first 
approximation),  but  might  as  well  be  true  in  the  presence  of  some  eigenvalue  of  Q  lying 
on  the  imaginary  axis.  In  other  words,  noting  that  the  matrix  Q  is  nothing  else  than 
the  linear  approximation  of  the  zero  dynamics  at  77  =  0,  we  may  say  that  the  proposed 
stabilising  feedback  works  not  only  when  the  linear  approximation  of  the  zero  dynamics 
has  all  eigenvalues  with  negative  real  part,  but  in  the  broader  situation  in  which  the 
zero  dynamics  is  simply  asymptotically  stable.  " 
Using  the  original  coordinates  the  control  law  equation  (2.34)  can  be  rewritten  as: 
U=1-  (-Lf*h(x)  -  coh(x)  -  c,  Lfh(x)  -  c,  -, 
L'-'h(x)  +  v)  (2.38) 
L  L'  f 
9  T'h(x) 
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Proposition  2.5  (A.  Isidori  [44]  Proposition  4.4.2)  "  Suppose  the  equilibrium  77  =0  of 
the  zero  dynamics  of  the  system  is  locally  asymptotically  stable  and  all  roots  of  the  poly- 
nomial  p(s)  have  negative  real  part.  Then  the  feedback  law  (2.38)  locally  asymptotically 
stabilises  the  equilibrium  (C,  77)  =  (0,0).  " 
2.6  Disturbance  Decoupling  and  Model  Matching 
The  process  can  be  subjected  to  disturbances  which  enter  either  in  the  states  and/or 
input,  or  at  the  output.  In  the  linear  case  the  disturbances  can  be  treated  as  output 
disturbances  due  to  the  superposition  principle.  But,  in  the  nonlinear  case  this  principle 
no  longer  applies,  and  the  disturbances  must  be  considered  separately.  Consider  a 
system  with  a  disturbance  w: 
i=  f(x)+g(x)u+p(x)w 
h  (2.39) 
The  local  disturbance  decoupling  problem  is  to  find  a  control  law 
u=  a(x)  +  P(x)v  (2.40) 
and  a  diffeomorphism  such  that  the  system  will  be  linear  and  controllable  and  the 
output  y  is  unaffected  by  the  disturbance  w.  If  the  disturbance  has  relative  degree  p  at 
point  x1  then,  LpL  k  h(x)  =0  for  all  x  near  xO  and  for  all  k<  p-  1;  and  LpL'-lh(x)  54  0.  ff 
If  the  two  conditions  are  satisfied,  then  p  :ýn.  If  LpL  k  h(x)  =0  for  all  k  then  p=  oo  f 
and  w  does  not  affect  the  output.  If  p<r  the  disturbance  affects  the  output  more 
directly  than  u  and  w  can  not  be  decoupled  from  y  using  a  control  law  equation  (2.40). 
Thus,  in  order  to  solve  the  disturbance  decoupling  problem,  the  relative  degree  of  the 
disturbance  has  to  be  p>r;  this  assumption  is  often  called  a  disturbance  matching 
condition.  This  is  surnmarised  in  the  following  statement. 
Proposition  2.6  (A.  Isidori  [44]  Proposition  4.6.1)  "  Suppose  the  system  has  relative 
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around  xO,  such  that  the  output  of  the  system  is  decoupled  from  the  disturbance  can  be 
solved  if  and  only  if 
pL' 
0  L  fh(x)  =0  for  all  0:  5  i:  5  r-1  and  all  x  near  x 
If  this  is  the  case,  then  a  solution  is  given  by 
L'h(x)  v  It 
uf  L,  Lr-'h(x)  '  L,  L'-'h(x)  ff 
Sometimes,  the  measurements  of  the  disturbance  are  available,  and  can  be  used 
to  design  the  control  law  as  follows: 
u=  a(x)  +  P(x)v  +,  y(x)w  (2.41) 
A  necessary  and  sufficient  condition  for  the  disturbance  decoupling  problem  with  meas- 
urement  is  that  p>r.  The  problem  can  solved  by  a  feedforward-feedback  control  law: 
L'f  h  (x  1L  Lr-' 
U=  --  r-1 
)v--wf  hx 
w  (2.42) 
LL  h(x)  L,  L'-lh(x)  L  L'-lh(x)  gff9f 
When  the  reference  output  is  given  by  the  output  of  a  reference  model,  for  instance  a 
linear  model  described  by: 
ý=  Aý+Bw  (2.43) 
YR  = 
the  feedback  control  law  which  enables  the  output  y(t)  to  asymptotically  converge  to 
the  output  YR(t),  regardless  of  the  initial  conditions  of  the  system  and  of  the  reference 
model,  is  given  by 
(-L"h(x)  +  CA"Z(t)  (2.44) 
rf  LgLf-1h(x) 
r 
+CA'-'Bw  -Z  ci-,  (L('-')h(x)  -  CA('-1)4»  f 
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2.7  Conclusions 
In  this  chapter  the  nonlinear  feedback  linearisation  control  developed  by  A.  Isidori  [44] 
and  differential  notation  were  reviewed. 
The  single-input  single-output  nonlinear  systems  considered  are  described  by  equa- 
tion  (2.1).  Note  that  the  input  u  appears  linearly  in  the  equation.  Nonlinear  dynamic 
systems  with  the  following  non-affine  state-space  representation  are  not  considered  by 
nonlinear  feedback  linearisation  control,  but  are  considered  by  the  proposed  controllers 
in  Chapter  5: 
i(t)  =  F(x(t),  u(t)) 
y(t)  =  h(x(t)). 
In  Sections  2.2.1  and  2.2.2  the  transformation  of  coordinates  and  the  Lie  derivative 
were  presented  in  order  to  define  the  concept  of  relative  degree  and  to  develop  the  well 
known  nonlinear  feedback  linearisation  control  given  by  equation  (2.14),  This  control 
law  is  compared  in  Chapter  6  with  the  new  algorithms  developed  in  Chapter  5.  Also, 
the  relative  degree  and  Lie  derivative  are  used  in  next  Chapters. 
The  important  concept  of  the  zero  dynamics  is  given  by  Definition  2  in  Section 
2.3.  It  was  also  shown  in  Section  2.4  that  the  zero  dynamics  play  an  important 
role  in  the  stability  of  the  system.  Proposition  2.4  assumes  that  zero  dynamics  are 
asymptotically  stable  in  order  for  the  feedback  control  given  by  equation  (2.14)  to 
asymptotically  stabilise  the  system.  Thus,  we  can  see  that  systems  with  unstable 
zero  dynamics  can  not  be  controlled  by  the  nonlinear  feedback  linearisation  control 
reviewed  in  this  chapter.  New  algorithms  will  be  developed  in  Chapter  5,  which  can 
control  such  systems. 
It  is  necessary  to  emphasise  that  the  relative  degree  r  is  the  number  of  times  that  the 
output  has  to  be  differentiated  with  respect  to  time  until  the  input  u  appears  explicitly. 
Unfortunately,  the  system  can  have  singular  points  where  the  relative  degree  is  not  well 
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xO  is  said  to  be  a  singular  point.  Referring  back  to  the  nonlinear  feedback  linearisation 
control  given  by  equation  (2.38)  : 
U=-1  (-L*  h(x)  -  coh(x)  -  cjLf  h(x)  -  c,  -, 
L'-h(x)  +  v)  Zg-Lr-lh(x)  ff 
f 
we  can  see  that  this  exact  input-output  linearisation  approach  is  not  applicable  to 
these  systems.  Again  new  algorithms  are  proposed  in  Chapter  5  which  are  applicable. 
If  the  system  has  a  well  defined  relative  degree  r,  the  first  r  output  derivatives  are 
obtained  in  order  to  get  the  nonlinear  feedback  linearisation  control  given  in  Proposition 
2.4.  Thus,  the  relative  degree  has  to  be  known.  New  algorithms  developed  in  Chapter 
5  remove  this  restrictive  assumption. 
In  Section  2.5  the  disturbance  decoupling  problem  and  disturbance  decoupling  prob- 
lem  with  measurement  were  mentioned  and  solved.  These  were  used  by  J.  Alvarez  and 
J.  Alvarez  [21  in  order  to  develop  the  Tracking  and  Regulation  Reference  Model  Control 
of  Nonlinear  Systems  (TRRMCNL),  which  is  reviewed  in  Chapter  4.  In  this  section, 
asymptotic  model  matching  is  also  solved,  which  is  used  in  Chapter  6  in  order  to 
compare  with  the  new  algorithms  developed  in  Chapter  5. Chapter  3 
Globally  Linearising  Control 
3.1  Introduction 
Several  controllers  based  on  feedback  linearisation,  such  as  (A.  Isidori  [44],  P.  Lee 
et.  al.  [52],  C.  Economu  and  M.  Morari  [251  and  C.  Kravaris  and  C.  Chung  [48])  have 
been  proposed  for  non-linear  processes.  In  this  chapter  one  of  them  the  GLC  (Globally 
Linearising  Control)  developed  by  C.  Kravaris  and  C.  Chung  [48]  is  reviewed.  The  most 
important  characteristics  and  aspects  are  given,  the  error  feedback  control  structure  is 
reviewed  and  critically  evaluated.  This  approach  will  be  used  in  the  chapter  6  where 
will  be  shown  that  this  controller  is  equivalent  to  NGMV. 
3.2  Globally  Linearising  Control 
Consider  a  nonlinear  system  described  by  equation  (2.1)  and  the  problem  of  finding  a 
static  state  feedback  such  that  the  v-y  input/output  system  is  linear  and  of  minimal 
order.  This  problem  was  solved  by  C.  Kravaris  and  C.  Chung  [48].  The  nonlinear  state 
feedback  law  that  makes  this  possible,  is  established  in  the  following  theorem. 
Theorem  3.1  (C.  Kravaris  and  C.  Chung  [48])  "  Consider  a  nonlinear  system  of  the 
form  of  equation  (2.1)  and  assume  that  it  has  relative  degree  equal  to  r.  Then  there  is 
always  a  static  state  feedback  of  the  form  u=  a(x)+#(x)v  that  makes  the  input/output 
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behaviour  of  the  closed  loop  system  linear.  In  particular,  the  static  state  feedback  that 
makes  the  closed-loop  behaviour  linear  and  of  minimal  order  is  of  the  form 
V-  Er  fh  2=0 
PjL'  (x) 
#rL_QL  r-lh(x) f 
where  Oj,...,  #r  are  scalar  constant  parameters.  The  input/ouput  behaviour  of  the 
closed  loop  system  is  then  governed  by 
r 
1:  fli 
dy 
i=O 
dti 
(3.2) 
The  signal  v  is  generated  by  an  external  linear  control,  which  can  be,  for  instance, 
a  PI  controller  as  follows: 
v  K, 
,  f,  (3.3)  [(Y., 
p  -  Y)  +,  (Y"p  -  Y)l  Ti  " 
The  closed  loop  transfer  function  is  given  by 
K,  s 
+  Kg 
Y(S) 
- 
TI  (3.4) 
Y,  P(S)  OSr+l  +  #, 
-Is'*  +...  +  (flo  +  Kc)s  +  Ký 
TI 
The  parameters  Oi  are  chosen  in  order  to  the  closed-loop  system  will  be  BIBO  stable 
and  the  tracking  error  tends  to  zero;  that  is:  the  roots  of  the  denominator  must  have 
negative  real  parts.  The  structure  of  the  GLC  is  shown  in  Figure  3.1. 
Figure  3.1:  GLC  structure 
3.3  Error  feedback  GLC 
In  this  section  a  dynamic  output  feedback  controller  together  with  a  connection  between 
the  state  space  and  input-output  approaches  are  surnmarised,  this  section  is  based  on CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  30 
P.  Daoutidis  and  C.  Kravaris  [24]. 
The  review  of  key  elements  of  the  input/output  approach  is  necessary  in  order  to 
carry out  the  connection.  First,  we  review  the  structure  of  the  classical  output  feedback 
control,  which  is  shown  in  Figure  3.2,  where  P  and  C  represent  nonlinear  input/output 
operators  of  the  nonlinear  process  and  the  classical  feedback  controller,  respectively. 
Consider  C  as: 
Q(I  -  PQ)-l  (3.5) 
where  I  denotes  the  identity  operator  and  Q  an  appropriate  nonlinear  operator.  The 
Ysp  Controller  u  Process  y 
Operator  Operator 
+CP 
Figure  3.2:  Classical  output  feedback  control  structure 
equivalent  control  structure  is  shown  in  Figure  3.3  which  is  the  IMC  (Internal  Model 
Controller  Iu  Process  y 
Operator  Operator 
P  Q!  OLF  -7 
Process 
OpSrator 
Figure  3.3:  IMC  structure 
Control)  where  Q  will  be  the  IMC  controller.  The  input-output  response  of  the  closed CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  31 
loop  system  is 
y=  PC(I+PC)-'yp  (3.6) 
or  equivalently,  by: 
y=  PQYp  (3.7) 
If  the  choice  of  the  controller  operator  is 
P-lR(I  -  R)-l  (3.8) 
or  equivalently 
P-lR  (3.9) 
where  R  is  the  desired  closed-loop  operator,  the  output  response  will  be  given  by 
Ry,  p 
The  above  analysis  provides  useful  insights  on  the  nature  of  the  output  feedback 
problem  and  illustrates  clearly  the  importance  of  the  inverse  operator  P-1  in  the  con- 
troller  synthesis.  On  the  other  hand,  the  treatment  is  purely  macroscopic  and  issues 
like  the  order  of  the  closed-loop  operator  R  and  the  implementation  of  the  controller 
operator  C  (or  Q)  are  obscure  in  the  above  abstract  setting.  This  is  in  contrast  to 
the  linear  case,  where  the  transfer  function  description  captures  essential  information 
(poles,  zeros,  relative  degree,  etc.  )  and  allows  an  explicit  solution  to  the  controller 
synthesis  problem. 
P.  Daoutidis  and  C.  Kravaris  [241  derived  a  dynamic  output  feedback  controller, 
which  induces  a  closed  loop  response  between  y  and  y,,  p  given  by  the  following  transfer 
function: 
Y(S)  1 
Y,  P(S) 
(es  +  1)r 
(3.10) 
where  c  is  an  adjustable  parameter.  The  characterisation  "  dynamic  output  feedback 
controller  "  means  the  controller  will  be  a  dynamic  nonlinear  system  itself,  with  inputs CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  32 
the  setpoint  yp,  the  system  output  y  and,  possibly,  some  derivatives  of  y,  and  with 
output  the  manipulated  input  u.  The  output  feedback  controller  is  based  on  state 
feedback/state  observer  combination.  P.  Daoutidis  and  C.  Kravaris  [24]  found  an  in- 
terpretation  from  an  input/output  perspective  and  a  precise  connection  between  the 
state  space  and  input-output  approaches  is  established. 
When  the  system  is  open  loop  stable,  the  GLC  is  modified,  the  states  are  reconstruc- 
ted  through  an  open-loop  state  observer.  This  results  in  an  error  feedback  structure 
shown  in  Figure  3.4.  It  is  possible  to  see  the  similarity  between  this  structure  and 
the  IMC  structure.  The  open-loop  observer  is  an  internal  model  which  is  simulated  in 
parallel  to  the  process,  and  the  input/output  linearising  control  law  of  equation  (3.1) 
can  be  viewed  as  implicitly  generating  an  inverse  of  the  system.  P.  Daoutidis  and  C. 
YSPO  ()--ý  Linear 
Controller 
State 
Feedback 
Lineafization 
fxf 
Process 
Model 
Process 
Y 
Figure  3.4:  GLC  structure  with  open  loop  observer 
Kravaris  [24]  established  that  the  GLC-open  loop  observer  shown  in  Figure  3.4  can 
solve  the  output  feedback  control  problem  and  also,  an  interpretation  is  found  from 
input/output  perspective  in  the  following  Theorem. 
Theorem  3.2  (  P.  Daoutidis  and  C.  Kravaris  [24])  "  Consider  a  nonlinear  system  of 
the  form  of  equation  (2.1),  with  relative  degree  r.  Then,  the  dynamic  system 
ý=  Xý+b*(yp-y) 
?bf  (W)  +  g(w)u 
c*ý  +  ý-r  (y,;,  -  y)  -0  PiLkh(w) 
Uf 
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where 
01 
00 
00 
r 
U 
and 
0 
0 
0 
_r(r-1)  -r  27  f 
33 
C*  =1 
[160 
... 
(X-2 
_  Or  r(r  -  1)) 
(Pr_1  _  Or  r) 
,r2!,  E2  CI 
represents  an  (n  +  r)  -  th  order  state-space  realisation  of  a  dynamic  output  feedback 
controller  which,  under  appropriate  initialisation,  induces  the  closed-loop  transfer  func- 
tion: 
Y(S) 
1 
Ysp  (S)  (cs  +  J)r 
Proof:  (  P.  Daoutidis  and  C.  Kravaris  [24])  "  Define  the  auxiliary  variable 
V=c  (Y. 
P  -  Y)  (3.12) 
Then,  the  new  system  is 
A*Z+b*(yp-y) 
c*  Z+  (Y. 
2,  p  -  y)  (3.13) 
, Er 
which  has  the  following  transfer  function 
v  (S) 
- 
po  +  #I  S+...  +#r  Sr  (3.14) 
Y"P(S)  -  Y(S)  (CS  +  J)r  -1 
which  can  be  interpreted  as  a  choice  of  the  linear  controller  in  the  GLC  structure.  The 
other  subsystem  of  equation  (3.12)  becomes 
f  (W)  +  g(w)u  (3.15) 
v-  Er  0  OiL  k  h(w) 
Uf 
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which  is  identical  to  the  GLC  control  law  equation  (3-1)  where  the  states  are  obtained 
from  an  open  loop  state  observer.  With  an  appropriate  initialisation,  it  induces  exactly 
the  response  of  equation  (3.2),  where  v  is  given  by  equation  (3.12).  The  transfer 
function  between  y(s)  and  yp(s)  is  given  by 
y(3)  1 
Y,  P(s)  (Es  +  ')r 
(3.16) 
which  completes  the  proof.  We  can  see  from  an  input/output  perspective  that  the 
input  of  the  controller  is  the  tracking  error  yp  -y  and  its  output  is  the  value  of 
the  input  u.  Therefore,  the  control  structure  coincides  with  the  classical  error  feedback 
control  structure  of  Figure  (3.2)  and  equation  (3.12)  can  be  interpreted  as  a  state-space 
realisation  of  the  classical  controller  C.  From  the  equation  (3.8),  the  two  elements  of 
the  controller  can  be  identified.  The  first  element  is  the  dynamic  system 
A*Z+b*(yp-y) 
y  (3.17) 
, Er 
which  is  the  minimal  state  space  realisation  of  the  operator  R(I  -  R)  -  1,  i.  e.  the  transfer 
function 
1 
(Es  1)r  -1 
the  following  expression  can  be  easily  verified 
r 
+ 
Or 
Y)  pid'y  (Yp 
i=O  dti 
The  second  element  of  the  controller  will  be 
f  (W)  +  g(w)u 
Er 
k 
1=0  Ej'  0  Pi  Lh  (w) 
u  S=  f 
0,  LgLr-lh(w) 
f 
(3.18) 
(3.19) 
(3.20) 
this  element  can  be  interpreted  as  a  (full-order)  realisation  of  the  inverse  operator 
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realisation  of  the  inverse  system  R.  A  Hirschorn  [39]  given  by 
f  (W)  +  g(w)u  (3.21) 
'tv"*  -  Ll*h(w) 
U 
dt"  f 
#,.  LgLf  lh(w) 
The  structure  of  the  error  feedback  control  is  given  in  the  Figure  3.5,  where  the  two 
components  of  the  controller  identified  above  are  given  in  operator  form.  " 
Figure  3.5:  Error  feedback  control  structure  for  open-loop  stable  processes. 
3.4  A  Nonlinear  Analogue  of  Placing  Poles  at  Pro- 
cess  Zeros 
In  this  section  a  summary  based  on  C.  Kravaris  [47]  is  presented,  where  the  concept 
of  placing  poles  at  the  process  zeros  is  extended  to  nonlinear  systems.  The  concept  of 
zero  dynamics  given  by  C.  Byrnes  and  A.  Isidori  [81  and  reviewed  in  the  Chapter  2  is 
used  for  this  purpose.  Also,  in  this  summary,  it  is  shown  that  the  GLC  places  poles 
at  the  process  zeros  in  a  nonlinear  process.  The  following  results  will  be  necessary  to 
make  the  analogies. 
Proposition  I  (C.  Kravaris  [47])  "  Consider  a  linear  system 
i=  Ax+bu 
CX  (3.22) 
------------------------------------------ CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  36 
and  assume  that  its  relative  degree  is  r.  Then  the  state  feedback 
U=  V_  -1(: 
ý 
PkCAk  x  (3.23) 
cTr  _-I  b  k=O 
places  the  poles  at  the  roots  of  (n-r)th  degree  polynomial  cAdj(sI-A)b  and  at  the  roots 
of  the  rth  degree  polynomial  E'=o  Oks  k.  The  resulting  closed-loop  transfer  function  is 
of  the  form 
Y(S) 
v  (S) 
constant 
#r  Sr  +#  r_,  Sr-1  +...  +  plS  +  po 
(3.24) 
The  state  feedback,  equation  (3.23)  cancels  all  the  zeros  of  the  process  by  placing 
poles  at  them.  It  is  clear  that  the  closed-loop  system  will  be  internally  stable  if  and  only 
if  all  the  zeros  of  equation  (3.22)  are  in  the  left  half-plane,  that  is,  if  and  only  if  the 
process  is  minimum  phase.  " 
Consider  an  invertible  transformation  of  the  system  equation  (2.1) 
ti  W 
ý=  T(x)  = 
tn-r  (X) 
h(x) 
Lf  h  (x) 
L"-'h(x)  f 
L"-lh(x)  f 
that  transforms  the  system  equation  (2.1)  into  Byrnes-Isidori  canonical  form  C.  Byrnes 
and  A.  Isidori  [8): 
ýi  = 
ýn-r 
":  --  Fn-r(ý19 
iG-riG-r+17 
G-IiW 
ý. 
-r+l CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  37 
ý--l  =  ý. 
L'h(x)+LgLfh(x)u(t)  (3.25) 
f 
Y=  'n-r+1  (3.26) 
The  first  n-r  equations,  represent  the  dynamic  zeros.  The  y  is  affected 
by  the  zero  dynamics  through  the  right-hand  side  of  the  nth  equation.  Therefore,  in 
order  to  cancel  the  zero  dynamics,  we  need  a  state  feedback  that  makes  the  right-hand 
side  of  the  nth  equation  a  function  of  ýn_,  +,,  ..., 
ýn  and  v.  It  is  requested  to  be  a  linear 
function 
L"h(x)+LgLfh(x)u(t)  =1  (V  ---.  -- 
A-le.  )  (3.27) 
f  ßl. 
This  leads  to  the  closed-loop  system 
=  F1(e1, 
ý. 
-r  : --: 
Fn-r(6v 
...  i 
G-n  G-r+1 
i 
G-  Ii 
G) 
ý. 
-r+l  ---: 
&-r+2 
4.  =  (3.28) 
A'  ß,  ß. 
It  is  possible  to  see  the  output  is  completely  unaffected  by  the  first  n-r  equations. 
Equation  3.27,  can  be  written  in  terms  of  the  original  variables  as 
Er  0  OiL'h(x) 
(3.29)  f 
OrLgLf  h(x) 
We  can  see  that  this  equation  is  identical  to  equation  3.1. 
It  is  very  interesting  to  remark  here  the  analogies  between  the  input/output  lin- 
earising  state  feedback  GLC  and  the  linear  state  feedback  equation  (3.23).  When CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  38 
(x)  =  Ax,  g(x)  =b  and  h(x)  =  cx,  equation  (3.1)  becomes 
v1  ßtCAk  X  (3.30) 
ß,  cAr-lb  fl, 
-cAr-lb  =O 
which  is  identical  to  equation  (3.23)  under  appropriate  rescaling  of  u  and  v.  This  state 
feedback  places  poles  at  the  zeros  of  equation  (3.24)  or  equivalently  cancels  the  zeros 
of  equation  (3.22). 
In  order  to  establish  an  important  theorem  which  establish  the  necessary  condition 
for  internal  stability,  the  following  definitions  are  presented. 
Definition  1  (C.  Kravaris  [4  7])  "  Consider  a  nonlinear  system  of  the  form  of  equation 
(2.1)  whose  relative  degree  is  r  and  an  invertible  transformation  C=  T(X)  of  the 
form  equation  (3.26)  that  transforms  equation  (2.1)  into  (3.28).  Assume  that  with 
appropriate  translation  of  axes  the  origin  is  an  equilibrium  point  of  equation  (3.28). 
The  (forced)  zero  dynamics  of  equation  (2.1)  is  the  (n  -  r)-order  dynamic  system 
il  --z  Fl  (ZI 
7---i  zn-r)  Ul 
i  ...  i 
Ur) 
(3.31) 
i. 
-r  ' 
Fn-r(Z1, 
--.  eZn-reUli  .... 
Ur) 
(3.32) 
In  particular,  the  unforced  zero  dynamics  is  the  (n  -  r)-  order  unforced  dynamic 
system 
il  =  10) 
(3.33) 
in-r 
--2 
Fn-r(Zie 
...  s  Zn-rt  0, 
- .., 
OYI 
(3.34) 
Definition  2  (C.  Kravaris  [47])  "  Under  the  assumptions  of  definition  1,  we  will  say 
that  the  nonlinear  system  of  (2.1)  has  stable  zero  dynamics  if  for  any  set  of  initial CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  39 
conditions  zi(O),  ...  1  Zn-r  (0)  and  any  exponentially  decaying  U1, 
...,  U,  -, 
lim  zi(t)  =0in-  r"  (3.35) 
ý00 
Theorem  3.3  (C.  Kravaris  [47])  "  Consider  the  nonlinear  system  of  equation  (2.1) 
with  the  state  feedback  of  equation  (3.1)  and  assume  that  flo, 
..., 
Pr  have  been  chosen 
so  that  the  roots  of  the  polynomial  Prs'  +...  +  #I  s+  flo  are  in  the  open  left  half-plane. 
The  closed-loop  system  will  be  internally  stable  if  the  zero  dynamics  of  the  open-loop 
system  equation  (3.1)  are  stable  in  the  sense  of  definition  2.  " 
It  is  well  known  that  the  closed  loop  system  (3.28)  does  not  guarantee  internal 
stability;  the  states  ý1,  ...  G-,.  may  go  unstable  even  if  the  subsystem  of  the  last 
r  state  equations  is  stable.  However,  if  the  zero  dynamics  is  stable,  the  input-output 
stability  guarantees  internal  stability  of  the  closed-loop  system.  This  is  analogue  with 
the  linear  results:  placing  poles  at  the  process  zeros  does  not  destroy  internal  stability 
if  the  zeros  are  in  the  open  left  half  plane. CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  40 
3.5  Conclusions 
The  most  important  characteristics  and  aspects  of  the  GLC  (Globally  Linearising  Con- 
trol)  developed  by  C.  Kravaris  and  C.  Chung  [48]  and  the  error  feedback  control  struc- 
ture  developed  by  P.  Daoutidis  and  C.  Kravaris  [24]  is  reviewed. 
The  GLC  control  law  can  be  viewed  as  a  special  case  of  the  feedback  linearisation 
reviewed  in  the  Chapter  2.  In  order  to  show  this,  it  is  necessary  define  a  new  input  v' 
as  follows: 
r-I 
vl  =v-E  PiL'h(x)  (3.36)  f 
i=O 
If  8,  =1  and  v=  v',  the  control  law  equation  (3.1)  becomes 
v-  Lh(x)  f 
f 
(3.37) 
This  control  law  equation  is  identical  to  the  standard  feedback  linearisation  de- 
veloped  by  A.  Isidori  [441,  which  was  reviewed  in  the  Chapter  2.  This  fact  is  used 
in  Chapter  6  in  order  to  get  equivalencies  between  the  exact  linearisation  and  the 
new  algorithms  developed  in  Chapter  5.  Therefore,  the  GLC  inherits  the  restrictive 
assumptions  required  by  the  controller  reviewed  in  Chapter  2: 
*  Affine  system 
*  System  with  stable  zero  dynamics 
*  Relative  degree  known 
o  Relative  degree  well  defined 
Also,  the  theorem  3.3  gives  the  necessary  condition  in  order  to  guarantee  internal  stabil- 
ity,  which  was  given  in  Chapter  2.  This  necessary  condition  is  that  the  zero  dynamics 
must  be  stable.  The  other  two  assumptions,  are  easy  to  infer  from  the  control  law 
given  by  equation  (3.1).  As  mentioned  in  Chapter  2  these  assumptions  are  removed  by 
the  new  algorithms  presented  in  Chapter  5. 
Also,  the  following  points  relating  to  the  Theorem  3.2  should  be  noted: CHAPTER  3.  GLOBALLY  LINEARISING  CONTROL  41 
*  The  control  law  used  in  this  theorem  can  be  reduced  to: 
PiLf  h(x) 
0,  L,  Lr-1h(x)  f 
where  v  is  chosen  by 
v  y8p  y 
Choosing  the  fli  in  order  to  get 
Y- 
YSP  + 
The  sentence  given  in  Theorem  3.2  "  under  an  appropriate  initialisation"  can 
be  interpreted  to  mean  the  process  and  process  model  are  equal.  Also  y*  =y  for 
all  times.  In  Chapter  6  is  considered  that  there  are  parameter  uncertainties  in 
the  process  model,  a  regulation  model  is  added  in  order  to  improve  the  perform- 
ance.  This  regulation  model  is  used  by  the  TRRMCNL  (Tracking  and  Regulation 
Reference  Model  Control  of  Nonlinear  Systems)  developed  by  J.  Alvarez  and  J. 
Alvarez  [2]. 
Finally,  I  would  like  to  remark  on  the  similarity  between  an  error  feedback  structure 
shown  in  Figure  3.4  and  the  IMC  structure,  which  was  reviewed  here.  In  the  IMC,  a 
"  perfect"  controller  is  designed  using  the  inverse  of  the  process  model.  The  perfect 
controller  is  then  augmented  with  a  filter  that  can  be  tuned  to  achieve  a  compromise 
between  performance  and  robustness.  The  error  signal  e.  used  as  a  feedback  signal  to 
the  controller  provides  a  measure  of  the  plant/model  mismatch 
ep  =  ysp  -y-  ym 
where  y  is  the  process  output.  The  perfect  controller  is  chosen  as  the  right  inverse  of 
the  model  driven  by  the  error  signal  ep, 
Lr  h  .. 
(x￿,  )  e(r)  fm 
p 
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This  control  law  linearises  the  map  between  the  error  signal  ep  and  the  model  output 
y,,.  If  ep  and  y,,,  satisfy  the  conditions: 
(k)(0) 
=  e(k)(0)  0<k<r- 
mp 
perfect  control  is  achieved  because: 
(r)  (t)  (r)  (t)  YM  =  ep  for  all  t>0 
therefore 
y  (t)  =  YP  (t)  for  all  t>0 
P.  Daoutidis  and  C.  Kravaris  [24]  explain  that  this  similarity  is  because  the  open-loop 
observer  can  be  viewed  as  an  internal  model  and  the  input/output  linearising  control 
law  can  be  viewed  as  implicitly  generating  an  inverse  of  the  system.  There  is  a  difference 
in  the  inverse:  in  the  IMC  the  inverse  is  driven  by  ep  and  in  the  GLC  is  driven  by  the 
output  y.  For  this  reason,  I  consider  that  similarity  mentioned  in  this  Chapter  does 
not  exist. Chapter  4 
Alvarez's  Control  of  Nonlinear 
Systems 
4.1  Introduction 
In  this  Chapter,  the  design  and  properties  of  the  TRRMCNL  (Tracking  and  Regula- 
tion  Reference  Model  Control  of  Nonlinear  Systems)  developed  by  J.  Alvarez  and  J. 
Alvarez  [2]  are  reviewed  and  critically  evaluated.  In  Chapter  6  it  is  concluded  that  the 
regulation  model  used  by  this  controller  is  not  useful.  Also,  a  design  of  a  positioning 
control  for  an  Induction  Motor  based  on  the  TRRMCNL  developed  by  E.  Liceaga  and 
I.  Siller  [54]  is  presented.  This  work  gave  rise  to  development  of  the  new  controllers 
presented  in  Chapter  5. 
The  type  of  motor  considered  corresponds  to  squirrel-cage-induction  machine,  whose 
dynamics  can  be  described  by  a  set  of  highly  nonlinear  differential  equations,  called 
d-q  model,  and  the  control  design  will  be  obtained  in  terms  of  a  simplified  model. 
Some  of  the  difficulties  encountered  in  order  to  control  this  machine,  are  caused  by 
severe  changes  of  the  rotor  resistance  during  its  operation,  plus  its  inherent  nonlinear 
behaviour. 
Some  simulations  are  presented  in  order  to  show  the  good  results  obtained  when 
the  position  of  the  motor  is  controlled  by  the  TRRMCNL. 
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4.2  Structure  of  the  TRRMCNL 
The  TRRMCNL  (Tracking  and  Regulation  Reference  Model  Control  of  Nonlinear  Sys- 
tems)  controller  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  is  reviewed  in  this  section. 
This  controller  is  an  extension  of  the  scheme  proposed  by  G.  Bornard  and  J.  P.  Gauthier 
[71  for  linear  systems. 
The  control  law  is  found  by  solving  the  disturbance  decoupling  problem  with  meas- 
urements  J.  Alvarez  and  J.  Alvarez  [2]  of  an  extended  system,  composed  of  a  internal 
model  ,a  tracking  (or  reference  model)  and  a  regulation  filter. 
Its  implementation  only  requires  measurements  of  the  output,  and  so  an  output 
error  dynamics  estimation  is  performed. 
The  scheme  proposed  leads  to  a  two  degrees  of  freedom  controller,  where  the  per- 
formance  is  determined  by  the  tracking  model,  in  the  same  manner  as  in  the  model 
matching  problem.  Meanwhile,  the  robustness  properties  are  defined  by  the  regulation 
filter. 
It  is  assumed  that  the  dynamics  of  the  process  to  be  controlled  are  described  by 
the  following  differential  equation: 
±=  (x)  +  g(x)u 
h  (4.1) 
Where  the  vector  fields  f  and  g  are  smooth  on  R'  and  h  is  a  smooth  real  valued 
function  on  xE  Rn,  yER  is  the  process  output  and  UER  is  the  process  control 
input.  It  also  will  be  assumed  that  the  relative  degree  of  the  process  is  r  and  f  (xo)  =0 
with  xo  =  0. 
It  is  very  easy  to  obtain  an  output  nonlinear  controller  for  the  system  equation 
(4.1),  by  solving  the  disturbance  decoupling  problem  with  measurements  (J.  Alvarez 
and  J.  Alvarez  [2])  of  an  extended  system,  composed  of  the  following  subsystems: 
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i,  =  Ax,.  +  B,.  z 
Yr  :  --  Crxr  (4.2) 
Where  X,  E  Rn,.,  Ar  E  Rnrxnr,  A.  ER  nrxI 
, 
Cr  E  R1  xn,.,  zER  and  relative 
degree  r,.. 
S.  2  An  asymptotically  stable  regulation  filter  with  unity  steady-state  gain  and  state 
space  representation: 
, ý,  =  A,,  x,  +  Bc 
Ye  =  CeXe  (4.3) 
Where  Xe  E  RI-,  Ae  E  Rn.  xn.,  B.  E  Rnex',  C,  E  R'xn.,  EER  and  relative 
degree  r,. 
S.  3  A  stable  minimum-phase  (with  stable  zero  dynamics)  nominal  representation  of 
the  process  equation  (4.1): 
=  f', 
' 
(X￿,  )  +g..  (X 
.. 
)U(t) 
y,,,  =  h,,,  (x,,,  )  (4.4) 
Where  xm  E  RI-,  fm  and  gm  are  smooth  vector  fields  on  RI-,  h..  is  a  smooth 
real  valued  function  on  R'-  and  with  relative  degree  dm.  Moreover,  it  will  be 
assumed  that  f  .. 
(x,,,.  )  =0  with  x,  =  0. 
r,  rt  and  r..  can  not  be  chosen  independently,  see  expression  (4.9). 
The  resulting  structure  of  the  control  system  is  shown  in  the  block  diagram  of 
Figure  4.1,  where: 
*  the  block  labelled  Reference  Model  is  used  to  obtain  the  performance  of  the  closed 
loop  system; CHAPTER  4.  ALVAREZS  CONTROL  OF  NONLINEAR  SYSTEMS  46 
Process 
-I  Control 
XMI 
L-11-H  Process  Model 
e 
Regulation 
Model 
Figure  4.1:  TRRMCNL  Structure 
*  the  block  labelled  Process  Model  is  the  open-loop  observer  used  in  order  to  get  the 
model  states,  which  are  needed  to  emulate  the  output  derivatives  of  the  system; 
9  the  block  labelled  Regulation  Model  is  used  to  counteract  the  error  model  between 
output  process  derivatives  and  output  process  model  derivatives.  The  input  of 
the  filter  is  the  error  between  output  system  and  output  process  model. 
*  the  control  input  u  is  the  same  for  system  and  model,  the  control  system  has  an 
output  feedback. 
The  input  z,  of  the  tracking  system  equation  (4.2),  represents  the  desired  output 
of  the  real  process.  Meanwhile,  the  input  E,  of  system  equation  (4.3),  is  defined  as: 
c  Ym  (4.5) 
Where  y  is  the  measured  output  of  the  process  and  y..  is  the  model  output,  namely 
equation  (4.5)  represents  the  output  modelling  error. 
Equation  (4.4)  is  considered  to  be  a  simplified  control  design  model  of  the  process 
equation  (4.1)  It  will  be  assumed  that  the  relative  degree  of  (4.4)  and  (4.1)  coincide, 
at  least  inside  a  section  of  the  operational  envelope  of  the  process. 
The  problem  can  be  formulated  to  find  a  control  law  for  the  process  so  that: 
The  process  output  y  tracks  the  reference  output  y,,. 
The  effect  of  disturbances  on  the  process  output  is  eliminated. 
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In  order  to  find  this  control  law,  let  us  consider  the  following  extended  system  which 
is  formed  by  linking  systems  (4.2),  (4.3)  and  (4.4)  as  follows: 
iE  z-  fE(IE)+UgE(XE)+PEIY+PE2Z 
YE  =  hE  (XE)  (4.6) 
Where,  XE  :-  (Xm,  Xr,  Xe  )T,  hE  ý  Yr  -  Ye  -  Ym,  with 
fm(xm) 
fE  Ax, 
A,  x,  -  h,,,  (xm) 
j 
9x.  0 
9E  0  PEI  0 
0  B, 
j 
0 
and  PE2  Br 
0 
The  following  assumption  is  considered 
Assumption  1  There  exists  a  control  law  such  that: 
lim  e(t)  =  constant 
+00 
Then  the  following  result  is  satisfied. 
(4.7) 
Lemma  4.1  Under  assumption  1,  if  the  control  law  is  such  that  the  extended  system 
Output  YE(t)  converges  to  zero  and  if  the  tracking  reference  model  input  z  is  a  constant, 
then  the  process  output  converges  to  z. 
Equation  (4.6)  represent  a  nonlinear  system  with  input  u,  subject  to  the  disturbance 
y  and  z  through  the  vectors  field  PE,  (X)  PE2(X)' 
Therefore,  the  problem  is  to  find  a  control  law  such  that: 
The  extended  system  output  yE  tends  to  zero. 
The  dynamics  of  the  output  YE  is  decoupled  from  the  process  output  y  and  the 
tracking  reference  model  z. 
Once  the  extended  system  (4-6)  has  been  defined,  the  usual  disturbance  decoup- 
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controller,  such  that  output  YE  tends  to  zero  and  is  completely  independent  of  the 
'disturbances'  Y  and  z.  The  feedback  control  necessary  for  this  has  the  form: 
U(IE)  ý--  Ct(XE)+#(XE)VE+^II(XE)Y+72(XE)Z  (4.8) 
The  conditions  required  for  the  existence  of  such  feedback  have  been  established 
in  [44].  In  the  present  case,  these  conditions  reduce  to  the  selection  of  the  regulation 
filter  and  the  tracking  reference  model  (4.3)  and  (4.2)  with  theirs  relative  degrees  at 
least  as  great  as  the  relative  degree  of  the  model  equation  (4.4): 
r,  ý!  r,,,,  r,  ý!  rm  (4.9) 
The  control  law  solving  this  problem  is  given  by  the  following  lemma: 
Lemma  4.2  A  control  law  that  solves  the  DDPM  for  the  extended  system  equation 
(4.6)  is  equation  (4.8),  with: 
L'  h,,,  (x,,  )  +  CtA'-'(A,,  xt  +  bz)  -  CAl'-I(A,  x,  -  b,  h,,  (x,,,,  )) 
Cf  (XE)  t 
r-I  --- 
e 
Lgm  Lfm  h  ..  (x  ..  ) 
NXE)  "'  r- 
1 
(4.10) 
Lgm  Lfm  1  h,,,  (x,,  ) 
-C,  Arý-lb  ee  ^11  (XE)  ".  LgmLfn 
-CrArm-lb  72  (XE)  "  r- 
rr 
LgmLfmlh,,  (xm) 
When  the  control  law  equation  (4.8)  is  applied  to  the  process  (4.1),  the  extended 
system  is  linearised  as  follows: 
hE(XE) 
Lf_,  hE(XE) 
L2  hE(XE) 
fE 
(4.12) 
ý(I') 
--"ý  -VE(XE) 
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In  order  to  place  the  poles  of  the  linear  part  such  that  the  controllable  and  observable 
part  of  the  extended  system  is  asymptotically  stable,  VE(XE)  is  chosen  as 
rm 
W)  W-  Y(i)  -  Ym  (4.13)  V(-'rE) 
-.,: 
Eai(Yr 
e 
i=O 
Where  the  coefficients  ai  form  the  Hurwitz  polynomial 
(s)  =  s`  +  ad-  1  J'n  -1+...  +  als  +  ao  (4.14) 
and  r(i)  indicates  the  i-th  derivative  of  r.  It  is  possible  to  see  that  if  VE(XE)  is  substi- 
tuted  in  the  rth-derivative  of  ý  in  equation  (4.13),  yields  a  linear  differential  equation 
for  the  expanded  output. 
rm 
Eai(y,  '-y,  '-y') 
m  i=O 
(4.15) 
Consider  that  the  initial  conditions  of  y,  y,  and  y,,  are  zero.  Taking  Laplace 
Transform  of  this  equation 
Y,  (S)  -  Y,  (s)  -  Ym  (S)  =0  (4.16) 
Consider  the  transfer  function  of  the  regulation  model  given  by: 
G,  (s)  = 
ko 
(4.17) 
sr-  +  kis'  +  ko 
and  defining  the  tracking  error  as  e,  (t)  =  y,.  (t)  -  y(t)  the  equation  (4.16)  becomes 
e,  (s)  =  (4.18) 
When  the  model  and  process  are  identical  e,  (s)  =  0.  In  other  case,  we  can  see  that 
the  tracking  error  tends  to  zero  if  e  is  bounded  and  G,  (s)  has  the  poles  with  negative 
real  part.  Clearly,  the  right  hand  side  of  (4.18)  would  converge  to  zero  with  a  rate 
determined  by  the  regulation  filter  dynamics.  Thus,  it  may  be  considered  that  the 
selection  of  the  regulation  filter  bandwidth  should  be  as  high  as  possible,  nevertheless, 
in  a  practical  situation  the  measurement  of  the  output  may  be  contaminated  with 
noise,  for  instance: 
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Where  C  denotes  a  measurement  noise,  thus  the  equation  (4.16)  may  be 
G,  (s)  ((y  (s)  +C  (s))  -  y,,,  (s))  -  y,,,  (s)  = 
rewriting  this  equation 
e,  (s)  =  G,  (s)  (c  (s)  +C  (s))  -c  (s)  (4.20) 
Therefore,  the  regulation  filter  would  have  to  be  designed  with  a  regulation  model 
bandwidth  higher  than  the  c  bandwidth  but  lower  than  the  noise  bandwidth.  Making 
some  manipulation  the  control  law  equation  (4.8)  becomes: 
(r  )_ 
U(XE)  :  --: 
3-1(XE)(-a(XE)  +  Yt  Yr(rm)  +  V(XE))  (4.21) 
With 
ßo  =  LgmL"",  -lh￿,  (x￿,  )  f. 
ao  =  Lf-h  (x￿,  ) 
f. 
r,  n-1 
V(XE)  ai(y()  -  y,  () 
r 
i=O 
Before  ending  this  section  the  relevant  aspects  of  the  control  structure  proposed 
can  summarised  as  follows: 
The  performance  and  robustness  properties  are  determined  independently.  In- 
deed,  the  closed-loop  system  performance  is  defined  by  selecting  an  appropriate 
reference  model,  in  the  same  manner  as  in  the  standard  model  matching  struc- 
ture  introduced  by  A.  Isidori  [44].  Whereas,  (some  of)  the  robustness  properties 
are  adjusted  by  an  independent  regulation  filter. 
Although,  the  controller  is  based  on  a  geometric  input-output  structure,  no  at- 
tempt  is  made  to  estimate  the  system  states.  Instead,  a  nominal  design  model 
(or  open  loop  observer),  together  with  a  regulation  filter,  is  used  to  estimate  the 
modelling  error  dynamics.  The  resulting  control  structure  is  much  simpler  to 
analyse  and  implement  than  the  control-observer  structures. 
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4.3  Case  study 
In  this  section,  a  positioning  controller  of  an  induction  motor,  based  on  structure 
reviewed  here  is  presented.  The  type  of  motor  considered  corresponds  to  a  squirrel- 
cage-induction  machine,  whose  dynamics  are  described  by  a  set  of  highly  nonlinear 
differential  equations  J.  Meisel  [61].  In  general,  the  control  of  this  type  of  machines  is 
very  difficult  to  achieve  through  conventional  linear  control  techniques.  Some  of  the 
difficulties  encountered  are  caused  by  the  severe  changes  of  the  rotor  resistance  during 
its  operation,  plus  its  inherent  nonlinear  behaviour. 
Several  applications  of  the  geometric  approach  to  nonlinear  control  to  the  induction 
motors  have  been  reported.  Among  these,  are  the  papers  of  A.  de  Luca  [19],  which  con- 
sidered  an  output  feedback  controller;  the  one  by  R.  Marino  et  al.  [561,  who  considered 
a  nonlinear  adaptive  control  structure  and  Kim.  Donf-II  et  al.  [23],  who  considered  an 
output  feedback  linearisation  approach. 
The  relevance  of  the  application  presented  in  this  paper  is  the  simplicity  of  the 
controller  when  compared  with  previous  designs,  moreover,  it  includes  a  mechanism 
which  allows  the  designer  to  improve  the  control  system  robustness. 
4.3.1  Induction  motor  dynamics 
Induction  motors  are  rugged  and  non-expensive  devices  compared  with  dc-motors. 
They  are  widely  used  in  the  industrial  environment  due  to  their  reliability,  comparative 
low  size  and  low  maintenance  requirements.  In  this  chapter  a  squirrel-cage-induction 
motor  (NEMA  D)  J.  Meisel  [61]  has  been  considered.  This  kind  of  machine  is  designed 
to  operate  under  torque  loads  and  have  a  high  starting  torque,  thus,  it  may  be  used 
as  positioning  device  under  appropriate  feedback  control.  In  order  to  develop  such 
feedback,  it  is  necessary  to  determine  its  main  dynamical  characteristics,  which  can  be 
represented  according  to  J.  Meisel  [61],  with  the  model  referred  to  as  'd-q'  model  J. 
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(R.  +  L,  p)  0  Mp  0 
Vds(t)  ids(t) 
(R.  +  L.  p)  0  Mp  0 
(t) 
0  (Ra  +  Lp)  0  MP 
i-q(t) 
(4.22) 
0  i,.  (t)  d  MP  nMw,.  (R,  +  Lýp)  nLrwr 
0  i,.  (t) 
9 
-nMw,.  Mp  -nL,.  w,.  (R,  +  Lp) 
T,  =  nM 
[is(t)ir(t) 
-  isir(t)(t)  (4.23)  dqqdI 
ibr  =  (-Dw.  +  Te)IJ 
4=  Wr  (4.24) 
With 
8=.  /,  -)  Vd  v,. 
Vcos(wt) 
V"  =  %42-V,  sin  (wt)  d 
where 
vd",  id'  Instantaneous  stator  direct  axis  voltage  and  current. 
8  Vq7  i'q'  Instantaneous  stator  quadrature  axis  voltage  and  current. 
il*,  il*  Instantaneous  rotor  direct  and  quadrature-axis  currents.  dq 
V,  Supply  voltage  amplitude. 
p  Operator  d1dt. 
w,  Rotor  angular  velocity. 
T,  Instantaneous  electromagnetic  torque. 
R,,  R,.  Stator  and  rotor  resistances.  R,  =60  ohms,  R,  =37.36  ohms. 
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Ls)  L,  Stator  and  Rotor  self-inductances.  L,  =1.699  h,  L,  =1.68  h. 
w  Excitation  frequency.  w=377  rad/sec. 
n  Number  of  pole-pairs.  n=2. 
J,  D  Equivalent  Inertia  and  viscous  friction.  J=-0186  kg_M2,  D=.  0261  newton-m- 
see/rad. 
Is,  1,  Stator  and  Rotor  leakage  inductances.  1,  =.  0991  h,  1,,  =.  0804  h. 
A  much  simpler  representation  can  be  derived  if  the  average  value  of  the  electro- 
magnetic  torque  is  considered.  In  this  case  the  motor  dynamics  reduce  to  J.  Meisel 
[611: 
TIM  - 
2nI?,  V,  2/  (wo) 
(R,  +  g/0)2  +  (W  (18  +  1,.  »2 
81  rewriting  and  letting  u=  V2 
(4.25) 
TI.  =f  (w,,.  )u  (4.26) 
where 
2nR,  /  (wO) 
(W"")  =  (R.  +  R,  /0)2  +  (W  (18  +  jr))2 
(4.27) 
The  control  input  is  the  voltage  amplitude,  V,,  =  Vu-.  Thus  the  mechanical  part  of 
the  motor  reduces  to: 
tbr..  =  (-Dw,.,,,  +f  (wr,,,  )u)/J 
qr  ý  w,,.  (4.28) 
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Where  0  in  (4.29)  represents  a  normalisation  of  the  slip  s,  which  can  be  written  as 
(4.30) 
w,  =  w/n  (4.31) 
Where  w,  is  defined  as  the  synchronous  speed  of  the  motor. 
Obviously,  the  model  described  by  equation  (4.28)  is  much  simpler  than  the  original 
d-q  model  defined  by  equations  (4.22),  (4.23)  and  (4.24).  Nevertheless,  sometimes 
this  approximation  is  sufficient  for  control  design  purposes,  even  in  the  presence  of 
parametric  disturbances,  e.  g.  variations  of  the  rotor  resistance.  A  control  system 
design,  able  to  tolerate  such  simplifications  and  parametric  disturbances  is  described 
next. 
4.4  Control  of  the  induction  motor. 
In  this  section,  a  positioning  control  for  the  d-q  induction  motor  described  by  equations 
(4.22),  (4.23)  and  (4.24),  is  presented.  The  control  design  has  been  obtained  in  terms 
of  the  simplified  model  equation  (4.28).  Thus,  the  relative  degree  of  the  motor  and  its 
model  are  the  same,  with  the  angular  position  as  output  variable  and  control  variable 
Vs.  Nevertheless,  the  torque  dynamics  has  been  neglected.  The  system  to  be  controlled 
is  shown  in  Figure  4.2,  where  the  block  labelled  motor  represents  equation  (4.27). 
Figure  4.2:  System 
The  control  law  equation  (4.21)  derived  from  the  model  equation  (4.28)  is: 
U=JD  Wr,,,  +  Yt2  -  Yr2  +  at,  (yt,  -  Yrl  -  w,,,  )  +  at,  (yt  -  y,.  -  q,,  )]  (4.32) 
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The  tracking  dynamics  have  been  selected  with  time  constants  equal  to  those  of  the 
mechanical  system,  given  by: 
(4.33)  yt,  =  -atlyt,  -  at,  yt  +  at,,  z,  ýt  =  Yti 
where  at,  =  4.0123  and  at,  =  4.0061 
The  regulation  dynamics  determine  the  robustness  of  the  system  with  respect  to 
model  uncertainty.  A  regulation  filter  with  a  very  large  bandwidth  will  allow  large 
discrepancies  between  the  motor  and  its  model,  but  the  influence  of  noise  measurement 
may  be  amplified.  In  the  present  case  the  regulation  filter  is defined  as: 
y;,,  =  -a,  ly,  l  -  a,,,  y,  +  aro-i  ýr  =  Yrl  (4.34) 
where  a,.,  =  100  and  a,.,  =  20 
Which  permitted  the  performance  of  positioning  changes,  with  no  significant  effects 
from  the  non  modelled  dynamics,  and  variations  up  to  50%  of  the  rotor  resistance. 
Some  simulations  results  are  shown  in  Figures  4.3-4-8. 
In  Figures  4.3  and  4.4  show  the  effect  of  a  discrepancy  in  the  value  of  the  gain 
model.  The  effect  of  an  increment  (50%)  in  the  rotor  resistance  value  is  shown  in 
Figures  4.5  and  4.6.  Meanwhile,  a  simulation  considering  a  reduction  of  50%  of  the 
rotor  resistance  is  shown  in  Figures  4.7  and  4.8. 
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4.5  Conclusions 
A  brief  review  of  the  TRRMCNL  (Tracking  and  Regulation  Reference  Model  Control  of 
Nonlinear  Systems)  controller  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  was  presented. 
The  TRMCNL  was  used  in  order  to  develop  a  positioning  control  system  for  an 
induction  motor,  where  the  input  control  was  the  stator  voltage  amplitude  E.  Liceaga 
and  I.  Siller  [54]. 
The  characteristics  of  the  TRRMCNL  allow  the  performance  of  the  closed  loop 
system  to  be  determined  by  a  tracking  or  reference  model,  in  the  same  manner  as 
in  the  standard  nonlinear  model  matching  structure.  Whereas,  the  robustness  with 
respect  to  non  modelling  dynamics  and  parameter  disturbances,  can  be  counteracted 
through  an  independent  regulation  filter. 
The  simulation  results  show  that  it  is  possible  to  ignore  the  electrical  torque  dynam- 
ics  from  the  design  model  without  affecting  considerably  the  positioning  capabilities 
of  the  closed  loop  system.  Moreover,  the  robustness  of  the  controller  was  proven  for 
changes  of  the  rotor  resistance  for  up  to  50%. 
The  TRRMCNL  can  control  systems  with  the  same  restrictive  assumptions  as  exact 
linearisation  feedback  control  reviewed  in  Chapter  2,  which  are: 
o  Affine  system 
e  System  with  stable  zero  dynamics 
9  Relative  degree  known 
Relative  degree  well  defined 
This  work  suggested  to  me  the  ideas  investigated  in  Chapters  5  and  6.  In  Chapter 
5  new  algorithms  are  presented,  which  remove  the  assumptions  given  above.  Equival- 
encies  between  the  TRRMCNL  and  the  new  algorithms  are  found  as  well  as  the  fact 
that  the  regulation  model  is  not  useful. CHAPTER  4.  ALVAREZS  CONTROL  OF  NONLINEAR  SYSTEMS 
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Nonlinear  Generalised  Predictive 
Control 
5.1  Introduction 
The  NGMV  is  an  extension  of  the  Generalised  Minimum  Variance  Control  (GMV) 
originally  derived  in  discrete-time  form  for  linear  systems  by  Clarke  and  Gawthrop  [12], 
[13]  and  in  continuous  time  by  Gawthrop  [29].  This  chapter  focuses  on  one  particular 
version  of  GMV,  the  model  reference  version  (Gawthrop  [281;  Gawthrop  [29])  is  recast  in 
a  state-space  form  for  nonlinear  systems.  As  an  intermediate  step,  a  new  algorithm:  the 
NPGMV  (Nonlinear  Predictive  Generalised  Minimum  Variance  Control)  is  developed 
making  use  of  the  concepts  of  receding  -  horizon  control  and  predictive  control,  for 
example  (Mayne  and  Michalska  [60];  Demircioglu  and  Gawthrop  [21]).  This  thesis 
provides  this  extension  as  a  step  towards  NCGPC. 
The  chapter  goes  on  to  develop  the  nonlinear  version  of  the  CGPC  with  the  following 
distinctive  features: 
*  It  provides  a  nice  way  of  handling  systems  with  unstable  zero  dynamics. 
It  has  the  ability  to  deal  with  systems  which  do  not  have  a  well  defined  relative 
degree. 
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*  It  considers  nonlinear  dynamic  systems  with  non-affine  state-space  representa- 
tion: 
i  (t)  =  (t),  u  (t» 
h 
The  Chapter  is  organised  as  follows.  First,  in  Section  2,  system  description  is  given. 
In  Section  3,  derivative  emulation  in  state-space  setting  is  developed.  In  Section  4,5 
and  6,  development  of  the  NGMV,  NPGMV  and  NCGPC  are  presented.  In  Section 
7,  nonlinear  systems  with  unstable  zero  dynamics  and  nonlinear  systems  with  not  well 
defined  relative  degree  are  treated.  In  Section  8  the  simulation  results  are  shown  in 
order  to  illustrate  the  theory.  Finally,  in  Section  9  the  conclusions  are  presented. 
5.2  System  Description 
This  chapter  considers  nonlinear  dynamic  systems  with  the  state-space  representation: 
i(t)  =  F(x,  u) 
y(t) 
=  (5.1) 
where  the  functions  F  and  h  are  smooth  (to  be  precise  differentiable  Ny  times  with 
respect  to  each  argument).  xE  RI  is  the  vector  of  the  state  variables,  uER  is  the 
manipulated  input  and  yER  is  the  output  to  be  controlled. 
A  special  case  of  equation  (5.1)  is  one  where  the  control  enters  in  a  linear  fashion. 
iW=  (x  W)  +g  (x  W)  uW 
y(t)  =  (5.2) 
where  F(x,  u)  =f  (x(t))  +  g(x(t))u(t).  Much  of  geometric  control  theory  (see,  for 
example,  Isidori  [44])  is  built  on  systems  of  the  form  of  equation  (5.2)  rather  than  that 
of  equation  (5.1).  However,  equation  (5-2)  has  no  particular  advantage  for  our  purposes 
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5.3  Derivative  Emulation 
The  GMV  and  GPC  controllers  for  linear  systems  are  based  on  taking  multiple  de- 
rivatives  of  the  system  output  with  respect  to  time.  In  principle,  this  procedure  can 
be  equally  well  applied  to  the  outputs  of  nonlinear  systems:  this  is  the  fundamental 
idea  behind  this  thesis.  It  is  also  the  basis  of  much  of  geometric  theory  of  nonlinear 
systems. 
The  notion  of  an  emulator  was  introduced  in  Gawthrop  [271  to  describe  the  dynamic 
systems  which  emulate  unrealisable  operations,  for  example  taking  derivatives  of  the 
output,  which  is  not  feasible  because  of  noise  amplification.  This  emulator  for  linear 
systems,  is  developed  by  making  use  of  the  fact  that  the  derivative  of  a  signal  in  the  time 
domain  corresponds  to  multiplication  by  s  in  the  Laplace  domain.  Linear  systems  can 
be  described  by  differential  equations  or  polynomials  in  the  Laplace  operator  s.  Unlike 
the  linear  case,  however,  the  nonlinear  systems  can  not  be  described  by  polynomials  in 
the  Laplace  operator  s,  they  can  just  be  described  by  differential  equations,  equation 
(5.1)  and  the  only  way  to  obtain  the  output  derivatives  is  as  follows: 
ü(t)  =  Lf  h(x) 
y 
(2)  L2  h(x)  f 
y  (r)  Lr  h(x)  +  LgL  r-1h(x)u(t)  ff 
y 
(r+  1)  (t)  Sl(x)+Ji(X)U(t)+LgLr-1h(x)ü(t) 
f 
y 
(r+2)  (t)  S2(X)+J2(X)U(t)+Ii(X)Ü(t)+L,  L  r-1  h(x)u  (2)  (t) 
f 
y(Ny)  (t)  s(Ny-r)(X)+J(N. 
-r)(X)U(t) 
+I(Ny-r)(X)Ü(t)  +  I(Ny-r+1)  (X)  U(2)(t)  +... 
+I(2(Nl, 
-r-1»(X)U(N? 
J-r-I)(t)  +  LgL  r-1h(x)u(NY-r)(t) 
f 
(5.3) 
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Ji  are  some  functions  of  x  (and  not  u).  These  output  derivatives  are  obtained  from  the 
system  of  equation  (5.2)  and  Ny  is  chosen  less  than  the  number  of  the  times  that  the 
output  has  to  be  differentiated  in  order  to  obtain  terms  not  linear  in  u.  In  this  case 
output  and  its  derivatives  can  be  rewritten  by: 
YN,  (t)  =  O(x(t))+H(x(t))u  (5.4) 
where 
Lf  h  (x) 
L2  h(x)  f 
0  Lf  h(x)  (5-5) 
S,  (x) 
S2  (X) 
-  Svv,  -,  )  (x)  1 
H= 
and 
000 
00...  0 
L  L"-'h(x)  00  9f  (5.6) 
JI(x)  LL"-'h(x) 
... 
0 
J2  (X)  I,  (X) 
... 
0 
JN, 
-,  -(X) 
IN, 
-, 
(X) 
...  L,  L'-lh(x)  f 
yNy  = 
[y  ý  y(2)  ...  Y(N  v  )]T  (5.7) CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  64 
[U  iý  U(2)  ...  U(N  it  _r)j 
T 
(5.8) 
If  Ny  is  not  chosen  as  described  above  or  the  system  is  described  by  the  equation  (5.1), 
output  derivatives  can  be  written  by 
YN,  (t) 
---: 
OGeri(X(t)tU(t))  (5.9) 
where,  OGen  is  a  more  general  form  of  the  function  YN,  (t).  It  is  possible  to  see  from 
equations  (5.4)  and  (5.9)  that  the  states  are  required,  which  are  not  always  available. 
For  this  reason  a  state  observer  is  needed.  Unlike  the  linear  case,  however,  there  is 
no  general  theory  of  state  estimation  for  non-linear  systems.  For  the  purposes  of  this 
thesis,  observers  are  taken  to  be  of  the  form. 
X^(t)  =  f(i(t))+g(i(t))u+L(!  (t))e(t) 
0(t)  = 
e(t)  =  (t)-y(t)  (5.10) 
Unlike  the  linear  case,  the  stability  of  such  an  observer  is  not  guaranteed  in  general  and 
its  design  is  non  trivial  (Walcott,  Corless  and  Zak  [75];  Hunt  and  Verma  [411).  Although 
observer  design  is  an  important  issue  for  the  algorithms  developed  in  this  thesis  it  is 
beyond  the  scope  of  this  thesis.  It  is  an  area  of  continuing  research  by  the  authors;  in 
particular  we  are  looking  at  physical  model  -  based  observers  (Gawthrop,  Jones  and 
MacKenzie  [34];  Gawthrop  and  Smith  [36]).  The  corresponding  emulated  Y(t),  'ý'(t), 
is  defined  as: 
"ý'N,  jt)  =  0(i(t))+H(!  (t))u 
or 
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where  1(t)  is  an  estimate  of  the  state  x(t).  An  open  loop  observer  can  be  used  when 
the  system  is  stable.  The  open-loop  observer  is  a  process  model  that  is  simulated  in 
parallel  to  the  process,  the  process  model  is  given  by: 
ýc￿,  (t)  =  F￿,  (x￿,  (t),  u(t» 
ym  (t)  =  Hn  (xn  (t)),  (5.13) 
where  the  function  F  and  H  are  smooth  (to  be  precise  differentiable  Ny  times  with 
respect  to  each  argument).  xE  R'  is  the  vector  of  the  state  variables,  uER  is  the 
manipulated  input  and  yER  is  the  output  to  be  controlled. 
Or  the  special  case 
il.  (t)  =  f.  (X.  (t»  +  gm  (x.  (t»  u  (t) 
y￿,  (t)  =  h￿,  (x￿,  (t»,  (5.14) 
where  xm  E  R'  is  the  vector  of  the  state  variables,  UER  is  the  manipulated  input 
and  y,,,  ER  is  the  output  to  be  controlled.  f,,,  and  g,,,  are  smooth  vector  fields  and  h 
is  a  smooth  function. 
5.4  Nonlinear  Generalised  Minimum-Variance  Con- 
trol  (NGMV) 
Generalised  Minimum  Variance  Control  (GMV)  was  originally  derived  in  discrete  time 
form  by  Clarke  and  Gawthrop  [12]  (see  also  (Gawthrop  [26];  Clarke  and  Gawthrop 
[13]))  (based  on  the  Self-tuning  Regulator  of  Astr6m  and  Wittenmark  [3]  and  more 
recently  in  continuous  time  form  (Gawthrop  [28],  [27]  and  [29]).  In  each  case,  GMV 
had  a  transfer  function  formulation.  As  discussed  by  Ordys  and  Clarke  [66]  in  the 
context  of  nonlinear  systems  the  state  space  approach  is  essential. CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  66 
5.4.1  Development  of  NGMV 
This  section  focuses  on  one  particular  version  of  GMV,  the  model-reference  version  of 
GMV  (Gawthrop  [26]  and  [29)).  In  the  state  space  formulation,  this  is  equivalent  to 
defining  the  unrealisable  vector  0(t)  given  by 
O(t)  :  --:  PYNI,  W  (5.15) 
and  its  realisable  emulated  version  0(t) 
PYN,  (t  (5.16) 
where 
p  ý-- 
[PO 
PI  ...  PNp]  (5.17) 
In  the  case  of  GMV,  Ny  =  Np.  A  corresponding  polynomial  can  be  defined  as: 
Np 
p(s)  =  Episi 
i=O 
(5.18) 
Because,  in  the  context  of  GMV,  Ny  =r  (the  relative  degree  of  the  system)  then 
only  u(t)  (not  its  derivatives)  will  appear  in  equation  (5.16).  Following  Gawthrop  [29], 
the  corresponding  NGMV  control  is  thus  implicit  defined  (at  each  time  t)  by: 
POGen(-4*  U(t))  :  --:  W  (5.19) 
where  w  is  the  set-point. 
This  equation  may  have  none,  one  or  many  solutions  depending  on  the  form  of 
POGenM*  u(t))  and  the  current  value  i(t).  In  general,  the  equation  must  be  solved 
numerically  online.  The  precise  conditions  for  solution  are  not  of  concern  here;  we 
merely  note  that  NGMV  is  not  a  practically  useful  controller,  because,  exact  model- 
matching  is  the  fundamental  problem  associated  with  NGNIV.  It  is  well  known  that 
exact  model-matching  implies  severe  restriction  on  the  process. CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  67 
However,  if  the  system  of  equation  (5.1)  has  the  special  form  of  equation  (5.2)  then 
(and  noting  that  Ny  =  r)  the  implicit  control  of  equation  (5.16)  becomes 
PO(i(t))  +  PH(I(t))u(t))  =w  (5.20) 
This  has  the  obvious  solution 
PO(I(t))]  (5.21) 
if  PH-'(i(t))  : /- 
5.5  Nonlinear  Predictive  Generalised  Minimum  Vari- 
ance  Control  (NPGMV) 
5.5.1  Development  of  NPGMV 
The  fundamental  problems  with  NGMV  are: 
*  the  need  to  know  the  system  relative  degree  r  precisely  and 
*  the  fact  that  it  cancels  system  zeros. 
To  some  extent,  this  can  be  overcome  using  control  weighting  (Clarke  and  Gaw- 
throp  [12];  Gawthrop  [26];  Clarke  and  Gawthrop  [13];  Gawthrop  [29]);  however,  this 
requires  detailed  design  in  its  own  right  and  is  not  considered  further  here. 
The  approach  used  here  is  to  combine  the  twin  concepts  of  receding  -  horizon 
control  and  predictive  control  in,  for  example  (the  Generalised  Predictive  Control 
of  Clarke,  Mohtadi,  and  Tuffs  [15]  and  the  corresponding  continuous  time  version  of 
Demircioglu  and  Gawthrop  [211;  Demircioglu  and  Gawthrop  [22)).  This  section  presents 
a  new  algorithm  based  on  these  ideas  which  is  developed  in  a  state-space  context. 
There  are  five  distinct,  but  related  concepts  associated  with  the  predictive  control 
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*  prediction, 
*  Taylor  series  expansion, 
*  moving-horizon  control, 
9  control  constraints  (within  the  moving  horizon  time-frame), 
9  optimisation. 
Prediction  of  0(t)  by  Taylor  series  expansion 
In  a  continuous-time  formulation  (Demircioglu  and  Gawthrop  [21)  )  prediction  is  ap- 
proximated  by  a  Taylor  series  expansion  of  the  system  output  y;  here  this  concept  is 
extended  slightly  to  use  a  corresponding  expansion  of  0.  The  predictor  is  a  function  of 
T  into  the  future  and  is  approximated  by  a  Taylor  series  truncated  as  follows. 
0(t,  T)  =  0(t)  +  ý(t)T  + 
0(2)  (t) 
T2 
++  O(No)(t)  TNO. 
(5.22)  Y!  No! 
or 
, O(t,  T)  =  T(T)4,  (t)  (5.23) 
where 
T=  1T 
T' 
... 
TIO 
(5.24) 
1 
2!  No! 
and 
e(t)  = 
[0  ý  o(2) 
... 
o(N  IT 
(5.25) 
Following  Demircioglu  and  Gawthrop  [21],  the  unrealisable  derivatives  in  equation 
(5.23)  are  replaced  by  the  emulated  versions  to  give: 
ý  (t,  T)  =T  (T)  4)  (t)  (5.26) CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL 
where  4,  (t)  is  given  in  terms  of  the  state  estimate  of  equation  (5.10  )  by: 
-ý(t)  =  rii, 
where  Ny  =  No  +  Np  and  rl  is  the  No  +1xN.  +1  matrix  given  by: 
PO  PI  P2  ...  Pn  0  0  0 
... 
0 
0  Po  Pi  ...  Pn-I  Pn  0  0 
... 
0 
0  0  Po  ...  Pn-2  Pn-1  Pn  0 
... 
0 
0  0  0 
... 
0  0  0  Po  ...  Pn 
Prediction  of  Reference  Trajectory  by  Taylor  series  expansion 
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(5.27) 
(5.28) 
The  objective  of  the  control  is  to  drive  the  predicted  output  y(t)  along  a  desired  smooth 
path  to  a  setpoint  w.  Such  a  path  is  called  a  reference  trajectory.  The  reference 
trajectory  y,.  (t)  is  the  output  of  the  reference  model  represented  by 
i,  =  Arxr  +  Brw 
Yr  =  CrXr,  (5.29) 
where  X.  E  R'r,  Ar  E  Rnrxn,.,  Br  E  Rnrxl,  Cr  E  Rlxnr,  WER. 
In  order  to  define  the  predicted  output  of  the  reference  trajectory  yr  (t,  T)  a  trun- 
cated  Taylor  series  is  used,  obtaining: 
rp2 
(2)  + 
... 
+  y(N,, 
)  Tl, 
y,  (t,  T)  =  y,  (t)+grT+y,. 
r 
(5.30) 
2!  Ny! 
where  the  derivatives  are  easy  to  obtain  from  the  reference  model  simulation.  Rewriting 
this  equation 
T  (T)  w,  (t)  (5-31) 
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[y,  Vr  Y(2)  ...  y(Ny)] 
T 
W,  W=rr 
Another  possibility  is  to  choose  w,.  as  Demircioglu  and  Gawthrop  [21]  did  it 
w,  (t)  =  Roy(t)  +  R(w  -  y(t)) 
70 
(5.32) 
(5.33) 
where  R  is  a  column  vector  containing  the  Markov  parameters  of  a  reference  dynamic 
system  and  RO  has  first  element  1  and  the  rest  0.  Both  R  and  Ito  have  the  same 
dimension  Ny  +  1.  A  particularly  simple  case  arises  when  the  reference  is  just  a  unit 
gain  and  so  R=  Ito: 
w,.  (t)  =  Row  (5.34) 
Moving  Horizon  Control  and  Cost  Function  Optimisation  with  constraints 
The  concept  of  moving  -horizon  control  has  been  discussed  in  detail  elsewhere  (Mayne 
and  Michalska  [60]).  The  basic  idea  is  to  design  with  a  moving  time  frame  located  at 
time  t  regarding  1(t)  as  the  initial  condition  of  a  state  trajectory  x*  (t,  T)  driven  by  an 
input  u*  (t,  T)  together  with  associated  predicted  outputs  y*  (t,  T)  and  0*  (t,  T).  None  of 
the  starred  variables  have  a  direct  relationship  with  the  actual  variables,  in  particular 
u  (t  +  T)  :?  ý  u*  (t,  T)  except  when  T=0. 
Within  this  moving  time  frame,  the  predicted  value  of  0  at  time  T  is  given  by  an 
equation  of  the  same  form  as  equation  (5.26) 
0*(t,  T)  =  T(T)(ý(t)  =  T(T)rIC)G￿￿(i(t),  u"(t,  0»  (5.35) 
Following  Demircioglu  and  Gawthrop  [2  11,  the  control  u*  (t,  T)  within  the  moving 
frame  is  constrained  to  be  a  polynomial  of  order  N.  function  of  time.  The  optimisation 
problem  can  now  be  formulated  as  the  minimisation  with  respect  to  u*N.  (t,  0)  of  the 
non  -  dynamic  cost  function: CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  71 
JNPGMV  (U%  (t,  0»  =1  (0*  (t,  T)  _  W*  (t,  T»2 
2 
=1  [IIOGien(i(t)i  Uk  (ty  0»  _  Wl.  (t)]T 
2 
TT  T[IIOG￿,  (i(t),  uý,  (t,  0»  -  w.  (t)]  (5.36)  Nu 
The  control  is  calculated  by  setting  u(t)  =  u*  (t,  0),  the  first  element  of  u%  (t,  0) 
obtained  by  the  minimisation  of  the  cost  function. 
This  is  discussed  further  (and  an  example  given)  by  P.  J.  Gawthrop,  H.  Demircioglu 
and  I.  I.  Siller-AlcalA  [33]. 
5.6  Nonlinear  Version  of  CGPC 
5.6.1  Development  of  the  NCGPC 
The  development  of  the  NCGPC  will  be  carried  out  following  the  receding  horizon 
strategy  of  its  linear  counterpart,  which  principles  can  be  surnmarised  as  follows: 
1  Predict  0  over  a  range  of  future  times. 
2  Assuming  that  the  future  setpoint  is  known,  choose  a  set  of  future  controls  which 
minimise  the  future  errors  between  the  predicted  future  output  and  the  future 
setpoint. 
3  Use  the  first  element  u(t)  as  a  current  input  and  repeat  the  whole  procedure  at 
the  next  time  instant;  that  is,  use  a  receding  horizon  strategy. 
Cost  Function  Minimisation 
Given  a  predicted  output  over  a  time  frame  the  CGPC  calculates  the  future  controls. 
The  first  element  u(t)  of  the  predicted  controls  is  then  applied  to  the  system  and  the 
same  procedure  is  repeated  at  the  next  time  instant.  This  makes  the  predicted  output 
depend  on  the  input  u(t)  and  its  derivatives,  and  the  future  controls  being  function  of CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  72 
u(t)  and  its  Nu-derivatives.  The  CGPC  of  Demircioglu  and  Gawthrop  [211  does  not 
use  the  polynomial  P.  This  chapter  provides  the  derivation  of  the  more  general  case 
based  on  NPGMV.  The  NCGPC  will  be  a  direct  generalisation  of  the  NPGMV  of  the 
previous  section. 
The  NPGMV  cost  function  focuses  on  a  single  time  instant  T.  In  contrast,  the 
NCGPC  cost  averages  the  error  over  time  intervals 
T,  <T<T2  (5.37) 
The  cost  function  is: 
TO 
f-w;  (t,  T)]2dT 
71  [0*  (t,  T) 
T 
(5-38) 
where  T  =prediction  horizon. 
With  the  substitution  of  equations  (5.35)  and  (5.31)  the  cost  function  becomes 
T 
Uý 
u 
(t,  0»  _  Wr]T  TT  T[rIOGen(i(t)i  Uýu  (te  0» 
-  W,  ]dT 
T, 
or 
Wr]TT  Wi  J=  [IIOGen(i(t)7Uý.  (te0» 
y 
[IIOGen(i(t)2Uý.  (ti0»  ]dT  (5.39) 
where 
T, 
y  =f 
T12 
TT  TdT  (5.40) 
ITI 
the  ijth  element  of  Ty  is: 
1  -1  i+j  Ti+j  -T  (5.41)  Tyij 
1)!  (j  -  1)!  (i  +j-  1)! 
This  non-dynamic  optimisation  problem  equation  must  be  solved  numerically  for  uý.  (t,  0) 
at  each  time  t.  The  implications  of  this  are  discussed  further  (and  an  example  given) 
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5.7  Nonlinear  Systems  with  Unstable  Zero  Dynam.  - 
ics 
All  input-output  linearisation  strategies  are  restricted  to  non-linear  systems  with  stable 
zero  dynamics.  The  concept  of  nonlinear  zeros  presented  by  Byrnes  and  Isidori  [8] 
is  used  in  Kravaris  [471  to  interpret  input-output  linearization  state  feedback  as  a 
nonlinear  analogue  of  placing  poles  at  the  process  zeros,  this  was  reviewed  in  Chapter 
3.  Consider  an  invertible  transformation 
ti(x) 
C=  T(x)  = 
tn-r  (X) 
h(x) 
Lf  h  (x) 
L2  h(x)  f 
Lr-lh(x)  f 
that  transforms  the  equation  (5.2)  into  Byrnes-Isidori  canonical  for 
ý,  =  Fj(ý,,  --- 
G-bW 
ý. 
-r  ---: 
Fn-r(69 
iG-riG-r+lv 
G-19  G) 
G-r+2 
G 
(5.42) 
Lh(x)+LgLfh(x)u(t)  (5.43)  f 
Y=  en-r+i  (5.44) 
The  first  n-r  equations,  represent  the  dynamic  zeros.  The  y=  &'_r+1  is  affected 
by  the  zero  dynamics  through  the  right-hand  side  of  the  nth  equation.  Therefore,  in CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  74 
order  to  cancel  the  zero  dynamics,  we  need  a  state  feedback  that  makes  the  right-hand 
side  of  the  nth  equation  a  function  of  ...,  ýn  and  v.  It  is  requested  to  be  a  linear 
function 
L"h(x)+LgLfh(x)u(t)  =1  (5.45) 
01  (V  -  floe.  -,  +i  ----- 
This  leads  to  the  closed-loop  system 
ý,  =  (ei 
3  ien-r)Zn-r+It 
Zn-1)Zn) 
=  F,,,  (ýIj  iG-r, 
G-r+b  G-býn) 
ý. 
-r+l  ý--  G-r+2 
ý--l 
=G 
en-r+l  ----- 
ýr--1 
en  +1V  (5.46) 
ß,  -  ß,  -  ß,  - 
It  is  possible  to  see  the  output  is  completely  unaffected  by  the  first  n-r  equations. 
Equation  5.45,  can  be  written  in  terms  of  the  original  variables  as 
v-  Er  I  #iL'h(x) 
U  (t)  =,:  = 
r-I 
f  (5.47) 
#rLgLf  h(x) 
This  is  the  control  law  required  to  cancel  the  zero  dynamics.  The  NCGPC  leads  to 
this  control  law,  when  the  following  assumptions  are  considered. 
Assumptions  (NCGPC) 
*  The  system  is  described  by  equation  (5.2). 
0 
o  N,,  =  Ny  -  r. 
*  State  feedback  is  considered  so  that  i=x. 
Under  these  assumptions  the  cost  function  equation  (5.39)  becomes: 
J(u*(t,  0»  =  [O(x(t»  +  H(x(t»u  - 
W,.  (t)]T 
Ty[O(x(t))  +  H(x(t))u  -  w,  (t)]  (5.48) CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  75 
and  the  minimisation  results  in 
T  TT  *  (t,  0)  =  [H  THI-'H  [w,.  -  0]  (5.49)  UN. 
Defining 
K=  [H 
TTT  TH]  -11IT  TTT  (5.50) 
As  explained  above,  just  the  first  element  of  u*  (t,  0)  is  applied.  Then,  the  first  row 
of  K,  which  will  be  called  k,  the  control  law  is  given  by 
(t,  0)  =  k[W,.  - 
The  matrix  H  can  be  decomposed  as 
(5.51) 
H 
H, 
(5.52) 
H2 
I 
H,  is  a  zero  matrix  with  dimension  rx  (Ny  -r+  1),  and  H2  is  a  lower  triangular  matrix 
with  dimension  (Ny  -r+  1)  x  (Ny  -r+  1),  of  the  following  form. 
L  L"-lh  x 
_q  f 
Ji(x) 
H2  J2  (X) 
JNy-r(X) 
00 
LgL'i-lh(x) 
... 
0 
Ii  (x) 
...  0  (5.53) 
f  (x) 
-  The  matrix  T.  is  decomposed  as 
TY  = 
TYII  TY12 
(5.54) 
TY21  TY22 
I 
where 
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TV12  isrx  (Ny-r+l) 
TY21  is  (Ny  -r+  1)  xr 
TY22  is  (Ny  -r+  1)  x  (Ny  -r+  1) 
Equation  (5.50)  can  now  be  written  as 
K=  Hý 
I  IT; 
22 
1TY21  I] 
76 
(5.55) 
I  is  the  unitary  matrix  with  dimension  (Ny  -r+  1)  x  (N.  -r+  1).  The  first  row  of 
the  inverse  of  H2  will  be  as  follows 
h2 
--.:  [lIL_,  L"-lh(x)  0  ...  0]  (5.56) 
As  explained  above,  just  the  first  element  of  u*(t,  0)  is  applied.  Then,  the  first  row  of 
K  will  be  needed,  which  will  be  called  k  is  given  as 
k= 
[tI  t2 
... 
t'.  10 
... 
01  (5.57) 
LgLf-  h(i) 
where  tj  t2 
...  t,.  are  the  elements  of  the  first  row  of  T;  -'TY21.  They  are  nonlinear  12 
functions  of  T  and  the  row  vector  has  dimension  1xr. 
Thus,  the  control  law  is  given  by 
ti+,  L'  h(x)  (tipo  ---t,  p,  -I)(w  -  Y)  -  Eý-l  f 
u 
(t) 
LgLr-  (5.58) 
f 
'h(x) 
which  can  be  rewritten  as, 
(w  -  y(t))  -  E'j.  I  PiPf  h(x) 
u  (t) 
r- 
J= 
1 
(5.59) 
0,.  LgLf  lh(x) 
where 
Or  :  --  1/(tlPO  +  t2PI  ...  trPr-1)  (5.60) 
A  ti+ll(tIPO  +  t2P1 
... 
trPr-1)  i 
--ý 
(5.61) 
We  can  notice,  that  incredible  as  it  may  seem,  large  Ny  does  not  require  a  bigger 
computational  effort,  because  as  we  can  see  from  (5.59) 
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the  r-first  derivatives,  thus  the  rest  of  the  derivatives  only  have  influence  in  obtaining 
the  parameters  of  ti,  which  just  depends  on  T.  Moreover,  Ny  can  be  chosen  as  the 
smallest  predictor  order.  Which  is  such  that  the  predicted  output  depends  on  u(t). 
The  relative  degree  r  of  the  system  is  exactly  equal  to  the  number  of  times  the  output 
has  to  be  differentiated  in  order  for  the  input  to  explicitly  appear.  Because  of  this,  the 
relative  degree  r  will  be  the  smallest  predictor  order  Ny. 
We  can  see  that  choosing  v=w-y  the  equation  5.59  becomes  into  equation  (5.47). 
Therefore,  when  Nu  =  Ny  -r  the  NCGPC  leads  to  a  linearisation  state  feedback,  which 
cancels  the  zero  dynamics. 
It  is  well  known  that  the  closed  loop  system  (5.46)  does  not  guarantee  internal 
stability;  the  states  ý1,  ...,  G-,.  may  go  unstable  even  if  the  subsystem  of  the  last  r 
state  equations  is  stable.  However,  if  the  zero  dynamics  are  stable,  the  input-output 
stability  guarantees  internal  stability  of  the  closed-loop  system  (See  Sections  2.4  and 
3.4.  This  is  analogous  with  the  linear  results:  placing  poles  at  the  process  zeros  does 
not  destroy  internal  stability  if  the  zeros  are  in  the  open  left  half  plane.  This  fact  is  used 
in  nonlinear  systems  in  order  to  control  non-minimum  phase  systems.  Therefore,  the 
system  is  required  to  be  factored  in  minimum-phase  and  the  nonminimum-phase  parts 
and  just  the  first  one  is  used  for  purpose  of  control  design.  F.  III  Doyle  [42],  developed 
two  approaches  to  control  nonminimum-phase  system,  in  the  first  approach,  a  partial 
linearisation  is  made  which  preserves  stability  by  using  an  approximate  stable/anti- 
stable  factorisation.  The  second  one  is  an  inner-outer  factorisation  approach,  which 
derives  a  minimum-phase  nonlinear  system  P,,,  with  the  following  characteristics: 
i  Poles  of  the  linearisation  of  the  original  system  around  a  given  equilibrium  point 
=Poles  of  the  linearisation  of  P..  around  the  same  point  (along  the  whole  equi- 
librium  manifold), 
ii  Zeros  of  the  linearisation  of  the  original  system  around  a  given  equilibrium  point 
="  reflection  "  of  the  zeros  of  the  linearisation  of  P..  around  the  same  point 
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iii  Static  gain  of  the  original  system  =  Static  gain  of  P,,,. 
This  approach  is  just  applied  on  maximally  nonminimum-phase  systems  (i.  e.,  systems 
with  all  zeros  of  the  linearisation  of  P  around  the  equilibrium  point  to  be  in  the  right- 
hand  plane),  due  to  (ii). 
Another  technique  used  to  control  nonminimum  phase  systems,  is  based  on  an  ap- 
proximation  of  non-minimum  phase  systems  by  minimum  phase  systems,  L.  Benvenuti 
et  al  [5].  A  modification  of  the  output  of  nonlinear  system  is  made  by  using  a  trans- 
formation  performed  on  the  Jacobian  linearisation  of  the  system.  This  transformation 
removes  the  right-half  plane  zeros  while  left-half  plane,  zeros  remain  in  their  original 
positions.  This  approach  can  deal  with  a  nonlinear  system  whose  linearisation  pos- 
sesses  real  right-half  plane  zeros.  They  cannot  deal  with  system  whose  linearisation 
possesses  complex  zeros. 
NCGPC  has  two  main  advantages.  The  first  advantage  is  that  it  can  constrain 
the  predicted  control  through  N.,  when  N,,  =0  the  predicted  input  is  constrained  to 
be  constant  in  the  future.  It  is  possible  to  infer  that  u(t)  is  indirectly  constrained  by 
N,,.  Additionally,  the  response  becomes  slow  and  the  control  is  not  very  active,  this 
fact  will  be  illustrated  by  simulations.  The  second  advantage  is,  when  Nu  <  Ny  -r 
the  cancellation  of  the  zero  dynamics  does  not  occur  with  the  NCGPC.  Therefore,  the 
internal  stability  is  preserved. 
Here  is  presented,  for  the  first  time,  a  nonlinear  controller  derived  on  the  basis  of  the 
predictive  control,  which  was  not  derived  with  the  objective  to  cancel  the  nonlinearities 
as  the  feedback  linearisation  techniques.  Therefore,  it  can  control  systems  with  unstable 
zero  dynamics  as  mentioned  above. 
5.8  Systems  with  not  Well  Defined  Relative  Degree 
The  application  of  geometric  linearisation  theory  has  permitted  the  extension  of  the 
applications  of  linear  control  algorithms  to  nonlinear  systems.  It  is done  by  using  the 
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a  nonlinear  input-output  system  into  a  linear  input-output  system;  then  a  linear  control 
design  algorithm  is  applied  to  the  linearised  model.  However,  the  applicability  of  the 
linearisation  algorithm  fails  when  the  system  has  singular  points,  this  happens  when 
L,  Lr-lh(x)  5A  0  for  x0  xo  but  LgLr-lh(xo)  =  0.  These  can  be  viewed  as  regions  ff 
where  the  relative  degree  can  not  be  defined  (See  Section  2.3).  This  problem  can  be 
overcome  using  control  weighting  (Clarke  and  Gawthrop  [12];  Gawthrop  [26];  Clarke 
and  GawthroP  [13];  Gawthrop  [29]).  The  control  weight  A  in  the  cost  function  J  plays 
a  very  important  role  because  it  can  stop  the  singularity  condition  in  the  control  law, 
but  it  does  not  ensure  stability. 
The  following  assumptions  needs  to  be  made  in  order  to  get  the  above  objectives: 
Assumptions 
*  The  system  is  described  by  equation  (5-2). 
*  stable  zero  dynamics. 
*  N.  =Ny-r. 
0 
o  The  trajectory  reference  is  given  by  equation  (5.32). 
9  Ny  =  r. 
0 
JNPGMV(U*(ti  0)) 
=  [y;  (t,  T)  -  y*(t,  T)]'  +  A[u*(t,  0)]l 
Under  these  assumptions  the  cost  function  becomes: 
JNPGMV  W  (t)  0»  =  [y,  (t) 
_0 
(X  (t»  +H  (X  (t»  U*  (t,  0)  ]T 
TT  T[y,  (t)  _  0(X(t»  +  II(X(t»U*(t,  0)]  +,  \[U*(t,  O)]2  (5.62) 
and  the  minimisation  results  in  the  following  control  law: 
(r)  r  r-  Tl*  [(y,.  -  y)  +  Lf  h)T  +  (y  -L  h)!  -]L  L  lh 
U(t)  r- 
rf9f  (5.63) 
A+[L.  gL 
'hL-]2  f  r! 
In  order  to  see,  the  role  of  the  A,  some  approximations  made  by  [69]  are  recalled: CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  80 
As  I  Z!  LgL"-'h(x)  I>>  A,  when  the  system  is  relatively  far  from  any  singular  r!  f 
point,  then, 
(y,  -  y)  +  Lf  h)T  +...  +  (y(")  -  L'h) 
uL  Lý-'h 
Tr 
rf  (5.64) 
91r! 
r  But,  when  I  Z-L_qL'*-1h(x)  j<  A,  when  the  system  is  very  close  to  any  singular  r!  f 
point,  we  have 
u(t)  0  (5.65) 
This  case  is  related  directly  to  the  control  introduced  by  D.  Rangel  [69],  who  has 
made  a  modification  into  the  nonlinear  state  feedback  control  adding  the  control  weight. 
Nevertheless,  it  is  sometimes  difficult  to  find  A.  Making  use  of  N,,  the  NCGPC  allows 
another  solution,  if  N.  <  Ny  -  r,  the  problem  of  singularity  points  is  also  removed. 
5.9  Simulation  Study 
In  order  to  show  the  effectiveness  of  the  proposed  controller  and  to  study  the  effects  of 
the  NCGPC  design  parameters  (Ny,  N,,,  T1,  T2,  R,,  IRd)  simulations  will  be  presented 
where  polynomial  P  is  chosen  equal  1.  The  examples  used  in  the  simulation  are  as 
follows: 
Example  1: 
XI  ---:  -XI  -  X2 
ý2  =  exp(-X2)  -1-U 
XI 
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il  ý  -Xl  +  X2 
: ý2  « 
2 
=  -3X2  +  Xi  +  2u 
i3  =  x,  -  2x3 
±4  = 
2 
-X4  +  X3 
x,  - 
3X3 
Example  3: 
-XI  +  X2 
2  ±2  =  -3X2  +  Xi  +  (2  +  sin 
2  (X4»U 
-+3  =  x,  -  2x3 
2  14  -X4  +  X3 
x,  - 
3X3 
Example  4: 
il  :  --:  X2 
i2  :  --  -x,  - 
2X2  +  X3  +  10X4  +  X3X4  +U 
ýý3  =  -2x,  - 
3X2  +  X3 
X2  i4  =  -X4  + 
-3  2 
y=  Xi 
Example  5: 
2 
13  -  12 
ýý2  ý  -X2  -U 
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5.9.1  The  predictor  order  Ny 
As  we  explained  before,  the  future  output  is  approximated  by  an  N'h  order  truncated  Y 
Maclaurin  series.  It  is  clear  that  Ny  needs  to  be  chosen  such  that  a  good  approximation 
can  be  obtained  over  the  range  in  which  T  varies.  We  will  chose  Ny  so  that  a  good 
approximation  of  the  open-loop  system  step  response  over  the  range  0<T<  T2  is 
obtained. 
The  system  considered  in  order  to  illustrate  the  variations  of  Ny  is  example  1.  The 
derivatives  of  the  output  are  given  by 
ý 
---:  -Xl  -  X2 
(2) 
=  XI  +  X2  -  exp(-X2)  +1+U 
y(3)  ":  -XI-X2+(exp(-X2)-l-u)(l+exp(-X2))+it 
We  can  see  from  the  figure  5.1,  that  if  Ny  =  3,  the  approximation  will  be  poor  if 
T>1  and  so  Ny  >3  if  T  is  to  be  chosen  greater  than  1.  As  we  concluded  before  if 
N.  =  Ny  -  r,  the  control  law  is  independent  of  the  last  Ny  -r  derivatives.  Then  it 
is  possible  to  calculate  the  parameters  fli  considering  the  largest  Ny,  without  the  use 
of  the  remaining  derivatives.  We  will  consider  this  case,  in  all  the  processes,  except  in 
the  nonminimum  phase  systems. 
5.9.2  The  maximum  prediction  horizon  T2 
Example  1  is  chosen  to  illustrate  the  effects  of  T2.  In  this  simulation  Ny  =  3,  N.  = 
Ny  -r=1,  &IRd  =  11(s  +  1)  and  T,  =  0.  Variations  of  T2  are  chosen  to  vary  from 
.  5, 
1,2  and  3.  Figures  (5.2),  (5.3)  and  (5.4)  illustrate  the  effects  due  to  these  variations. 
We  can  infer  from  the  simulations  that  the  small  value  T2  corresponds  the  fastest  step 
response.  The  figures  show  as  well  that  the  response  becomes  slower  and  poles  move 
towards  the  origin  as  T2  increases.  In  this  simulation,  a  perfect  model  is  considered, 
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0.5 
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Ny.  2-> 
Y(t) 
Ny-3-> 
0  02  0.4  0.6  0.8  1  1.2  1.4  1.6  1.8  2 
Figure  5.1:  Examplel:  Illustration  of  Ny 
-tput  y 
'0  123456789  10 
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input  u 
T..  5 
TT 
0123456789  10 
Figure  5.3:  Example  1:  The  effects  on  u  when  T2  is  varied 
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5.9.3  The  Control  order  N,, 
The  control  order  has  the  function  to  constrain  the  predicted  input  u,  *  (t,  T).  When 
Nu  =0  the  predicted  input  is  constrained  to  be  constant  in  the  future,  when  NU  =1  the 
predicted  input  will  be  a  ramp.  We  can  say  that  u(t)  is  indirectly  constrained  by  Nu. 
As  in  CGPC,  a  small  value  of  Nu  gives  less  active  control  u(t)  and  slow  output  response. 
We  will  use  the  example  1  to  illustrate  this,  the  design  parameters  are  Ny  =  3,  Nu  =0 
and  Nu  =1R,,  IRd  =  11(s  +  1).  From  Figures  (5.5)  and  (5.6)  that  smaller  value  of 
Nu  gives  less  active  control  u(t)  and  slow  output  response.  We  are  going  to  analyse  in 
detail,  the  effects  when  Nu  <  Ny  -  r. 
GUW 
0.9- 
0.8- 
-Yr 
0.7- 
0.6-  -Y  when  Ny-3  and  Nu.  1 
0.5- 
0.4- 
<-Y  when  Ny-3  and  Nu.  0 
0.3- 
0,2- 
0.1 
n 
10 
Figure  5.5:  Example  1:  The  effects  on  y  when  N.  is  varied 
5.9.4  The  Reference  Model  R,,  IRd 
The  Reference  Model  R,,  IRd  can  either  be  used  to  penalise  the  overshoot  or  as  an 
approximate  model.  The  NCGPC,  as  CGPC  control  law,  tries  to  match  the  system 
output  to  the  reference  model  output.  But,  it  is  not  possible  to  get  exact  model. 
following,  since  the  NCGPC  only  changes  the  closed-loop  pole  locations.  A  good 
choice  for  R,,  IRd,  is  a  first  order.  When  the  parameters  are  chosen  as  N,,  =  Ny  -r  and 
RýlRd  as  a  first  order,  the  NCGPC  places  one  of  the  closed-loop  poles  at  the  pole  of CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  86 
Figure  5.6:  Example  1:  The  effects  on  u  when  Nu  is  varied 
Rd,  the  rest  away  from  the  imaginary  axis,  (T2  gives  the  distance).  It  is  possible  to  get 
a  very  close  model-following  by  choosing  the  right  T2.  Figures  (5.7)  and  (5.8)  show  the 
simulation  results  ,  where  the  example  1  is  used,  N.  =  1,  Ny  =  3,  R"IRd  =  1/(S  +  1) 
and  T2  =  1.  We  can  see  that  the  one  of  the  closed-loop  poles  is  placed  at  -1  and  the 
overshoot  is  removed.  When  X,  <  Ny  -r  it  is  not  possible  to  get  a  close  following- 
model,  instead  of  this,  R,,  IRd  just  penalises  the  overshoot.  This  case  will  be  studied 
later. 
5.9.5  Simulation  Results  when  N,,  <  Ny  - 
Example  1  is  again  chosen  as  before.  The  design  parameters  are  Ny  =  3,  N.  =  0, 
T2 
=1  and  R,,  IRd  =  11(S  +  1)- 
y(t)  = 
W)  =  Y, 
y(2)  (t)  =  Y2+U 
y(3)  (t)  "*:  -X2))  +  1ý  "  Y3  -  u(l  +  exp( CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  87 
outputs  y 
1.2  11111 
Y  without  RrVRd 
I- 
0.8 
0.6- 
<-Y <-y 
Poles.  -1,  -5 
0.4- 
Yr 
0.2- 
n. 
r,, 
-  --  --  -  -0  1234567a9  10 
Figure  5.7:  Example  1:  The  effects  on  y  when  R,,  IRd  is  used 
Input  u 
_0  123456789  10 
Figure  5.8:  Example  1:  The  effects  on  u  when  R,,  IRd  is  used CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  88 
YI  -XI  -  X2 
Y2  XI  +  X2  -  exp(-X2) 
Y3  -XI-X2+(exp(-X2)-l)(l+exp(-X2)) 
The  control  law  is  given  by 
u  (t)  =  (k2  (X) 
- 
k3  (X)  + 
k4  W)  (Z 
-  V)  - 
k2  W  YI  - 
k3  (X)  Y2  - 
k4  W  Y3 
where,  k2,  k3  and  k4  are  function  of  x  due  to  H=  [1,  -  (1  +  exp(-X2)]'.  The  simulation 
result  is  shown  in  Figures  (5.9)  and  (5.10) 
-tput  Y 
0-8- 
0.7- 
0.  'l 
0.5 
D.  1  HI 
1 
Figure  5.9:  Example  1:  output  when  Ny  =3  and  N.  =0 
5.9.6  Nonlinear  Systems  with  Unstable  Zero  Dynamics 
Example  2  was  treated  by  [40],  it  has  a  well  defined  relative  degree  r=2  and  unstable 
zero  dynamics  given  by 
: ý3  =  x,  -  2x3 
2 
-X4  +  X3 
The  output  derivatives  are  given  by 
y(t)  =  x,  -  3X3 CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  89 
input  u 
2 
qc  10 
Figure  5.10:  Example  1:  input  u  when  Ny  =3  and  Nu  =0 
0)  =  Y, 
y 
(2) 
y2+2u 
y(3)  y3  -  14u  +N 
where 
yj  =  -4xi 
+  X2  + 
6-T3 
y2  =  lOx,  - 
7X2  +X2-  12X3 
2 
Y3  =  -22x,  +  31X2  9XJ  +  2xjX2  + 
24X3 
The  control  law  is  given  by 
U(t)  ---: 
(fl-f2+f3)(Z-Y(t))-flYl-f2Y2-f3Y3 
where,  fl,  f2  and  f3  are  constants  due  to  H=  [2  -  14]T.  We  can  see  that  this  control 
law  is  different  to  the  control  law  required  to  cancel  the  zero  dynamics  equation  (5.47). 
It  was  simulated  to  show  the  control  of  non-minimum  phase  nonlinear  systems.  The 
design  parameters  are  N,,  =  0,  Ny  =  3,  Tj  =  0,  T2  =1  and  R,,  IRd  =  11(s  +  1).  As 
in  CGPC  for  a  non-minimum  phase  system  N.  must  be  N,,  <  N1,  -  r.  The  simulation 
result  is  shown  in  Figures  (5.11) 
, 
(5.12)  and  (5.13).  We  can  see  that  the  output CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  90 
response  is  good,  the  input  and  states  tend  to  a  constant  value.  Figure  (5.14)  shows 
the  output  responses,  when  the  setpoints  w  are  1,5  and  10.  We  can  see  that  the 
output  has  not  the  same  response,  when  w=  10  the  response  becomes  slower.  These 
differences  are  because  the  non-linear  system  was  not  linearised.  Tile  responses  can  be 
improved  by  choosing  appropriate  R,,  IRd. 
0.6- 
0.4 
02 
-0: 
ý 
output  y 
5  10  15  20  25  30  35  40 
Figure  5.11:  Example  2:  Output  y  of  the  Non-minimum  phase  system 
We  will  consider  the  process  as  the  following  differential  equations 
*ýl  ':  -  -1-1XI  +  -9X2 
-3X2  +.  8x,  +  2u  'ý2  :-2 
13 
=  1.  lxl  - 
2X3 
2  i4  ::  --  --9X4  +  X3 
The  system  output  is  y=x,  -  3X3,  initial  conditions  will  be  x,  =  -11  X2  =  -.  2,  X3  =  .2 
and  X4  =  -.  1  The  process  model  is  chosen  with  the  same  parameters  as  example  2. 
Figures  (5.15),  (5.17)  and  (5.16)  show  good  output  response  when  the  model  is  not 
perfect  and  the  initial  conditions  are  not  known.  The  design  parameters  were  chosen 
as  before. CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  91 
Input  u 
__"O  5  10  15  20  25  30  35  40 
Figure  5.12:  Example  2:  Input  u  of  the  Non-minimum  phase  system 
states 
I- 
0.5- 
<-x4 
0 
'0-5  <-X3 
<-xl 
-1.5- 
L<x2x 
<-X3 
-2- 
--  05  10  15  20  25  30  35  40 
Figure  5.13:  Example  2:  States  of  the  Non-minimum  phase  system CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  92 
outputs 
-0  5  10  15  20  25  30  35  40 
Figure  5.14:  Example  2:  Output  responses  of  the  Non-minimum  phase  system 
outputs 
0-8- 
0.6- 
0.4-  <-Ym <-ym 
0.2  <-  r 
0 
-0.2 
<-Y 
-0.4-  -y 
-0.61  LA  15  L,  L 
02468  10  12  14  16  18  20 
Figure  5.15:  Example  2:  y  of  the  system  with  parameter  variations CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  93 
states 
-x4M  0.5  - 
x3  0  --A 
<-x3m 
-0.5 
<-x2 
-1.5  -  x2m 
-2  -  x1m 
X1 
Figure  5.16:  Example  2:  States  of  the  system  with  parameter  variations 
D 
Figure  5.17:  Example  2:  u  of  the  system  with  parameter  variations 
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Example  3  was  treated  by  [20]  has  g(x)  =2+  sin  2  (X4).  This  example  will  be  used 
to  show  that  the  NCGPC  can  control  non-minimum  phase  systems  with  g(x)  being 
a  nonlinear  function  of  the  states.  The  design  parameters  are  chosen  to  be  T,  =  0, 
T2  =  1,  Ny  =  3,  N,,  =  0,  R,,  IRd  =  11(s  +  1)  and  the  setpoint  w=1.  The  Figures 
(5.18),  (5.19)  and  (5.20)  show  the  good  response  of  the  output  and  the  states  and  input 
converge  asymptotically  to  constant  values. 
outputs 
Figure  5.18:  Example  3:  Output  y  of  the  Non-minimum  phase  system 
Figures  (5.21),  (5.22)  and  (5.23)  show  the  simulation  results,  when  the  reference  is 
as  w=  10,  design  parameters  were  chosen  the  same,  just  the  previous  reference  model 
was  changed  to  &IRd  =  11(s  +  3)  since  R,,  IRd  =  11(s  +  1)  made  the  output  response 
very  slow. 
Example  4  was  treated  by  [42],  is  a  nonminimum  phase  system,  Figures  (5.24)  (5.26) 
and  (5.25)  show  the  good  response  of  the  output,  the  states  and  control  input  converge 
asymptotically  to  constant  values  respectively.  In  this  example  the  parameters  were 
chosen  as  N.  =  0,  Ny  =  3,  Ti  =  0,  T2 
=  2,  Rn/Rd  =  11(s  +.  8)  and  w=1. 
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Input 
0 
Figure  5.19:  Example  3:  States  of  the  Non-minimum  phase  system 
states 
0.5  - 
<-A 
0 
-0.5  - 
<-x3 
<-xl 
-1.5  -  <  x2 
-2  - 
Figure  5.20:  Example  3:  Input  u  of  the  Non-minimum  phase  system CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  96 
output 
vF- 
21 
ov  I 
-2H  I 
D 
Figure  5.21:  Example  3:  Output  y  of  the  Non-minimum  phase  system 
input 
.  150 
3 
Figure  5.22:  Example  3:  Input  u  of  the  Non-minimum  phase  system CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  97 
states 
Figure  5.23:  Example  3:  States  of  the  Non-minimum  phase  system 
output 
)-8 
3.2 
0 
--  05  10  15  20  25  30  35  40 
Figure  5.24:  Example  4:  Output  y  of  the  Non-minimum  phase  system CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  98 
input 
-0.3 
-0.4 
-0.5 
-L 
.05  10  15  20  25  30  35  40 
Figure  5.25:  Example  4:  Input  u  of  the  Non-minimum  phase  system 
states 
2 
1.5- 
(x3 
x 
0.5 
C 
x4 
-0,5  L  'L  L.  L  -I-  j 
05  10  15  215  35  40 
Figure  5.26:  Example  4:  States  of  the  Non-minimum  phase  system CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  99 
5.9.7  System  with  Not  Well  Defined  Relative  Degree 
The  following  example  has  a  singular  point  when  x2  =  -.  5 
il  2 
"  X3  -  X2 
: ý2  ý  -X2  -U 
13  2_ 
Xi  X3  +U 
Y  X1 
Figures  (5.27)  and  (5.28)  show  that  the  output  tracks  the  reference.  Figures  (5.29)  and 
(5.30)  show  the  states  and  the  control  input.  It  is  possible  to  see  that  when  the  system 
is  very  close  to  the  singular  point  X2  =  -.  5,  the  control  input  is  approximately  zero, 
and  when  is  far  from  this  point  the  input  becomes: 
(y,  -  y)  +  (ý, 
-  -  Lf  h)T  +...  +  (y,  (,,  *)  -  Lr  h)  M 
UL  Lr-lh'r  9fr! 
outputs 
<-Yr 
Figure  5.27:  Example  5:  system  output  and  reference CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  100 
tracking  error 
2.5- 
2- 
1.5- 
1- 
Figure  5.28:  Example  5:  tracking  error 
25- 
20- 
15- 
10- 
5- 
states 
<  X3 
3 
L LI  'k  'L  'L  -%  2468  10  IL2  1L4  IL6  ILS  2JO 
Figure  5.29:  Example  5:  system  states CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  101 
control  Input 
OF 
.L  2468  10  12  14  16  is  20 
Figure  5.30:  Example  5:  u(t)-note  notch  when  X2  is  close  to  0.5 
5.10  Conclusion 
In  this  Chapter  Continuous-time  Nonlinear  Generalised  Minimum  Variance  Control 
(NGMV),  Nonlinear  Predictive  Generalised  Minimum  Variance  Control  (NPGMV)  and 
Nonlinear  Continuous-time  Generalised  Predictive  Control  (NCGPC)  are  developed. 
The  development  of  these  algorithms  has  been  reported  in  Section  6  of  the  paper  P.  J. 
Gawthrop,  H.  Demircioglu  and  I.  I.  Siller-Alcali  [33] 
It  was  found  that  the  NCGPC  does  not  cancel  the  dynamics  zero  when  N,,  <  Ny  -  r, 
therefore,  this  new  controller  can  control  systems  with  unstable  zero  dynamics.  The 
NCGPC  can  also  control  systems  with  not  well  defined  relative  degree  using  the  control 
weight  A  or  choosing  N,,  <  Ny  -  r. 
When  NCGPC  is  applied  on  systems  of  the  form 
i  (t)  =  (x,  u) 
h 
or  when  N.  is  not  chosen  less  than  the  number  of  the  times  that  the  output  has  to 
be  differentiated  in  order  to  obtain  nonlinear  terms  in  u.  As  explained  in  Section 
5.5.1,  these  cases  give  rise  to  a  mathematical  structure  which  is  akin  to  a  Differential CHAPTER  5.  NONLINEAR  GENERALISED  PREDICTIVE  CONTROL  102 
Algebraic  Equation  replaced  by  a  nondynamic  optimisation,  implications  of  this  are 
discussed  further  (and  an  example  given)  by  P.  J.  Gawthrop,  11.  Demircioglu  and  I.  T. 
Siller-Alcala  [33]. 
Finally,  simulations  are  presented  in  order  to  show  the  effectiveness  of  the  method. Chapter  6 
Geometric  Interpretation 
6.1  Introduction 
In  this  Chapter,  the  nonlinear  exact  linearisation  approaches  reviewed  in  Chapters  2, 
3  and  4  are  shown  to  be  included  in  NCGPC  developed  in  Chapter  5;  equivalencies 
between  the  nonlinear  exact  linearisation  approaches  and  the  new  algorithms  presented 
in  Chapter  5  are  shown;  and  the  TRRMCNL  developed  by  J.  Alvarez  and  J.  Alvarez 
[2]  is  shown  to  be  just  the  Model  Matching  Via  State  Feedback  [44]  with  an  open 
loop  observer.  Finally,  in  order  to  improve  the  performance,  a  regulation  model  used 
by  J.  Alvarez  and  J.  Alvarez  [2]  is  added  to  the  error  feedback-GLC  developed  by 
P.  Dautidis  and  C.  Kravaris  [18].  This  uses  an  open  loop  observer  to  lead  to  output 
feedback  control. 
The  outline  of  this  Chapter  is  as  follows.  First  in  Section  2  the  linear  version 
CGPC  is  recast  in  state  space  form  and  shown  to  be  included  in  NCGPC.  In  Section 
3  the  exact  linearisation  by  feedback  approach  presented  by  A.  Isidori  [44]  and  the 
error  feedback-GLC  developed  by  P.  Dautidis  and  C.  Kravaris  [18]  (which  is  a  special 
case  of  the  nonlinear  exact  linearisation  by  feedback)  are  shown  to  be  equivalent  to 
Nonlinear  Generalised  Minimum  Variance  Control  (NGMV).  In  Section  4  the  Tracking 
and  Regulation  Reference  Model  Control  of  Nonlinear  Systems  (TRRMCNL)  developed 
by  J.  Alvarez  and  J.  Alvarez  [2]  and  the  Model  Matching  Via  State  feedback  developed 
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by  A.  Isidori  [44],  are  shown  to  be  equivalent  to  NPGMV.  In  Section  5  the  TRRMCNL 
developed  by  J.  Alvarez  and  J.  Alvarez  [21  is  shown  to  be  just  Model  Matching  Via 
State  Feedback  [44]  with  an  open  loop  observer.  In  Section  6a  regulation  model  used 
by  J.  Alvarez  and  J.  Alvarez  [2]  is  added  to  the  error  feedback-GLC  in  order  to  improve 
the  performance.  Finally,  in  Section  7  Conclusions  are  presented. 
6.2  Linear  SYstems 
In  this  section,  the  linear  version  of  CGPC  is  recast  in  state  space  form  following  the 
same  steps  as  the  NCGPC  presented  in  Chapter  5. 
Consider  a  linear  system 
±  (t)  =  Ax  (t)  +  bu  (t) 
cx  (t)  (6.1) 
where  x(t)  E  Rn,  yER  and  A,  b,  c  are  matrices  of  appropriate  dimensions.  As  in  the 
nonlinear  case  the  process  output  derivatives  are  emulated  by 
ý(t)  =  cAx(t) 
y 
(2)  (t) 
=  cA 
2X(t) 
y  (r)(t)  =  cArX(t)  +  cAr-'bu(t) 
y  (r+l)(t)  =  cAr+lX(t)+cArbu(t)+cA"-lbi(t) 
y(',,  )(t)  =  cA"lx(t)  +...  +  cA-'buN"-'(t)  (6.2) 
The  predicted  output  is  given  by 
y(t,  T)  ;  ý, -  TNHu+TNYo  (6.3) CHAPTER  6.  GEOMETRIC  INTERPRETATION 
where 
0 
YO  = 
cAx(t) 
cA2X(t) 
cArx(t) 
cA"+Ix(t) 
cANVX(t) 
105 
(6.4) 
00...  0 
00...  0 
H  cAr-lb  0  ...  0  (6.5) 
cArb  cA'-b  ...  0 
cANY-lb  CANy-2  C-Ar-lb 
Considering  that  N.  =  Ny  -  r,  it  is  easy  to  show  that  the  control  law  is  given  by 
1/0,  (w  -  y(t))  -  Er-1,  Oj/,  OrcAx(t)  -  cA"x(t) 
U  (t)  =  1=1  (6.6) 
Mr-lb 
If  the  model  is  considered  as  a  perfect  model,  this  state  feedback  places  the  poles 
at  the  roots  of  the  (n  -  r)th  degree  polynomial  cAdj(sI  -  A)b  and  at  the  roots  of  the 
rth  degree  polynomial 
El*=OOkSk  The  resulting  closed-loop  transfer  function  is  of  the  k 
form 
G(s)  =  3,.  Sr  +  #,. 
_,  Sr-I 
I 
+...  +  PIS  +1 
(6.7) 
The  state  feedback  of  equation  (6.6)  cancels  all  the  zeros  of  the  process  by  placing 
poles  at  the  same  values.  This  fact  is  analogous  with  NCGPC  when  N.  =  NU  -  r,  the 
control  feedback  cancels  the  zero  dynamics.  Therefore,  as  with  NCGPC,  the  process 
has  to  be  minimum  phase  in  order  to  preserve  internal  stability,  unless  N,,  <  Ny  -  r, 
in  which  case  the  zero  cancellation  is  not  carried  out. CHAPTER  6.  GEOMETRIC  INTERPRETATION 
6.3  Geometric  Interpretation 
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6.3.1  Nonlinear  Generalised  Minimum  Variance  Control  (NGMV) 
There  has  been  a  recent  resurgence  of  interest  in  non-linear  control  driven  by  Geomet- 
rical  Control  Theory;  to  avoid  proliferation  of  references  the  book  of  Isidori  [44]  is  used 
as  a  summary  of  such  results.  The  purpose  of  this  section  is  to  recast  our  results  in 
a  geometric  setting.  In  particular,  the  construction  of  the  NGNIV  is  shown  to  follow 
the  same  steps  as  the  development  of  the  Exact  Linearisation  via  Feedback  given  in 
Section  4.2  of  Isidori  [44]. 
Following  Isidori  [44],  state  feedback  is  considered  so  that  ý=x  and  the  special 
(linear  in  the  control)  system  of  equation  (5.2)  is  considered.  Differentiating  the  output 
y  with  respect  to  time,  until  u(t)  appears,  (which  is  the  definition  of  relative  degree 
r  in  the  nonlinear  context  [441  and  in  Section  2.3),  equation  (5.4)  gives  the  output 
derivatives,  and  thus 
Yr(t) 
---: 
Or(-T(t))  +  Hr(X(t))U  (6.8) 
where 
Lf  h 
or  L2h(X)  f 
LI»  li  (x) 
.f 
0 
0 
Hr 
LgLr-,  Il(x) 
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Yr  = 
[Y  ý  Y(')  y 
(r)  ]T  (6.11) 
The  NGMV  controller  of  equation  (5.21)  then  becomes: 
vi  -  Er  0  pjL4  h(x) 
'N-I  f  (6.12) 
PrLgLf  ll(x) 
where  v,  =  w.  Externally,  the  closed-loop  system  is  defined  by: 
r 
Epiyi  =  vi 
i=l 
(6.13) 
We  can  see  that  equation  (6.12)  is  the  GLC  (Globally  Linearising  Control)  developed 
by  Dautidis  and  Kravaris  [18].  On  the  other  hand,  the  GLC  control  law  can  be  regarded 
as  a  special  case  of  the  state  feedback  control  law.  If  p,  =1  and  defining  a  new  input 
v  as  follows: 
v=vi  ,  pjLý'h(x)  (6.14) 
i=O 
the  control  law  equation  (6.12)  becomes 
v-  L"h(x)  f 
L  L'-Ilt(x)  9f 
This  is  the  state  feedback  control  law  developed  by  Isidori  [44].  Thus,  the  GLC  con- 
trol  law  developed  by  Dautidis  and  Krimaris  [18]  and  the  exact  linearisation  by  state 
feedback  described  by  Isidori  [44]  are  equivalent  to  NGNIV. 
6.3.2  Nonlinear  version  of  NPGMV 
The  following  assumptions  must  be  made  in  order  to  establish  the  geometric  interpret- 
ation. 
Assumptions  (NPGMV) CHAPTER  6.  GEOMETRIC  INTERPRETATION 
4p  The  system  is  described  by  equation  (5.2). 
9  It  has  stable  zero  dynamics. 
0 
o  N.  =Ny-r. 
*  The  trajectory  reference  is  given  by  equation  (5.30). 
*  State  feedback  is  considered  so  that  1=x. 
Under  these  assumptions  the  cost  function  equation  (5.36)  becomes: 
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1 
JNPGMV  W  (t,  0»  =  [0(X(t»  +  lj(X(t»U  -  y,  (t)]T 
TT  T[O(x(t»  +  II(x(t»u  -  y,  (t)]  (6.16) 
and  the  minimisation  results  in 
0)  =  [H  TTT  TH]-'IITT  T  TII[y,  -  0] 
Defining 
K=  [H  TTT  THj-lHT  TT  TH  (6.18) 
(as  explained  above,  just  the  first  element  of  u*  (t,  0)  is  applied)  then,  the  first  row 
of  K,  which  will  be  called  k,  the  control  law,  is  given  by 
k[y,  -  0)  (6.19) 
Following  the  same  steps  as  in  Section  5.7,  k  is  given  as 
[tl  t2 
... 
tr  10 
... 
01  (6.20) 
7--Trrlt(i) 
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where  tj  t2  ...  t,.  are  the  elements  of  the  first  row  of  Tj2IT21.  They  are  nonlinear 
functions  of  T  and  the  row  vector  has  dimension  1xr. 
Substituting  the  equations  (5.4)  and  (5.32)  into  (6.19)  the  control  law  becomes 
Er-1  ti+lfy'  -  L'h(x)]  -  L'*h(x) 
U(t)  i=O  ff 
L,  Lr-lh(x)  f 
We  can  see  that  the  control  law  is identical  to  the  control  law  presented  by  Isidori 
[44],  which  solves  the  problem  known  as  asymptotic  model  matching.  Thus,  it  is  shown 
that  Isidori  controller  is  equivalent  to  the  NPGMV. 
6.3.3  A  SPecial  Case:  TRRMCNL 
Three  objectives  can  be  achieved  by  analysing  of  the  closed  loop  system:  first,  it  will 
be  shown  that  the  output  system  matches  the  reference  trajectory  y'..  Secondly,  that 
the  regulation  model  used  by  the  controller  TRRMCNL  [2),  is  unnecessary  and  finally, 
that  the  TRRMCNL  is  just  the  PNGMV  with  an  open  loop  observer.  The  following 
assumptions  need  to  be  made  in  order  to  proceed: 
Assumptions 
*  The  system  is  described  by  equation  (5.2). 
*  The  system  has  stable  zero  dynamics. 
o  N.  =Ny-r. 
0p=1 
*  Y(t)  -  y,,,  (t)  --+  constant  as  t  --+  00. 
e  The  trajectory  reference  is  given  by  equation  (5.32) 
o  An  open  loop  observer  is  used  in  order  to  estimate  the  states. 
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The  emulated  output  derivatives  are  given  as: 
ü￿,  (t)  =  Lf￿,  h￿ý  (x",  ) 
L2  h￿,  (xj 
fm 
Y(O  L"  h  .. 
(x 
..  +  L9 
.. 
L'-lh,,  (x,,  )u(t  (6.22) 
m  f.  f. 
and  the  control  law  as: 
ti  [y,  -  y]  +  Er-  1  ti+  I  [yi  -  L'  h,,,  L"  h  .. 
(x,,,  )  +  yl* 
U(t)  r  f.  A.  r  (6.23) 
L  Lr-1h,,,  (x,,,  )  gm  fý 
where 
r!  tj  =-  Tr-ii! 
Substituting  the  control  law  u(t)  given  by  equation  (6.23)  into  the  last  equation  of 
(6.22)  leads  to: 
y$(t) 
=  v(t) 
where 
(6.24) 
r,  r!  (i) 
_ 
(i))  +  y(r)  VM  =,,  (Yr  -  Y)  +  (Yr  Y. 
By  making  some  manipulations,  equation  (6.24)  reduces  to: 
r!  (Y  _  Y"') 
r  r! 
77- 
W 
i 
(Y(i) 
'.  -i  -  Y.  )- 
Tr  i=O  i!  r 
(6.25) 
Taking  Laplace  transforms  (with  zero  initial  conditions,  because  the  initial  conditions 
of  y,  and  y,,  always  are  chosen  zero): 
r!  r!  r! 
Tr  Tr  1s+  8')(Y,.  (S)  -y..  (s)).  (6.26)  (y  (S)  -  Y.  (s))  +  Tr- 
It  is  better  to  rewrite  this  as: 
y,  (s)  -y  (s)  =  (G  (s)  -  1)  (y  (s)  -y..  (s)),  (6.27) CHAPTER  6.  GEOMETRIC  INTERPRETATION 
where 
r! 
G(s)  =  Sr  + 
... 
+ 
Tr 
r!  r! 
,  7-r  S+  T,  Tl* 
Note  that  G(s)  has  unity  steady-state  gain  so  that  the  assumption 
y(t)  -  yn(t)  --+  constant  as  t  ---+  00. 
implies,  that 
y(t)  -4  Y,  (t)  as  t  --+  00. 
ill 
and  that  small  values  of  T  correspond  to  fast  convergence  of  y  to  the  reference 
y,  and  high  bandwidth.  Recall  that  in  Chapter  4  it  was  established  that  when  the 
controller  TRRMCNL  is  applied,  the  tracking  error  is  given  by  equation  (4.18),  i.  e.: 
y,.  (s)  -y  (s)  =  (G,,  (s)  -  1)  (y  (s)  -  y,,,  (s))  (6.28) 
where,  G,  (s)  is  the  transfer  function  of  the  regulation  model  given  by: 
G,  (s)  =- 
ko 
(6.29) 
sr  +  kis  +  ko 
The  TRRMCNL  controller  has  to  use  the  regulation  model  in  order  to  guarantee  that 
the  process  output  matches  the  reference  when  a  perfect  nonlinear  model  is  not  avail- 
able.  In  other  words  the  regulation  filter  is  intended  to  provide  the  robustness  of  the 
controller,  (E.  Liceaga  [53]).  But,  it  is  possible  to  show  that  the  regulation  model  is 
unnecessary.  If  the  filters  are  chosen  such  that  G,  (s)  =  G(s).  Equations  (6.27)  and 
(6.28)  are  identical,  implying  that,  the  tracking  errors  are  exactly  the  same.  We  can  de- 
duce  that  the  regulation  model  is  unnecessary,  because  the  same  tracking  error  results 
when  the  NPGMV  with  just  an  open  loop  observer  is  considered.  Thus  the  TRRM- 
CNL  is  equivalent  to  NPGMV  with  an  open  loop  observer  or  the  controller  developed 
by  Isidori  with  an  open  loop  observer,  which  solve  the  problem  known  as  asymptotic 
model  matching. 
6.4  Performance  Improvement 
Under  the  assumptions  given  in  Section  5.7 CHAPTER  6.  GEOMETRIC  INTERPRETATION 
Assumptions  (NCGPC) 
*  The  system  is  described  by  equation  (5.2). 
0p=1. 
9  N.  =Ny-r. 
9  State  feedback  is  considered  so  that  1=x. 
the  control  law  is  given  by  equation  (5.59),  Le.: 
U(t) 
(w  -  Y(O)  -E1  (6.30) 
0,  L,  Lr-lh(x)  f 
where 
Or  ---:  11(tlPO  +  t2PI  ...  trpr-1) 
, 
3i  ý--  ti+ll(tIPO  +  t2PI  ... 
trPr-1)  (6.32) 
This  control  law  is  identical  to  the  error  feedback-GLC,  developed  by  P.  Dautidis 
and  C.  Kravaris  [181  and  reviewed  in  Chapter  3,  which  uses  an  open  loop  observer  in 
order  to  lead  to  an  output  feedback  control.  It  is  also  identical  to  NGMV,  because 
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N,,  =  Ny  -  r. 
The  resulting  closed-loop  transfer  function  is  given  by: 
G(s)  = 
1 
(6-33) 
#,.  Sr  +,  3, 
_,  Sr-I  +  ...  +,  OIS  +1 
In  order  to  improve  the  performance,  a  correction  must  be  applied  to  the  model  out- 
put  derivatives  to  account  for  plant/model  mismatch.  The  correction  will  be  achieved 
by  applying  the  regulation  filter  developed  by  J.  Alvarez  et  al  [2]  and  reviewed  in 
Chapter  4: CHAPTER  6.  GEOMETRIC  INTERPRETATION 
i,  (t)  =  Ax,  (t)  +  Be(t) 
Y"(t)  = 
where  X,  E  R,  Ae  E  Rl",  Be  E  Rnxi,  Ce  E  R'xn,  eER. 
113 
(6-34) 
The  filter  has  an  unity  steady-state  gain,  the  matrix  A,  has  eigenvalues  with  negat- 
ive  real  parts  and  its  input  is  the  difference  between  process  output  and  model  output, 
e(t)  =  y(t)  -  y,,,  (t). 
The  derivatives  of  the  process  output  are  emulated  by  the  model  output  derivatives 
plus  regulation  filter  output  derivatives  that  are  used  to  counteract  the  derivative  errors. 
Thus,  the  emulated  output  derivatives  of  the  process  are  given  by: 
ý(t)  ;  zzý  &(t)  +  Lf,,.  h,,  (x,.,,  (t)) 
(2)(t)  -  y(2)(t)  2 
ye+  Lfmhm(xm(t)) 
+  Lr  h,,,  (x 
.. 
(t))  +  Lg,,,  L'-  1  h,,,  (x 
.. 
(t))u(t).  (6.35)  f.  f. 
Considering  this  modification  in  the  emulation  of  the  derivatives,  it  is  easy  to  show 
that  the  control  law  is  given  by 
(w  -  y(t))  -  E"  fli(Li  h,,,  (x,,  )  +  (r)  i=1  fin  y,  ('))  L"  hjm(Xm)  Y 
U  (t) 
0,  Lg.  Lr-lh(x  .. 
f.  e,  (6-36) 
fm 
The  structure  of  the  control  will  be  as  in  Figure  6.1 
*  the  block  labelled  Process  Model  is  the  open-loop  observer  used  to  get  the  model 
states;  these  are  needed  to  emulate  the  output  derivatives  of  the  system; 
*  the  block  labelled  Regulation  Filter  is  used  to  counteract  the  error  between  output 
process  derivatives  and  output  model  derivatives.  The  input  of  the  filter  is  the 
error  between  output  system  and  output  model; 
e  the  control  input  u  is  the  same  for  system  and  model,  the  control  system  has  an 
output  feedback. CHAPTER  6.  GEOMETRIC  INTERPRETATION 
Figure  6.1:  NCGPC  with  a  regulation  filter  Structure 
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Substituting  equation  (6.36)  into  the  rth  derivative  given  by  equation  (6.35)  leads 
to: 
r-1 
Ym(r)(t)  =  1/)31(W-Y(t))-Efli(y(.  i)+Ye(,  i))-Y(r)(t) 
i=l 
e  (6.37) 
From  the  definition  of  the  regulation  filter  output,  we  can  see  that 
+  y()  (6.38) 
m 
Substituting  equation  (6.37)  into  this  equation,  gives: 
-(Y(i)  +  YW)  -  Y(r)  (t)  (6.39)  y(")(t)  =  e()(t)+1/fl,  (w-y(t))-Efli 
Or  Mee 
Rearranging  and  taking  Laplace  transforms  (with  zero  initial  conditions,  because 
the  initial  conditions  Of  Ye  and  y,,,  always  are  chosen  zero)  gives: 
ym(s)  +  y,  (s)  =  G(s)w(s)  -  G(s)(y(s)  -  ym(s)  -  y,  (s))  (6.40) 
where,  G(s)  is  given  by  equation  (6.33) 
Adding  y(s)  to  both  sides  of  this  equation  and  rewriting: 
y(s)  =  G(s)w(s)  +  (1  -  G(s))(y(s)  -  y,,  (s)  -  y,  (s))  (6.41) CHAPTER  6.  GEOMETRIC  INTERPRETATION  115 
From  equation  (6.34)  y,  (s)  can  be  obtained  by  the  following  transfer  function 
ye  (s)  =  Ge  (S)  (Y  (S)  -  Ym  (S)) 
- 
(6.42) 
Substituting  y,  (s)  into  equation  (6.41),  gives 
y(s)  =  G(s)w(s)+(l-G(s))(1-G,  (s))(y(s)-y.  (s))  (6.43) 
When  the  process  model  is  perfect,  the  response  is  given  as: 
G  (s)  w  (s)  (6.44) 
Whereas,  if  the  process  model  is  not  perfect  the  response  is  given  by  equation  (6.43). 
From  this  equation,  it  can  be  deduced  that 
Y(t)  -+  w  as  t  -+  00, 
We  can  also  see  that  the  second  term  on  the  right  hand  side  of  equation  (6.43)  will 
tend  to  zero,  if  y(t)  -  y,,,  (t)  is  a  constant. 
When  the  regulation  filter  is  not  considered,  the  control  law  becomes  the  error 
feedback-GLC  developed  by  P.  Dautidis  and  C.  Kravaris  [18]  and  reviewed  in  Chapter 
3;  this  uses  an  open  loop  observer.  Its  response  will  be  given  by 
y(s)  =  G(s)w(s)  +  (1  -  G(s))(y(s)  -y..  (s)))  (6.45) 
As  explained  before,  in  order  to  reduce  the  effect  of  the  mismatch  between  plant  and 
model,  which  is  present  in  the  second  term  of  the  right  hand  side  of  equation  (6.45),  it 
is  necessary  to  increase  the  bandwidth  of  G(s).  However  this  may  cause  an  overshoot 
in  the  response  and  an  excessive  control  signal.  In  other  words  G(s)  has  influence  on 
the  performance  and  on  the  robustness.  While,  when  the  regulation  filter  is  added,  we 
can  see  from  the  following  equation 
y(s)  =  G(s)w(s)  +  (1  -  G(s))(1  -  G,  (s))(y(s)  -  y,,  (s))  (6.46) 
that  we  can  increase  the  bandwidth  of  (1-G(s))(1-G,  (s))  by  increasing  the  bandwidth 
of  G,  (s).  Thus,  the  performance  is  determined  by  G(s)  and  the  robustness  by  G,  (s). CHAPTER  6.  GEOMETRIC  INTERPRETATION  116 
Therefore,  the  performance  of  the  error  feedback-GLC  developed  by  P.  Dautidis  and 
C.  Kravaris  [18]  and  reviewed  in  Chapter  3  can  be  improved  by  adding  the  regulation 
model. 
6.5  Simulation  Results 
In  this  section  simulations  are  presented  in  order  to  illustrate  the  effects  of  the  para- 
meter  T  and  of  the  regulation  model  and  to  make  comparison  between  the  controllers. 
The  polynomial  P  is  chosen  equal  1.  The  system  is  given  by 
±,  =  -x,  - 
a,  X2 
'ý2  =  exp(-a2X2)  -1-  a3U  (6.47) 
The  system  output  is  y=  xi. 
The  process  model  is 
+lm  "-:  -Xlm  -  X2m 
i2m  =  exp(-X2m)  -1-U  (6.48) 
The  model  output  is  y,,,  =  xl,. 
The  regulation  filter  is 
ýý  =  yi, 
ý,,  =  -aOeYe  -  aleYle  +  aOee  (6.49) 
where  e=y-y,,, 
The  tracking  model  is 
ýr  ý  Ylr 
ý,,.  =  -aOrYr  -  alrYlr  +  ao,  z  (6.50) 
where  z  is  the  desired  output. 
If  the  process  model  is  perfect  a,  =  1,  a2  =1  and  a3  =  1,  but  to  reflect  parametric 
uncertainties,  these  parameters  are  chosen  as  a,  =.  1.4,  a2  =  .7  and  a3  =  1-1- CHAPTER  6.  GEOMETRIC  INTERPRETATION 
6.5.1  The  effects  of  T 
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The  initial  conditions  of  the  system  and  process  model  are  zero.  Parameter  T  is  varied 
from  0.01,0.1,0.5,  to  1.0,  in  order  to  show  that  the  TRRMCNL  controller  is  just  the 
NPGMV  controller  with  an  open  loop  observer.  The  regulation  model  parameters  were 
chosen  as  follows:  ao,  =-2  and  a,,  =I  in  order  to  make  G,  (s)  =  G(s)  (as  defined  in  Ty  TI 
Section  6.4).  Figures  (6.2),  (6.3)  and  (6.4)  illustrate  the  effects  due  to  these  variations. 
We  can  infer  from  the  simulations  that  the  small  value  T  corresponds  to  small  tracking 
error.  Also,  it  is  possible  to  see  that  the  simulation  results  for  the  TRRMCNL  and  for 
the  NPGMV  with  an  open  loop  observer,  are  exactly  the  same. 
11- 
outputs 
12 
0.8- 
-T..  Ol 
Yr 
0.6- 
<  T..  5 
0.4- 
02- 
0 
1 
Figure  6.2:  The  effects  on  y  when  T  is  varied 
6.5.2  Initial  Conditions 
The  initial  conditions  considered  in  these  simulations  are  xi(O)  =  -0.1  and  X2(0)  = 
-0.2,  with  T= 
.1  and  with  the  same  parametric  uncertainties.  Figure  (6.5)  represents 
the  output  of  the  system  when  the  NPGMV  with  an  open  loop  observer  is  applied. 
Similarly  in  Figures  (  6.6)  and  (  6.7)  the  tracking  errors  e=y,.  -y  and  the  control 
signals  u  are  shown. CHAPTER  6.  GEOMETRIC  INTERPRETATION 
e-Yr-Y 
Figure  6.3:  The  effects  on  e  when  T  is  varied 
Inputs 
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Figure  6.4:  The  effects  on  u  when  T  is  varied CHAPTER  6.  GEOMETRIC  INTERPRETATION 
outputs 
<-Yr 
Figure  6.5:  system  output  and  reference 
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Figure  6.6:  tracking  error 
tracking  error CHAPTER  6.  GEOMETRIC  INTERPRETATION 
control  input 
20- 
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_0  123456789  10 
Figure  6.7:  input  signal 
6.5.3  The  effects  of  regulation  filter 
The  system  is  given  by 
x,  =  -x,  - 
a,  X2 
: ý2  =  exp(-a2X2)  -1-  a3U 
The  system  output  is  y=  xi. 
The  process  model  is 
ilm  ==  -Xlm  X2m 
i2m  =  exp(-X2m)  --U 
The  model  output  is  y,,,  =  xl,, 
The  regulation  filter  is 
ýr  Ylr 
-aOrYr  -  alrYlr  +  aore 
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(6.51) 
(6.52) 
(6.53) 
where  e=y-y,, 
For  this  study  T  is  chosen  as  T=0.1  and  the  initial  conditions  are  xj(0)  -0.1 
and  12(0)  =  -0.2.  If  the  process  model  is  perfect,  a,  =  1,  a2  =1  and  a3  =  Once CHAPTER  6.  GEOMETRIC  INTERPRETATION  121 
again  parameter  uncertainties,  are  modelled  by  setting  ,  these  parameters  as  a,  =  1.4, 
a2  =  .7  and  a3  =  1-1- 
The  variations  of  the  regulation  filter  bandwidth  are  chosen  as  50  rad1sec  and 
5  rad1sec  and  one  case  without  this  filter. 
Figures  (6.8),  (6.9)  and  (6.10)  illustrate  the  effects  due  to  the  variations  of  regulation 
filter.  It  is  possible  to  see  that  the  reference  is  followed  satisfactorily  when  a  regulation 
filter  is  used.  In  fact  it  can  be  concluded  from  these  figures  that  in  order  to  improve 
the  performance  this  filter  is  useful. 
outputs 
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0  1 
Figure  6.8:  The  effects  on  y  when  the  regulation  filter  is  varied CHAPTER  6.  GEOMETRIC  INTERPRETATION 
e-Yr-Y 
Figure  6.9:  The  effects  on  er  =  y,  -y  when  the  regulation  filter  is  varied 
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Figure  6.10:  The  effects  on  u  when  the  regulation  filter  is  varied CHAPTER  6.  GEOMETRIC  INTERPRETATION 
6.6  Conclusion 
In  this  Chapter  the  following  equivalencies  are  established. 
NGMV  GLC  [18] 
GLC  [18]  exact  linearisation  [441 
NGM  exact  linearisation  (44] 
NPGMV  Model  Matching  Via  State  Feedback  [44] 
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Also,  the  TRRMCNL  developed  by  J.  Alvarez  and  J.  Alvarez  [2]  is  shown  to  be  just 
Model  Matching  Via  State  Feedback  [44]  with  an  open  loop  observer.  As  a  consequence, 
NGNIV,  NPGMV  are  included  in  NCGPC.  Therefore,  the  nonlinear  exact  linearisation 
by  feedback  developed  by  A.  Isidori  [441,  the  error  feedback-GLC  developed  by  P. 
Dautidis  and  C.  Kravaris  [18],  the  TRRMCNL  (Tracking  and  Regulation  Reference 
Model  Control  of  Nonlinear  Systems)  developed  by  J.  Alvarez  and  J.  Alvarez  [2),  as  well 
as  the  linear  version  CGPC  recast  in  state  space  form,  are  included  in  the  NCGPC.  The 
TRRMCNL  controller  has  to  use  the  regulation  model  in  order  to  guarantee  that  the 
process  output  matches  the  reference  when  a  perfect  nonlinear  model  is  not  available.  In 
other  words  the  regulation  filter  is  intended  to  provide  the  robustness  of  the  controller, 
E.  Liceaga  [53].  But,  it  was  shown  that  the  regulation  model  is  unnecessary. 
When  the  system  is  stable,  in  order  to  improve  the  performance,  an  open  loop 
observer  and  a  regulation  model  used  by  J.  Alvarez  and  J.  Alvarez  [2]  are  added  to 
the  GMV.  The  open  loop  observer  is  used  to  get  the  states  and  the  regulation  model 
is  used  to  counteract  the  error  between  output  process  derivatives  and  output  model 
derivatives.  The  GMV  then  becomes  an  output  feedback  control.  The  error  feedback- 
GLC  developed  by  P.  Dautidis  and  C.  Kravaris  [181  is  equivalent  to  GMV.  Thus,  this 
controller  can  also  improve  its  performance  using  this  regulation  model. Chapter  7 
Conclusions 
The  development  of  the  nonlinear  version  of  the  Continuous-time  Generalised  Pre- 
dictive  Control  (NCGPC)  is  presented.  Because  transfer  function  models  are  no  longer 
appropriate,  the  nonlinear  version  of  CGPC  is  developed  in  state-space  form  and  shown 
to  include  Nonlinear  Generalised  Minimum  Variance  (NGMV),  and  a  new  algorithm, 
Nonlinear  Predictive  Generalised  Minimum  Variance  (NPGMV),  as  special  cases.  The 
development  of  these  algorithms  have  been  reported  in  Section  6  of  the  paper  by  P.  J. 
Gawthrop,  H.  Demircioglu  and  I.  I.  Siller-Alcala  [33]). 
In  Chapter  5  the  nonlinear  version  of  the  CGPC  of  H.  Demircioglu  and  P.  J.  Gaw- 
throp  [211  is  developed  in  a  state  space  setting.  The  NCGPC  provides  a  nice  way  of 
handling  systems  with  unstable  zero  dynamics,  which  is  one  of  the  most  important 
objectives  of  this  thesis.  The  NCGPC  has  two  main  advantages,  which  are  exploited 
for  this  objective.  The  first  advantage  is  that  it  can  constrain  the  predicted  control 
through  N...  It  is  possible  to  infer  that  u(t)  is  indirectly  constrained  by  N,,.  Addition- 
ally,  the  response  becomes  slow  and  the  control  is  not  very  active,  this  fact  is  illustrated 
by  simulations.  The  second  advantage  is,  when  Nu  <  Ny  -r  the  cancellation  of  the 
zero  dynamics  does  not  occur  with  the  NCGPC.  Therefore,  the  internal  stability  is 
preserved. 
Because  NCGPC  does  not  cancel  the  nonlinearities  (as  in  the  geometric  approaches), 
124 CHAPTER  7.  CONCLUSIONS  125 
this  controller  can  deal  with  systems  whose  relative  degree  is  not  well  defined  and  un- 
stable  zero  dynamics  systems  by  choosing  N,,  <  Ny  -  r.  In  addition,  it  can  control 
systems  of  the  form  i=  F(x,  u),  y=  h(x).  As  it  well  known  and  reviewed  in  Chapters 
2  and  3  the  geometric  approaches  can  not  deal  with  these  kind  of  systems. 
When  NCGPC  is  applied  on  systems  of  the  form 
i(t)  =  F(x,  u) 
h 
or  when  Ny  is  not  chosen  less  than  the  number  of  the  times  that  the  output  has  to 
be  differentiated  in  order  to  obtain  nonlinear  terms  in  u.  As  explained  in  Section 
5.5.1,  these  cases  give  rise  to  a  mathematical  structure  which  is  akin  to  a  Differential 
Algebraic  Equation  replaced  by  a  nondynamic  optimisation.  The  precise  mathematical 
description  and  investigation  of  such  dif  f  erential  -  optimisation  equations  remains  an 
open  question.  However,  from  a  practical  point  of  view  the  corresponding  differential 
equations  may  be  discretised,  in  time  and  the  optimisation  performed  at  each  time  step 
(see  Section  8  P.  J.  Gawthrop,  H.  Dernircioglu  and  I.  I.  Siller-AlcalA  [33]). 
In  Chapter  5  the  following  equivalencies  are  established. 
NGMV  I  GLC  [18] 
GLC  [18]  exact  linearisation  [44] 
NGMV  exact  linearisation  [44] 
NPGMV  Model  Matching  Via  State  Feedback  [44] 
Also,  the  TRRMCNL  developed  by  J.  Alvarez  and  J.  Alvarez  [21  is  shown  to  be  just 
the  Model  Matching  Via  State  Feedback  [441  with  an  open  loop  observer.  And  because 
NGMV,  NPGMV  are  included  in  NCGPC.  Therefore,  the  nonlinear  exact  linearisation 
by  feedback  developed  by  A.  Isidori  [441  and  the  error  feedback-GLC  developed  by 
P.  Dautidis  and  C.  Kravaris  [18]  the  TRRMCNL  (Tracking  and  Regulation  Reference 
Model  Control  of  Nonlinear  Systems)  developed  by  J.  Alvarez  and  J.  Alvarez  [2],  as 
well  as  the  linear  version  CGPC  recast  in  state  space  form,  are  included  in  the  NCGPC. 
The  fact  that  the  GLC  control  law  developed  by  Dautidis  and  Kravaris  [18]  and  the CHAPTER  7.  CONCLUSIONS  126 
exact  linearisation.  by  state  feedback  described  by  Isidori  [44]  are  equivalent  to  NGMV 
has  been  reported  in  Section  7.2  P.  J.  Gawthrop,  H.  Demircioglu  and  I.  I.  Siller-AlcalA 
[33]). 
When  the  system  is  stable,  in  order  to  improve  the  performance,  an  open  loop 
observer  and  a  regulation  model  used  by  J.  Alvarez  and  J.  Alvarez  [2]  are  added  to 
the  GMV.  The  open  loop  observer  is  used  to  get  the  states  and  the  regulation  model 
is  used  to  counteract  the  error  between  output  process  derivatives  and  output  model 
derivatives.  The  GMV  then  becomes  an  output  feedback  control.  The  error  feedback- 
GLC  developed  by  P.  Dautidis  and  C.  Kravaris  [181  is  equivalent  to  GMV.  Thus,  this 
controller  can  also  improve  its  performance  using  this  regulation  model. 
Finally,  in  Chapter  4a  design  of  a  positioning  control  for  an  Induction  Motor  based 
on  the  TRRMCNL  is  developed.  Where,  Induction  Motor  dynamics  are  represented  by 
d-q  model  and  the  Induction  Motor  model  dynamics  are  represented  by  a  simplified 
model  obtained  when  the  average  value  of  the  electromagnetic  torque  is  considered. 
The  simplified  model  is  used  as  process  model  in  order  to  estimate  the  states.  The 
simulation  results  shown  the  good  results  when  there  are  parametric  uncertainties.  The 
work  presented  in  Chapter  4,  gave  to  me  the  ideas  investigated  in  Chapters  5  and  6. 
Suggestions  for  further  work 
We  will  end  this  thesis  by  suggesting  some  possible  further  works.  These  are: 
1  In  order  to  control  an  open  loop  unstable  process,  the  proposed  controllers  are,  of 
course,  inappropriate,  since  estimation  of  the  states  is  necessary.  The  future  work 
will  be  to  control  the  unstable  plants,  the  state  estimation  will  be  carried  out  by 
using  MBO  (Model  Based  Observer)  developed  by  P.  J.  Gawthrop  [30].  Unlike 
the  linear  case,  the  stability  of  such  an  observer  is  not  guaranteed  in  general  and 
its  design  is  non  trivial  (Walcott  et  al.  [75],  Hunt  and  Verma  [41]). 
2  Systems  with  time  delay  is  an  area  of  continuing  research. 
3  The  relationship  between  the  NCGPC  when  N,,  <  Ny  -r  with  output  regulation CHAPTER  7.  CONCLUSIONS 
of  nonlinear  systems. 
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4  The  application  to  the  ball  and  beam  example,  which  is  treated  by  J.  Hauser,  S. 
Sastry  and  P.  Kokotovic  [38].  In  order  to  see  the  effectiveness  of  the  NCGPC. 
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