This paper aims at studying the convergence of some iteration processes for mixed variational inequalities with convex nondifferentiable functionals and J -potential, J -coercive, J -pseudomonotone or J -strongly inverse monotone operators in uniformly smooth Banach spaces. 
Introduction
In a recent paper [1] the authors suggested iterative methods and their convergence be introduced for the functional minimization problem when the functional can be expressed as the sum of a quadratic functional and a convex continuous nondifferentiable functional. Such problems occur in solving variational inequalities of the second kind (mixed variational inequalities) with pseudomonotone operators and convex nondifferentiable functionals in Banach Spaces. Such inequalities arise, in particular, in descriptions of stabilized filtration and equilibrium problems for soft shells. For the above mentioned variational inequalities, a two layer iterative method that allows one to reduce the original variational inequality to a variational inequality in which the original pseudomonotone operator is replaced by the duality operator was constructed in [5] . Subsequently, an iterative decomposition method was suggested for solving the variational inequalities in question with strongly inverse monotone operators (see, e.g. [14] ) in Hilbert spaces in [2] . Their results were a continuation of those in [3] , where the algorithm was based on a reduction of the original variational inequality to the saddle point problem for a modified Lagrange functional with the subsequent use of an Uzawa type algorithm for finding the saddle point unlike the decomposition methods suggested in [11] and [12] .
In [4] , the authors suggested an iterative regularization method that permits one to reduce the original problem to a variational inequality with a canonical isomorphism operator and a regularized functional and analyzed the convergence of the method. Also, they considered variational inequalities with strongly inverse monotone operators for the case in which the functional is the composition of a convex functional and a linear continuous operator.
They also, suggested an iterative method in which every step can be reduced to the inversion of a canonical isomorphism operator and the solution of a minimization problem in Hilbert spaces.
Our objective in this paper, is to extend the results of [2, 4] and [6] from real Hilbert spaces to real uniformly smooth Banach spaces with modulus of smoothness of power type q > 1 which admit weakly sequentially continuous duality maps. These Banach spaces admitting a weakly sequentially continuous duality map include the l p spaces, 1 < p < ∞.
Preliminaries
Let V be a real Banach space with a strictly convex dual V . We denote the duality pairing between V and V by ., . . Suppose Φ is a continuous strictly increasing real valued function on R + satisfying Φ(0) = 0 and lim t→+∞ Φ(t) = +∞. If . V denotes the dual norm of the given norm . V , the duality mapping J : V → V with respect to the gauge function Φ(t) = t p−1 , 1 < p < ∞ is given by
Such a mapping J is said to be weakly sequentially continuous if J is sequentially continuous relative to the weak topologies on both V and V . When p = 2, J is called a normalized duality mapping. If V is a Hilbert space, then the normalized duality mapping J is the identity mapping. The spaces l p , 1 < p < ∞, possess duality mappings which are weakly continuous (see e.g. [7] ). It is well known (see e.g. [16] ) that J is odd and single valued, and is uniformly continuous on bounded sets if V is uniformly convex (see e.g. [15] ). A Banach space V is said to be smooth if for every u ∈ V with u V = 1, there exists a unique u ∈ V such that u V = u, u = 1 (see e.g. [13] ).
The modulus of smoothness (see e.g. [13] ) of a Banach space V is the function
The Banach space V is uniformly smooth (see e.g. [13] ) if and only ifρ
= 0, and V is said to be q-uniformly smooth (see e.g. [20] ) (or to have modulus of smoothness of power type q > 1) if there exists a constant c > 0 such that
It is well known (see e.g. [20] ) that the Hilbert spaces, L P (or l p ), and W (s) p spaces, for p ∈ [2, ∞) have modulus of smoothness of power type 2 (2-uniformly smooth), while for 1 < p ≤ 2, L P (or l p ) and W (s) p spaces have modulus of smoothness of power type q = p ( p-uniformly smooth). Also, it is well known (see e.g. [21] ) that V is uniformly smooth if and only if J is single valued and uniformly continuous on any bounded subset of V .
In the following, "→" and " " indicate strong and weak convergence, respectively. We say V satisfies Opial's condition [17] if for any sequence {u n } ∞ n=0 in V such that u n u ∈ V , the inequality lim inf
holds for every u ∈ V with u = u . All Hilbert spaces and l p , 1 < p < ∞ spaces satisfy Opial's condition, while L p with 1 < p < ∞ and p = 2 don't (see e.g. [17] ). On the other hand, for any normed linear space V , the existence of a weakly sequentially continuous duality mapping implies V is an Opial space. Opial [17] , showed that no spaces L p , p > 1, p = 2, possesses a weakly sequentially continuous duality mapping.
In his study of characteristic inequalities in uniformly smooth Banach spaces with modulus of smoothness of power type q > 1, Xu [20] proved the following theorem:
Theorem HKX ( [20] , Corollary1 p. 1130). Let q > 1 be a given real number and V be a smooth Banach space. Then V is q-uniformly smooth if and only if there is a constant C > 0 such that for every u, v ∈ V the inequality
For Hilbert spaces q = 2 and C = 1 and equality holds in the above inequality. For p ≥ 2, L p (or l p ) spaces have modulus of smoothness of power type q = 2 and the above inequality is satisfied with C = p − 1 (see e.g. [20] ). Also L p (or l p ), p ∈ (1, 2], have modulus of smoothness of power type q = p.
For the rest of this paper, V denotes a uniformly smooth Banach space with modulus of smoothness of power type q > 1 which admits a weakly sequentially continuous duality mapping. The strictly convex dual space of V is denoted by V .
We introduce now the following definition that has been widely used in the sequel.
Definition 1 (For (a) and (c) see [8] ). For all u, v ∈ V , an operator A : V → V is said to be (a) J -monotone, if
(b) J -pseudomonotone, if it is bounded and if
(e) J -Lipschitz continuous, if there exists a constant L > 0 such that
Note that for V = H (J ≡ I , the identity operator and q = 2) Definition 1 reduces to the standard definition of monotonicity, pseudomonotonicity, coercivity, potentiality and Lipschitz continuity of the operator A (see e.g. [16] ).
Let M be a closed convex set in V and A : V → V be a nonlinear operator. Let F : V → R 1 be a convex functional, which is not necessarily differentiable.
We now consider the problem of finding u ∈ M such that
where f ∈ V is a given element. Problem (1) is called the mixed variational inequality or the variational inequality of the second kind. Throughout the following, we assume the mixed variational inequality (1) has a solution u ∈ M. To this end, we assume A is J -coercive, J -monotone and J -Lipschitz continuous, with the functional F satisfying the following condition:
and so as in [10, 16] problem (1) is bounded below, then the limit is finite.
3. An iterative regularization method for inequalities with J-pseudomonotone J-potential operators in uniformly smooth banach spaces Let u 0 be an arbitrary element of M. For n = 0, 1, 2, . . ., we define u n+1 ∈ M as the solution of the variational inequality
where the sequence {τ n } +∞ n=0 of iteration parameters satisfies the condition
The regularized variational inequality of (3) is
Theorem 1. Let the operator A : V → V be J -coercive, J -pseudomonotone, J -potential and J -Lipschitz continuous. Suppose that F : V → R 1 is a convex (not necessarily differentiable) functional such that inequality (2) holds and for each n > 0, there exists a functional F n satisfying the conditions
where { n } ∞ n=1 satisfies the following condition
Then the iterative sequence {u n } +∞ n=0 generated by (5), where {τ n } +∞ n=0 satisfies inequality (4) is bounded in V , and all of its weak limit points are solutions of problem (1).
Proof. Define Φ : V → R 1 by the relation
Then (d) implies that
Since F is a convex functional, it follows from conditions (c) and (2) that F is a weakly lower semicontinuous functional and Φ is a coercive functional (see e.g. [10] ). We claim that {u n } +∞ n=0 is bounded. In other words, it is sufficient to show that
where
By definition, u 0 ∈ S 0 . Let u n ∈ S 0 ; we claim that u n+1 ∈ S 0 . Indeed, substituting v = u n into (5) and using ( ), we obtain
From (e), we have
Further, by (10), we have
Combining (12)- (14), we have
2 , by (4). Therefore, we have
for all n = 0, 1, 2, . . .. Now summing up from n = 0 to n = N , we get
Since ∞ n=0 C( n ) = σ 1 , which clearly implies that u n+1 ∈ S 0 . This proves (11) . Now from (e), (2) and (9), we obtain
from which and the boundedness of A, it follows that the numerical sequence {Φ(u n )} +∞ n=1 is bounded below and hence by Lemma 1 it has a finite limit. Therefore, lim n→+∞ λ u n − u n+1 q V = 0 by (15) , and consequently, lim
From (5) we get further,
for an arbitrary function v ∈ M, where C 1 v and C 2 v are positive constants depending on v. The boundedness of {u n } +∞ n=0 implies there exists a weakly convergent subsequence
converges weakly to some u in V . We will prove that u is a solution of problem (1) . We first show lim sup
In fact, from (16) and (17) and the weak lower semicontinuity of F and the weak continuity of J we have lim sup
Now from (17), we have
, for an arbitrary function v ∈ M, from which and (16) and (18), the lower semicontinuity of, the weak continuity of J , and the J -pseudomonotonicity of A, we obtain
Thus u is a solution of the variational inequality (1) and the theorem is proved. 
n+1 in (3) and v = u n+1 in (5). Then, we get
By adding Eq. (19) and (20), we get
. By using Eq. (6), we have
Remark 1. Theorem 2 has been established in [6] when q = 2 and J ≡ I (the case of Hilbert space).
A dual method for inequalities with J-strongly inverse-monotone operators
Let us again assume that V is a real uniformly smooth Banach space with modulus of smoothness of power type q > 1 which admits a weakly sequentially continuous duality mapping with the uniformly convex dual space V .
Let ., . be the duality relation between V and V . Let H be a real Hilbert space whose inner product is denoted by (., .).
We consider the problem
where A : V → V is a J -potential and J -strongly inverse-monotone operator, i.e.,
Λ : V → H is a linear continuous operator such that
and G : H → R 1 is a proper convex weakly lower semicontinuous functional satisfying the condition
Note that, if V is a Hilbert space, then J ≡ I and q = 2, (22) reduces to the strong inverse-monotonicity of the operator A (see [14] ). We also suppose that the variational inequality (21) has a solution u ∈ V . As in [2] we introduce a functional F : H × H → R 1 by the formula
Iterative Algorithm I. Let u (0) be an arbitrary element of V , let y (0) and λ (0) belong to H , and let {τ k } +∞ k=0 be a given sequence of positive numbers. For k = 0, 1, 2, . . ., if y (k) and λ (k) are already known
Step 1. Compute u (k+1) by the iterative scheme
Step 2. Find y (k+1) solution of the minimization problem
; r Λu
Step 3. Make
Here the operator Λ : H → V is defined as follows
It follows from (23) and (29) that the operator Λ Λ : V → V is an isomorphism. We now analyze the convergence of this iterative algorithm. For this purpose, we need the following notation, which is due to [4] .
We consider the operator
This fact simplifies the analysis in the case of convergence of the sequence
is the transition operator from the kth step to the (k + 1)st step, andq (0) = (u (0) , y (0) , λ (0) ) ∈ Q is an arbitrary element.
Theorem 3. Let τ and r be two positive numbers, and letq = (q 1 , q 2 , q 3 ) be a fixed point of the mapping T (τ ) . Then the first component q 1 is a solution of problem (21) , and the second and third components q 2 and q 3 of the fixed point satisfy the conditions
Conversely, let q 1 = u be a solution of problem (21), and let q 2 = Λq 1 . Then the following assertions are valid: (1) There exists an element q 3 ∈ H satisfying condition (35);
(2) For each element q 3 ∈ H satisfying condition (35), the pointq = (q 1 , q 2 , q 3 ) is a fixed point of the operator T (τ ) .
Proof. Letq = (q 1 , q 2 , q 3 ) be a fixed point of T (τ ) . Then by (30) we have T (τ )
= q 2 , and T (τ ) 3q = q 3 . This, together with (33), implies (34). Now from (32) for all z ∈ H , we obtain
) ≥ 0, which shows, with (34), that
Thus q 3 ∈ ∂G(q 2 ). By (31) we have Λ q 3 = f − Aq 1 , i.e., condition (35) is satisfied. Now, applying (36) with z = Λη for an arbitrary η in V , we get
which shows, with
that q 1 is a solution of problem (21) . Suppose conversely that q 1 = u is a solution of problem (21) and condition (34) holds.
It implies from condition (24) and Proposition 5.7 of [10, p. 27 ] that ∂(GoΛ)q 1 = Λ ∂G(Λq 1 ), i.e., there exists a µ ∈ ∂G(Λq 1 ) such that Λ µ = f − Aq 1 , thus proving (1) . Now, we prove (2) . Suppose again that q 1 = u is a solution of problem (21) and q 2 = Λq 1 , Further suppose that (35) is satisfied for each element q 3 ∈ H . Then by the definition ofq, we have
Now, from (34) and (35), we obtain (36), which, together with (37), implies that
Finally, (37), (38) and (34) imply ΛT
Relations (37)- (39) imply thatq is a fixed point of T (τ ) , completing the proof of the theorem.
In what follows, we denote the fixed point set of T (τ ) by F(T (τ ) ) in V and denote by the duality pairing between elements in Q and Q by
the corresponding norm will be denoted by . τ = q √ ., . τ which is equivalent to the norm . Q = q √ ., J. + (., .) + (., .); consequently the weak topologies corresponding to these norms coincide. 
Proof. Since Let us now prove inequality (41). By (31), we have
Then by Theorem HKX [20] , we have
Since A is J -strongly inverse monotone,
Now from
1ṕ , for an arbitrary > 0, we obtain
and
This, together with (42), implies
Choosing = 1 − τr , and taking into account the definition of S, we get
According to [2] , p. 939, we have
By adding relations (44)-(46) and by choosing q ≥ (1 + C)(1 − τr ) q−2 and by taking account of the equation
(which follows from (23)), we find that the desired inequality follows. 
then the following statements are valid:
k=0 has a finite limit. Proof. If we can prove assertion (2), then assertion (1) will obviously follow.
To do so, we assume that problem (21) has a solution, then
) and consider first the case in which the sequence {τ k } +∞ k=0 is monotone decreasing and hence
From Theorem 4 we know that T (k) is nonexpansive. Thus
Summing from k = 0 to n we get
Now using (40), we have
Combining (50) and (51), we have
From condition (40), we observe that
which, together with (49) for k = 0, implies that
Now we proceed by induction on k assuming that
holds for k = 1, . . . , n. By using (48), (52) and (54), to obtain
Combining (53) and (55), we have
Thus (54) holds for n + 1.
(1−τ 0 r ) q−1 d. Then, by (49), (51) and (54), we have
By the definition of δ k ,
(It may be observed that here we have used τ = lim n→+∞ τ n ); further, 0 < τ ≤ τ by condition (47). We remark that from conditions (56) and (57) we conclude that the sequence {a k } +∞ k=1 satisfies the conditions of Lemma 1; obviously it is bounded below by zero, and therefore the assertion of the theorem is proved for the decreasing sequence {τ k } +∞ k=0 . Now for an increasing sequence {τ k } +∞ k=0 , the inequalities opposite to (48) hold; using the first inequality in (56), we see also that the sequence {a k } +∞ k=0 is monotone decreasing and therefore it has a finite limit. This completes the proof of the theorem.
Theorem 6. Under the assumptions of Theorem 5, the iterative sequence
; λ (0) ) ∈ Q is an arbitrary element, converges weakly in Q to an element of F(T (τ ) ). Moreover 
Putting η = v in the first inequality and η = u in the second inequality and adding the results, we get Au − Av, J (u − v) ≤ 0 which, together with (22) implies that u = v. We now consider the case in which the operator A satisfies more restrictive conditions than (22). 
where u is a solution of problem (21).
Proof. As in (see e.g. [10] ) we observe that conditions (80) and (81) imply the existence and uniqueness of the solution of problem (21) as well as inequality (22) with constant σ q−1 = µ L q ; by Theorem 6, relations (58) and (59) are valid. Moreover for eachṕ ∈ F(T (τ ) ) we have p 1 = u. By using (64) and (80) and the hyphosesis of J we obtain the first relation of (82), which, together with (23) and (58), implies the second relation of (82). This completes the proof.
Remark 4. Theorems 1, 3 and 5-7 extend Theorems 1, 2 and 4-6 of [4] from Hilbert spaces to the more general Banach spaces considered here.
