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In this article we study the properties of the Lefschetz thimbles decomposition for the Hubbard
model on the hexagonal lattice both at zero chemical potential and away from half-filling. We start
from the detection of saddle points, for real and complex-valued fields. A Schur complement solver
and the exact computation of the derivatives of the fermion determinant are employed. These
technical improvements allows us to look at lattice volumes as large as 12 × 12 with Nτ = 256
steps in Euclidean time, in order to capture the properties of the thimbles decomposition as the
thermodynamic, low temperature and continuum limits are approached. Different versions of the
Hubbard-Stratonovich (HS) decomposition were studied and we show that the complexity of the
thimbles decomposition is very dependent on its specific form. In particular, we demonstrate the
existence of an optimal regime, with a reduced number of thimbles becoming important in the
overall sum. In order to check these findings, we have performed quantum Monte Carlo (QMC)
simulations using the holomorphic gradient flow to deform the integration contour into the complex
plane. Several benchmark calculations were made on small volumes (Ns = 8 sites in space), albeit
still at low temperatures and with the chemical potential tuned to the van Hove singularity, thus
entering into a regime where standard QMC techniques exhibit exponential decay of the average sign.
The results are compared versus exact diagonalization (ED), and we demonstrate the importance
of choosing an optimal form for the HS transformation to avoid issues associated with ergodicity.
We compare the residual sign problem with the state-of-the-art BSS(Blankenbecler, Scalapino and
Sugar)-QMC and show that the average sign can be kept substantially higher using the Lefschetz
thimbles approach.
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I. INTRODUCTION
One of the most widely used paths to study, non-
perturbatively, the physics of strongly coupled quantum
systems, in a fully ab-initio manner is through Monte
Carlo simulations of the Feynman path integral. For
some systems, the Euclidean formulation of the func-
tional integral yields a real, positive-definite action whose
evaluation can be performed using importance sampling.
It often occurs, however, that the action is complex.
Relevant examples of such systems abound in disparate
branches of physics. The theory of the strong interac-
tions, quantum chromodynamics (QCD), exhibits a com-
plex action at finite baryon density [1, 2]. The study of
the QCD phase diagram is essential to the understand-
ing of the quark-gluon plasma, a strongly-coupled fluid
which exists above the deconfinement transition, as well
addressing deep questions in astrophysics and cosmol-
ogy. Currently, these phases of matter are actively stud-
ied experimentally at several collider facilities, including
RHIC and LHC. Additional examples from high-energy
physics which are well-known to exhibit a complex ac-
tion include gauge theories with the addition of a theta
term, Chern-Simons theories, and matrix models which
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provide a non-perturbative definition of string theories.
The sign problem also impedes ab-initio studies of many-
body systems. The physics of Feshbach resonances in
atomic Fermi gases, frequently realized in the labora-
tory and modeled with the unitary Fermi gas (UFG) is
one prominent example [3–5]. A well-studied example
from condensed matter is the Hubbard model. Despite
its simplicity, the Hubbard model captures the physics
of the Mott metal-insulator transition as well as high-
temperature superconductors [6, 7]. On a bipartite lat-
tice at half-filling, the Hubbard model is free from the
sign problem due to particle-hole symmetry. However, as
soon as frustration or non-zero chemical potential appear
in the Hamiltonian, one is faced with the sign problem.
In fact, it could be argued that the majority of inter-
esting systems is plagued by the sign problem. A key
result, due to Troyer and Wiese [8], states that the sign
problem is an NP-complete problem in a generic, Ising
spin-glass system. It follows that a general solution to all
sign problems is an unlikely proposition.
There are several approaches one can take to dealing
with the problem. The most naive approach to deal with
a system exhibiting a complex action is to absorb the
imaginary part of the action in the observable and sample
according to the real part of the action. This method
is known as reweighting and is based on the following
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2identity
〈O〉 = 1Z
∫
DΦO[Φ] e−S[Φ] =
∫ DΦO[Φ] e−S[Φ]∫ DΦ e−S[Φ]
=
1
Zpq
∫ DΦO[Φ] e−S[Φ]
e−SR[Φ] e
−SR[Φ]
1
Zpq
∫ DΦ e−S[Φ]
e−SR[Φ] e
−SR[Φ]
=
〈Oe−iSI 〉SR
〈e−iSI 〉SR
,
(1)
where S = SR + iSI , the ratio e
−S[Φ]
/e−SR[Φ] is the
reweighting factor, and
Zpq =
∫
DΦ e−SR[Φ] (2)
is the phase quenched partition function. The angular
brackets in (1) denote an ensemble average with respect
to the measure DΦ e−SR . Although this sequence of
expressions is nothing more than a rewriting of the stan-
dard thermal ensemble average, the practical calculation
of observables using reweighting is exponentially difficult
due to the sign problem. The technical issue at hand
is the overlap of the ensemble sampled according to SR
and the original ensemble that involves the entire action.
A physical meaning can be attached to this difficulty by
considering the average sign, 〈e−iSI 〉SR , which can be
understood as a ratio of two partition functions
Z
Zpq = e
−βV∆f . (3)
In (3) we have introduced the spatial volume V , inverse
temperature β, and ∆f , which is the free energy density
difference between the two ensembles. Although ∆f is
formulation dependent, one cannot cure the exponential
scaling using naive reweighting. In any Monte Carlo cal-
culation, the error on the mean scales with the computa-
tional time, TCPU , as 1/
√
TCPU . Thus, in order to have
the error on the average sign less than the value of the
average sign itself, we must require that TCPU  e2βV∆f .
Recently, much progress has been made by complexify-
ing the fields of systems suffering from the sign problem.
For some systems, it has been demonstrated that this
approach can alleviate or even eliminate the severe sign
problem of the original formulation. This idea, which can
easily be demonstrated in simple, one-dimensional inte-
grals, has found nice applications in several non-trivial
physical systems. One successful approach along the pre-
viously mentioned lines is complex Langevin dynamics[9–
16]. Another method, which we use in this study is the
method of Lefschetz thimbles.
Originally introduced in [17, 18], it was not long after
that lattice gauge theory practitioners sought to apply
these methods to QCD at finite baryon density [19]. Pio-
neering studies using Lefschetz thimbles were performed
on the relativistic Bose gas for lattices volumes up to
V = 84, showing good agreement with complex Langevin
simulations [20–22]. Several other studies have investi-
gated a variety of other systems displaying a sign problem
including O(n) sigma models [23], chiral random matrix
ensembles [24], and the U(1) one-link model using tech-
niques borrowed from reweighting [25]. A significant hur-
dle was overcome as several groups extended the method
of Lefschetz thembles to interacting fermions in 0 + 1 di-
mensions as well as at a single site [26–31]. The successful
application of these methods was then subsequently ex-
tended to field theories of strongly interacting fermions
in both 1 + 1 as well as 2 + 1 dimensions [32–35]. Short
description of the results presented in this article origi-
nally appeared in our previous letter [36]. In subsequent
preprint [37] an alternative approach to deal with ergod-
icity issues was applied for Hubbard model simulations
with thimbles formalism. Albeit, there is a big difference
in the regimes studied by the two groups. In [36] and in
this paper, low temperature limit of the Hubbard model
was studied, while the authors of [37] reported results
for significantly higher temperatures and thus of milder
sign problem for which BSS (Blankenbecler, Scalapino
and Sugar)-QMC has an average sign greater than 0.6 in
the whole range of parameters studied in their paper. On
the other hand, both in [36] as well as in this article, we
are addressing the region of strong sign problem where
BSS-QMC, even with an optimal setup, experiences an
exponential decay of the average sign.
We start with a short introduction to the formalism,
and proceed with a detailed general study of the saddle
points, which is an essential ingredient of the method. In
this section, we extend the previous study and explore
the dependence of these saddles on volume, the Hubbard
coupling U , and chemical potential. We then discuss
at length the algorithm used to generate configurations
away from half-filling. Finally, we report on the results of
our Monte Carlo calculations over manifolds in complex
space and show the average sign problem can be substan-
tially increased even in comparison with BSS-QMC.
II. LEFSCHETZ THIMBLES FORMALISM
Let us first consider the complexification of the fields
appearing in the functional integral (1), Φ ∈ CN . This
amounts to a shift of the contour of integration into com-
plex space. We are allowed to do so, as Cauchy’s theorem
tells us that one can choose any appropriate contour in
complex space as long as the integral still converges and
no poles of the integrand are crossed during this shift. As
we will demonstrate, both of these conditions are satis-
fied. We now introduce one particularly useful represen-
tation, known as the Lefschetz thimble decomposition of
the partition function [17, 18],
Z =
∫
RN
DΦ e−S[Φ] =
∑
σ
kσZσ,
where Zσ =
∫
Iσ
DΦ e−S[Φ], (4)
3and σ labels all complex saddle points zσ ∈ CN of the
action, which are determined by the condition
∂S
∂Φ
∣∣∣∣
Φ=zσ
= 0. (5)
The integer-valued coefficients kσ, are the intersection
numbers and Iσ are the Lefschetz thimble manifolds at-
tached to the saddle points zσ. These manifolds, de-
fined below, are the generalization of the contours of
steepest descent in the theory of asymptotic expansions.
We stress that if the saddle points are non-degenerate
(det ∂2S/∂Φ′∂Φ
∣∣
Φ=zσ
6= 0) and isolated, the relation (4)
holds (for a generalization to the case of gauge theory see
[18]).
The Lefschetz thimble manifold associated with a given
saddle point is the union of all solutions of the following
differential equation
dΦ
dt
=
∂S
∂Φ
, (6)
known as the gradient flow (GF) equations, which sat-
isfy the following boundary condition: Φ ∈ Iσ : Φ(t →
−∞) → zσ. Just as we made an analogy between the
thimble and the contour of steepest descent, there is a
second manifold associated with each saddle point which
is analogous to the contour of steepest ascent. This man-
ifold is known as the anti-thimble, Kσ, and consists of all
possible solutions of the GF equations (6) which end up
at a given saddle point zσ: Φ ∈ Kσ : Φ(t) = Φ,Φ(t →
+∞) → zσ. The intersection number kσ is defined by
counting the number of intersections of Kσ with the orig-
inal integration domain: RN , kσ = 〈Kσ,RN 〉.
It is worth noting that thimbles and anti-thimbles are
both real, N -dimensional manifolds embedded in CN .
We now state two key properties of the thimbles, which
follow from (6) coupled with the fact that the action,
S, is regarded as a holomorphic function of the complex
fields. These properties are that the real part of the ac-
tion, ReS, monotonically increases along the thimble,
starting from the saddle point and the imaginary part of
the action, ImS, stays constant along it. The first prop-
erty is essential in guaranteeing the convergence of the
individual integrals in (4), while the second one obviously
makes the method attractive with regards to weakening
the sign problem. Using these crucial properties, it fol-
lows that neither thimbles nor anti-thimbles can intersect
each other, no two saddle points can, in general, be con-
nected by a thimble (with the very important exception
which is discussed below), and all integrals on the r.h.s.
of (4) are convergent.
As a result of the above discussion, it follows that (4)
can be written as
Z =
∑
σ
kσe
−i ImS(zσ)
∫
Iσ
DΦ e−ReS(Φ), (7)
where we have explicitly written out the complex factors
associated with different saddle points. Usually, thimbles
can be classified as being either “relevant” or “irrelevant”
using the intersection number. Relevant ones have their
intersection number, kσ, being nonzero and thus partic-
ipate in the sum in (7). Conversely, a thimble is irrele-
vant if it has a zero intersection number. However, this
classification can fail if the so-called Stokes phenomenon
occurs for saddle points lying within RN . By definition,
it means that the saddle points are connected by a thim-
ble. In this case, kσ is not well-defined and we need other
tools in order to classify the saddle points. An example
of such a situation will be demonstrated later on when we
will study actual saddle points for the Hubbard model.
As one can see, the initial sign problem has been split
into two parts. The first part concerns the constant phase
factors, e−i ImS(zσ). The number of relevant thimbles,
their weight, and the distribution of the imaginary part
of the action at corresponding saddles define the remain-
ing severity of the first part of the sign problem. An ideal
situation arises when this sum only contains one domi-
nant term. The second part of the sign problem relates
to the fluctuations of the complex measure, DΦ, in the
integration over the thimble. Both of these sign prob-
lems will be addressed below. We start with a thorough
search for and classification of saddle points and then we
will give an estimate for the fluctuations of the complex
measure.
III. THE MODEL
We consider the Hubbard model on the hexagonal
lattice at finite chemical potential. At half-filling, this
model is known to exhibit a semimetal-to-insulator tran-
sition ([38, 39]). Furthermore, the particle-hole symme-
try at half-filling helps to identify and characterize the
thimbles and saddle points before we increase the chem-
ical potential. We start from the form of the Hamilto-
nian written in the particle-hole basis in order to have a
manifestly positive-definite weight for the Hubbard field
configurations at half filling
Hˆ=−κ
∑
〈x,y〉
(aˆ†xaˆy+bˆ
†
xbˆy+h.c)+
U
2
∑
x
qˆ2x+µ
∑
x
qˆx, (8)
where aˆ†x and bˆ
†
x are creation operators for electrons and
holes, qˆx = nˆx,el.− nˆx,h. = aˆ†xaˆx− bˆ†xbˆx is the charge oper-
ator, κ is the hopping parameter, U > 0 is the Hubbard
interaction, and µ is the chemical potential. Due to the
van Hove singularity present in the density of states, one
can clearly identify the scale where new physics is ex-
pected: µ = κ (see [40] and references therein). Special
attention will be paid to this value of µ in the calculations
that follow, since it is also the region with the most severe
sign problem, as can be seen from the test calculations
made with BSS-QMC (see Fig. 1).
The next step in constructing the path integral formu-
lation of the model is to introduce the Trotter decompo-
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FIG. 1. Average sign in BSS-QMC algorithm, taken from
the ALF (Algorithm for lattice fermions) package [41]. The
calculations were peformed on a hexagonal 4× 4 lattice with
Nτ = 256 and β = 20.0; U = 2.0κ. The discrete auxiliary field
is coupled to spin as this setup corresponds to the minimal
sign problem in BSS-QMC.
sition:
e−βHˆ ≈ ...e−δKˆe−δHˆU e−δKˆe−δHˆU ...+O(δ2) (9)
where Kˆ is the collection of all bilinear fermionic terms
in Hˆ, and HˆU is the interaction part of the full Hamil-
tonian. Here we have introduced δ, which specifies the
discretization of Euclidean time, Nτδ = β, where Nτ con-
stitutes the Euclidean time extent of the lattice. Below,
we will refer to β in the units of inverse hopping.
One can obtain an additional, nonphysical, degree of
freedom in the Hamiltonian, by applying the following
identity to the interaction term
U
2
qˆ2x =
αU
2
qˆ2x −
(1− α)U
2
sˆ2x + (1− α)Usˆx, (10)
where sˆx = nˆx,el.+nˆx,h. is the spin operator. We can now
simultaneously introduce two continuous auxiliary fields
by applying the standard Hubbard-Stratonovich trans-
formations to each four-fermion term in (10),
e
− δ2
∑
x,y
Ux,ynˆxnˆy∼=
∫
Dφx e
− 12δ
∑
x,y
φxU
−1
xy φy
e
i
∑
x
φxnˆx
, (11)
e
δ
2
∑
x,y
Ux,ynˆxnˆy∼=
∫
Dφx e
− 12δ
∑
x,y
φxU
−1
xy φy
e
∑
x
φxnˆx
. (12)
The first four-fermionic term can be transformed into a
bilinear using (11), and the second using (12). This is not
the most general possible decomposition of four-fermionic
terms into bilinear ones, but the one most commonly
used in QMC algorithms with continuous auxiliary fields.
This representation was first proposed in [42] and was
also used in the recent papers [43, 44]. The parameter
α ∈ [0, 1] defines the balance between auxiliary fields
coupled with charge (qˆx) and spin (sˆx) density. This
particular representation has an important advantage in
that it also works for non-local interactions, so that we
do not need to introduce a new auxiliary field for every
pair of interacting electrons.
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FIG. 2. An illustration of the downward gradient flow pro-
cedure for three thermalized configurations belonging to dif-
ferent thimbles at half filling. The plot shows the evolution
of the action with the flow time. The ensemble consists of a
6× 6 lattice with Nτ = 256 and β = 20.0, U = 5.0κ, α = 0.9.
One can clearly see how the configurations end up at three
different saddle points after completion of the flow.
The details of the construction of the path integral are
straightforward and can be found in [43, 45, 46]. Here
we simply state the explicit form of the partition function
which we have used in our calculations:
Zc=
∫
Dφx,τ Dχx,τ e−Sα detMel. detMh., (13)
Sα[φx,τ , χx,τ ]=
∑
x,τ
[
φ2x,τ
2αδU
+
(χx,τ−(1−α)δU)2
2(1−α)δU
]
,
where the fermionic operators are given by
Mel.,h. = I +
Nτ∏
τ=1
[
e−δ(h±µ)diag
(
e±iφx,τ+χx,τ
)]
. (14)
In subsequent discussions, we denote the field coupled
to charge density as φx,τ , and the field coupled to spin
density as χx,τ . The full action, which is used in Monte
Carlo sampling, involves both the bosonic action of the
auxiliary fields as well as the logarithm of the fermionic
determinants, S = Sα − ln(detMel. detMh.). The total
number of auxiliary fields is equal to N = 2NsNτ if α ∈
(0, 1), so that both fields participate, and N = NsNτ if
α = 0, 1, where only one type of field remains.
IV. SADDLE POINTS STUDY
IV.1. Saddle points at half-filling
Our goal is to study realistic lattice volumes in order
to get a quantitative idea of how the thimbles decom-
position (4) looks like when we approach both the ther-
modynamic limit in spatial volume and the continuous
limit in Euclidean time. Unfortunately, at large lattice
volumes, the fully analytical approach for finding saddle
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FIG. 3. Distribution of the saddle points at half filling for a
6 × 6 lattice in the strong coupling regime with U = 5.0κ.
Two cases are compared: (a) Nτ = 256 and (b) Nτ = 512 for
fixed temperature β = 20.0. One can see that the distribution
is almost identical and thus we can claim that we are close
close enough to the continuum limit in the Euclidean time
direction.
points (as was done in [44] on lattices with up to four
sites) does not work. Thus, in this study we are using
a completely different approach which is partially based
on importance sampling.
At half-filling this method starts with the generation of
lattice configurations using standard hybrid Monte Carlo
(HMC) techniques. After this, we numerically integrate
the GF equations for each field configuration for a finite
flow time, in order to reach the local minimum of the ac-
tion. At half filling, when thimbles are bounded within
RN , the local minimum of the action always corresponds
to a relevant saddle point. At the end of this sequence
of steps, the distribution of lattice ensembles, taken af-
ter employing the GF procedure, gives an accurate char-
acterization of the relevant saddle points at half-filling.
Example of such a process is shown in Fig. 2. After gen-
erating configurations using HMC, one can observe the
approach to the saddle point in our gradient flow routine.
As noted, the real part of the action should monotoni-
cally decrease and eventually, at a certain flow time, con-
verge to the value at the saddle. Some basic numerical
improvements which allowed us to perform this kind of
study on lattices with sizes up to 2×12×12×256 sites in-
clude the use of a Schur complement solver [47], and the
computation of the exact derivatives of the fermionic de-
terminants with respect to the auxiliary fields [48]. Due
to the success of these algorithms, we can solve the GF
equations exactly and efficiently, even for fermionic mod-
els on large lattices.
A possible source of systematic error in our lattice set
up is the discretization in Euclidean time that results
from the Trotter decomposition. Thus, we first checked
that we have already effectively arrived at the contin-
uum limit in Euclidean time. In Fig. 3, the plot shows
the histogram of the distribution of the action for the
field configurations after GF. As the initial configurations
were generated using HMC, the height of each bar corre-
sponds to the exact weight of the thimble attached to the
corresponding saddle point whose value of the action is
denoted by the position of the bar. In Fig. 3 we display
the histograms for two lattice spacings at fixed β. The
results are almost identical, and thus we can claim that
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FIG. 4. The distribution of saddle points at half filling for
α = 0.01. The ensembles consist of a 6× 6 lattice with Nτ =
256 and β = 20.0, and three different values of interaction
strength: a) U = 3.0κ, b) U = 3.8κ, c) U = 5.0κ.
with Nτ = 256 at β = 20, we are already close enough
to the continuum limit in Euclidean time. This gives us
confidence that our study of the features of the saddle
points and thimbles is independent of the step size in
Euclidean time. We will use the same style of plots to
characterize the structure of the thimbles decomposition
below.
We now proceed to study saddle points at different α.
One important thing to note is that at half-filling, we
cannot faithfully sample the path integral at the extreme
values α = 1.0 and α = 0.0. In both cases (see [43, 44,
49]), the product of fermionic determinants is equal to
the square of some real-valued function
detMel. detMh.|α=0,1;µ=0 = F 2. (15)
Thus only one constraint, F = 0, needs to be satisfied
in order to have both fermionic determinants equal to
zero. It follows that the dimensionality of the manifolds
on which the determinant vanishes is equal to N − 1 and
therefore they cut RN into disconnected regions. As a
result, HMC can not penetrate through these domain
walls [43, 44, 49], and we cannot rely on it to generate
an ergodic set of configurations. However, as was shown
in [44] (one more example will also be shown below), even
a small shift of α from these extreme values is enough to
restore ergodicity. We can thus safely use, e.g. α = 0.01
and α = 0.99 in order to gain an understanding of the
thimbles decomposition when we have either a dominant
spin-coupled field auxiliary field or a dominant charge-
coupled auxiliary field, correspondingly.
We first study saddle points at α = 0.01, when the
spin-coupled field χx,τ is most important and φx,τ is
always equal to zero at saddle points. The results
are shown in Fig. 4 at different values of the interac-
tion strength, which correspond to the semi-metal (SM)
phase (U = 3κ), the region close to the phase transi-
tion (U = 3.8κ), and the antiferromagnetic (AFM) phase
(U = 5.0κ). In all cases, there is a dominant saddle point
corresponding to the smallest value of the action, but its
dominance becomes less and and less pronounced as we
move towards the AFM phase. A more detailed study of
saddles is presented in Fig. 5 for the case of large interac-
tion strength, U = 5κ. The lowest saddle (Fig. 5b) is just
a mean-field solution which corresponds to χx,τ = ±χ0,
with the sign depending on the sublattice. All saddle
points with higher values of the action possess instanton-
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FIG. 5. Representative field configurations at saddle points
for mostly spin-coupled auxiliary field at half filling (α =
0.01). The χ-field is shown, while the φ-field is always equal to
zero at these saddle points. (a) Distribution of saddle points
for a 6 × 6 lattice with Nτ = 256 at U = 5.0κ and β = 20.0
(we repeat the histogram for U = 5.0κ for reference). (b) The
AFM mean-field saddle, which corresponds to the bar with
the lowest value of the action in the histogram. (c) Local
instantons on the background of mean-field vacuum (peaks
between S = −440 and S = −400 in the histogram). (d)
Global mean-field instanton (peak at S ≈ −295 in the his-
togram). (e) Saddle points with local violations of the struc-
ture of mean-field instanton ( S ≈ −280 in the histogram). In
all cases, the χ-field’s value is represented by the color of the
world lines drawn in the Euclidean time direction emanating
from each site on the hexagonal lattice. In (b)-(e), we have
only depicted the part of the lattice where interesting features
involving the χ-field are found for simplicity.
like structures. Examples are shown in the Figures 5c-e.
One can see in (c), how one can have, at a given site, vir-
tually instantaneous tunneling of the value of χ between
+χ0 and −χ0 and back again, where χ0 is the same as
in the mean-field configuration. In these configurations,
the tunneling occurs locally both in space and in time.
However, there are cases such as (d), where the tunneling
from ±χ0 to ∓χ0 occurs all across the lattice in space at
some Euclidean time τ0, and at a later time τ1, the fields
return to their original configuration. Thus we have two
“global instantons”. Finally, we have observed cases such
as (e), where a similar pair of “global instantons” exists,
with the caveat that the tunneling structure is violated
locally in space. The identification of these examples
with the action depicted in the histogram is described in
the caption to Fig. 5.
Next, in Fig. 6 we display the results at a larger value
of α where the auxiliary field which couples to charge-
density starts to dominate and all saddle points are lo-
cated at χx,τ = 0. The latter fact automatically ensures
that the structure of the saddle points is completely dif-
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FIG. 6. The distribution of saddle points at half filling for
an intermediate case, α = 0.9. The ensembles consist of the
following: (a,b,c) 6× 6 and (d,e,f) 12× 12 lattice with Nτ =
256 and β = 20.0, and three different values of interaction
strength: (a,d) U = 3.0κ; (b,e) U = 3.8κ; (c,f) U = 5.0κ. The
histograms reveal a much more regular (in comparison with
Fig. 4) system of saddle points. The lowest saddle points
correspond to the vacuum configuration (all auxiliary fields
are equal to zero).
ferent from the one at small α. The histograms for the
same three couplings show that the situation improves
and that the construction of the saddle points is now
more regular since they are equally spaced in action.
Comparison of 6 × 6 and 12 × 12 lattices (Fig. 6a-c and
Fig. 6d-f) shows that the number of saddles appearing in
the histogram increases with the increasing volume, par-
ticularly at larger values of the coupling U . However, the
general structure of saddle points remains essentially the
same. This situation is demonstrated the Fig. 7. Here
we have taken a 6× 6 lattice with Nτ = 512 at U = 5κ,
as an example (corresponding histogram is shown in the
Fig. 3b). However, the same field configurations were ob-
served at saddle points for other U , Nτ and also at a vol-
ume of 12×12. For all histograms, shown here for α = 0.9
(Fig. 6), the first bar corresponds to the vacuum saddle
φx,τ = χx,τ = 0. The next bar corresponds to the local-
ized field configurations shown in Fig. 7-1a. These local-
ized features come in two types, differing only in the sign
of the φx,τ field: φx,τ → −φx,τ . We will refer to these
structures as “blob” and “anti-blob” in the subsequent
discussion. The third bar in the histograms for α = 0.9
corresponds to the three combinations one can construct
out of two of these localized objects: blob-blob, blob-anti-
blob and two anti-blobs, where the objects are located at
some spatial separation on the lattice. Two examples are
shown in Fig. 7-2a and 7-3a. All further saddle points
consist of more complicated combinations of increasing
number of blobs/anti-blobs that are localized somewhere
within the lattice. The single blob shown in Fig. 7-1a has
an action given by S1 = S0+∆S, where S0 is the action of
the trivial vacuum. Both configurations in Fig. 7-2a and
3a have actions given by S2 ≈ S0 + 2∆S to a very high
precision. It follows that the actions of n-blob configu-
rations should be concentrated around Sn = S0 + n∆S,
7(1a)
(1b)
(1c)
(2a)
(2b)
(2c)
(2d)
(3a)
(3b)
(3c)
FIG. 7. Representative field configurations at saddle points for mostly charge-coupled auxiliary field at half filling(α = 0.9,
6× 6 lattice with Nτ = 512 at U = 5.0κ and β = 20.0, corresponds to the histogram (b) in the figure 3). The χ-field is always
equal to zero, while the modulus of the φ-field is shown as the width of a blob at a given spatial lattice site and time step in
Euclidean time. For clarity, we only draw world lines if |φ| > , with  some suitably small threshold. In order to make the
position of the world lines clear with respect to the spatial lattice, we also draw their projections on the τ = 0 plane. The
vacuum field configuration corresponds to all fields equal to zero. This saddle corresponds to the bar at lowest action in the
histogram 3b. (1a) The lowest non-trivial saddle point corresponds to the bar at S ≈ −1891 in the histogram 3b. This field
configuration is clearly localized, and serves as an elementary quantum to construct further saddle points with higher actions.
(2a,3a) Two saddle points which correspond to the third bar in the histogram 3b (located at S ≈ −1884, the bar can not
be seen due to the scale). Plots (1b, 1c) show the evolution with τ of the equal-time fermionic propagator g(x, y, τ) for the
one-blob saddle point shown in (1a). One of the endpoints x is located at the center of the blob (marked with blue square in
the projection onto τ = 0 plane). The two other endpoints y are marked with a violet and a red triangle in the projection.
They correspond to the plots (1b) and (1c) (drawn in the same colors as the corresponding triangles). The same rule is applied
to the plots (2b,2c,2d) and (3b,3c): they demonstrate the properties of equal-time fermionic propagators with respect to the
saddle points shown in (2a) and (3a), respectively.
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FIG. 8. The dependence of the saddle points for mostly
charge-coupled auxiliary field on the interaction strength at
half filling (α = 0.9, 6× 6 lattice with Nτ = 256 at β = 20.0).
Each subsequent point is obtained via GF from the previous
one (moving from larger U). If the saddle point becomes ir-
relevant, the flow shows decays into the vacuum saddle. Due
to the localized structure of the field configurations at saddle
points, they remain equidistant in action. However, at small
interaction strength non trivial saddles decay into the vacuum
one. This illustrates the influence of non-trivial saddle points
on the physics in the strongly-coupled regime.
FIG. 9. Example of the Stokes phenomenon at half-filling if
there are only two auxiliary fields. We display the isolines of
the action for the case when the relevant saddle point (local
minima, denoted by the star) is accompanied by the irrelevant
one and the zero of determinant (top part of the plot, denoted
by the open circle).
with the width of the distribution steadily widening with
increasing n. This is due to that fact that as the density
of blobs increases, they are no longer well-separated and
start to interact with each other.
These single and multi-blob configurations have con-
sequences for the fermions, as we attempt to illustrate
in Fig. 7. We first define the equal-time fermion Green’s
function in position-time representation
g(x, y, τ) = −〈 aˆx(τ)aˆ†y(τ) 〉, (16)
where we have written the expression for particles and an
analogous expression exists for the holes. We compute
this expression on a given saddle point configuration, for
fixed spatial positions x and y as a function of τ . This
quantity forms a closed curve in the complex plane due
to periodic boundary conditions for the auxiliary fields.
Furthermore, for certain locations of the source and sink,
this curve exhibits a non-trivial winding around the ori-
gin in the complex plane. We define the winding number
of the propagator for a given source and sink location as
follows
W (x, y) ≡ 1
2pii
∮
γ
dz
z
(17)
=
1
2pii
∫ β
0
1
g(x, y, τ)
∂g(x, y, τ)
∂τ
dτ,
where in the first equality we have used z = g(x, y, τ) and
γ refers to the closed curve swept out by the propagator
in the complex plane. For the one-blob configuration in
Fig. 7, we have plotted the Green’s function contour for
two different sinks, with the source fixed at the center of
the blob. In Fig. 7-1b, the sink is located on the opposite
sublattice of the source and shows a non-trivial winding
number of +1, while in Fig. 7-1c the sink is located on the
same sublattice of the source and shows a trivial winding
of 0. We thus see that there exists a correlation between
fermion winding number, saddle points, and sublattice
symmetry.
We have observed that, for the multi-blob configura-
tions, blobs with the same sign lie on the same sublattice
while blobs with opposite signs lie on opposite sublat-
tices. The latter is depicted in Fig. 7-2a where we have
a configuration containing a blob-anti-blob pair, and in
Fig. 7-2b and 7-2c we observe the same correlation be-
tween sublattice symmetry and fermion winding number
that was observed for one-blob configuration. However,
in 7-2d, we see a non-trivial winding number of +2 where
the sink and source were taken to be the centers of the
two blobs. A two-blob configuration is depicted in 7-
3a, where again, the winding number is trivial for source
and sink on the same sublattice (Fig. 7-3b). The wind-
ing number is non-trivial and equal to −1 for source and
sink on different sublattices (Fig. 7-3c). We note that
winding number ±2 was not observed for the two-blob
configuration. We assume that a similar correlation ex-
ists between the winding number and the construction
of saddle point configurations with a larger number of
(anti-)blobs, and thus the winding number can be used
for the classification of saddle points. However, we have
left the detailed study of this point to future work.
One expects that the dependence of the thimbles de-
composition on the Hubbard coupling should reflect the
changing physics in the strong-coupled phase. The de-
pendence of the real part of the action of the various sad-
dles on the coupling U at half-filling is shown in Fig. 8 for
the case where the charge-coupled Hubbard field domi-
nates (α = 0.9). In order to track the location of the sad-
dles in a continuous manner we have used the GF in the
downwards direction after small shifts of the on-site in-
teraction U . This means that we start from saddle points
at large U , then slightly decrease U → U−δU and search
for the new locations of the local minima by starting GF
from the old saddles. This procedure is repeated to cover
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FIG. 10. (a) The distribution of saddle points at half filling
for α = 0.99. Results are shown for 6×6 lattice with Nτ = 256
and β = 20.0, U = 3.8κ. The situation again becomes sub-
stantially worse: non-vacuum saddle points play a significant
role. (b) Quite the opposite situation is observed at α = 0.8.
In this case, we see only one saddle point even in the case of
larger, 12× 12 lattice with the same Nτ , β and U .
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FIG. 11. (a) General schematic illustration of the algorithm
which searches for complex saddle points (1D case): c0 is the
initial position, segment c1− c2 corresponds to the downward
flow, segment c2 − c3 corresponds to the upward flow and
so on. (b) Example of search processes for a 2 × 2 lattice
with Nτ = 256, β = 20.0, U = 2.0κ, µ = κ and α = 1.0:
shorter process converges to vacuum saddle point and longer
one shows convergence to non-vacuum localized saddle point.
(c) Example search process for a 6× 6 lattice with Nτ = 256,
β = 20.0, U = 2.0κ, µ = κ and α = 0.9: it illustrates the
case when the process collides with a zero of the determinant
on the way, seen in the large spikes for both the real and
imaginary parts. The y-axis in figures (b) and (c) labels the
sum of the squares of the first derivatives of ReS with respect
to the real or imaginary parts of the fields at each site.
the desired interval of U . We have found that sometimes
the profiles obtained in this way experience sharp decays
into the vacuum saddle. This behavior implies that the
corresponding saddle point becomes irrelevant.
Before we proceed further, the last point needs to be
clarified. Usually, a thimble and its corresponding saddle
point are classified as “relevant” if their intersection num-
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FIG. 12. The distribution of saddle points at µ = κ for
α = 1.0 × 10−4. Results are shown for a 6 × 6 lattice with
Nτ = 256 and β = 20.0, U = 3.8κ. Saddle points with posi-
tive and negative sign are shown separately in red and green
respectively. Inset: History of ImS during HMC update of the
field configuration showing the tunneling between thimbles.
ber, kσ, is nonzero. However, things can be different if
the so-called Stokes phenomenon occurs. This situation
implies that several saddles are now connected by one
thimble. Here we consider this situation at half-filling,
when there is no sign problem and all relevant thimbles
and saddle points are confined within RN . In this case, all
eigenvectors of the Hessian matrices, Γσ, for saddles lo-
cated within RN have their components either purely real
or imaginary. At the local minimum of the action within
RN , which is a relevant saddle point, all real eigenvectors
of Γσ correspond to positive eigenvalues. However, it can
happen that some Nσ > 0 real eigenvectors correspond
to negative eigenvalues of Γσ. This situation is illustrated
in Fig. 9. Because the thimbles attached to local minima
cover the entire RN , saddles which have at least one real
eigenvector corresponding to a negative eigenvalue of Γσ,
do not participate in the sum (7), and thus are irrelevant.
Simply counting the intersection points is impossible in
this case as dim(RN ∩ Kσ) = Nσ > 0 for such saddles.
The decay of a saddle, if we start from a slightly shifted
field configuration, means that a negative eigenvalue of
Γσ with a corresponding real eigenvector has appeared.
It then follows that this situation indeed corresponds to
the transition between relevant and irrelevant status for
the saddle point.
Using these ideas we can interpret from Fig. 8 that at
small coupling, the trivial vacuum is the only relevant
saddle. As we move to larger coupling, multiple non-
trivial relevant saddles appear and above U ≈ 3.4κ, we
see three of them which are evenly spaced. Thus, we
should expect that, at fixed and large α, more and more
non-trivial multi-blob saddles become relevant once we
approach AFM phase. This interpretation is also sup-
ported by the previous histograms 6.
Finally, in Fig. 10a we show how the situation becomes
worse as we further increase the parameter α, thus sug-
gesting that there exists a “sweet spot” which possesses
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FIG. 13. Schematic diagrams which explain the appearance
of “negative” thimbles at nonzero chemical potential in the
case when only the spin-coupled field is present (α = 0.0)
an advantageous structure for the thimbles decomposi-
tion. This regime is illustrated in Fig. 10b,where even
for large lattices (12 × 12) at U = 3.8κ (which corre-
sponds to the AFM phase transition), only the vacuum
saddle contributes at α = 0.8. One can compare this
situation with that depicted in Fig. 6e. A more detailed
study of this regime is made below, accompanied by the
study of saddles points away from half-filling.
IV.2. Saddle points at nonzero chemical potential
Away from half-filling one can not rely on the naive
application of the GF equations in order to find the sad-
dle points. This is due to the fact that the downward
GF ends up on a saddle point only if the initial configu-
ration was exactly on the corresponding thimble. Since
we can not generate those configurations (at least with-
out prior knowledge about the saddle points), another
method should be employed. We use a procedure simi-
lar to Powell’s method of search for local minima. The
algorithm is illustrated schematically in Fig. 11a, for a
single complex field. The minimization procedure con-
sists of alternating GF steps for constant imaginary and
real parts of the field. The even iterations consist of
GF in the downward direction with fixed ReΦj = Φ
(R)
j ,
where Φj ≡ Φ(R)j + iΦ(I)j represents both complex auxil-
iary fields. The flow stops when it reaches the local mini-
mum. The odd iterations consist of upward GF with fixed
ImΦj = Φ
(I)
j and terminate when a local maximum or
zero of determinant has been reached, where ReS →∞.
The convergence can be controlled by monitoring the
quantity, ΣD,Re/Im ≡
∑
i |∂ReS/∂Φ(R/I)i |2 (with the
sum running over all sites in the spatial and temporal
directions) after each iteration, with ΣD,Re reaching the
level of numerical precision (typically 10−10) during even
iterations and ΣD,Im during odd iterations (assuming the
flow did not collide with a zero of determinant). Some
examples are shown in Fig. 11b and Fig. 11c. In the for-
mer, one can see two examples of the iterations on a 2×2
lattice. Here we see that one converges into the vacuum
saddle, which is uniformly shifted into the complex plane
(Reφx,τ = Reχx,τ = Imχx,τ = 0, Imφx,τ = φ0), while the
other converges into a non-trivial saddle, which is non-
uniform both in space and Euclidean time. The latter
figure demonstrates an example for a 6× 6 lattice, where
the iterations collided with a zero of the determinant on
the way, but nevertheless converged.
Away from half-filling, the initial configurations were
generated using a phase quenched HMC, using the algo-
rithms already described in [48]. Thus, only the absolute
value of ln det(Mel.Mh.) was taken into account during
the Monte Carlo procedure. Usually, the initial config-
urations are generated along some contour in CN , uni-
formly shifted from RN , in order to approach the thim-
ble. This is not surprising as we have found that this
constant shift into complex space applies to the vacuum
saddle at µ 6= 0. The procedure of using a constant
shift was performed at α = 0.8 and α = 0.9, where the
charge-coupled field dominates. If α = 0, the thimbles
and saddles again lie within RN , since both fermionic
determinants are real. However, as discussed previously,
this property of the fermionic determinants leads to a
loss of ergodicity for HMC. Thus, in order to explore
the case when the spin-coupled field dominates, we use
small α = 10−4 and generate configurations without a
shift into the complex plane. Even such a small, nonzero
value of α is enough to restore ergodicity, as one can see
in the inset in Fig. 12. This inset shows the history of
argS during one trajectory in HMC update. If α = 0,
all thimbles have cos argS = ±1 again due to the fact
that det(Mel.Mh.) ∈ R. Thimbles with different signs
are separated by zeros of the determinants, since they
are branching points of the logarithm. Here we have
a small but nonzero α, and thus the cos argS only ap-
proaches ±1. A sharp transition is observed in the inset
in Fig. 12 which shows us that the algorithm still can
tunnel between different thimbles. This tunneling was
in fact quite frequent, observed in more than half of the
Monte Carlo updates. This is a further assurance that
the HMC is ergodic.
Another concern regarding our GF procedure is the
convergence of the alternating iterations. Unfortunately,
the procedure we have used does not converge for an
arbitrary saddle. The criterion for the convergence of
the procedure can be derived from the fact that the dis-
tance to the saddle point should decrease after a full
round of four iterations. The exact formulation can be
expressed in terms of the Hessian matrix Γ =
(
A C
C B
)
.
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FIG. 14. The distribution of saddle points at µ = κ for α =
0.8; 0.9. Results are shown for a 6× 6 lattice with Nτ = 256
and β = 20.0, U = 3.8κ. (a,b) The distribution of the real and
imaginary part of the action for α = 0.9. The set of saddle
points is similar to the results at half-filling at the same α (see
Fig. 6). Plot (c) shows that again, only one (shifted trivial
vacuum) saddle point can be found for α = 0.8.
-2060
-2040
-2020
-2000
-1980
-1960
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R
e 
S
µ/κ
vacuum saddle
2 blobs
1 blob
1 anti-blob
1 blob, 1 anti-blob
-0.6
-0.4
-0.2
0
0.2
0.4
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Im
 S
/π
µ/κ
2 blobs
(a) (b)
1 blob
1 anti-blob
1 blob, 1 anti-blob
vacuum saddle
FIG. 15. Evolution of saddle points at α = 0.9 with increas-
ing chemical potential. Real (a) and imaginary (b) parts of
the action are shown. Saddle points remain roughly equally
spaced in terms of the real part of their action, while their
phases start to diverge with increasing µ. Results are shown
for a 6× 6 lattice with Nτ = 256 and β = 20.0, U = 3.8κ.
The Hessian is written in terms of 2NsNτ×2NsNτ blocks
Ai,j ≡ ∂2ReS/∂Φ(R)i ∂Φ(R)j , Bi,j ≡ ∂2ReS/∂Φ(I)i ∂Φ(I)j ,
and Ci,j ≡ ∂2ReS/∂Φ(R)i ∂Φ(I)j . Using these matrices,
the minimization procedure is guaranteed to converge if
both A and −B are positive-definite, and each of the
eigenvalues, λi, of the matrix A
−1CB−1C, which char-
acterizes the update of the fields after two subsequent
iterations, satisfy
|λi| < 1. (18)
The latter is actually a constraint on | arg ∂i∂jS|. If all of
the second derivatives are real, C = 0, and thus |λi| = 0.
If | arg ∂i∂jS| increases, with A and (−B) still remaining
positive-definite, the thimble in the vicinity of the saddle
point is no longer parallel to RN , but starts to “rotate”
in complex space. In the 1D case illustrated in Fig. 11a,
|λ| < 1 simply means that | arg ∂2S|zσ | < pi/4.
We again start from small α, which corresponds to
a dominant spin-coupled field. In this case, all saddle
points are located at φx,τ = 0 and Imχx,τ = 0 with their
phases cos argS = ±1. Results are shown in Fig. 12,
separately for positive and negative saddles. In general,
we observed a very large variety of saddles with non-
uniform structures both in space and time. It is almost
impossible to characterize them, since their actions form
a quasi-continuum distribution. Furthermore, positive
and negative saddles almost compensate each other in
this case (see histograms in [36]), and thus the residual
sign problem stemming from the phase factors in eq. (4)
is quite strong. The qualitative explanation for such be-
havior can be derived from the schematic illustrations in
Fig. 13. At half filling, the fermionic determinants for
electrons and holes are identical for α = 0.0, thus the
sign problem is absent, but, according to the previously
mentioned results (see Fig. 4, 5) we have many thimbles
in RN , separated by zeros of the determinants. Once
the chemical potential shifts from zero, the two determi-
nants are no longer identical, the domain walls between
thimbles are split, and “negative” thimbles immediately
appear along the borders between “positive” thimbles.
Since we observe a large variety of thimbles at half-filling,
the situation can only become worse at µ 6= 0.
Results for large α are shown in Fig. 14. At α = 0.9
the distribution of both ReS and ImS show the same
characteristic behaviour as it was at half filling (Fig. 6)
with saddle points located equidistantly in action. The
difference is that the step in the action is now a com-
plex number. More precisely, the properties of the saddle
points can be understood from Fig. 15, which shows the
evolution of the saddle points as one goes away from half-
filling. We see a continuous evolution of the same system
of blobs and anti-blobs. The difference between them
in ReS remains constant (Fig. 15a), while ImS increases
and blob and anti-blob configurations acquire opposite
phases. As obvious from our previous discussion, the
general rule for the approximate action of saddle point is
Sn1,n2 = S0 +n1∆S+n2∆S, where n1 is number of blobs
and n2 is the number of anti-blobs in the configuration.
An interesting consequence is that not only the vacuum,
but also configurations with equal number of blobs and
anti blobs have ImS = 0, which effectively decreases the
complexity of the sign problem.
As we go to finite chemical potential we can also at-
tempt to visualize the saddle point configurations. Unlike
Fig. 7, where the field is real, we plot the configuration in
the complex plane with each point representing the value
of the field at a given lattice site for α = 0.9 (Fig. 16). In
these plots, the vacuum configuration is the trivial vac-
uum with an added constant, volume-independent shift
of the imaginary part. In Fig. 16a, we plot the config-
uration of a single anti-blob. The collection of points
which extends furthest away from the vacuum all come
from the localized region of space and time surrounding
the center of anti-blob. In Fig. 16a, where we display a
blob-anti-blob pair, we see that we have have two such
collections of points extending away from the vacuum in
opposite directions. Each collection comes from the re-
gion of space surrounding the centers of blob or anti-blob
respectively. An illustration of the effect of finite-volume
on the non-trivial saddles is depicted in Fig. 16c for a
2× 2 lattice where, for a single blob, the structure of the
distribution of the field values is distorted as compared
to Fig. 16a.
In the sweet spot regime at α = 0.8, we detect again
only the vacuum saddle (Fig. 14c). In principle, such sit-
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FIG. 16. Field configurations at saddle points for mostly
charge-coupled auxiliary field at finite chemical potential.
(a,b) 6 × 6 lattice with α = 0.9, U = 3.8κ (these plots cor-
respond to the histograms (a) and (b) in the Fig. 14); (c)
2 × 2 lattice with α = 1.0 and U = 2.0κ, displayed here to
show how the non-trivial saddle point looks like in the situa-
tion where we perform HMC with GF. The other parameters
are Nτ = 256, µ = κ, β = 20.0. The χ-field is always equal
to zero, and the complex values of all φ-fields are projected
onto a single complex plane. The vacuum field configuration
corresponds to all φ-fields uniformly shifted into the complex
plane along the imaginary axis. The saddle points, which are
separated in action from the vacuum, for the 6×6 lattice pre-
serve generally the same localized structure shown in the Fig.
7, with the shifts of the imaginary parts of the fields from the
vacuum value following the shift of the real parts.
uation should be very beneficial for the thimbles decom-
position, since the fluctuations of ImS can be made ar-
bitrarily small. Also, it should improve the ergodicity of
the Monte Carlo process, since the integration manifold is
no more divided into disconnected domains. However, we
should stress that unlike the µ = 0 case, the distributions
in Fig. 14 are exact only for α = 10−4, since we are quite
close to the thimble in this case. For α = 0.8 and α = 0.9,
the histograms are only approximate as the initial config-
urations for the iterations approach the thimble, but do
not lie exactly on it. Furthermore, “vertically oriented”
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FIG. 17. Results of the study of α-dependence of saddle points
are shown. (a) Example of the χ-flow from the disturbed
saddle point in two cases: when the saddle point is relevant
and when it is irrelevant. (b) Example of a full flow (both
fields vary) originating from the disturbed non-vacuum saddle
point when it is irrelevant and the flow ends up in the trivial
vacuum. (c) Summary of results at half-filling. Fields at the
end of the flow are shown. The mean-field saddle point for the
spin-coupled auxiliary field appears only at α = 0.7...0.8 while
typical non-vacuum saddle points for the charge-coupled field
become relevant only at α ≈ 0.9. (d) Decay of non-vacuum
saddle points in the case of µ = κ. Results are shown for a
6× 6 lattice with Nτ = 256 and β = 20.0, U = 3.8κ.
saddles, which do not satisfy the convergence condition
(18) can be missed. However, subsequent QMC calcu-
lations support the conclusion that the regime around
α = 0.8 is indeed better for simulations than α→ 1.0.
The optimal regime around α = 0.8 is studied in
Fig. 17. We start from half-filling in Fig. 17c, The lower
boundary of this region in α corresponds to the splitting
of the vacuum saddle into two mean-field saddles. This
splitting is observed by launching GF from a slightly per-
turbed vacuum (Gaussian noise added to φx,τ and χx,τ ).
If χx,τ returns to zero, the vacuum is stable, otherwise
the final value of χx,τ is non-zero, since the flow arrives
at the mean-field saddle point. This is what we see in the
χ-profiles for the mean-field saddles in Fig. 17c both for
6×6 and 12×12 lattices. The jump upwards corresponds
to the appearance of the mean-field saddle and marks the
lower boundary of the optimal regime. The upper bound-
ary is determined by the decay of the nontrivial saddles
into vacuum, analogous to what was observed in Fig. 8.
We use the symmetry, S(φx,τ , χx,τ ) = S(φx,τ ,−χx,τ ),
and the fact that the saddles are located at χx,τ = 0
for large α. The Hessian matrix is block-diagonal in this
case as ∂2S/∂χx,τ∂φx,τ = 0. Because it is enough to
find at least one instability (negative eigenvalue of Γ,
with real eigenvector), we can study the relevance of sad-
dles separately for φ- and χ-directions. It can be done
in two different ways, which should lead to identical re-
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FIG. 18. Schematic diagrams which explain the evolution of
saddle points and thimbles in the case when both fields are
present in the path integral.
sults. The first is the calculation fully analogous to the
one made for Fig. 8: we start from large α, slightly de-
crease it and launch GF in downwards direction for both
fields, φx,τ and χx,τ . At sufficiently small α we see the
decay of the saddle into vacuum (example of the flow
history for the fields at one particular site is shown in
Fig. 17b). Thus, we can plot the dependence of φx,τ af-
ter the flow on α and a sharp drop to zero will mark
the transition of a non-trivial saddle into an irrelevant
one. This approach, however, does not allow us to un-
derstand, in which block of the Hessian matrix does the
negative, “unstable” eigenvalue appear. Alternatively,
one can first use GF, restricted to the φ fields in order
to find the saddle after a small shift of α. No instability
was found in this case, and the non-trivial saddles can be
found for all values of α. Finally, we use these saddles,
add noise to the χ fields, and launch the GF, restricted to
χ fields for these configurations. In this case, the insta-
bility manifests itself in a finite value of the χ fields after
the flow is performed (the configuration does not return
to the initial saddle located at χx,τ = 0). Thus, we can
plot χ field after the flow and the sudden appearance of
a nonzero value signals the transition of the non-trivial,
relevant saddle into an irrelevant one. Both approaches
are demonstrated in Fig. 17c for 6 × 6 and 12 × 12 lat-
tice. At α ≈ 0.89, the final value of χ after the flow for χ
fields jumps upwards. Simultaneously, the final value of
φ fields goes down to the level of numerical errors (typ-
ically around 10−10). This signals an instability in the
χ-channel, and thus the non-trivial saddle becomes ir-
relevant. Remarkably, the results depend neither on the
type of saddle point nor on lattice size. We attribute
this property to the localized nature of non-trivial sad-
dle points at large α. An important observation is that
the width of the ”optimal regime” grows with increasing
system size, since the lower border shifts to smaller α
for the 12× 12 lattice. This lends strong support to the
existence of this regime in the thermodynamic limit.
A similar set of calculations was performed for µ = κ,
where we have used GF restricted to Reχ. The plot in
Fig. 17a demonstrates how the flow switches from the
stable regime to eventual decay. We essentially observe
the same behavior for the non-vacuum saddles at large
α (Fig. 17d): all non-trivial field configurations are un-
stable in the Reχ direction if α < 0.89. This suggests
that at α > 0.89, the non-vacuum saddles shift into com-
plex space with increasing µ, remaining relevant, while
at α < 0.89 they begin from irrelevant ones at µ = 0 and
move into complex space for µ 6= 0, remaining irrelevant.
These situations are depicted in the schematic drawings
in Fig. 18, where both relevant and irrelevant saddle
points are shown at half-filling and at µ 6= 0. Another
possibility is that the saddles acquire a more “vertical”
orientation with decreasing α (as shown in Fig. 19(a)).
It can happen that the GF along Reχ can take us away
from zero also in this case. However, there are additional
arguments against this based on the results of our HMC
over manifolds in complex space at different α described
in the next section.
V. HMC WITH GRADIENT FLOW
Following [32], we perform the sequence of deforma-
tions of the integration contour, which can be summa-
rized by
Z =
∫
RN
DΦe−S[Φ+iΦ0] =
∫
RN
DΦe−S[Φ˜] det J. (19)
The general idea behind these deformations is shown in
the schematic illustration of Fig. 19(b). First, we per-
form a uniform shift into the complex plane, but only
for the charge-coupled field: φ → φ + iφ0. We work at
large α, and this uniform shift moves onto the thimble
attached to the vacuum saddle (see Fig. 16) in the Gaus-
sian approximation. Below we will denote this shift as
Φ → Φ + iΦ0. A further shift is made using the GF
equations. The quantity Φ˜ ∈ CN is the result of the evo-
lution of the field determined by (6), starting from the
Gaussian thimble Φ + iΦ0,Φ ∈ R with flow time T . At
this stage, the complex-valued Jacobian of the transfor-
mation, J = DΦ˜/DΦ, appears in the integral. The flow
plays a dual role in the transformation. First, it defines,
how close we can approach the thimble, and thus it reg-
ulates the fluctuations of ImS. Second, if the flow time
is too large, the flow lines can reach zeros of the deter-
minant, which separate thimbles (see Fig. 19(b)). In this
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FIG. 19. (a) Illustration of “vertically” oriented saddle points
and thimbles which are lost in the search for complex saddle
points. Results are shown for a 2 × 2 lattice with Nτ = 256
and β = 20.0, U = 2.0κ, µ = κ. (b) Schematic illustration of
HMC with gradient flow.
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FIG. 20. An example of flow profiles for φ (a) and χ (b)
fields at a single lattice site is shown. The flow starts at the
Gaussian thimble attached to shifted trivial vacuum.
case, the integration domain for the Φ fields is again split
into separate regions and as a result the Monte Carlo pro-
cess can hardly be expected to be ergodic. Another con-
tribution to the sign porblem comes from the Jacobian,
especially in the case of “vertically” oriented thimbles, as
shown in Fig. 19(a).
We use the following strategy to sample the partition
function (19): 1) The Jacobian is not taken into account
in the Markov process employed to generate field config-
urations Φ˜, and is left for the final reweighting; 2) The
fields Φ are generated using HMC, according to the dis-
tribution e−ReS[Φ˜(Φ+Φ0)]; 3) The fields Φ˜ are computed
through the gradient flow evolution. Several examples
from the second stage of the process are shown in Fig. 20
for one particular site of the lattice. The second stage
requires an additional comment. HMC employs global
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FIG. 21. Technical plots demonstrating that the calculation
of derivatives through finite differences is indeed reliable. (a)
The difference of the real part of the action at the end of two
flow procedures where the initial field configurations differ at
a single site by a variable amount ∆φ0. (b) Dependence of
the derivative of the real part of the action computed after
the flow on the precision of the integrator for the GF equa-
tions. As in (a), one starts from two initial field configurations
differing at a single site (∆φ0 = 3.0 × 10−5) and at the end
of the flow one computes the derivative as a finite difference,
∆ReS/∆φ0. Clearly, the derivative stabilizes once the pre-
cision is high enough. Usually we need around 20 steps in
the GF procedure for typical flow lengths. These examples
are shown for exactly the same setup which we are using in
one of our HMC flow simulations: α = 1.0, 2× 2 lattice with
Nτ = 256 at U = 2.0κ, µ = κ, β = 20.0.
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FIG. 22. Example of configurations, generated in HMC with
GF, for charge-coupled (a) and spin-coupled (b) auxiliary
field. In both cases we show both the initial configuration
located on the Gaussian thimble attached to the trivial vac-
uum saddle point and the configuration after GF. Parameters
of the run: α = 0.8, 2× 2 lattice with Nτ = 256 at U = 2.0κ,
µ = κ, β = 20.0. Unfortunately, one can not deduce any sim-
ple relation which allows for a fit of the result of the GF with
some local function: Imφi = F (Reφi).
updates of the fields, using molecular dynamics (MD)
governed byH = 12
∑
i p
2
i+ReS[Φ˜(Φ)], where an artificial
momentum, pi, is introduced for each Hubbard field Φi.
In order to solve Hamilton’s equations, we need to com-
pute the derivative ∂ReS[Φ˜(Φ + Φ0)]/∂Φi. We calculate
this quantity by shifting the initial fields Φi → Φi + ∆Φ
and solving the GF equations for each shift. Examples
of such calculations are shown in Fig. 21. These plots
show that we can compute these derivatives to the same
accuracy as the GF solution which is required in order
to use the fields at the end of the flow. These calcula-
tions also give us immediate access to all elements of the
Jacobian. In practice, however, we need the det J only
after the accept-reject step of the HMC procedure, while
the trajectory typically consists of O(102) steps. Thus,
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FIG. 23. (a) Comparison of the sign problem in conventional
HMC with real Hubbard fields and in HMC as a function of
µ. (b) Comparison of the sign problem in BSS-QMC and in
HMC as a function of temperature at µ = κ. Results are
shown for a 2 × 2 lattice with U = 2.0κ, Nτ = 256. α = 0.8
for all HMC points.
〈K〉 〈S(1)x S(1)y 〉
ED 19.5781 -0.14624
BSS-QMC 19.587±0.002 -0.1466±0.0008
HMC, α = 1.0 19.65±0.31 -0.112±0.0069
HMC, α = 0.8 19.52±0.17 -0.142±0.0062
TABLE I. Comparison of observables for exact diagonaliza-
tion, BSS-QMC (ALF) and two variants of HMC with gra-
dient flow for a 2 × 2 lattice with Nτ = 256, U = 2.0κ and
µ = κ.
the calculation of the Jacobian plays only a subdominant
role in computational efforts. The overall scaling of the
method is C1N˜MDN˜GFN
4
sN
2
τ +C2N
3
sN
3
τ , where the first
term corresponds to the HMC procedure used to gener-
ate field configurations and the second term accounts for
the calculation of det J at the end of the trajectory. Here
N˜MD refers to the number of steps in a MD trajectory
which is typically O(102), N˜GF refers to the number of
steps in the integrator for GF equations which is typi-
cally O(101), and C1 and C2 denote volume-independent
constants. In what follows, we will refer to this algorithm
as HMC-GF. Several examples of configurations of the Φ˜
fields, generated with this algorithm, are show in Fig. 22.
The Jacobian is left for the final reweighting, and thus
the observables are computed using the following expres-
sion
〈O〉 = 〈Oe
i Im(−S+ln det J)+Re(ln det J)〉
〈ei Im(−S+ln det J)+Re(ln det J)〉 , (20)
where the residual fluctuations of ImS are also taken into
account. The brackets 〈〉 denote the averaging over con-
figurations generated with HMC-GF. We also take into
account symmetries of the action in order to further im-
prove the ergodicity of our set of field configurations, gen-
erated with HMC-GF
S(φx,τ , χx,τ ) = S¯(−φ¯x,τ ,−χ¯x,τ )
S(φx,τ , χx,τ ) = S(φx,τ ,−χx,τ ). (21)
The following metrics are used to estimate the severity
of the sign problem: 〈cos(ImS)〉 and 〈cos(Im ln det J)〉
〈cos ImS〉 〈cos arg J〉 〈ΣG〉
BSS-QMC 0.2363±0.0032 0.2363±0.0032
HMC,α=1.0 0.9627±0.0038 0.427±0.014 0.351±0.015
HMC,α=0.8 0.797±0.022 0.915±0.008 0.644±0.028
TABLE II. Comparison of the sign problem for BSS-QMC
(ALF) and two variants of HMC with gradient flow for a 2×2
lattice with Nτ = 256, U = 2.0κ and µ = κ.
for configurations and the Jacobian respectively, and the
joint sign ΣG = 〈cos(Im(−S + ln det J))〉. We also esti-
mate the strength of the fluctuations of the Jacobian by
computing DJ , the dispersion of Re(ln detJ).
The following choice is made for the parameters of the
simulations: 2 × 2 lattice (Ns = 8), Nτ = 256, U = 2κ,
µ = κ, β = 20. This lattice is small enough to make
a comparison with finite-temperature ED possible, but
large enough to host non-trivial saddle points at large
α (see Fig. 16c), although their form is different from
the ones appearing at larger lattice sizes. These sad-
dles also experience decay along the Reχ direction at
α ≈ 0.8, similar to the 6× 6 and 12× 12 lattices studied
above. We find that Nτ = 256 is large enough to probe
both the low-temperature regime as well as the contin-
uum limit in Euclidean time simultaneously. We further
note that the state-of-the-art QMC algorithm for con-
densed matter systems, BSS-QMC, taken from the ALF
package [41], experiences exponential decay of the aver-
age sign at these parameters, even in the optimal regime
where the discrete auxiliary field is coupled to spin. It
is thus apparent that the sign problem is already strong
in this regime. We have also probed two different val-
ues of α: α = 1.0, so that only the charge-coupled field
φx,τ participates in the integral, and α = 0.8 in order
to probe the “optimal regime”, where only the vacuum
saddle point was detected.
Our results for the computed observables are displayed
in the table I while the study of the sign problem is sum-
marized in Tab. II. We compute the kinetic energy, 〈 Kˆ 〉,
and the nearest-neighbor correlation function for the first
component of spin 〈 Sˆ(1)x Sˆ(1)y 〉. Results at α = 1.0 sub-
stantially deviate from ED, while at α = 0.8 the results of
HMC calculation are in agreement with ED. This seems
to imply that at α = 1.0 ergodicity issues indeed ap-
pear as there are several relevant thimbles and thus GF
collides with zeros of the determinant. Unfortunately,
HMC can not tunnel through the barrier separating two
thimbles in such situations. At α = 0.8, however, er-
godicity is restored. Moreover, we do not observe the
growth of the fluctuations of the Jacobian, which should
appear if GF approaches “vertically” oriented thimbles
(Fig. 19(a)). This tells us that the thimbles attached to
the non-vacuum saddles indeed become irrelevant or they
are bypassed by the integration manifold constructed by
GF. In both cases, these non-vacuum saddles are effec-
tively unimportant at α ≈ 0.8.
We also collected smaller statistics for the same lat-
16
tice, but with β = 30 with Nτ = 384 (α = 0.8). We
increased the flow time from T = 0.05 for β = 20 to
T = 0.08 for β = 30 to keep fluctuations of ImS roughly
the same. The comparison of the sign problem as ad-
dressed by the different algorithms is shown in Fig. 23.
One can see that the improvement in comparison with
plain HMC for continuous fields running inside RN is
quite huge (Fig. 23a). In fact, we should point out that
the van Hove singularity can not be reached with this
method at all, as the average sign decays too quickly
with increasing chemical potential. The average sign is
also improved in comparison with BSS-QMC, despite the
fact that using naive reweighting without GF, this for-
mulation has a substantially weaker sign problem then
HMC with continuous fields. However, BSS-QMC has
a scaling given by N3sNτ , which is substantially better
than the dominant term N4sN
2
τ in the scaling for HMC-
GF. Thus, at these particular parameters, we can still
use naive reweighting (generating ∼ 105 configurations)
to achieve error bars which are smaller than the ones
computed in HMC-GF with ∼ 103 configurations.
We finally remark that the dispersion of the Jacobian is
noticeable but in general does not cause large problems.
We simply need larger statistics to compensate for these
additional fluctuations. We have determined DJ = 1.157
for HMC with α = 1.0 and DJ = 1.011 for HMC with
α = 0.8. However, we noticed that the properties of
the Jacobian become worse at β = 30: DJ = 1.68 and
〈cos arg J〉 = 0.823± 0.018 in this case (compare it with
α = 0.8 case in Tab. II). Thus, at very low temperatures
and, possibly, at larger system sizes, fluctuations of the
Jacobian might become a problem.
VI. CONCLUSION
We have studied the thimble decomposition of the
Hubbard model on the hexagonal lattice at various val-
ues of the interaction strength and chemical potential
for different forms of the HS transformation, which com-
bines both the spin- and charge-coupled auxiliary fields
with different weights. At half-filling, in the case where
spin-coupled field dominates, we have observed a large
number of different saddle points with an instanton-like
structure. Away from half-filling, this regime develops
a strong sign problem due to a large amount of thim-
bles with opposite phases which almost compensate each
other. If the charge-coupled field is dominant, the struc-
ture of the saddle points is more regular, as they are
built from two basic building blocks (localized field con-
figurations) both at zero chemical potential and away
from half-filling. We have also observed an intermediate,
“optimal” regime, where our method detected only one
relevant saddle, even for a volume of 12 × 12 × 256 at
µ = 0 as well as for a volume of 6 × 6 × 256 at µ 6= 0.
These results show that the thimble decomposition for
the Hubbard model strongly depends on the form of the
HS transformation. Consequently, the residual sign prob-
lem also depends strongly on the aforementioned decom-
position of the fields.
We have performed several benchmark HMC simula-
tions for lattices with Ns = 8 and Nτ as large as 384.
In the “optimal” regime, we were able to reach an agree-
ment with ED, which suggests that the ergodicity issues
and the sign problem can be simultaneously weakened.
We were also able to obtain an average sign much larger
than that obtained with conventional QMC techniques.
This provides a solid proof-of-concept that the method
of Lefschetz thimbles can substantially alleviate the sign
problem in the regime of both low-T and high-µ for the
Hubbard model. In upcoming work we plan to address
even larger spatial extents as well as other lattice geome-
tries, such as the square lattice.
ACKNOWLEDGMENTS
MU would like to thank Prof. F. Assaad for enlighten-
ing discussions. SZ acknowledges stimulating discussions
with Prof. K. Orginos. MU is supported by the DFG
under grant AS120/14-1. CW is supported by the Uni-
versity of Kent, School of Physical Sciences. SZ acknowl-
edges the support of the DFG Collaborative Research
Centre SFB 1225 (ISOQUANT). This work was granted
access to the HPC resources of CINES and IDRIS in
France under the allocation 52271 made by GENCI. We
are grateful to these computing centers for their constant
help. We are grateful to the UK Materials and Molec-
ular Modelling Hub for computational resources, which
is partially funded by EPSRC (EP/P020194/1). This
work was also partially supported by the HPC Center of
Champagne-Ardenne ROMEO.
[1] O. Philipsen, in Modern perspectives in lattice QCD:
Quantum field theory and high performance comput-
ing. Proceedings, International School, 93rd Session, Les
Houches, France, August 3-28, 2009 (2010) pp. 273–330,
arXiv:1009.4089 [hep-lat].
[2] G. Aarts, Proceedings, 13th International Workshop on
Hadron Physics: Angra dos Reis, Rio de Janeiro, Brazil,
March 22-27, 2015, J. Phys. Conf. Ser. 706, 022004
(2016), arXiv:1512.05145 [hep-lat].
[3] M. Inguscio, W. Ketterle, and C. Salomon, Proc. Int.
Sch. Phys. Fermi 164, pp.1 (2007).
[4] T. Schfer and D. Teaney, Rept. Prog. Phys. 72, 126001
(2009), arXiv:0904.3107 [hep-ph].
[5] L. Rammelmller, A. C. Loheac, J. E. Drut, and J. Braun,
Phys. Rev. Lett. 121, 173001 (2018), arXiv:1807.04664
[cond-mat.quant-gas].
[6] D. Baeriswyl, D. K. Campbell, J. M. P. Carmelo,
F. Guinea, and E. Louis, The Hubbard Model (Springer,
17
1995).
[7] P. A. Lee, N. Nagaosa, and X.-G. Wen, Rev. Mod. Phys.
78, 17 (2006).
[8] M. Troyer and U.-J. Wiese, Phys. Rev. Lett. 94, 170201
(2005), arXiv:cond-mat/0408370 [cond-mat].
[9] G. Aarts, Proceedings, 30th International Symposium on
Lattice Field Theory (Lattice 2012): Cairns, Australia,
June 24-29, 2012, PoS LATTICE2012, 017 (2012),
arXiv:1302.3028 [hep-lat].
[10] G. Aarts, L. Bongiovanni, E. Seiler, D. Sexty, and
I.-O. Stamatescu, Eur. Phys. J. A49, 89 (2013),
arXiv:1303.6425 [hep-lat].
[11] D. Sexty, Phys. Lett. B729, 108 (2014), arXiv:1307.7748
[hep-lat].
[12] K. Nagata, J. Nishimura, and S. Shimasaki, JHEP 07,
073 (2016), arXiv:1604.07717 [hep-lat].
[13] G. Aarts, E. Seiler, D. Sexty, and I.-O. Stamatescu,
JHEP 05, 044 (2017), [Erratum: JHEP01,128(2018)],
arXiv:1701.02322 [hep-lat].
[14] J. Bloch, J. Glesaaen, J. J. M. Verbaarschot, and
S. Zafeiropoulos, JHEP 03, 015 (2018), arXiv:1712.07514
[hep-lat].
[15] K. N. Anagnostopoulos, T. Azuma, Y. Ito, J. Nishimura,
and S. K. Papadoudis, JHEP 02, 151 (2018),
arXiv:1712.07562 [hep-lat].
[16] M. Scherzer, E. Seiler, D. Sexty, and I.-O. Stamatescu,
Phys. Rev. D99, 014512 (2019), arXiv:1808.05187 [hep-
lat].
[17] E. Witten, (2010), arXiv:1009.6032 [hep-th].
[18] E. Witten, Chern-Simons gauge theory: 20 years af-
ter. Proceedings, Workshop, Bonn, Germany, August 3-
7, 2009, AMS/IP Stud. Adv. Math. 50, 347 (2011),
arXiv:1001.2933 [hep-th].
[19] M. Cristoforetti, F. Di Renzo, and L. Scorzato
(AuroraScience), Phys. Rev. D86, 074506 (2012),
arXiv:1205.3996 [hep-lat].
[20] M. Cristoforetti, F. Di Renzo, A. Mukherjee,
and L. Scorzato, Phys. Rev. D88, 051501 (2013),
arXiv:1303.7204 [hep-lat].
[21] H. Fujii, D. Honda, M. Kato, Y. Kikukawa, S. Komatsu,
and T. Sano, JHEP 10, 147 (2013), arXiv:1309.4371 [hep-
lat].
[22] M. Cristoforetti, F. Di Renzo, A. Mukherjee, and
L. Scorzato, Proceedings, 31st International Symposium
on Lattice Field Theory (Lattice 2013): Mainz, Ger-
many, July 29-August 3, 2013, PoS LATTICE2013, 197
(2014), arXiv:1312.1052 [hep-lat].
[23] Y. Tanizaki, Phys. Rev. D91, 036002 (2015),
arXiv:1412.1891 [hep-th].
[24] F. Di Renzo and G. Eruzzi, Phys. Rev. D92, 085030
(2015), arXiv:1507.03858 [hep-lat].
[25] S. Bluecher, J. M. Pawlowski, M. Scherzer, M. Schlosser,
I.-O. Stamatescu, S. Syrkowski, and F. P. G. Ziegler,
SciPost Phys. 5, 044 (2018), arXiv:1803.08418 [hep-lat].
[26] H. Fujii, S. Kamata, and Y. Kikukawa, JHEP 11, 078
(2015), [Erratum: JHEP02,036(2016)], arXiv:1509.08176
[hep-lat].
[27] Y. Tanizaki, Y. Hidaka, and T. Hayata, New J. Phys.
18, 033002 (2016), arXiv:1509.07146 [hep-th].
[28] T. Kanazawa and Y. Tanizaki, JHEP 03, 044 (2015),
arXiv:1412.2802 [hep-th].
[29] A. Alexandru, G. Basar, and P. Bedaque, Phys. Rev.
D93, 014504 (2016), arXiv:1510.03258 [hep-lat].
[30] A. Alexandru, G. Basar, P. F. Bedaque, G. W. Ridg-
way, and N. C. Warrington, JHEP 05, 053 (2016),
arXiv:1512.08764 [hep-lat].
[31] F. Di Renzo and G. Eruzzi, Phys. Rev. D97, 014503
(2018), arXiv:1709.10468 [hep-lat].
[32] A. Alexandru, G. Basar, P. F. Bedaque, G. W. Ridgway,
and N. C. Warrington, Phys. Rev. D95, 014502 (2017),
arXiv:1609.01730 [hep-lat].
[33] A. Alexandru, P. F. Bedaque, and N. C. Warrington,
Phys. Rev. D98, 054514 (2018), arXiv:1805.00125 [hep-
lat].
[34] A. Alexandru, G. Baar, P. F. Bedaque, H. Lamm,
and S. Lawrence, Phys. Rev. D98, 034506 (2018),
arXiv:1807.02027 [hep-lat].
[35] A. Alexandru, P. F. Bedaque, H. Lamm, S. Lawrence,
and N. C. Warrington, Phys. Rev. Lett. 121, 191602
(2018), arXiv:1808.09799 [hep-lat].
[36] M. Ulybyshev, C. Winterowd, and S. Zafeiropoulos,
(2019), arXiv:1906.02726 [cond-mat.str-el].
[37] M. Fukuma, N. Matsumoto, and N. Umeda, (2019),
arXiv:1906.04243 [cond-mat.str-el].
[38] F. F. Assaad and I. F. Herbut, Phys. Rev. X 3, 031010
(2013).
[39] S. Sorella, Y. Otsuka, and S. Yunoki, Scientific Reports
2, 992 EP (2012).
[40] M. Krner, D. Smith, P. Buividovich, M. Ulybyshev,
and L. von Smekal, Phys. Rev. B96, 195408 (2017),
arXiv:1704.03757 [cond-mat.str-el].
[41] M. Bercx, F. Goth, J. S. Hofmann, and F. F. Assaad,
SciPost Phys. 3, 013 (2017), arXiv:1704.00131.
[42] S. R. White, R. L. Sugar, and R. T. Scalletar, Phys.
Rev. B38, 11665 (1988).
[43] S. Beyl, F. Goth, and F. Assaad, Phys. Rev. B97, 085144
(2018), arXiv:1708.03661 [cond-mat.str-el].
[44] M. V. Ulybyshev and S. N. Valgushev, (2017),
arXiv:1712.02188 [cond-mat.str-el].
[45] M. V. Ulybyshev, P. V. Buividovich, M. I. Katsnel-
son, and M. I. Polikarpov, Phys. Rev. Lett. 111, 056801
(2013).
[46] D. Smith and L. von Smekal, Phys. Rev. B 89, 195429
(2014).
[47] M. Ulybyshev, N. Kintscher, K. Kahl, and P. Buiv-
idovich, Computer Physics Communications 236, 118
(2019), 1803.05478.
[48] P. Buividovich, D. Smith, M. Ulybyshev, and L. von
Smekal, Phys. Rev. B 99, 205434 (2019), 1812.06435.
[49] J.-L. Wynen, E. Berkowitz, C. Koerber, T. A. Laehde,
and T. Luu, (2018), arXiv:1812.09268 [cond-mat.str-el].
