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Abstract--Neither the statistical theory of information or the thermodynamics of dissipative structures 
are able to explain the nature of the living system. The biological system, being a material system, may 
be characterized and experimentally verified by such general notions as mass, energy and information. 
A consideration of the relationship between energy and information within the living system is attempted. 
The energy and information are treated as coupled values in describing such a system. The notion of 
biofunction is understood as intrinsic flow and transformation of the inft>-energy (information--energy) 
coupled values. Understanding of the content of this flow and its transformations is a basis for a coherent 
meaning of energy, thermodynamic entropy, information and control within the living system. The mass, 
energy and information categories are not only descriptive means of the system, but also additive operative 
values on the microlevel of the physical phenomena proceeding within the living system. Proceeding 
reactions within it are based on certain values of the involved energy and informational components 
directing the process, determined by the specificity of the structure of the system as well as by the 
synchronization of events (in time) of the considered process. Consideration of the examples of the 
function of a biological membrane and its models, calculations of experimental equivalents ofinformation 
negentropy and lowering the energy cost of biological reactions during onto- and phylogenesis lead us 
to the conclusion that lowering the energy cost of biological reactions decisive in the emergence of the 
living system and its biological evolution. The specificity of the structural and functional organization of 
the living system is in a mutual energy-information relationship. This relationship has an opposite and 
extreme character. 
"Nobody has even seen life, as such. What we can see are material systems which have this 
curious quality of being alive." 
A. SZENT-GY6RGYI [I] 
1. METHODOLOGICAL INTRODUCTION 
This "quality" is really the subject of the entire history of biology. This quality is studied as a 
function or manifestation of the material system. This is a fundamental experimental methodologi- 
cal approach. Not by chance, the matter as a mass, was the first category handled by scientists. 
Later, the energy and recently information outlook on the living system have been applied. 
Certainly within time and space. However, study of the living system has always been restricted 
to searching from one point of view: mass, energy or information. Perhaps with the exception of 
mass and energy consideration during biochemical-type r search. This cannot be said as regards 
the information-energy relationship. 
The relative simplicity of a separate methodological pproach still practically dominates 
day-by-day scientific practice. However, the living organism in its environmental context cannot 
be understood as a result of such a one-sided outlook; most of what can be achieved is an 
accumulation of data-base for subsequent theoretical analysis and synthetic generalization. This 
is a typical and historically grounded principle of scientific practice. There is nothing wrong in this 
approach, except hat it is a rather long procedure, but the legitimate one. 
There is a lack of theoretical considerations of life from the most general predicates point of view. 
An attempt o search the intrinsic logic of life organization in the framework of all the highest 
categories such as mass, energy, information, space and time and, in particular, consideration of 
the energy-information relationship within the living system, are the subject of this paper. 
The logical gist of the structural and functional organization of the living system should be found 
from looking at all of the five categories and their interrelationship. Data already obtained on the 
organism, especially those on its molecular and systemic structure, strongly suggest this. How far, 
as regards the organization of matter, this relationship is valid within the living system we do not 
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know. It seems that in the light of contemporary data, an assumption that the organization of life 
is spread down to the quantum level [2] and the view that there is a need to apply the 
complementarity principle in biological research [3] is too arbitrary. Achievements in molecular 
biology and the classical concept of biological evolution indicate that the phenomenon of life is 
a historical emergent in the evolution of matter. Both the time category (phylogenetical nd 
ontogenetic aspects) and the space category (earth as the most plausible nvironment of life origin) 
determine the above point of view. 
Today it is rather evident that the specificity of the organization of biological life is in 
the specificity of the organization of matter. All efforts are directed towards explanation of this 
specificity. Explication of this specificity takes place in the frame of theoretical biology, using the 
complete arsenal of molecular biology, and in the cybernetic theory of information. Let us, hence, 
consider the heuristic features of the methods being used by these two last disciplines. 
The statistical theory of information and cybernetics reated a theoretical tool for the analysis 
of the functional organization of the living system and for finding general connections between the 
studied phenomena. However, the universality of this theory resulted in the consideration of 
proceeding phenomena without heir physical side and, in particular, the energy cost of information 
processing, i.e. its reception, transmission, transformation and retrieval. Abstracting from the 
energy cost of an order of 10 -16 erg/d.f. (degree of freedom) could not narrow the heuristic power 
of the theory of information in biological application. The amount of equivalent energy and 
information processing within the living system require particular attention. If in technical systems 
it can be omitted because of their relatively low degree of complexity, its respective value in the 
living system is already considerable. A comparison of respective comparative data reveals a 
substantial decrease (up to 2 x 10-1°erg in the energy threshold of visual perception), and in 
molecular genetic structural rearrangement a value of 3 x 10 -13 erg [4]. 
It has been shown that in the living system the energy cost of perception of a biological signal 
(stimulus) isdependent on its physical characteristics as well as on the phylogenetic and ontogenetic 
development of the organism. What is the functional structure of the converter of biological signals 
and how has it been organized in the process of evolution? What is the essence of a coherence of 
a biological stimulus with regard to its receptor? To what degree and how is the increase in the 
information content within the functional structure of the receptor manifested in the lowering of 
the energy cost of perception of a biological adequate stimulus? 
Everything indicates that the Shanonnian theory of information does not give us an answer to 
these questions. 
The duality of the energy-information pathway of control: the energy carrier of information 
[5, 6] and control energy [7] in the statistical theory of information remained practically only in 
the sphere of theoretical bstraction. As a result, the understanding of information i  biology was 
reduced exceptionally to its quantitative aspect. Such a narrow point of view on information means 
a refusion of searching for answers to such principal questions as: 
--abiogenesis of the living system; 
--guiding principle of the progressive development during its phylogenetic and 
ontogenetic development; and 
--developing of its quantity and quality of information combined with lowering of 
the energy component and increase of its information component during the 
processing of biological reactions. 
The continuity of metabolic hanges of the living system and its informational content, as we 
know, are the two sides of its fundamental indices. The working processes of a thermodynamically 
open system proceed according to a given algorithm determined by the informational content of 
the system, and finally by the balance of inflow and outflow of energy. The principal question arises: 
how does the energy expenditure proceed within the system in the vectorization of molecules and 
processes in certain directions? 
The answer to this question is sought within the frame of thermodynamics of irreversible 
processes, initiated by Onsager [8] and developed extensively by the Brussel's chool [9-12]. It has 
been assumed that when derivations from the state of equilibrium are not large (the Onsager 
region), the living matter obeys the laws of equilibrium thermodynamics. But in cases when 
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considerable deviation from the equilibrium takes place, the thermodynamic criteria are unbiased 
both for the living as well as for the nonliving matter. 
It is claimed by various representatives of the Brussel's chool that "matter may self-organize 
autonomously into a lower entropy and more ordered state" [9]. The spontaneous emergence of
temporal and spatial dissipative structures, due to constant exchange of energy and matter, has 
been found experimentally and elaborated theoretically. However, "these extremely important 
advances in a theory which predicts the self-organization f matter into temporal and spatial order 
still had to be confirmed by direct experiments" [9]. 
Changes in the time of local internal energy, 
and local entropy, 
when 
6u/6t = - div Je, 
6s16t = -d iv  Js + a, 
O" = ~,i Ji ~i 
(and where J stands for flux and X for force, u is local internal energy and s is local internal 
entropy), determine, according to the theory, the "self-organization f matter" and "constitutes 
the backbone of the theory of thermodynamics of irreversible process" [9]. But how? This theory 
does not give us an answer for this question, beyond rather simple conclusion that "there is a 
positive production of local entropy" [9]. 
The main conclusion of the theory as regards entropy production is that entropy production 
of a nonequilibrium system not far from equilibrium has a minimum, which in the steady state 
is equal to 
6S/6t = 0; 
when the internal (i index) entropy change is counteracted by an external (e index) entropy 
alteration 
-aos  = ais, 
which allows us only to recognize the fact of sustaining a dynamic structure within the general 
thermodynamic requirements. The intrinsic entropic interplay between the thermodynamic and 
information entropy is not known. Can we apply any of the formulas of the theory of dissipative 
structures even in the simplest studies of real biological phenomena? Can we construct a model 
of the mechanisms of biological reaction based on these rigorous mathematical terms? Certainly, 
we can use some equations from this theory to describe some behavioral manifestations of
biological systems [e.g. 13] but that is not the most heuristically valuable side of them. Beyond the 
common outlook on the physico-chemical and biological phenomena from the point of view of the 
theory of dissipative structures [e.g. 11], there is a lack of rigorous connection between the basic 
equations of thermodynamics of irreversible processes and those describing biological processes. 
Experimental examples upporting the theory of irreversible processes, such as the Benard 
phenomenon and Belousov-Zhabotinski reaction, are series of physical or chemical subsequent 
processes only with a feedback connection. 
Although we do not know the answers to the above questions, and despite all the examples 
supporting the theory being physical and chemical and not biological, it is assumed that the stability 
criterion--when the excess entropy production 
6xP = f dVY~k6Jk6Xk >>- 0
(where Jk is flux and Xk is force, respectively, in the considered volume V), exceeds zero--"is a 
link between physico-chemical system and biological organization" [9]. Despite the fact that the 
"BZ (Belousov-Zhabotinski) reaction is nothing more than for ordinary and simple chemical 
products dissolved in water" [9] it has been assumed "that a large collection of such reactions alone, 
or combined with hydrodynamic phenomena, may create and sustain life" [9]. 
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The question still remains: how? 
Based on the above arguments, we may have only doubtful hope "that sometime in the future 
it can be proved unambiguously that self-organized properties of reacting and flowing systems 
constitute the missing link in the evolution of molecule to man" [9]. 
However, the fact that thermodynamics of irreversible processes takes into account a time 
parameter in conjunction with the energy dissipation within the considered system, leads to the 
conclusion that this discipline is able to explain some mechanisms of re-ordering of structure in 
time and space. But what is the mechanism of formation era teleonomic functional structure, based 
on the irreversible processes? The thermodynamic theory of irreversible processes does not give us 
an answer to this question. 
Summing up, we have to conclude that--as with the statistical theory of information--the theory 
of thermodynamics of irreversible processes, although describing molecular ordering, does not 
explain the mechanism of formation of a teleonomic functional system. 
Systems theory [e.g. 14, 15] and the teleological or teleonomic approach [16] in biological studies 
have a workable acceptability ("teleology as a lady without whom no biologist can live--but he 
is ashamed to be seen with her in public" [17]). The goal-oriented functional aspect not only of 
behavior, but also of the morphological and structural organization of the living system in its 
broadest meaning is behind the teleological explanation in biology. 
It seems that considering the functional nature of the living system only from an informational 
or only from a thermodynamic point of view results a priori in an inevitable rror, derived from 
taking the one-sided methodological ttitude. We may also add here a remark, that often there is 
confusion among some biologists in distinguishing between the different meanings of the same term 
"entropy": one a notion from a statistical theory of information and the other a notion from the 
theory of thermodynamics. Although we have to use these terms, we will try to insure that their 
meaning is always clear to the reader. 
2. THE NOTION OF (BIOLOGICAL) INFORMATION 
What does "biological information" really mean? There is no special kind of information as 
compared to the already known notion of information. However, the specificity of that notion of 
information is the most essential characteristic of the living system and it cannot merely be reduced 
to the abstract (mathematical or cybernetic) notion of information. 
There is certain content in the notion of "biological information". From the point of view of 
the statistical theory of information and the physical theory of information, biological information 
is nothing more than information within the living system. However, the specificity of biological 
information is in the energy-information relation during processing of biological reactions in the 
thermodynamic equivalent units on various hierarchic levels of the involved subsystems. 
Beyond the abstract notion of information, there is in the physical theory of information the 
term "bound information". It seems that without this notion we cannot even try to understand 
what biological information really means. 
It is rather convincing that we cannot explain the origin of "biological" information without 
acceptance of the existence of "prebiologicar' and "physical" information--like the possibility of 
deriving a structure of the simplest cell without regard for the stage of chemical evolution. 
We have to comment, first of all, on the notion of information, which recently gained an 
interdisciplinary character. Up until the sixties, the view prevailed that the theory of information 
was exceptionally a mathematical discipline. As a result of the development of the physical theory 
of information [6, 18-22] some of its fundamental ssumptions turned out to be particular cases 
of the physical theory of information. 
An expression 
S = In 6F(E), 
where 6F (E) is the statistical weight or volume occupied in the phasic space of the system by states 
with energy value E, directly connects the physical entropy with the degree of uncertainty of the 
state of the system being determined by its energy. According to the physical theory of information, 
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the signal is considered in connection with the quantum state of the physical system. To the value 
of 6F(E) in the Boltzmann formula there corresponds the value of a given n-multiple degeneration 
of a certain energy level (E). 
If we are taking into account, for instance, the spatial distribution of a physical coordinate x
with the energy E, then the energy of the considered system E(x) is a function of the coordinate 
x. In terms of temperature T, the function of the distribution of the coordinate x is described by 
a Boltzmann-Gibbs formula 
where 
p(x) = exp{[F - E(x)]/T}, 
F = - T In e -E(x)/T dx 
is free energy of the system and, as the absolute temperature T is expressed in energy units, the 
Boltzmann constant is equal to one. 
The physical theory of information, based on the fundamental connection between information 
and energy, which takes place in the microworld, states that: 
--the border value of the source of information is the maximal value of the states 
of the oscillator; 
--the quantity of information cannot exceed the value of (In E - In h, where E is 
energy and h is Planck's constant); 
--the speed of information transmission has a finite value, even in the absence of 
noise. 
Initially (1948-1960) in the Shannonian theory of information there was only one "thermo- 
dynamic" notion--entropy. In the statistical theory of information there was no place for energy. 
However, and not by accident, the deep convergence of the formulas for the entropy in the 
statistical theory of information 
/i = -- ~i Hi log H i 
(where H is information entropy), and in statistical mechanics 
Sm = -k~iP i  log Pi 
(where P is the probability of thermodynamic complexions in the/-state and k is Boltzmann's 
constant), as well as in thermodynamic entropy 
St =k  In W 
[where W (thermodynamic probability) is the number of possible thermodynamic states in the 
system], turned out to be a strong background for finding a connection between a unit of 
information and its energy cost (the number of information in bits, expressed by the natural 
logarithm and multiplied by Boltzmann constant). Therefore, information is convertible, although 
not reducible to thermodynamic entropy, through its equivalent energy units. 
Based on the concept of the physical theory of information the notion of (physically) bound 
information and negentropy principle of information were introduced [5]. 
According to the negentropy principle of information: 
--the mathematical notion of information may be expressed in physical units, 
- -an information unit corresponds to a thermodynamic unit, 
--and as such, acts upon and within the physical system: 
where 
E---energy, 
/--information, 
S--thermodynamic entropy, 
T--absolute temperature 
AE = AIT > AST, 
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and 
I = k log(Pt/P2), 
where 
k--Boltzmann's constant, 
Pi--number of equally possible cases before the event of information processing 
and 
P~--number of such cases after the event of information processing. 
In the physical theory of information the number of degrees of freedom (d.f.s) is associated with 
the number of complexions constituting the notion of bound information. Processing of infor- 
mation in material systems takes place only through bound information by its neg6~atropic 
equivalent in thermodynamic units. Therefore, a transmission and transformation of information 
from its one form of negentropy via other form of information to the next form of negtmtropy 
takes place: negentropy is the ultimate operating value at the microlevel of matter. The energy 
equivalent of the unit of information is equal to 
E(i ) - -  kT  In 2. 
However, there are reasons why for a stable chemical storage of I d.f. the energy value in this 
formula should be increased to 20 kT, i.e. 10 -~2 erg [23]. What is fundamental, is that not only 
energy, but also information exerts a physical acting force determining the proceedings processes. 
Information, it turned out to be a universal force directing these processes. 
A point of view that thermodynamically reversible information processing ispossible [24] cannot 
be accepted as realistic in material systems. Irreversible phenomena in the physical foundation of 
biology were shown. An irreducible, even as absolute zero is approached, entropy increases 
associated with every selective act also results from the transition from a microscopic situation to 
the operational macroscopic situation [25]. 
Information egentropy has two components: 
- -ST  the heat involved in the considered process; and 
- -NT  the involved work in the process. 
If we extend the notion of negentropy according to the negentropy principle of information, not 
only to the work negentropy Nw but also to the information egentropy/i, denoting the sum as 
the Gibbs free energy 
46 = aNw + ANi, 
and considering, additionally, the heat joule entropy of negative sign as an enthalpy H, we obtain 
the known formula 
AG = AH - AST .  
In the presence of information flow within the considered system even the previous, classical 
formulation of the second principle of thermodynamics is not suttieient any more. The condition 
of entropy dissipation H within an isolated system is 
dH =0, 
and in the case where information I flow is extended [22], 
dH + dI = 0. 
Having accepted the notion of information as a general scientific ategory, let us assume that mass, 
energy and information, as a particular case of the notion of probability, are coupled values 
describing the spatio-temporal reality. In this case, information would always be enclotaxl in the 
change of energy (and/or structure of the material system) in the amount within the rangt from 
0to  1. 
Based on the above assumption, the notion of function, describing the change of a given event 
(process taking place in space and time), is comprehended asa flow and transformation of paired 
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energy-information values. The understanding of the content of this flow and its transformation 
is a basis for a coherent meaning of energy, thermodynamic entropy, information and control 
within the living system. Mass, energy and information are not only categories describing, but also 
additive operative values on the microlevel of physical phenomena. Energy and information 
components are acting upon and within the living system on the level of microphysical events 
through their additive values of negative and positive entropy. 
3. ENERGY- INFORMATION RELATIONSHIP WITHIN THE LIVING SYSTEM 
The point of view that the living system consists of energy and information is commonly accepted 
[1, 26, 27]. Energy and information are considered as the two main flows through the living matter 
[27, 28]. The metabolism of the organism is in essence a cost of information processing [27]. The 
gist of the theory of dissipative structures is simply based on this conclusion. The information 
handling is considered as the most essential feature of the living system [29, 30]. Therefore, there 
is a fundamental difference between the information content of living matter as compared to 
nonliving matter. 
3.1. Information content of the living system 
The low absolute value of the energy equivalent of the unit of degree of freedom on the 
microphysical level of the organization of matter seems to have a direct connection with the 
information-oriented control within the living system. Let us try to consider this by comparing 
the total value of the energy equivalent of the 1 d.f. of a chosen technical system with the extent 
of complexity of the living system. Let us take--after Brillouin [5] a telephone network having 108 
subscribers. Applying the equation 
I -- K In P = KN In N 
we see that, when P = N s, the quantity of information in this network is equal to 4 x 109 bits, 
which--in thermodynamic units (after multiplying this value by the energy equivalent of 
1 bit)--gives only approx. 4 x 10 -7 erg. 
It appears that such calculations applied to the living system give quite another order of 
magnitude. For instance, the estimated number of d.f.s of the gene (105) [31] corresponds, after 
calculations in thermodynamic entropy units, to a value of an order of 10 -Herg K. The estimated 
value of d.f.s of the germ cell of 10 H bits [31] corresponds to an energy equivalent of an order of 
10 -5 erg/K. 
The heat value, released uring generation of the nerve impulse [32] and the corresponding 
thermodynamic entropy change [33], based on the formula 
He = AS = Hi/k In 2, 
allows us to estimate the total energy cost of information processing within the brain. 
A corresponding equivalent for a human brain, taking into account hat it consists of neurons 
only, not considering lial cells (the number of which exceeds 10 times the number of the nerve 
cells), and that in each of them at least 1000 various chemical reactions proceed, would be of an 
order of 50 erg (Table 1). 
Table 1. Estimated values of  information en- 
tropy H~ and the corresponding energy equiva- 
lent H e for the brain d.f.s 
10 ~° neurons, 10 3 dendrites, 10 3 reactions 
H i = N log 2 N 
ffi 10~61os2 1016 
ffi 10161og3 2 s3 
= 5 x 1017bit 
H e = H/k  In 2 
ffi 5 x 1017 bit/l.38-16 erg/K × 0.7 
= 5 x 10erg/K 
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Based on the formula 
AS = (AH + AF)IT, 
where 
S----entropy, 
H---enthalpy, 
F--Gibbs free energy 
and 
T--absolute temperature, 
we can calculate both the thermodynamic entropy and the corresponding information entropy 
of the organism. An estimated information entropy of the human organism of an order of 1025 
bits [31] corresponds to its energy equivalent of an order of 109erg/K. 
It has been noticed [34] that the energy equivalent of the thermodynamic equivalent of the human 
organism corresponds tothe evaporation energy of 170 ml of water or oxidation of 900 g of glucose. 
Based on this, it has been concluded that the complexity of biological organization is practically 
costless, and all considerations on "antientropic tendencies" of biological evolution and on 
exceptional ordering of living matter are based on an evident misunderstanding, because according 
to physical criteria any biological system is no more ordered than a piece of rock of the same weight. 
Taking into account hat the part of an entropy equivalent in the free energy on the cell level 
of organization is of an order of 10 -I°, on the subcellular level it is 10 -7, and on the molecular 
level as high as 10 -I [35] it seems that the question is just the opposite, i.e. that negligible 
change of the entropy equivalent (energy) of information indicates that to hierarchically higher 
degrees of organization correspond immense amount of d.f.s on the level of physical microevents. 
Hence, we cannot say that there is any difference in basic organization between living and nonliving 
matter. 
We have to agree, of course, that calculating only the static-structural features of a biostructure 
does not reveal its functional essence. The information of the living system cannot be reduced to 
the number of d.f.s of its constituent elements. Its organization is in the spatio-temporal 
coordination, and only there can one search for "biological" information. It becomes evident hat 
in such calculations we have to take into account also information related to time events. And that 
amount is immense too. For instance, the entropy of a bacterial cell of an order of 10 ~3 [36] is being 
processed (assuming that it divides every 20 min) at a speed of 10 ~° bit/s. A similar value of the 
entropy change speed for a human being (assuming that reproduction cycle is 25 years) is equal 
to 1016 bit/s. 
And so, if we consider in the above examples of the information entropy the quantity of 
proceeding reactions (inseparably connected with biological functional structure), then the 
difference in information content between living and nonliving systems ("a piece of rock of the 
same weight") is revealed. If the only difference between living and nonliving objects were 
in their complexity--also in this case it is hard to defend an assumption that they contain the 
same amount of information. Even the "complexity" by itself means at least a certain quantity 
of information. A fundamental qualitative difference is behind this complexity too. We know 
that "the maximum of biological stability is at the maximum of free energy and negentropy", 
and also that "the further away from the physical stability a living system is, the more alive 
and stable it is. Death means that biological stability yielded to physical stability" [1]. Whether 
to keep this integrity of a living system does not require information? Only energy supply is 
not a sufficient life-supporting requirement. Everyday observations and common practice 
corroborate this. 
3.2. Energy-informational organization of the living system 
We see that it is hard to defend the point of view that energy can create functional structures 
which may be considered as a candidate for biotic material. In the present paper, an idea that not 
energy by itself, but only in conjunction with information is a driving and creative force on the 
background of biological processes i presented. 
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Let us formulate an assumption that the specificity of functional organization of the living system 
is in the mutual energy-information relationship within matter (mass) in space and time, based on 
the following premises: 
1. A living system is characterized by a finite amount of free energy and a limited 
capacity for its acquisition and storage. 
2. The probability of space-temporal ordering due to energy dissipation is on the 
background of "biological" information. 
3. Energy and information are an ordered pair, acting through the additive values 
of the negative and positive entropy. 
4. The energy-information relationship, based on the coupled variables on the level 
of physical microevents, determine the size and vector of processes taking place 
in the living system. 
Based on the above assumptions we will deduct some essential notions, directly related to 
biological material. The nature of biological stimulus is one of them. It is of a composed nature 
as it consists both of physical and chemical environmental changes, as well as of the physiological 
process of its detection by the respective receptor. Additionally, from the point of view of the 
physical theory of information, it carries the energy-information as a ratio of their thermodynamic 
equivalents: information egentropy and energy. In the simplest case the structure of the biological 
stimulus may be considered as 
stimulus_...../information negentropy 
energy~negent r°py  
entropy. 
Hence, such a structure of these values implies a variable ratio between these constituent elements 
of the stimulus. 
Based on the negentropy principle of information, it is assumed that the biological stimulus is 
characterized by its specific Ss and nonspecific Ss components: 
Ss = I - I o /E  - Eo = A I /AE  
and 
sN = E - Eo/Z - xo = t te /aL  
where I and E are the quantity of information (expressed in the corresponding thermodynamic 
units) and energy of the stimulus perceived by the living system and I0 and E0 are the actual quantity 
of the steady information and energy of a given receptive channel of the system. 
In the classical formula for statistical entropy 
S=klnW,  
the term W describes the space ordering of material particles, which are in a certain relation to 
their energy. Because of the high degree of synchronization of time events within living matter it 
seems reasonable to combine it also with discrete time events of a given process. 
The average lifetime of a particle is a function of its energy 
0 = na exp(W/kT) ,  
where 
n--number of collisions of the enzyme--substrate complex, 
a--atom constant (10 -~4 s) 
and 
W---energy of the enzyrne--substrate particle. 
The fast transient events of the molecular transformation within the cell, for instance 10-7s for 
enzymes [37] would be hard to explain, if time were not related to the energy parameter. 
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Proceeding reactions within the living system are bas~, first of all, on certain values of energy 
and on the direction of the occurring processes, given by the feature of the structure being a 
substrate of the system, as well as on the synchronization f the proceeding reactions in time. The 
more determined the process is by the above factors--the higher is its probability, and outcome 
of the process. However, there is no direct proportionality between the amount of information and 
the probability of the considered process. Moreover, due to the mutual relationship between the 
probability, quantity of information and its value as regards a given event, there is a reverse 
relation. But within the living system, processes proceed which are highly improbable; and here 
is the point of organization of its functional structure. Let us try to look at this. 
Biological stimulus, regardless of whether it is external or internal to the living system, acts upon 
it via bound information changing the spatial and temporal organization of the system, and 
through operational information, results in the reaction of the system. The reaction may be 
physical, chemical, physiological, psychological orthe absence of the reaction as an effect of passive 
or active inhibition. 
The energy threshold of the adequate biological stimulus inducing adequate biological reaction 
has been found to display the minimum value for certain parameters of the applied stimulus. And 
so, for instance, the energy minimum for acoustic stimuli is at the optimal frequency range of 
stimulus, whereas for inadequate stimulus it reveals a maximum value [38]. This phenomenon may 
have its explanation based on the composed nature of the biological stimulus. 
Each biological stimulus is composed of its two components: peofic physiological strength, 
determined mainly by the information egentropy; and the energy negentropy component. The 
relationship between these two components i  different for various stimuli. Adequate biological 
stimuli display higher atios of the information egentropy value to its respective energy value [39]. 
Due to the low energy equivalent of information and functional organization of the living 
system, in particular its chemical and physiological receptors, a phenomenon of the gain of 
information takes place on account of the energy of the stimulus, i.e. lowering of the energy 
detection proceeds as a structure of its reception is more coherent to a given modality of acting 
energy (and information), or more properly--to an energy-information c upled pair through their 
respective thermodynamic equivalents. The following inequality lies on the background of this 
phenomenon: 
A/As T > AEAs - ASAs T, 
i.e. the increase of information delivered to the living system by the adequate stimulus (AS) is due 
to the energy of a given stimulus, and in particular, to its specific component (lowering the entropy 
dissipation of S~ T). 
Specificity is not restricted to physiological stimuli only. It is a much broader notion and 
comprises also a domain of biochemical reactions. It cannot be restricted, whatsoever, only to the 
geometric complementarity of interacting molecules, and it cannot be explained by the lock and 
key theories. An enzyme does not recognize its substrate in an absolute manner [40]. The difference 
between specific and nonspecific substrates i often in the nonreacting part of the molecule [41]. 
A kinetic mechanism of amplification of specificity has been suggested [40]. Only protocells are 
supposed to have enzymes of a low level of specificity. Experimental data on thermal polymers of 
amino acids de facto demonstrate such a level of enzymatic activity [42]. 
We have to recognize also that the accuracy of biochemical processes, uch as, for example, 
translation, is a derivative of the specificity. The translation accuracy is optimal when the cost 
increase, associated with an improved translation accuracy, is cancelled by the increased efficiency 
of all pathways in the cell after, for instance, replacement of amino acids in the enzymes [43]. The 
maximal accuracy in enzymatic action depends on the intrinsic selectivity of the pathway 
(information componen0 and the thermodynamic driving force (energy) of the reaction. It has been 
shown that when the accuracy of the enzymatic selection increases, the dissipative losses of free 
energy increase also [43]. 
The border value of the error frequency in DNA replication of an order of 10 -s [,14] and in 
protein translation of an order of 10 -4 [45] is preserved espite the large speed of synthesis, for 
instance 5000/s polymerase rate of DNA when the two bases are separated only by about 3 J~ 
distance [40]. 
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3.3. Phase changes and functional organization of the living system 
Let us consider spatio-temporal changes, described only by two coupled values: energy and 
information. Energy changes hould be understood as the energy cost of the considered process, 
and information--as a measure of the reorganization. Let us consider first the phase transition, 
taking into account he fact that the phenomenon of phase appearance is considered today as a 
background condition both in the question of abiogenesis and in understanding the functional 
organization of the modern organism. 
It is known that there are jumpqike phase transitions when the system is at the so-called critical 
point, in which there is no difference in the degree of its ordering and there is no difference between 
the two phases. As the system approaches the critical point, the energy necessary for shifting the 
system from its one state to another one diminishes, and when it is comparable with the value of 
kT it has a "free choice" between phases. A transition from one phase to other is realized via 
minimal energy. This means, based on the assumption of the additive operational values of energy 
and information, that this transition may be reached by a lower or higher energy value, depending 
on the remaining value of the information component. If the information component, i.e. its 
negentropy value, is higher than the corresponding energy negentropy--the process has an 
informational character. The initial situation of the "free" choice of reaction under symmetry- 
breaking conditions might acquire an informational preference, reflected in the organization of the 
substrate of the reaction. 
A biomembrane may be an evident example of such a solution. Such a system is characterized 
by: 
(1) a phase system, the state of which may be reversed by a minimal energy value; 
(2) a system, preserved from randomly produced fluctuations, by remote net 
metabolic energy; or 
(3) a logic system operating according to a 1-bit procedure. 
Such a system is an optimized one as regards the energy switching of its state, as well as being 
characterized by highly and optimally synchronized temporal parameters which trigger the process 
of this transition. 
The thermodynamic entropy change within the considered system during its response to an acting 
stimulus, 
ASo = $1 - S : ,  
where Sm is the entropy of the initial state and $2 is entropy of the final state of the system, 
respectively, determine the change in the energy-structural information of the system, whereas the 
functional information If of the system concerns the information connected with the performance 
of a given reaction of the system and is estimated as the difference between the informational state 
of the system before and after the action of the stimulus, 
Ai r  = lr l  - I~2. 
Functional information may be calculated as the information value of the higher organization level 
corresponding to changes of the respective lower level of organization of the system, including the 
level of physically bound information. Such an understanding of the connection between the 
information and thermodynamic entropy allows us to assign each change in the informational state 
of the biosystem to its respective nergy cost. Such a point of view suggests consideration of the 
informational organization of the living system as the "software" and the metabolic background 
of the system as the "hardware" of the functional and structural organization of living matter. 
The negentropy principle of information also determines the efficiency of perception of the 
stimulus of any modality as 
= AN i T/ANw T, 
and of the reaction as the opposite ratio of these values, 
p = ANw T/AN, T, 
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Table 2. Heat production in various species 
Bacteria 1.8 × 10 -9 450 
Yeast 3.5 × 10 -9 180 
Drosophilla 35.0 X 10 -9 30 
Mouse 40 8 
Man I00 1.4 
Frog's heart 47 x 10 -9 1.0 
Man's red blood cell 30 x I0 -12 0.3 
Table 3. Ordering criteriotr--energy dissipation in various 
sp~les 
Protozoa 1.0 ~ 0.084 b
Anthozoa 2.0 0.167 
Oligoachaeta 5.2 0.440 
Merostomata 4.8 0.404 
Crustaeea 8.8 0.825 
Mollusca 9.2 0.770 
lnsecta 32.1 2,710 
Cyciostomata 16.3 1.370 
Teleostei 17.0 1.430 
Amphibia 14.9 1.250 
Reptilia 47.1 3.940 
Ayes 215.0 18.100 
Mammalia 219.0 18.400 
'Ordering criterion 
C ffi 3.49 × 103A/T, 
A--constant, T--temperature. 
bin cal/h. 
The corresponding efficiency coefficient is always < 1, as the entropy loss contribution is 
= ANT/AST.  
An increase in the positive thermodynamic entropy is an unavoidable cost of any control process 
which proceeds in a dissipative structure. 
3.4. Increase of information processing and lowering of the energy cost of reaction in onto- and 
phylogenesis 
Both in ontogenetic and phylogenetic development, he quantity of information increases. How 
is the enhancement oftbe quantity of information, from 10 It bit in the germ up to 102s in the adult 
organism, realized? The increase in the quantity of information within living systems during 
ontogenetic and phylogenetic development is one of the fundamental differences between living and 
nonliving matter. 
Heat production is another such difference. Its amount depends inversely on the phylogenetic 
development (Table 2). However, the energy dissipation rate is in an opposite dependence (Table 3). 
Also excitation parameters are phylogeneticaUy conditioned. And so, for instance, if the 
excitation threshold for invertebrate muscle (Aplysia) is equal to 703 erg [46], for vertebrate muscle 
(Rana esculenta) the respective value is only 518 erg [47]. A similar difference is also observed in 
regard to the time parameter of the acting stimulus [46]. 
The respective xcitability of the nerve fibers for the crab and frog are presented in Table 4. 
The increase of the entropy of information during phylogenesis with the simultaneous decrease 
of the energy cost of biological reactions is evidently due to the energy vectorization and 
conversion, taking place during phylogenesis, of part of the energy flow through the biosystem into 
its various channels. 
3.5. Energy-information divergence 
The experimentally found observation that there is a minimal energy of the stimulus in the region 
of its optimal physiological strength in conjunction with the negentropy of information is a ground 
for an assumption that there is an extreme relationship between the energy component and the 
information component of the adequate biological stimuli. This relationship is a result of the 
phylogenetic development of the living system. The interaction between these two components of 
Table 4. Excitability data of the nerve fibers in the crab and frog 
Crab Frog 
Chronaxy (ms) 0.7 0.3 
Threshold (col) 10 -6 10 -9 
Current duration 
at the energy minimum I0 0.I 
of the stimuls (ms) 
Speed of impulse 
conduction (m/s) 5.3 47 
Oxygen consumption 
per impulse (ml/g/min) 23 x 10 -6 1.6 × 10 -6 
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the stimulus: the work negentropy Nw and the information egentropy/~ is revealed in their mutual 
divergence. This divergence seems to be a unique phenomenon, characteristic only of the living 
system. We may assume that the phenomenon of life would be, hence, an inclusion of an opposite 
energy-information relationship in the certain range of the negentropy of the environment. The 
curious quality of being alive would be, therefore, just a particular relation of energy and 
information within a material system. Cessation of life would result in a change in this particular 
relation. 
Due to lowering of the absolute nergy value, involved in the realization of biopbenomena, 
together with the appropriate nhancement of the substrate organization within which the 
considered processes proceed, as well as due to the directing of the course of reactions in time 
(enhancement of the temporal component of information)---the useful work in the living system 
is done before thermic hanges take place. In other words, if the stored information is released and 
transferred into its other form so fast that the probability of its exchange into thermic energy is 
negligible, then useful work within the system may be done [48]. This means that the process of 
transformation of energy must be faster than the heat flow (the value AST). This means that such 
a system is a machine driven solely by the enthalpy of the system. 
In biochemical processes the informational channel of control is intimately coupled with the 
energy-supplying channel. For instance, splitting of ATP to ADP fulfills simultaneously the role of 
the phosphate acceptor and the signal activating the process of transformation of light quanta into 
chemical energy, whereas the process of splitting of rhodopsin is mainly transferred into 
information transmission. The CNS---as an intermediary chain between the receptor and effector-- 
has an exceptional informational character, where the normal dualism of the coupled energy- 
informational channel of control is reduced to such an extreme nergy-information relation of the 
work negentropy and information egentropy that in the study of the function of the CNS, only 
the informational channel is taken into account. 
Distinguishing between the informational channel and the energy one is repaid by a functional 
and morphological complication of analyzers (receptors) and is also associated with an increase 
in the number of neurons. The higher the phylogenetic development, the higher is the degree of 
specificity of the perception channel. 
The reactions of the living system are based not only on energy dissipation, but on the minimum 
of energy dissipation--due to the fact that they have highly informational character, and because 
of the immensely low energy equivalent of the unit of information. 
It is known that a biological reaction is produced by a stimulus when it exceeds a certain 
threshold value and acts for a sufficient ime. Various curves for different excitable objects, such 
as muscles and nerves, were obtained. Between the physical strength of the applied stimulus and 
its duration, resulting in a muscle contraction or generation of the action potential in the nerve, 
there is a hyperbolic dependence. This has been described as the strength-duration dependence 
[46, 47, 49]. 
It was found long ago [49] that excitable biological objects, such as muscles and nerves, display 
a region, even a point, of maximal excitability. For instance, the energy of the electrical stimulus, 
applied during a capacitor discharge upon a muscle, has minimum value (Fig. 1). Beyond current, 
the time parameter is also an acting value of the stimulus. The optimal efficiency of the ATP to 
ADP splitting during muscle contraction has been found [50]. It seems that it may be directly 
connected with the energy minimum of the process of muscle contraction. 
If reaction of the living system is controlled by both the information egentropy (Ni) and work 
negentropy (Nw) of the stimulus a mutual relationship between these components determines a 
thermodynamic minimum value of the stimulus, action upon the system [51]. When the physical 
force of the stimulus is greater than its optimal physiological strength, the sign of the feedback 
information egentropy, as a derivative, is negative, whereas the sign of the work negentropy, as 
a derivative, is positive. The opposite takes place when the physical force of the stimulus is less 
than its physiological strength. This simple mechanism governs the setting of the minimal physical 
and optimal physiological strengths of the biological stimulus, where the point of minimum energy 
analog of the stimulus corresponds to a point of maximum information of the biological stimulus. 
We have to assume that at the point of minimum energy of the biological stimulus there is, in 
the process of its interaction with its biological substrate (receptor) or the living system, a maximal 
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Fig. 1. The energy minimum (ordinate) vsduration of the electrical stimulus (abscissa) during stimulation 
of the nerve. 
coherency. Realization of control in the living system, initiated only by 1 bit of information, found 
experimentally, with its corresponding energy equivalent of an order of 10-~terg, may be 
considered as a border case of the ideal situation of the Maxwell demon within the real living 
system. Additionally, due to the hierarchical structure of the living system, there is power 
asymmetry ofcontrol: the descending control flow from the higher hierarchic level of organization 
of the living system has higher power than a corresponding ascending control flow from the lower 
hierarchic level. 
Such a hierarchic organization of the functional structure of the living system results also in a 
reduction in the number of algorithms of this control. In the hierarchic structure of the ascending 
functional system the noise/signal ratio varies on different levels of the system. For instance, in the 
case of neuronal discharges on subsequent eurons in the acoustic pathway the miniature synaptic 
potentials can be considered as a noise for the first-order neuron of the acoustic affercntation, 
whereas the random neuronal impulses on the initial region of the sigmoidal dependence b tween 
the spike frequency and the stimulus force can be considered as a noise for the subsequent euron. 
As a rule, only when the derivative of the impulse frequency with regard to the time of the lower 
level neuron reaches acertain value, is the subsequent level neuron activated. In the above example, 
not every spike of the neuronal firing is perceived by the subsequent euron in the afferentation 
pathway as an informational event. 
3.6. Genesis of biological information 
The notion "biological information" has some historical aspects. The most common understand- 
ing of biological information was connected with the structural genetic information; especially 
when discrete chromosomes, and subsequently genes and nucleic acids, were discovered. The 
second step in understanding the essence of this notion was taken by introducing the statistical 
theory of information and cybernetics. The physical term of bound information should also be 
considered as a further understanding of the mechanism ofinformation processing within the living 
system. It seems that the idea of the information-energy divergence may be considered as a further 
step in this direction. In the context of natural selection, the idea of "valued" information has been 
introduced. However, in this case, the Darwinian concept has only been transposed to macro- 
molecules. Furthermore, the genesis of information, as such, has been postulated to be an outcome 
of the appearance ofnucleic acids [52]. We can agree that in the last case we arc dealing exclusively 
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with the notion of biological information, but certainly not with the emergence of information as 
such. 
What is the mechanism determining the enhancement of information within the living system 
during evolution? Can it merely be reduced to the outcome of natural negative selection? And if 
not, how is positive selection plausible? The appearance of "biological information" possible at all 
without the existence of "information" before the emergence of the living system? 
It seems that a consideration of a connection between information and energy and an estimation 
of the energy cost of processing reactions within a prebiotic system may be a heuristically grounded 
attempt o answer these questions. 
The main condition of the genesis of an order, is a difference in energy between the phasic 
systems. The difference resulting from the physico-chemical properties of the molecular phasic 
systems i  periodicially influenced by geophysical factors. But any such system in which there does 
not appear an autonomic mechanism of maintainance and its preservation is fully determined by 
external factors. Hence, beyond separation into its subsystems, an origination of the cyclic 
occurrence of energy supply processes creates a presumption for: 
--phase shifting of proceeding processes within the system as regards its environ- 
ment; and 
--divergence in time between the signal from the environment action and the 
resulting reaction of the system. 
The system fulfilling these conditions atisfies demands which are necessary for its existence. Such 
a system may be called prebiotic. It operates passively following the changing conditions of its 
environment, however with a phase shift in time. Except ime delay, there is no autonomic organizer 
of the processes within the system. However, such a delay mechanism aintains the structure of 
the system between subsequent energy changes of the environment. The transducer-type rception 
ability of such a system is an essential feature too. 
The next plausible system would be characterized by vectorized processes, accompanied by 
in-series control steps along the way: 
perceptor--organizer--effector. 
In this case, the perceptor is based on the transducer-type rception ability, the organizer on the 
delay mechanism of the reaction within the system and the effector on a distinguished state of the 
system in response to the environmental stimuli. 
Wiener has already noted [53] that a nonlinear parallel simultaneously proceeding process may 
bring into being the self organizing functional system if it fulfills the two principal conditions: 
(1) amplification of the vector of the hierarchic sequential occurrence on the way 
receptor--organizer---effector; 
and 
(2) if the proceeding processes have an opposite character (e.g. reduction-oxidation, cumula- 
tion-dissipation of energy, concentration of substance). Such a system may be called a protobiotic 
system. 
An amplification of chemical signals between a receptor and effector has been found to have a 
broad representation. For instance, adenylate cyclase behaves as an amplifier via a membrane 
transducer [54]: 
receptor -- transducer -- amplifier ~ effector 
Further evolution of the prebiotic system towards a biological system supposedly might be 
organized as a result of emancipation of informational processes from the enegy processes through: 
--increase of the series of divergences in time between the environmental signal and 
the reaction of the system; and 
--increase of the parallel information-energy spatial divergence within the system, 
i.e. distinguishing the information channel from its respective nergy supplying 
one (expressed finally in the emergence of the genetic apparatus and nervous 
system). 
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A system displaying nonlinear dependence between the total entropy of the thermodynamic 
equivalent of information and energy involved in the reaction of the system may be called a biotic 
system. 
The divergence of the energy-information relationship within the control channel and the low 
thermodynamic entropy cost of the unit of information, together with a high coefficient of 
selectivity and efficiency of regulation by means of the informational control within the biotic 
system, determine the higher probability information-driven processes more than the respective 
processes driven by the energy component alone. 
From the broad understanding of the energy-information concept it follows that in the stage 
of prebiological organization realization of the Hamilton principle is revealed in the energetic 
processes, whereas in the stage of organization of the biotic system the principle of minimum 
action--because of the low energy equivalent of the information unit--is manifested in the 
informational processes. 
The more the information process is involved in realization of any reaction as compared to the 
necessary energy component, the lower is the cost of the reaction, although the thermodynamic 
cost of the information equivalent unit, of course, is the same. The difference is in the degree of 
direct interaction of such informational energy units as compared to energy units in the microlevel 
of the structure being a substrate of the proceeding reaction. Also crucial is the relation of the 
information cost at the macrolevel of the reaction structure to the microlevel of the reaction 
structure. Here we see the advantage of hierarchic structure within the living system. 
The concept of the energy-information divergence postulating that the reaction of the living 
system is realized with the minimum involvement of energy and maximal contribution of 
information, would be only a particular expression of the physical principle of the minimum action. 
This concept may be used as a heuristic tool in finding a modus vivendi of the positive component 
of natural selection, information processing built up during phylogenesis and the progressive 
character of biological evolution. 
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