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Inter-case similarity metrics can potentially help ﬁnd similar cases from a case base for evidence-based
practice. While several methods to measure similarity between cases have been proposed, developing an
effective means for measuring patient case similarity remains a challenging problem. We were interested
in examining how abstracting could potentially assist computing case similarity. In this study, abstracted
patient-speciﬁc features from medical records were used to improve an existing information-theoretic
measurement. The developed metric, using a combination of abstracted disease, ﬁnding, procedure and
medication features, achieved a correlation between 0.6012 and 0.6940 to experts.
 2008 Elsevier Inc. All rights reserved.1. Introduction
Case-based reasoning (CBR) is a problem-solving paradigm that
solves a new problem by remembering a previous similar situation
and by reusing information and knowledge of that situation [1,2].
CBR was thought to be an interesting approach for building medi-
cal artiﬁcial intelligence applications in the late 1980s, and has
since been further established as an important method in the ﬁeld
[3–6]. The ﬁrst and critical phase in CBR is to retrieve the most sim-
ilar cases from the case base for the current case. Effective methods
to measure case similarity are fundamental for case retrieval. Typ-
ically, a case reasoner often assesses the closeness of the current
case to cases in the case base using a similarity measurement
method. Traditional similarity measures often generate a similarity
score for a pair of cases by examining how much information is
shared between them [3]. As a new case (problem) is solved by
recalling a previous case (experience) suitable for solving the
new problem, the case search and matching processes need to be
both effective and reasonably time efﬁcient [3].
The representation problem in CBR is primarily the problem of
deciding what to store in a case, ﬁnding an appropriate structure
for describing case contents, and deciding how the case base
should be organized and indexed for effective retrieval and reusell rights reserved.
omedical Informatics, Colum-
lting LLP, Boston, MA 02116,
o).
s work.[7]. In the speciﬁc area of clinical medicine, patient medical records
often contain numerous features about each patient. It is extremely
costly to examine all the features of every case in the case base
against all the information of the current case. Many features
might be irrelevant for computing similarity. The use of more fea-
tures to describe cases does not necessarily result in better retrie-
val. In fact, it is the authors’ belief that better and faster retrieval of
similar cases from the case base may be achieved by determining
what features are sufﬁcient or most pertinent to describe cases.
This study was an expansion of our previous study, in which an
abstracting system utilizing an NLP system called MedLEE was
constructed to automatically abstract patient-speciﬁc features
from a patient’s medical narrative reports [8]. An obvious and
immediate use of the system is the generation of a patient’s feature
lists. How the abstracting system extracts patient features will be
explained later in Section 2.2.1.
The main purpose of this study was to explore whether the ab-
stracted feature list can facilitate computing case similarity. The
intention of this study was not to develop a new similarity mea-
sure, but rather to determine how abstracted patient-speciﬁc fea-
tures could possibly improve existing measurement methods.
Important fundamental work for similarity measurement in-
cludes Lin’s investigation of an information-theoretical measure
for object similarity and Aslam and Frost’s modiﬁcation of Lin’s
similarity measure for assessing the pair-wise similarity of docu-
ments [9,10]. Lin derived a general form of an information-theo-
retic measure for object similarity in 1998. He deﬁned similarity
between two objects A and B, measured as the ratio between the
amounts of information needed to state the commonality of A
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follows:
simðA;BÞ ¼ IðcommonðA;BÞÞ
IðdescriptionðA;BÞÞ ¼
log PðcommonðA;BÞÞ
log PðdescriptionðA;BÞÞ
where I(common(A,B)) is the information content associated with
the statement describing what A and B have in common and the
information content associated with the statement describing A
and B. The information content of a statement x is deﬁned by its self
information log(1/p(x)), where p(x) is the probability of the state-
ment within the world of the objects in question. For objects which
can be described by a set S of independent features s, Lin derived the
instantiation of his similarity deﬁnition as follows:
SimðA;BÞ ¼ 2
P
s2A\B log pðsÞP
s2A log pðsÞ þ
P
s2B log pðsÞ
where p(x) is the fraction of objects exhibiting feature s.
As an extension to Lin’s methods, Aslam and Frost employed the
same methodology to assess the pair-wise similarity of documents
by assuming that documents are composed of a set of independent
term ‘‘features”. The probability p(x) is simply the fraction of cor-
pus documents containing term t. They generalized the above for-
mulation to account for the fact that ‘‘normalized” documents may
contain a fraction of a feature. For each document d and term t, let
pd,t be the factional occurrence of term t in document d; thusP
tpd;t ¼ 1 for all d. Two (normalized) documents A and B share
min {pA,t,pB,t} amount of term t in ‘‘common”, while they contain
pA,t and pB,t amount of term t individually. Their work resulted in
the following formula for measuring similarity between two (nor-
malized) documents A and B:
SimðA;BÞ ¼ 2
P
t minfpA;t ; pB;tg log pðtÞP
tpA;t log pðtÞ þ
P
tpB;t log pðtÞTable 1
Classiﬁcation codes
Code Meaning Example
DIS Disease Alzheimer’s disease
FIN Finding (include sign/symptom) Chest pain
ABN Abnormality Microcephaly
INJ Injury/poisoning Motor vehicle accident
BEH Behavior Smoking
SUBa Substance Cigarette
ORG Organism Cytomegalovirus
PRO Procedure Appendectomy
BFC Body function Muscle tone
BME Body measurement Blood pressure
DEV Device Catheter
MED Medication Cartrol, clexane
LTS Lab test Blood glucose
a In the ﬁnal out, substance is interpreted as behavior, e.g., cigarette interpreted
as smoking.2. Methods
2.1. Derivation of an information-theoretic measure for medical case
similarity
Assuming the information about a medical case is contained in
the collection of documents (medical reports) of the case, we em-
ployed Aslam and Frost’s deﬁnition of similarity between two doc-
uments to measure similarity between two medical cases A and B.
We derived the instantiation of the information-theoretic measure
using two different corpus-based models.
Let Ci be the collection of documents of a medical case i.
Let C1,C2,C3, . . . ,Cn be a set of n medical cases.
Let f1, f2, f3, . . . , fm be a set of patient-speciﬁc features found in
those cases.
2.1.1. The ﬁrst corpus-dependent probability weighing model (Nats
model)
Associated with each case Ci is an m-dimensional probability
vector pi = (pi1,pi2, . . . ,pim) whose entries pij are the fractional
occurrence of feature j in case i. Thus p = (pij) is an n m stochastic
matrix. p
_ ¼ ðp1; p2; . . . ; pmÞ, where p ¼ 1n
Pn
i1pij. Thus, pj is the aver-
age fractional occurrence of feature j in the corpus. p
_
is the vector
of probabilities of each feature in the corpus.
2.1.2. The second corpus-dependent probability weighing model (Bin
model)
Associated with each case Ci is an m-dimensional probability
vector qi = (qi1,qi2, . . . ,qim) whose entries qij are 1 if the feature j ispresent in case i, and 0 if not present in casei. Thus q = (qij) is an
n m matrix. p_ ¼ ðp1; p2; . . . ; pmÞ, where p ¼ 1n
Pn
i1qij. Thus, pj is
the fraction of cases in which feature j appears.
Applying either the Nats model or Bin model, similarity be-
tween cases A and B can be computed using the following formula:
simðA;BÞ ¼ IðA \ BÞ
IðA;BÞ ¼
2 Pt minfpA;t ; pB;tg  logptP
tpA;t  log pt þ
P
tpB;t  log pt2.2. Build the case base
2.2.1. Abstracting system
Our abstracting system uses the structured text generated by
MedLEE from medical narrative reports as the starting point for
summarization and employs subsequent abstracting operations
on it. This frees the abstracting from addressing linguistic com-
plexities and variability. With the help of MedLEE, the abstracting
system can recognize phrases rather just single words.
The extraction method that our abstraction system uses heavily
relies on a Term Control List (TCL) we created. The TCL consists of a
set of words and phrases (collectively referred to as terms). Each
term has two associated codes, one classiﬁcation code and one
selection code. The format of a TCL entry is
TERMjCjS
where C is the classiﬁcation code and S is the selection code.
The classiﬁcation code is the semantic category that is associ-
ated with this term. We developed the taxonomy combining Med-
LEE semantic categories and UMLS semantic categories as seen in
Table 1. The selection semantic code indicates whether or not this
term is likely to be selected. There are three kinds of selection
codes, P, D and N. ‘‘P”(positive) means that the term contains useful
information and is always selected. ‘‘D” (dependent) means that
the term is usually negative and only selected under certain cir-
cumstance (e.g., with an appropriate modiﬁer). The terms that
are signed with D are usually (1) uninformative terms having a
generic argument such as ‘‘disease”, ‘‘disorder” and so on; (2) body
measures such as ‘‘blood pressure” (which do not have a meaning
without a numeric value); or (3) partial ﬁndings (i.e., adjectives,
such as ‘‘enlarged”, which are not meaningful unless combined
with a body location or organ). ‘‘N” means that the term is always
negative and not selected (e.g., ‘‘discharged”, ‘‘cheerful”, etc.). The
codes that are signed with N are usually the clinically uninforma-
tive terms. The selection codes are signed exclusively so that one
term has only one code.
The TCL provides great ﬂexibility for feature extraction (infor-
mation selection). Different sets of classiﬁcation semantics can be
Case corpus 
(Discharge summaries) 
Abstracting
System
Classifying features 
A collection of four vectors 
of taxonomic features 
Weighing features 
(Nats & Bin model) 
Abstracting features 
Case Base 
(A base of collections of 
taxonomic features) 
Discharge
summary
A collection of 
abstracted features 
A collection of four vectors of 
weighted taxonomic features 
Fig. 1. The process of building the case base.
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specify the classiﬁcation semantics to be DIS (disease) for abstract-
ing diagnosis information and the classiﬁcation semantics to be
MED (medication) for abstracting medication information.
Our system can also handle two major problems that are often
encountered in abstracting. (1) Synonyms: Synonyms not only
cause redundant information but also introduce noise in term fre-
quency counting since different strings are counted separately
even though they refer to the same conceptual term. We have con-
structed a synonym check list using UMLS’s Meta-thesaurus that
detects medical synonyms in the text and merges them into one
term to decrease the size of the set of selected terms. (2) Reitera-
tion: A patient’s information is written by physicians in free text.
Clinicians reiterate information in different granularities in the
same record. For example, a physician might initially record that
the patient has ‘‘type two diabetes mellitus”. Later on, he might
mention the same information again using the less detailed term
‘‘diabetes mellitus” or ‘‘diabetes”. These reiterations in the text
are parsed as different terms by MedLEE, which causes redundan-
cies. Our system uses a heuristic method to handle this problem. It
always selects the most speciﬁc term. This method is based on two
assumptions: First, the most speciﬁc term captures the best infor-
mation; second, less speciﬁc terms generally refer to more speciﬁc
ones in the patient’s records. In the example mentioned above, if a
patient has ‘‘type two diabetes mellitus”, the less speciﬁc terms
‘‘diabetes” and ‘‘diabetes mellitus” that occur in the text always re-
fer to ‘‘type two diabetes mellitus”. By merging synonyms and
removing reiterations, our abstract system ensures that the ab-
stracted features are discrete features. In addition, abstracted
terms are converted to standard preferred names, for example, en-
larged heart converted to cardiomegaly and high blood cholesterol
level converted to hypercholesterolemia.
2.2.2. Create the case base
In order to test our similarity measures, we ﬁrst considered cre-
ating the case base and decided how each case would be repre-
sented in the case base.
A medical record of a patient, which typically includes admis-
sion notes, progress notes and discharge summaries, usually de-
scribes patient diagnoses, signs and symptoms, diagnostic and
treatment procedures, and medications. Therefore, we empirically
considered only four kinds of features in our representation of a
medical case: diseases (diagnoses), ﬁndings, procedures, and
medications.
We further considered that the importance of a feature to com-
puting similarity might depend on its type and that features in
each category might be informative to different degrees in case
similarity. Empirically, disease features and ﬁnding features are
deemed to be highly informative because these features provide
direct information about the patient’s condition. Medication fea-
tures are partially informative because they provide indirect infor-
mation about the patient. In general, patients take certain
medications for a certain condition (e.g., beta blockers for hyper-
tension or heart disease). Procedure features are more complicated.
In general, procedures can be divided to two categories: diagnostic
and therapeutic. Most therapeutic features, similar to medication,
provide indirect information about a patient’s condition (e.g., angi-
oplasty for coronary artery disease). On the other hand, diagnostic
procedures can be partially informative or non-informative. Very
commonly ordered diagnostic procedures, such as a chemistry pa-
nel and chest X-ray, do not provide much information. Special
diagnostic procedures are often ordered when a physician believes
a patient might have a certain condition. For example, a PET scan
might be ordered for a patient who has cancer in order to assess
for residual primary disease or metastatic spread of the tumor.
These special diagnostic procedures are considered partially infor-mative. With these heuristic observations as guides, in this study
case representation and case similarity metrics used disease, ﬁnd-
ings, medications and selected procedures.
In order to compose a case base, discharge summaries of all pa-
tients admitted in the year 2000 were collected from the clinical
data repository of Columbia University Medical Center. Our
abstracting system abstracted discrete features for each discharge
summary [7]. Detail can be captured in different granularity levels
in the abstraction. For example, the feature ‘‘cellulitis” can be ex-
tracted from the text ‘‘the patient has cellulites in his right leg”
in the following levels:
Level 0: Cellulitis
Level 1: Cellulitis_Leg
Level 2: Cellulitis_Leg_Right
In our similarity measures, we limited the granularity level to
level 0 and level 1.
The abstracting system removed duplicate features and sum-
marized similar features while abstracting to ensure that there
were no redundant features in each case. After the abstracting pro-
cess, a discharge summary was converted to a collection of se-
lected non-redundant features that were used to represent the
case. The system used the TCL to classify features present in each
case into four vectors: a disease vector (a list of disease terms), a
ﬁnding vector (a list of ﬁnding terms), a medication vector (a list
of medication terms) and a procedure vector (a list of procedure
terms). As such, each case was represented by a collection of four
taxonomic feature vectors. From the corpus, the abstracting system
also obtained (1) the average fractional occurrence of each feature
in the corpus, which was used to weight features in the Nats model
and (2) the fraction of documents in which each feature appears,
which was used to weight features in the Bin model. The process
is summarized in Fig. 1. An example feature set of one medical case
can be seen in Fig. 2.
2.3. Develop measure metrics
For measuring similarity between medical cases, we used a
metric that compares disease features, ﬁnding features, medication
features and selected procedure features (therapeutic and informa-
tive diagnostic procedures) between cases. This metric is referred
to Metric-DFMP. For comparison, we also tested four metrics that
only compared one of four types of patient features, respectively,
Fig. 2. An example feature set of one medical case.
Table 3
Correlation of metrics to expert (case set one)
Metrics Correlation to expert evaluation (weighted kappa) SE
Nats model
Metric-DFPM 0.6940 0.0194
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F, Metric-M, and Metric-P.
With each corpus-dependent weighing model (Nats model and
Bin model), we applied the ﬁve metrics to compute case similarity
using the formulae in Section 2.1.
2.4. Evaluate metrics
In each model, the ﬁve metrics were evaluated using three case
sets. The ﬁrst set was 30 randomly selected cases from the case
base. The second set was 20 randomly selected cases from the case
base with a chief complaint of pleuritic pain. The third set was the
case set used in a previous study (Melton et al.) which used
SNOMED-CT ontology to compute case similarity [11]. The ﬁve
metrics were used to compute a case similarity score for each pair
of two cases in the three sets, and then the score was compared to
gold standards. For case set one and two, the gold standard was ex-
pert evaluation by a physician (HC), who examined the cases and
assigned each pair of cases a score using a scale between 1 and
5, with 5 indicating ‘‘very high degree of similarity” and 1 indicat-
ing ‘‘not at all similar” (Table 2). The gold standard for case set
three was the gold standard established from the previous study,Table 2
The scale used by experts for evaluating case similarity
Score Indication
5 Very high degree of similarity
4 High degree of similarity
3 Somewhat degree of similarity
2 Low degree of similarity
1 Not all similara combined score from three external experts’ ratings. Measures
of the ﬁve metrics were correlated to gold standards using a
weighted kappa statistic.
In addition, before the formal evaluation of case sets one and
two, a reliability study was ﬁrst conducted to assess the reliability
of the single physician rater. The rater and an external expert phy-
sician both evaluated a set of 10 cases selected randomly from case
sets one and two. They assigned each pair of cases a score using the
described scale. They reached an overall agreement of 94% and an
inter-rater reliability of 0.845 calculated using weighted kappa.
2.5. Estimate the standard error of metrics’ performance
The jackknife technique was used on all three sets of data to
estimate the standard errors of the ﬁve metrics’ performance. For
each data set, the jackknife technique left out one case at a time
and computed the kappa between the expert consensus ratings
and the metrics’ ratings [12,13].
For each data set C = (C1,C2, . . . ,Cn), we have an estimator
h
^
¼ sðCÞ for the correlation of each of the ﬁve metrics’ rating to
the expert rating. The jackknife technique focuses on the data set
that leaves out one case at a time:
CðiÞ ¼ ðC1;C2; . . . ;Cn1Þ
for i = 1,2, . . . ,n jackknife samples. The ith jackknife sample consists
of the data set with the ith case removed. Let h
^
ðiÞ
¼ sðCðiÞÞ, then jack-
knife estimate of standard error is deﬁned by
se
^
jack ¼ nn 1
X
ðh
^
ðiÞ  h
^
ðÞÞ2
 1=2
where
h
^
ðÞ ¼
Xn
i¼1
h
^
ðiÞ=n3. Results
3.1. Case set one
The correlation results for each metric to expert rating are
shown in Table 3. Metric-DFMP achieved the highest correlation
in both the Nats model (kappa = 0.694) with a standard error of
0.0194, and the Bin model (kappa = 0.681) with a standard error
of 0.0324. The performance of Metric-P was the poorest in both
models. The correlation of Metric-DFMP to expert was higher than
that of other metrics to expert in both models
3.2. Case set two
The correlation results for each metrics to expert are summa-
rized in Table 4. Again, Metric-DFMP achieved the highest correla-Metric-D 0.4825 0.0293
Metric-F 0.2696 0.0277
Metric-P 0.1562 0.0249
Metric-M 0.4253 0.0565
Bin model
Metric-DFPM 0.6810 0.0324
Metric-D 0.5112 0.0568
Metric-F 0.2930 0.0177
Metric-P 0.1438 0.0313
Metric-M 0.4376 0.0529
Table 4
Correlation of metrics to expert (case set two)
Metrics Correlation to expert
evaluation (weighted kappa)
SE
Nats model
Metric-DFMP 0.6012 0.0955
Metric-D 0.3771 0.0845
Metric-F 0.2234 0.0930
Metric-P 0.0519 0.0462
Metric-M 0.3551 0.1002
Bin model
Metric-DFMP 0.6000 0.1145
Metric-D 0.3667 0.0749
Metric-F 0.2134 0.1041
Metric-P 0.0426 0.0997
Metric-M 0.3667 0.1092
Table 5
Correlation of metrics to expert (case set three)
Metrics Correlation to expert
evaluation (weighted kappa)
SE
Nats model
Metric-DFPM 0.6041 0.1017
Metric-D 0.3948 0.0992
Metric-F 0.2575 0.0968
Metric-P 0.1511 0.1683
Metric-M 0.3160 0.0901
Bin model
Metric-DFPM 0.5101 0.1128
Metric-D 0.3396 0.1174
Metric-F 0.2804 0.1028
Metric-P 0.1602 0.1497
Metric-M 0.2829 0.1233
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ror of 0.0955, and the Bin model (kappa = 0.6) with a standard er-
ror of 0.1145. As in case set one, the performance of Metric-P was
the poorest in both models. For both models, the correlation of
Metric-DFMP to expert is higher than that of the other metrics to
expert.
3.3. Case set three
The correlation results for case set three are summarized in Ta-
ble 5. Metric-DFMP achieved the highest correlation in both the
Nats (kappa = 0.6041) and Bin models (kappa = 0.5101). In both
models, the correlation of Metric-DFMP to expert is higher than
other metrics to expert.4. Discussion
4.1. Performance of metrics
Despite several proposed methods to measure similarity be-
tween cases, measuring similarity with medical cases remains a
challenging research question in biomedical informatics
[11,14,15]. This work used patient-speciﬁc features abstracted
from medical records to represent cases and to assist in comput-
ing similarity between them. The motivation behind using
abstracting to improve case similarity computing is that (1)
abstracting can potentially reduce the dimensionality and com-
plexity of medical cases and (2) potentially not all features of a
patient are relevant in a good similarity measurement. Rather
than developing a new measure, this study focused upon explor-
ing how abstracted features could improve two previously de-
scribed similarity measures.In particular, we used a simple vector model and an informa-
tion-theoretical measure to compute similarity. Two corpus-based
methods to weigh features, the Nats model and the Bin model were
implemented in this study and a series of metrics on three case sets
were implemented with both models. We observed that the metric
which used a combination of disease, ﬁnding, procedure and med-
ication features (Metric-DFPM) had the highest correlation to ex-
pert, and this was better than the other four metrics using both
models and for all three case sets. This was not entirely unexpected
because medical case are typically best represented using a combi-
nation of features.
In the Nats model, the kappa between Metric-DFPM and expert
in three evaluations was in the range of 0.6041–0.6940, with an
estimated standard error between 0.0191 and 0.1017. In the Bin
model, the kappa between Metric-DFPM and expert in three eval-
uations was in the range of 0.4601–0.6810, with an estimated stan-
dard error between 0.0568 and 0.1174. The results are better than
the ‘‘bag of ﬁndings” method in Melton’s work [11], which had an
observed correlation to expert of 0.27. In general, the Nats model
performs better than the Bin model, but the difference is not statis-
tically signiﬁcant except in the evaluation of case set one.
Looking at the other four metrics in detail, the metric which
used disease features alone (Metric-D) was the second best of
the ﬁve metric implemented. This was expected since diagnoses
are usually the best description of a patient’s medical condition.
We observed that Metric-M (using medication features alone) per-
formed very similarly to Metric-D. While not anticipated, this was
understandable, as medications often indicate patient’s diagnoses.
In contrast, Metric-F did not perform consistently in the evaluation
of the three case sets, and Metric-P had the worst performance.
As it is too time consuming and labor intensive to examine how
similar a case is to all cases in the case base (17,386 unique dis-
charge summaries in 2000), we tested our similarity on three sets
of cases (comparing how similar these cases are to each other). It
would be valuable if we could have tested our similarity measures
in a known test case base.
4.2. Features inclusion for computing similarity
Because medical cases can have many features, it is costly to
examine all features of every case in a case base against all the fea-
tures of the current case. Many features might be irrelevant in
computing similarity and using more features to describe cases
does not necessarily result in better retrieval. The idea of this study
was to explore the balance: what features are sufﬁcient to describe
cases while ensuring a fast retrieval of similar cases from the case
base [15].
In this work, we considered disease, ﬁnding, medication and se-
lected procedure features, which were empirically believed to be
the most informative features to summarize a patient’s medical
condition. Our results demonstrate that integrating abstracting
with a case similarity measure is a feasible approach to improve
similarity measurement and can potentially improve case retrieval.
A combination of disease, ﬁnding, medication and procedure fea-
tures was the best representation for cases and most suitable for
being used in an information-theoretical measure in our study.
It is important to note that in this study, case similarity was
measured in a general clinical sense. In the real world, similarity
often has to be considered with respect to a certain situation. For
example, taking three hypothetical cases: (1) Patient A has essen-
tial hypertension, coronary artery disease (CAD), type II diabetes
mellitus, and is status post an open reduction and internal ﬁxation
(ORIF) after a hip facture; (2) Patient B has essential hypertension,
CAD, and type II diabetes mellitus; and (3) Patient C has essential
hypertension and underwent a right ORIF three years ago after a
motorcycle accident. In a general clinical sense, Patient B would
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However, if one was focused on past history of orthopedic proce-
dures and the procedure of ORIF is of interest, patient C is more
similar to patient A. One can also see that two cases that would
be considered similar in one context might not be considered sim-
ilar in another situation. A smart case reasoner should be able to
understand the current situation and the purpose of retrieving
similar cases from the case base. How to consider contextual fac-
tors in similarity measures needs further exploration.
4.3. Potential application of this work to case retrieval
Many previously described CBR systems determine relevance of
the current case to prior cases in the knowledge base by examining
the features shared by the case at hand and the prior cases [3]. A
case-based reasoner often relies upon a vocabulary of features used
to describe the situation (the current case); a case base of data
structures describing prior cases, each represented using features
from the system’s vocabulary; and a matcher which ﬁnds prior
cases that share features with the current case. As such, case retrie-
val in most CBR systems is generally implemented in a process
involving two discrete steps: (1) the inference mechanism devel-
ops a ‘‘sketchy” description of the current situation and (2) the
matcher uses that description to search the case base. The biggest
disadvantage of this disjoint view of case retrieval is that this ap-
proach is dependent upon the quality of the system’s choice of
descriptive vocabulary and the performance of the inference mech-
anism. Another disadvantage is its portability. An inference mech-
anism that describes a given situation well for a one particular case
base might not describe a similar situation well for another case
base. This disjoint model separates the task of describing the cur-
rent situation from the task of searching for relevant prior
situations.
Our approach corrects those two disadvantages to some extent.
First, the approach does not completely rely upon a descriptive
vocabulary or the inference mechanism’s ability to generate good
descriptions of the current cases. Rather, it relies on an abstracting
method for summarizing the features of interest from cases. The
description of a case is therefore determined by abstracted fea-
tures, which can be chosen based on medical knowledge and the
contextual situation.
In addition, our approach integrates feature abstracting and
matching in the case base. The cases in the corpus are labeled as
a collection of all taxonomic features present in the case. When
matching a current case against cases in the case base, given the
feature classes of interest, we only extracted the features of desired
classes from the case label of the current case and also used the
features of the same desired feature classes in the case base as a
new label for cases, and then computed similarity based on the
new labels. Therefore, in this way, the task of describing the cur-
rent situation is integrated with the matching process. Only by
comparing cases against features of interest does this approach im-
prove the matching speed.
4.4. Comparison to similarity measures using ontology or domain
structure
While some previously described measures using ontology or
domain structures have yielded poor or moderate results [11], this
study demonstrated that applying abstracted features to the tradi-
tional ‘‘bag of words” model greatly improved its performance.
Metric-DFMP had an average correlation to expert of 0.63, much
better than the correlation of 0.28 revealed in the baseline analysis
that used a ‘‘bag of all features” present in cases (without abstract-
ing), and the 0.27 correlation of ‘‘bag of ﬁndings” compared to ex-
pert in Melton’s work [11].The authors believe that it will be useful to investigate whether
the approach of using abstracted features could improve the per-
formance of measures using ontology structure. Currently there
are few studies investigating which features to map into an ontol-
ogy structure in order to achieve a better similarity measurement
and how the amount or selection method of mapping features to
the ontology structure affects the performance of a measurement.
4.5. Limitations
There are several limitations about this work. This study relies
upon an abstracting system which abstracts the feature from med-
ical text. Therefore, the performance of the abstracting system
inﬂuenced the performance of our similarity measurement met-
rics. Second, this study only applied abstracted features into an
informational-theoretic measure using two corpus-based weighing
models. Expanding this work to other measures and other models
would shed light upon the applicability and usefulness of ab-
stracted features. We empirically considered only four features
classes in this study based on our clinical knowledge. How adding
or reducing the number of feature types will affect the similarity
measures needs further exploration.
Third, patient features are weighed only by their frequency in
the narrative reports. Patient features’ ‘‘location” in a medical re-
port (where they appear in medical record) often indicates how
important or acute the features are. For example, features appear-
ing in the section of ‘‘chief complaint” often indicate they are acute.
We did not apply this kind of location information into our weigh-
ing criteria. Using this contextual information in future experi-
ments would be a further area of investigation.
In addition, we only considered four kinds of patient features in
computing similarity and demonstrated the similarity measure
from a simpliﬁed linguistic standpoint. Although there are several
additional factors such as social history (patient lifestyle) and
demographic information that most certainly would be meaningful
for deﬁning similarity, the current study did not include these fea-
tures as they were not a part of our abstracting system (MedLEE).
Similarly, medications are not converted to non-trade names dur-
ing the abstracting process, which we believe to some extent ham-
pers the performance of our similarity measures. We plan to add
these factors on further iterations of our system.
Finally, similarity in this study was only evaluated in a general
clinical sense with our metrics. As mentioned previously, whether
a case is similar to a current case is dependent on the context in
which they are compared. Examining different clinical contexts
for similarity should affect the performance of metrics and perhaps
help us to understand tailoring of patient similarity metrics to dif-
ferent clinical situations.
5. Conclusion
Methods to measure case similarity in clinical medicine remain
a challenging research area in biomedical informatics. This paper
presents a new approach for combining abstracted patient-speciﬁc
features from cases and an information-theoretical measure to
compute similarity between cases. The results suggest that a com-
bination of abstracted disease, ﬁnding, medication and selected
procedure features is an efﬁcient method to represent cases and
to improve the performance of the less-structured ‘‘bag of words”
model. Disease and medication features appear to be the best sin-
gle feature types for summarizing a patient’s medical condition.
The two information-theoretical measures implemented in this
study were corpus-dependent weighing models (the Nats model
and the Bin model). Both models performed well with good corre-
lation to expert evaluation of case similarity, but also leave room
for improvement.
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