To process the ever-increasing amounts of data, computing technology has relied upon the laws of Dennard 1 and Moore 2 to scale up the performance of conventional von Neumann machines. As these laws break down due to technological limits, a radical departure from the processor-memory dichotomy is needed to circumvent the limitations of today's computers. 'Memcomputing' is a promising concept in which the physical attributes and state dynamics of nanoscale resistive memory devices are exploited to perform computational tasks with collocated memory and processing. 3, 4 The capability of 'memcomputing' for performing certain logical 5-7 and arithmetic [8] [9] [10] [11] operations has been demonstrated. However, device variability and non-ideal device characteristics pose technical challenges to reach the numerical accuracy usually required in practice for data analytics and scientific computing. To resolve this, we propose the concept of mixed-precision 'memcomputing' that combines a von Neumann machine with a 'memcomputer' in a hybrid system that benefits from both the high precision of conventional computing and the energy/areal efficacy of memcomputing. Such a system can achieve arbitrarily high computational accuracy with the bulk of the computation realized as lowprecision 'memcomputing'. We demonstrate this by addressing the problem of solving systems of linear equations and present experimental results of solving accurately a system of 10, 000 equations using 959, 376 phase-change memory devices. We also demonstrate a practical application of computing the gene interaction network from RNA expression measurements. These results illustrate that an interconnection of high-precision arithmetic and 'memcomputing' can be used to solve problems at the core of today's computing applications.
To process the ever-increasing amounts of data, computing technology has relied upon the laws of Dennard 1 and Moore 2 to scale up the performance of conventional von Neumann machines. As these laws break down due to technological limits, a radical departure from the processor-memory dichotomy is needed to circumvent the limitations of today's computers. 'Memcomputing' is a promising concept in which the physical attributes and state dynamics of nanoscale resistive memory devices are exploited to perform computational tasks with collocated memory and processing. 3, 4 The capability of 'memcomputing' for performing certain logical [5] [6] [7] and arithmetic [8] [9] [10] [11] operations has been demonstrated. However, device variability and non-ideal device characteristics pose technical challenges to reach the numerical accuracy usually required in practice for data analytics and scientific computing. To resolve this, we propose the concept of mixed-precision 'memcomputing' that combines a von Neumann machine with a 'memcomputer' in a hybrid system that benefits from both the high precision of conventional computing and the energy/areal efficacy of memcomputing. Such a system can achieve arbitrarily high computational accuracy with the bulk of the computation realized as lowprecision 'memcomputing'. We demonstrate this by addressing the problem of solving systems of linear equations and present experimental results of solving accurately a system of 10, 000 equations using 959, 376 phase-change memory devices. We also demonstrate a practical application of computing the gene interaction network from RNA expression measurements. These results illustrate that an interconnection of high-precision arithmetic and 'memcomputing' can be used to solve problems at the core of today's computing applications.
Nanoscale resistive memory devices, also referred to as memristive devices, can store information in their conductance states and can remember the history of the current that has flowed through them [12] [13] [14] . They form the basis of 'memcomputing': a promising computing paradigm where both information processing and storing the computational data are performed on the same physical devices. 3 Various physical mechanisms such as Ohm's law and Kirchhoff's circuit laws 11 , chemically driven phase transformations 9 , the rich pattern dynamics exhibited by ferroelectric domain switching 15 or the physics of crystallization 6 and melting 7 in phase-change materials can be used to perform a range of arithmetic and logical operations. Massively parallel, memory-centric hardware accelerators based on this concept are now becoming a prominent subject of research with applications ranging from image processing to health-care [16] [17] [18] . However, building a 'memcomputer' that can solve practical problems in a reliable and accurate way is challenging. Memristive devices suffer from significant inter-device variability and inhomogeneity across an array 19 . Moreover, there is intra-device variability and randomness intrinsic to the way these devices operate 20, 21 . While this randomness could be exploited for certain types of computational tasks 22, 23 , for the majority of practical applications the lack of precision associated with 'memcomputing' is prohibitive.
In this letter, we introduce the concept of mixed-precision 'memcomputing' to address this problem. The concept is motivated by the observation that many computational tasks can be formulated as a sequence of two distinct parts. In the first part, an approximate solution is obtained. In the second part, the resulting error in the overall objective is calculated accurately. Then, based on this, the approximate solution is adapted (by repeating the first part). The first part typically has a high computational load whereas the second part has a light computational load. By repeating this sequence several times, it is often possible to arrive at a solution with arbitrarily high accuracy. 24 In a mixed-precision 'memcomputing' system, the idea is to use a lowprecision 'memcomputing' unit to obtain the approximate solution of the first part and a high-precision processing unit to realize the second part (Fig. 1a ). The expectation is that in this way we will be able to retain an overall high areal and energy efficiency because the bulk of the computation is still realized in a non-von Neumann manner, while at the same time not sacrificing the desired computational accuracy.
To illustrate this concept, we present the problem of solving systems of linear equations. The problem is to find an unknown vector x ∈ R N that satisfies the constraint
(1)
Here A is a non-singular matrix and b is a known column vector of N observations or measurements. This problem can be solved in the mixed-precision 'memcomputing' framework as shown in Fig. 1b . In a so-called iterative refinement algorithm, an initial solution is chosen as the starting point, and is iteratively updated with a low-precision error-correction term, z. The errorcorrection term is computed by solving Az = r with an inexact inner solver using the residual r = b − Ax, calculated with high a) Electronic mail: anu@zurich.ibm.com b) Electronic mail: ase@zurich.ibm.com arXiv:1701.04279v3 [cs.ET] 3 Feb 2017 precision. 25 The algorithm runs until the norm of the residual falls below a desired tolerance, tol. For the inner solver, we use an iterative Krylov subspace method, such as the Conjugate Gradient (CG) method or the Generalized Minimum Residual (GM-RES) method 26 . These techniques rely on building a basis {v k } m k=1 of the Krylov subspace K m (A, r) = span{r, Ar, A 2 r, ..., A m−1 r}. This basis is obtained by performing multiple matrix-vector multiplications w k = Av k with the matrix A, w k being used to compute the next basis vector v k+1 following an orthogonalization procedure. From this basis, the error correction term, which is an approximation of A −1 r, can be obtained. In all Krylov subspace methods, the most computationally intensive operation is the matrix-vector multiplication w k = Av k . Hence, the key idea is to realize this operation in the 'memcomputing' unit, using a memristive crossbar array in which the matrix A is programmed as conductance values of the memristive devices ( Fig. 1(b) ). This mode of computing is highly efficient because the matrix-vector product is computed in situ within the memristive array, thereby eliminating any intermediate movement of data. 11 Even if the computation realized this way is approximate, the iterative refinement algorithm ensures convergence to a high-accuracy solution even when strong perturbations are introduced in the inner solver. 25 The magnitude of the perturbations that can be tolerated is expected to decrease with increasing condition number of the matrix A (the condition number associated with (1) reflects how much the solution x will change with respect to a change in b). 27 For our experiments, we implemented the low-precision matrix-vector multiplication using an array of one million phasechange memory (PCM) devices. PCM devices are resistive memory devices that can be programmed to achieve a desired conductance value by altering the amorphous/crystalline phase configuration within the device ( Fig. 2a ). 28 The array consists of a matrix of 512 word lines × 2048 bit lines integrated in 90-nm CMOS technology and connected in a crossbar. Each crosspoint consists of a PCM device in series with an access transistor (Supplementary Note I).
First, we investigate the scalar multiplication operation that forms the core of the matrix-vector multiplication performed with the PCM devices. Let θ n = β n · γ n , where β n and γ n are numbers generated uniformly in [0, 1]. β n was mapped to an effective conductance value G n (I/V ratio at V = 0.2 V) between approximately 0 and 50 µS, and γ n to a voltage V n between approximately 0.1 V and 0.3 V (see Supplementary Note II). Because the current is a slightly non-linear function of the voltage in our PCM devices, the analogue multiplication was assumed to follow a "pseudo" Ohm's law:
(2)
In this equation, α is an adjustable parameter and f a polynomial function that approximates the current-voltage characteristics of the PCM devices (Supplementary Note II). The devices were programmed to the effective conductance G n using an iterative program-and-verify procedure and were subsequently read by applying a voltage V n . The experiment was repeated for n = 1, . . . , 1024 different combinations of {β n , γ n } and the results for each value of n were averaged on K devices (thus using 1024 × K devices in total). As shown in Fig. 2b , the computation of Eq.
(2) is effectively realized over approximately 2 decades of current. The current, I n , can then be converted to an approximate valueθ n that represents the final result of the computation (Supplementary Note II), which is plotted in Fig. 2c against the exact result θ n computed in double-precision floating point. The distributions of the errorθ n − θ n get narrower with increasing K (see Fig. 2d ), with the standard deviation scaling as K −0.5 (see inset) as dictated by the central limit theorem when averaging independent and identically distributed (iid) random variables. It indicates that the predominant part of the error comes from random perturbations in the current I n . Possible causes for such perturbations are inter-device and intra-device variability 21, 23 , inherent conductance variations and low-frequency noise arising from the amorphous phase-change material 29 . The matrix-vector multiplication is a natural extension of the scalar multiplication where the elements of the matrix are coded into the conductance states of PCM devices. Since our experimental hardware only allows serial access to each individual crosspoint, only the element-by-element multiplications of the matrix-vector product were performed in hardware and the sum was performed outside of the chip (Supplementary Note III). The accumulated effect of errors in this mode of computing is fundamentally different from that of rounding errors arising for example from fixed-point data conversions 27 (Supplementary Note IV). The structural relaxation of the amorphous phase to an energetically more favorable "ideal glass" state and its manifestation as a temporal evolution of the conductance values also poses challenges that need to be accounted for (Supplementary Note V).
Next, we present the solution of (1) for model covariance matrices of different sizes defined as A i = j i j = |i − j| −1 , A i= j i j = 1 + √ i for i = 1, ..., N and j = 1, ..., N. Such matrices exhibit a decaying behavior that simulates decreasing correlation of features away from the main diagonal. 24 The elements of b were generated uniformly in [0, 1]. The inner solver was chosen to be Conjugate Gradient with a diagonal scaling as preconditioner (Supplementary Note VI). We coded a reduced banded version of the matrix in the memristive array with 12 entries on each side of the main diagonal using K = 4 devices averaged per matrix element. The banding allowed us to code a matrix of maximum size 10, 000 × 10, 000 with 959, 376 total PCM devices. In this way, the inner solver works on an inexact version of the matrix A which is coded in the memristive array while the outer iterative refinement loop works towards finding the exact solution of (1) by using the full matrix A for the computation of the residuals. The evolution of the error between computed and exact solution as a function of the number of iterative refinements is shown Fig. 3 . The algorithm converged exponentially to the desired precision after 11 iterative refinements with convergence rate independent of N. Accurate solving of problem (1) was thus possible despite the inaccurate computations in the 'memcomputing' unit and even when most elements of A were actually not coded in the memristive array (for N = 10, 000 only 0.24% of the matrix elements were coded because of the banding used).
Finally, we tested the mixed-precision 'memcomputing' algorithm on a practical problem for which the matrix A was built from real-world data. For this, we used RNA expression measurements of genes obtained from cancer patients, publicly available from The Cancer Genome Atlas (TCGA) project (see Supplementary Note VII). We focused our investigation on 40 genes reported in the manually curated autophagy pathway of the Kyoto Encyclopedia of Genes and Genomes (KEGG). Autophagy plays opposing roles in cancer by both acting as a tumor suppressor by degrading damaged proteins and organelles, as well as enabling tumors to tolerate metabolic stress 30, 31 . To infer and compare the networks of gene interactions (interactomes) from normal and cancer tissues, we calculated the partial correlations between the genes by computing the inverse covariance matrix Σ from 946 normal tissue samples and from 946 cancer tissue samples (Supplementary Note VII). Given the covariance matrix A of the 40 genes, Σ can be obtained by solving Ax n = e n for n = 1, ..., 40, where e n has all entries equal to zero except the n-th one, which is 1, and x n is the resulting n-th column of Σ. We coded the 40 × 40 covariance matrix in the memristive array and used GMRES as the inner solver to solve the 40 linear equations. The procedure was repeated for both cancer and normal tissues. The algorithm converged to the desired precision for all 40 linear systems solved (see Fig. 4a ) and the resulting Σ matrix was sufficiently accurate for computing the interactome (the interactomes obtained with the exact and computed Σ are identical). The computed partial correlations of the 40 genes studied and their distributions are shown in Fig. 4b . While part of the interactions between the cancer and normal tissues are preserved, the cancer network exhibits a different connectivity pattern (see Fig. 4c  and 4d ). In the normal tissue, the upstream signals INS, AMPK, ULK, ATG13, ATG17, IFNA and IFNG (dark colored) correlate with many of the downstream targets (light colored) known to be involved in the formation of autophagosomes, the molecular agents of autophagy. The partial correlations computed on cancerous tissue yield a sparsely connected network, implying an altered regulation pattern, as is commonly observed in cancer [32] [33] [34] .
The above demonstration highlights the importance of linear analysis in problems associated with cognitive computing and data analytics. The fact that such computation can be performed partly with 'memcomputing' without sacrificing the overall computational accuracy opens up exciting new avenues towards energy-efficient large-scale data analytics, in which the massive data transfers inherent to the traditional von Neumann architecture have become the most energy-hungry part. Such solutions are much-needed because analyzing the ever-growing datasets we produce will quickly increase the computational load to the exascale level if standard techniques are to be used. 24 The problems tackled in this work were well-conditioned and of relatively small scale because of the limited size and precision of our hardware. Strategies to scale up include building larger arrays and/or operating several of them in parallel. To improve the precision of the 'memcomputing' unit and address problems with a broader range of condition numbers, possible avenues are in coding single matrix elements on multiple devices (Supplementary Note III) or using advanced memristive device concepts 29 . We expect a reduction in energy-to-solution when using mixedprecision 'memcomputing' compared to simply using high-precision computing if the gain in performance achieved by the 'memcomputing' unit sufficiently offsets the additional resources spent on data conversions and computation of residuals. Such gains are expected because the matrix-vector multiplication can be realized in a single time step without any intermediate data transfer of the matrix in a memristive crossbar 11 . We finally stress that mixed-precision 'memcomputing' can be used in applications that extend beyond the solution of linear equations to other relevant computational tasks arising in automatic control, optimization problems, machine learning and signal processing. ATG3  ATG4A  ATG4B  ATG4C  ATG4D  ATG5  ATG7  VPS30  ATG8A  ATG8B  ATG8C  IFNA1  IFNA10  IFNA13  IFNA14  IFNA16  IFNA17  IFNA2  IFNA21  IFNA4  IFNA5  IFNA6  IFNA7  IFNA8  IFNG  INS  ATG13  ATG14  VPS34  VPS15  AMPKa1  AMPKa2  ATG17  ULK1  ULK2  ULK3   ATG10  ATG12  ATG16L1  ATG16L2  ATG3  ATG4A  ATG4B  ATG4C  ATG4D  ATG5  ATG7  VPS30  ATG8A  ATG8B  ATG8C  IFNA1  IFNA10  IFNA13  IFNA14  IFNA16  IFNA17  IFNA2  IFNA21  IFNA4  IFNA5  IFNA6  IFNA7  IFNA8  IFNG  INS  ATG13  ATG14  VPS34 (1) in double-precision floating point. b, Matrix of computed partial correlations of the 40 genes studied for cancer and normal tissues (left) and their distributions (right). For visualization purposes, only the interactions for which the magnitude of the partial correlations is larger than a threshold of 0.13, corresponding to the 90-th percentile of the normal tissue, are displayed. c, Interactome obtained from normal tissue. d, Interactome obtained from cancer tissue. In c and d, the upstream nodes are dark colored and the downstream targets are light colored. The blue edges denote positive interactions and the red edges denote negative interactions.
