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Abstract. We consider example-critiquing systems that help peo-
ple search for their most preferred item in a large electronic catalog.
We analyze how such systems can help users in the framework of
four existing example-critiquing approaches (RABBIT, FindMe, In-
cremental Critiquing, ATA and AptDecision). In a second part we
consider the use of several types of explicit passive analysis to guide
the users in their search, specially in either underconstrained or over-
constrained situations. We suggest that such a user-centric search
system together with the right explicit passive analysis makes the
users feel more confident in their decision and reduces session time
and cognitive effort. Finally we present the result of a pilot study.
1 INTRODUCTION
A Multi-Attribute Decision Problem (MADP) is the problem of find-
ing the best outcome or solution based on the user’s preferences.
However users may not have an accurate idea of their preferences
while searching for a product, especially when the product is beyond
the user’s domain knowledge. They may begin the search with some
vague set of preferences and refine them as they learn more about the
different possibilities [6].
An example-critiquing interaction is an iterative process where the
user and the system collaborate to find the best solution. Based on the
current user’s preference model, the system shows a set of candidate
solutions and the user gives some feedback to the system so that it
can update the preference model. The loop continues until the user is
convinced with one of the candidate solutions. The type of feedback
varies from system to system: it can be a direct manipulation of the
preference model, such as adding a constraint such as “a maximum
price of 400 Euros”, or a more vague feedback such as “a cheaper
apartment (than the proposed candidate)”.
The rest of this paper is organized as follows: first we study four
example-critiquing systems; then we justify the importance of Ex-
plicit Passive Analysis (EPA) and propose three types of EPA with
informal examples; finally we present the results of a pilot study.
2 EXAMPLE-CRITIQUING SYSTEMS
One of the first systems to implement an example-critiquing ap-
proach was the RABBIT system [7], where the preference model is
a query explicitly given by the user. This system is sometimes re-
ferred as of a query-building interface. The candidates shown to the
user are simply the list of all items satisfying the query. The query
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can then be explicitly reformulated by using options such as “pro-
hibit” or “specialize” over an attribute. When the solution space is
overconstrained (i.e., there is no solution satisfying the query), the
system simply does not show any candidate solution. In contrast, in
a preference-based approach, the user would have the possibility to
define a weight for each constraint and this information would be
used to provide a list of ranked partial matches. The system is user-
centric in the sense that it is the user who guides the interaction, the
system just providing the requested information to the user.
In FindMe [1] there is no direct mapping between the feedback
provided by the user and the preference model constructed by the
system. The system limits the type of possible user feedbacks to a set
of options such as “this apartment is OK, but make it bigger” based
on one of the candidate solutions and thus, the approach is system-
centric. The advantage of this approach is that the cognitive effort
to provide feedback is lower as it doest not need to be very precise.
As the interaction goes on, the system builds an implicit preference
model using the feedback. In an overconstrained situation, the sys-
tem performs a pre-defined domain-dependent ordered list of opera-
tions to relax the preference model. A problem with this approach is
that the user may eventually not understand the justification for the
proposed candidates, as the preference-model built by the system is
completely hidden to the user who thus may feel frustrated.
The incremental-critiquing approach proposed by McCarthy at [5]
shows just one candidate solution and a set of compound critiques
that describe the feature relationships that exist between the remain-
ing candidates. The user has the option of directly updating the query
by adding or changing a constraint over an attribute, or by accept-
ing one of the proposed compound critiques. The system selects the
three best compound critiques with lower support values, as these
would eliminate many items from consideration if chosen. This ap-
proach has the advantage that, if one of the compound critiques turns
out to be interesting to the user, selecting it would probably require
less cognitive effort than manually inspecting all the matching items,
and extracting and applying the individual critiques one by one. The
system builds the implicit user model incrementally, but there is no
reason why compound critiques could not also be used in a query
building tool as RABBIT.
One important feature proposed in the ATA system [4] and fur-
ther elaborated in [2] is that the system not only presents the k best
ranked items but also a set of alternative suggestions which are sig-
nificantly different therefore and have the potential to stimulate the
expression of hidden preferences, thus avoiding locally optimal so-
lutions. For instance, if the user has not expressed a preference for
non-stop flights, presenting an alternative solution that best satisfies
the expressed preferences plus the latter one could potentially induce
the user to realize that this new preference is important to him.
Figure 1. Screenshot of our user interface. At the left is the criteria selection window, where the user can specify search criteria and their weights (preference
based approach). At the right is the corresponding ranked list of items (upper part) and the items currently being considered by the user (lower part). At the
bottom is the Trade-off Analysis window, which displays the Minimal Conflicting Set Analysis (lower part) and the Possible Relaxations Analysis (upper part).
3 EXPLICIT PASSIVE ANALYSIS
Two types of approaches emerge from the four above presented
cases: (1) the system-centric approach, which tries to build an im-
plicit preference model or somehow limit the type of user feedback
and the (2) user-centric approach, in which the user can directly up-
date his query or preference model and the system just helps by pro-
viding some kind of passive analysis.
However, in all the reviewed systems except in the case of
incremental-critiquing, the passive analysis when available is pro-
vided in the form of alternative solutions. We suggest that provid-
ing the users with some explicit explanation that can potentially lead
to these alternative solutions will make them feel more confident in
their decision process and speed up the interaction. For instance, in
the example given for the ATA interface, the system could inform the
user that, given the current preference model, he may potentially be
interested in adding a preference about non-stop flights.
Indeed, we believe that a good way to increase user trust is to
make users feel that they have reached a good characterization of the
domain (at least in their region of interest). Thus, it is not enough
that the system presents the best choice(s) to the user, but the user
also needs to be convinced that the proposed choice(s) actually is
the best. A natural way to achieve this is to compare a candidate
solution with the related alternatives. In other words, we suggest that
users use the example-critiquing iterative cycle not just to refine their
preference model but also to browse and characterize their region of
interest in the domain, i.e. they use the system as a query-building
tool.
This browsing phase is even more important when preferences are
not additive independent (see [3] for a detailed definition). In this
case, the iterative process is also used to avoid expressing a complex
preference model. Imagine for example that the user is interested in
an apartment in the city center for less than 800 Euros or otherwise
an apartment in the suburbs for a maximum of 600 Euros and close
to a bus stop. Instead of directly entering this more complex prefer-
ence model, he would probably first search for one of the cases by
entering in an iterative process to refine the preference model and
then switch to the other case and repeat the process, to finally select
the best option between the two. In this situation we cannot say that
the user was constantly refining his preference model, but rather that
he studied two different cases separately.
Along these lines, we propose to use a query-building tool to let
users browse and characterize their region of interest and to help
them to do so by providing three types of explicit passive analysis
about their current query, as described hereafter.
A basic form of such type of analysis is to let the user compare,
while being in an underconstrained situation, the number of items
that would match the query for different values of an attribute. We
call this type of approach Prospective Analysis, as it provides infor-
mation to the user about the impact of the different choices before
he makes up his decision. For example, if the user has stated that he
wishes cars for less than 6000 Euros, and now he is browsing the
possible values for matriculation time, the system can indicate that
there are 10 cars matriculated after 2005, 20 cars matriculated after
2004 and so on.
As users progressively add constraints, they will eventually end
up in an overconstrained situation. Rather than then providing par-
tially matching items, we propose to explicitly provide the user with
the Minimal Conicting Set Analysis. For instance, in a catalog of
second-hand cars, given the current constraints expressed by the user,
the system could indicate that “there are no Audi cars & Cheaper than
6000 Euros & Matriculated later than year 2000” nor “cars Cheaper
than 6000 Euros & with Blue color & with Electric windows”. Rather
than just providing partial matching solutions, this information can
potentially help the user to better understand the solution space.
A third type of explicit passive analysis is the Possible Relax-
ations Analysis, which provides concise relaxation suggestions to
overcome the minimal conflicting set of constraints. While the infor-
mation about the minimal conflicting set may be useful to character-
ize the solution space and thus get more confidence, finding which
constraints to relax to overcome the situation is not evident for the
user and it may involve trying several relaxation combinations. Ex-
plicitly providing a list of possible relaxations may lead to a speed
up of the interaction. Notice that just proposing to remove some con-
straints as it is done in other approaches may not be very satisfactory.
Indeed, in the case of a constraint over an ordered attribute such as
price, providing the user with information about the minimal modi-
fication of that constraint can help the user to better characterize the
domain and speed up the interaction. For instance, in the previous ex-
ample, the system would also inform that there are cars “if the user
relaxes the maximum price to 6500 Euros” or “if he relaxes the max-
imum price to 6200 Euros and without Electric windows”. We call
Explicit Trade-off Analysis the combination of the Minimal Conflict-
ing Set Analysis with the Possible Relaxations Analysis.
4 PILOT STUDY
We have carried out a pilot study3 evaluating our interface on
two binary control variables: (1) whether or not to show the ex-
plicit passive analysis and (2) whether to use a query-building or a
preference-based approach. The corresponding four interfaces were
implemented using the same software so that their “look and feel”
was as similar as possible to get a fair comparison. See Figure 1 for
a screenshot.
As a database, we used an extract of 7000 second-hand cars kindly
provided by the company Comparis4, with 35 attributes for each car.
We have tuned our prototype so that it computes the minimal con-
flicting set for combinations of a maximum of four constraints. No-
tice that the selection of the appropriate value for this maximum de-
serves further investigation. Similarly, we have limited the maximum
number of attributes in a relaxation suggestion to three.
Although the pilot study involved only four users, we were able to
obtain some interesting preliminary results:
• Users using the query-building approach felt more in control about
the search system and appreciated it.
• Users using the preference-based approach did hardly make use
of the weights and were dissatisfied by the fact that they didn’t
understand how the items were ranked
• Users using the query-building approach were dissatisfied by the
fact that no item was displayed in underconstrained situations.
3 Our ECatalog software can be downloaded at
http://icwww.epfl.ch/∼portabel/ecatalogs as well as, for the sake of
research only, an extract of the Comparis cars database
4 http://www.comparis.ch/.
• More importantly, users using the Explicit Trade-off Analysis (in
both the query-building and the preference-based approach) were
more confident with their choice, while there was no significant
difference with the interaction time.
• An unexpected result was that the use Prospective Analysis to-
gether with Explicit Trade-off Analysis performed worse than us-
ing Explicit Trade-off Analysis alone. This may be due to the fact
that the Prospective Analysis was inciting the users not to enter
in an overconstrained situation, therefore making them lose the
benefit of the Trade-off analysis.
Although still preliminary, these results are promising. We are
therefore currently preparing a more extensive user study with about
forty users.
5 CONCLUSION
We have compared four existing example-critiquing systems for elec-
tronic catalogs both in terms of their user- or system-centric nature
and in terms of the type of analysis provided to the user.
Based on this study, we suggest that providing an analysis in an
explicit form rather than hiding it in a set of proposed alternative
suggestions may greatly help the user to better understand the solu-
tion space, and therefore feel more confident about the final decision
and speed up the interaction.
We have proposed the use of Prospective Analysis and Trade-off
Analysis, the latter one consisting of the Minimal Conflicting Set
Analysis along with the Possible Relaxations Analysis. We have built
a concrete prototype and carried out a small pilot study to evaluate
our approach. While Prospective Analysis lead to unexpectedly bad
results, the Trade-off Analysis appeared as very promising. We now
plan to carry out a user study with a larger number of subjects to
confirm and precise the preliminary results obtained so far.
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