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Abstract
In the paper we discuss the Ba¨cklund transformation of the KdV equation between solitons
and solitons, between negatons and negatons, between positons and positons, between rational
solution and rational solution, and between complexitons and complexitons. We investigate
the conditions that Wronskian entries satisfy for the bilinear Ba¨cklund transformation of the
KdV equation. By choosing suitable Wronskian entries and the parameter in the bilinear
Ba¨cklund transformation, we obtain transformations between many kinds of solutions.
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1 Introduction
The Wronskian can be considered as a bridge connecting with many classical methods in soliton
theory. This is not only because soliton solutions in Wronskian form can be obtained from the
Darboux transformation[1], Sato theory[2, 3] and Wronskian technique[4]-[10], but also because
the exponential polynomial for N -solitons derived from Hirota method[11, 12] and the matrix
form given by the Inverse Scattering Transform[13, 14] can be transformed into a Wronskian by
extracting some exponential factors. The special structure of a Wronskian contributes simple
forms of its derivatives, and this admits solution verification by direct substituting Wronskians
into a bilinear soliton equation or a bilinear Ba¨cklund transformation(BT). This approach is re-
ferred to as Wronskian technique[4]. In the approach a bilinear soliton equation is some algebraic
identity provided that Wronskian entry vector satisfies some differential equation set which we
call Wronskian condition. A useful generalization for the technique was made by Sirianunpiboon,
Howard and Roy (SHR)[15] who substituted a triangular coefficient matrix for the original di-
agonal one in the Wronskian condition for the KdV equation. This generalization enables many
solution such as rational solutions, positons[16, 17], negatons[18], complexitons[19, 20] and mixed
solutions to be expressed in Wronskian form. In two recent papers[21, 22], solutions to the KdV
equation were reviewed in term of Wronskian on the basis of SHR’s generalization. In [21] Ma and
You first investigated all kinds of Wronskian entry vectors related to different canonical forms of
the coefficient matrix in the Wronskian condition. In [22] Zhang formulated the Wronskian tech-
nique as four steps, (i.e., finding the most possible wide Wronskian conditions, getting all possible
Wronskian entry vectors, describing relations between different kinds of solutions, and discussing
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parameter effects and dynamics of the solutions obtained), and gave detailed discussions for the
first three steps.
Both SHR’s generalization[15] and the two recent reviews[21, 22] are based on bilinear equa-
tions but not BTs. It is well known that besides bilinear equations, the Wronskian verifications
can also be achieved through bilinear BTs. Bilinear BT was first found by Hirota in 1974[23]. In
general, there is a parameter in a bilinear BT, and by putting special value to the parameter the
BT can provide a transformation between (N − 1)-solitons and N -solitons. Two natural ques-
tions are whether SHR’s generalization can be achieved via bilinear BTs and how to choose the
parameter in a BT so that we get transformations between positons, negatons, rational solutions
and complexitons. So far for those solutions other than solitons which are derived via bilinear
BTs, only some nonlinear superaddition formulae for rational solutions were reported[24].
In this paper we aim to investigate Wronskian solutions to the KdV equation via its bilinear
BT. Our work will mainly focus on what the Wronskian condition is under the bilinear BT and
how the parameter in the BT is related to positons, negatons, rational solutions and complexitons.
We will show that the BT can provide transformations between solitons and solitons, between
negatons and negatons, between positons and positons, between rational solution and rational
solution, and between complexitons and complexitons.
In the paper we will first in Sec.2 investigate few properties of a kind of matrix with special
form. Then in Sec.3 we discuss Wronskian solutions to the KdV equation via bilinear BT. Finally
in Sec.4 we give Wronskian entries and transformations for many kinds of solutions.
2 A kind of matrix with special form and their properties
We consider the following complex s× s matrix set
Gs =
{
As×s
∣∣∣ As×s =
(
Aˆ 0
α ass
)}
, (2.1)
where Aˆ is an (s − 1) × (s − 1) matrix with arbitrary complex numbers as entries, the complex
vector α = (α1, · · · , αs−1), 0 stands for an s− 1 order column zero vector, and ass is a complex
scalar.
Noting that As×s is a block lower triangular matrix, we immediately reach to the following
property.
Proposition 2.1 Gs defined by (2.1) forms a semigroup with identity with respect to matrix
multiplication and inverse.
Since any square matrix is similar to a lower triangular one on the complex number filed C,
we have
Proposition 2.2 For any given A ∈ Gs, there exists a transformation matrix B ∈ Gs such that
A = B−1CB,
where C is an s× s lower triangular matrix.
Proof: Suppose that Bˆ is a non-singular (s− 1)× (s− 1) transformation matrix such that Aˆ is
similar to a lower triangular matrix Cˆ, i.e., Aˆ = Bˆ−1CˆBˆ. Then for A we can take B =
(
Bˆ 0
0 1
)
and consequently C = BAB−1 =
(
Cˆ 0
αBˆ−1 1
)
which is an s× s lower triangular matrix. 
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Proposition 2.3 For any given A ∈ Gs, there exists a matrix T ∈ Gs satisfying
T−1AT = Γ,
where Γ is defined as the following form
Γ =
(
Γs−1 0
γ ass
)
(2.2)
with Γs−1 being the canonical form of Aˆ and γ being an (s − 1)-order row vector. Here we call
(2.2) quasi-canonical form of A.
Proof: For arbitrary (s−1)× (s−1) matrix Aˆ, there exists a nonsingular (s−1)× (s−1) matrix
Tˆ satisfying Tˆ−1AˆTˆ = Γs−1. Let
T =
(
Tˆ 0
0 1
)
,
then we have
T−1AT =
(
Tˆ−1 0
0 1
)(
Aˆ 0
α ass
)(
Tˆ 0
0 1
)
=
(
Γs−1 0
αTˆ ass
)
= Γ,
where αTˆ = γ = (γ1, γ2, · · · , γs−1). 
Now we expand Gs to a function semi-group Gs[t] which consists of As×s defined as (2.1) but
each non-zero entry of As×s is a functions of t instead. For the function matrix in Gs[t], we have
the following result.
Proposition 2.4 Suppose that B(t) = (bij(t)) ∈ GN [t] with bNN (t) ≡ 0 and each bij(t) ∈ C[a, b]
where a and b can be infinite. Then, there exists a non-singular N × N t-dependent matrix
H(t) = (hij(t)) ∈ GN [t], satisfying
H(t)t = −H(t)B(t). (2.3)
Proof: The proof is similar to the one for Proposition 3.6 in Ref.[22]. We consider the following
homogeneous linear ordinary differential equations
ht(t) = −BT (t)h(t), (2.4)
where h(t) is an N -order column vector function of t. Then, for any given constant number set
(t0, h˜j1, h˜j2, · · · , h˜jN ), under the condition of the proposition, (2.4) has unique solution vector
hj(t) = (hj1(t), hj2(t), · · · , hjN (t))T
satisfying hj(t0) = (h˜j1, h˜j2, · · · , h˜jN )T for each j = 1, 2, · · ·N . Noting that B(t) ∈ GN [t] and
bNN (t) ≡ 0, (2.4) suggests
[hjN (t)]t = 0, j = 1, 2, · · · , N.
Now we specially take (h˜js)N×N which belongs to GN and is nonsingular, and meanwhile, we
take hjN (t) = 0 for j = 1, 2, · · · , N − 1 and hNN (t) = h˜NN 6= 0. That guarantees us to get a
nonsingular function matrix
H(t) = (h1(t), h2(t), · · · , hN (t))T
which solves (2.3). Thus we complete the proof. 
3
3 Wronskian solutions to the KdV equation via bilinear BT
3.1 Bilinear BT of the KdV equation
The KdV equation is
ut + 6uux + uxxx = 0 (3.1)
with bilinear form[11]
(DtDx +D
4
x)f · f = 0 (3.2)
under the transformation
u = 2(ln f)xx, (3.3)
where D is the well-known Hirota’s bilinear operator defined by[12]
Dmt D
n
xa(t, x) · b(t, x) =
∂m
∂sm
∂n
∂yn
a(t+ s, x+ y)b(t− s, x− y)|s=0,y=0, m, n = 1, 2, · · · .
From (3.2), Hirota gave the bilinear BT of the KdV equation[23] as
D2xf · g − hf · g = 0, (3.4a)
(D3x +Dt + 3hDx)f · g = 0, (3.4b)
where h is a parameter.
3.2 Wronskian solutions to the KdV equation via bilinear BT
An N ×N Wronskian is defined as
W (φ1, φ2, · · · , φN ) =
∣∣∣∣∣∣∣
φ1 φ
(1)
1 · · · φ(N−1)1
· · · · · · · · · · · ·
φN φ
(1)
N · · · φ(N−1)N
∣∣∣∣∣∣∣ ,
where φ
(l)
j = ∂
(l)φj/∂x
l. It can be expressed by the following compact form
W (φ) = |φ, φ(1), · · · , φ(N−1)| = |0, 1, · · · , N − 1| = |N̂ − 1|,
where φ = (φ1, φ2, · · · , φN )T .
If f = |N̂ − 1| and each entry φj satisfies[4]
−φj,xx = λjφj,
φj,t = −4φj,xxx, (3.5)
with arbitrary parameter kj , then such an f solves the bilinear KdV equation (3.2). Besides,
under the same Wronskian condition as (3.5), the bilinear BT (3.4) provides a transformation[4]
between g = |N̂ − 1| and f = |N̂ − 2, τN | where we take h = λN and
τj = (δj,1, δj,2, · · · , δj,N ), δj,i =
{
0, i 6= j,
1, i = j.
(3.6)
In this case, g and f provide N -solitons and (N − 1)-solitons of the KdV equation (3.1) through
u = 2(ln g)xx (3.7)
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and (3.3), respectively.
In a recent review[22] it is shown that the bilinear KdV equation (3.2) admits Wronskian
solution
f =W (φ) = |N̂ − 1| (3.8)
and the Wronskian condition is
−φxx = A(t)φ,
φt = −4φxxx +B(t)φ, (3.9)
where A(t) and B(t) are two arbitrary N ×N matrices of t but independent of x and satisfy
A(t)t + [A(t), B(t)] = 0, (3.10)
in which [A(t), B(t)] = A(t)B(t)−B(t)A(t).
In what follows we investigate the Wronskian condition on the basis of the bilinear BT (3.4).
Let us first give the following theorem.
Theorem 3.1 Wronskian solutions to the bilinear BT (3.4) can be given by
g = |N̂ − 1|, f = |N̂ − 2, τN |, (3.11)
where τN is defined as (3.6) and the Wronskian condition is
− φxx = A(t)φ, (3.12a)
φt = −4φxxx +B(t)φ, (3.12b)
A(t) = (aij(t))N×N ∈ GN [t], B(t) = (bij(t))N×N ∈ GN [t] with bNN (t) ≡ 0, satisfying
A(t)t + [A(t), B(t)] = 0, (3.13)
and in (3.4) we take h = −aNN (t) ≡ −aNN which is a constant due to (3.13).
Before giving the proof we consider the following Lemmas.
Lemma 3.1 [4] Suppose that M is an N × (N − 2) matrix, and a, b, c, d are N -order column
vectors. Then, we have
|M,a, b||M, c, d| − |M,a, c||M, b, d| + |M,a, d||M, b, c| = 0.
Lemma 3.2 [22, 25] Suppose that Ξ is an N ×N matrix with column vector set {Ξj}; Ω is an
N ×N operator matrix with column vector set {Ωj} and each entry Ωjs is an operator. Then we
have
N∑
j=1
|Ωj ∗ Ξ| =
N∑
j=1
|(ΩT )j ∗ ΞT |, (3.14)
where for any N -order column vectors Aj and Bj we define
Aj ◦Bj = (A1jB1j, A2jB2j , · · · , ANjBNj)T
and
|Aj ∗ Ξ| = |Ξ1, · · · ,Ξj−1, Aj ◦ Ξj, Ξj+1, · · · ,ΞN |
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By virtue of Lemma 3.2 we can have several identities. For example, taking Ξ = |N̂ − 1|
and Ωjs = ∂
2
x in Lemma 3.2 and under the Wronskian condition (3.12a), we can get
− Tr(A(t))|N̂ − 1| = |N̂ − 2, N + 1| − |N̂ − 3, N − 1, N |, (3.15)
where Tr(A(t)) is the trace of A(t). Similarly , let Ξ = |N̂ − 2, τN | and Ωjs = ∂2x, we have
− Tr(A(t))|N̂ − 2, τN | = |N̂ − 3, N, τN | − |N̂ − 4, N − 2, N − 1, τN | −
N∑
j=1
ajN |N̂ − 2, τj |; (3.16)
let Ξ = |N̂ − 2, N | and Ωjs = ∂2x, we have
− Tr(A(t))|N̂ − 2, N | = |N̂ − 2, N + 2| − |N̂ − 4, N − 2, N − 1, N |; (3.17)
let Ξ = |N̂ − 3, N − 1, τN | and Ωjs = ∂2x, we have
−Tr(A(t))|N̂ − 3, N − 1, τN | = |N̂ − 3, N + 1, τN | − |N̂ − 5, N − 3, N − 2, N − 1, τN |
−
N∑
j=1
ajN |N̂ − 3, N − 1, τj |.
(3.18)
These equalities will play important roles in our proof.
Lemma 3.3 Consider N ×N matrices
g(φ) = |N̂ − 1|, f(φ) = |N̂ − 2, τN |,
where the entry vector φ satisfies
φt = B(t)φ,
and B(t) = (bij(t))N×N is an N ×N t-dependent matrix. Then, we have
gt = Tr(B(t))g, ft = Tr(B(t))f −
N∑
j=1
bjN |N̂ − 2, τj|. (3.19)
In addition, if taking bjN (t) = 0 for j = 1, 2 · · · , N , then Dtg · f = 0.
Now, we give the proof of Theorem 3.1.
Proof for Theorem 3.1: Instead of (3.12) we first consider the following Wronskian condition,
−φxx = A(t)φ,
φt = −4φxxx,
where A(t) = (aij(t))N×N is an arbitrary t-dependent N ×N matrix.
Substituting (3.11) into (3.4a) yields
gxxf − 2gxfx + gfxx − hgf
= |N̂ − 3, N − 1, N ||N̂ − 2, τN |+ |N̂ − 2, N + 1||N̂ − 2, τN | − 2|N̂ − 2, N ||N̂ − 3, N − 1, τN |
+|N̂ − 1||N̂ − 4, N − 2, N − 1, τN |+ |N̂ − 1||N̂ − 3, N, τN | − h|N̂ − 1||N̂ − 2, τN |.
(3.20)
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By means of (3.15), (3.16) and the identity
[Tr(A(t))|N̂ − 1|]|N̂ − 2, τN | − |N̂ − 1|[Tr(A(t))|N̂ − 2, τN |] = 0,
(3.20) can be simplified to
gxxf − 2gxfx + gfxx − hgf
= 2|N̂ − 3, N − 1, N ||N̂ − 2, τN | − 2|N̂ − 2, N ||N̂ − 3, N − 1, τN |
+2|N̂ − 1||N̂ − 3, N, τN | − |N̂ − 1|N̂ − 2, τˆN |,
where
τˆN = (aN1(t), · · · , aN(N−1)(t), aNN (t) + h)T . (3.21)
Then, in light of Lemma 3.1 we have the identity
|N̂ − 3, N − 1, N ||N̂ − 2, τN | − |N̂ − 2, N ||N̂ − 3, N − 1, τN |+ |N̂ − 1||N̂ − 3, N, τN | = 0, (3.22)
and by this identity (3.20) is reduced to
gxxf − 2gxfx + gfxx − hgf = |N̂ − 1||N̂ − 2, τˆN |.
Obviously, to make the above formula zero, we need to take τˆN = 0, i.e., A(t) ∈ GN and h =
−aNN (t). Thus (3.4a) has been proved.
For (3.4b), making use of (3.15), (3.18) and the identity(
Tr(A(t))|N̂ − 1|
)
|N̂ − 2, τN |x − |N̂ − 1|
(
Tr(A(t))|N̂ − 2, τN |x
)
= 0,
and noting τˆN = 0, we have
l.h.s.(3.4b) = −6|N̂ − 2, τN ||N̂ − 4, N − 2, N − 1, N | − 6|N̂ − 4, N − 2, N, τN ||N̂ − 1|
+6|N̂ − 2, τN ||N̂ − 3, N − 1, N + 1|+ 6|N̂ − 3, N + 1, τN ||N̂ − 1|
−6|N̂ − 3, N − 1, τN ||N̂ − 2, N + 1|+ 6|N̂ − 4, N − 2, N − 1, τN ||N̂ − 2, N |,
which is zero in the light of Lemma 3.1.
Finally, combining the Wronskian condition (3.2) and Lemma 3.3 we can complete our proof
for Theorem (3.1).
3.3 Further discussion for the Wronskian condition
In this subsection, we make a further discussion on the Wronskian condition (3.12).
First, noting that f and g in the bilinear BT (3.4) contribute solutions to the KdV equation
(3.1) respectively through the transformation (3.3) and (3.7), one can conclude that for any t-
dependent function p(t), f and p(t) · f provide same solutions to the KdV equation (3.1) through
(3.3), i.e., u = 2(ln f)xx = 2[ln(p(t) · f)]xx. So do g and p(t) · g.
Lemma 3.4 Suppose that matrices g(φ) and f(φ) are defined as (3.11) with entry vector φ;
ψ = P (t)φ, (3.23)
where P (t) = (Pij(t))N×N is an non-singular matrix in GN [t]. Then we have
g(ψ) = |P (t)|g(φ), f(ψ) = |P (t)|
PNN (t)
f(φ). (3.24)
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Proof: Suppose that P (t) =
(
Pˆ (t) 0
ρ(t) PNN (t)
)
. Then we have P−1(t) =
(
Pˆ−1(t) 0
−ρ(t)Pˆ−1(t)P−1
NN
(t) P−1
NN
(t)
)
and P−1(t)τN = (0, 0, · · · , 0, P−1NN (t))T . Then it is easy to check that
g(ψ) = |P (t)φ, P (t)φ(1), · · · , P (t)φ(N−1)| = |P (t)|g(φ),
f(ψ) = |P (t)φ, P (t)φ(1), · · · , P (t)φ(N−2), P (t)P−1(t)τN | = |P (t)|P−1NN (t)f(φ),
and thus we reach to (3.24). 
Thus, under the condition of the above Lemma, we conclude that g(φ) and g(ψ) generate
same solutions to the KdV equation (3.1). So do f(φ) and f(ψ).
Next we turn to simplify the Wronskian condition (3.12)
For B(t) in (3.12b), by virtue of Proposition 2.4, there exists a non-singular t-dependent
matrix H(t) in GN [t] such that
H(t)t = −H(t)B(t). (3.25)
If setting
ψ = H(t)φ, (3.26)
(3.12) can be written as { −ψxx = A˜(t)ψ,
ψt = −4ψxxx, (3.27)
where A˜(t) = H(t)A(t)H−1(t) still belongs to GN [t]. In the light of Lemma 3.4, φ and ψ lead to
same solutions to the KdV equation. That also means that we can drop B(t) from (3.12), and
consequently the Wronskian condition (3.12) is simplified to
−φxx = Aφ,
φt = −4φxxx, (3.28)
where A ∈ GN is arbitrary but independent of t due to (3.13).
For further simplification, we can replace A by its any similar matrix Γ so long as the
transform matrix T is in GN , i.e., Γ = T−1AT where T ∈ GN . We note that at this moment for
any given matrix A in GN we can not verify whether there exists a non-singular matrix B ∈ GN
which makes A into its canonical form Γ = B−1AB. However, by means of Proposition 2.3 we
can employ a matrix T ∈ GN to transform A into its quasi-canonical form Γ and consider the
following Wronskian condition
−ψxx = Γψ,
ψt = −4ψxxx, (3.29)
where ψ = Tφ,
Γ =
(
ΓN−1 0
γ aNN
)
(3.30)
γ = (γ1, γ2, · · · , γN−1) and ΓN−1 is an (N − 1)-order canonical matrix.
4 Wronskian entries
4.1 General solutions to (3.29)
In this subsection, we discuss general solutions to the condition equation (3.29). We can separate
(3.29) into the following two sets:
Set I :
{ −ψ˜xx = ΓN−1ψ˜,
ψ˜t = −4ψ˜xxx,
(4.1)
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Set II :
{ −ψN,xx = aNNψN +∑N−1j=1 γjψj ,
ψN,t = −4ψN,xxx, (4.2)
where ψ˜ = (ψ1, ψ2, · · · , ψN−1)T .
For Set I, since ΓN−1 can be combinations of some diagonal matrices and Jordan blocks, one
can directly consider that ΓN−1 is an (N−1)-order diagonal matrix with distinct eigenvalues or an
(N−1)-order Jordan block. In Refs.[21, 22], Set I has been discussed in detail and explicit general
solutions corresponding to different ΓN−1 are given. Particularly, for ΓN−1 being a Jordan block,
the general solutions can be expressed in simple forms by means of lower triangular Toeplitz
matrices[22].
For Set II, some formulae have been worked out for the solutions to the following more
general equations[21], { −ψN,xx = aNNψN + F,
ψN,t = −4ψN,xxx, (4.3)
where the function F = F (t, x) satisfies Ft = −4Fxxx. By means of those formulae, solutions to
the Set II can easily be obtained. Concretely, with ψ˜ in hand, when aNN = 0, we have
− ψN =
∫ x
0
∫ x′
0
F (t, x′′)dx′′dx′ + c(t)x+ d(t), (4.4)
where
c(t) = −4
∫ t
0
Fxx(t
′, 0)dt′ + c0, d(t) = −4
∫ t
0
Fx(t
′, 0)dt′ + d0, (4.5)
F =
∑N−1
j=1 γjψj , both c0 and d0 are arbitrary real constants; while when aNN begin a nonzero
real or complex number we have
−ψN = 1√−aNN
[
(sinh
√−aNNx)
∫ x
0
F (x′, t)(cosh
√−aNNx′)dx′
− (cosh√−aNNx)
∫ x
0
F (x′, t)(sinh
√−aNNx′)dx′
]
+ c(t)+d(t)2 (sinh
√−aNNx) + c(t)−d(t)2 (cosh
√−aNNx)
(4.6)
where
c(t) = e4aNN
√−aNN t
[
c0 − 4
∫ t
0
e−4aNN
√−aNN t′(
1√−aNN Fxx + Fx +
√−aNNF )(0, t′)dt′
]
,
d(t) = e−4aNN
√−aNN t
[
d0 + 4
∫ t
0
e4aNN
√−aNN t′(
−1√−aNN Fxx + Fx −
√−aNNF )(0, t′)dt′
]
,
F =
∑N−1
j=1 γjψj, both c0 and d0 are arbitrary complex constants.
General solutions to (3.29) with some special γ will be given in Appendix.
4.2 Transformations of solutions
If we consider u = 2(ln g)xx as a new solution generated from the old one u = 2(ln f)xx, obviously
it is γ and aNN to determine what the new solution we will get. For example, if
Γ = Diag(λ1, λ2, · · · , λN )
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with N distinct negative eigenvalues {λj = −k2j }Nj=1, i.e., (γ, aNN ) = (0, 0, · · · , 0, λN ), we will get
N solitons from (N − 1) solitons. If
Γ =

λ1 0 0 · · · 0 0 0
1 λ1 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 λ1 0
0 0 0 · · · 0 1 λ1

N×N
,
i.e., (γ, aNN ) = (0, 0, · · · , 0, 1, λ1), we will get an N -order Jordan block solution from an (N − 1)-
order Jordan block solution. Particularly, if λ1 = 0 in (4.2) we get a transformation between
rational solutions. If
Γ =

λ1 0 0 · · · 0 0 0
0 λ2 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 0 λN−1 0
0 0 0 · · · 0 1 0

N×N
with N − 1 distinct negative eigenvalues {λj = −k2j }N−1j=1 , i.e., (γ, aNN ) = (0, 0, · · · , 0, 1, 0), we
will get a mixed solution containing (N − 1) solitons and one ‘rational part’.
Now we consider the transformations between complexitons[19] (or breathers[20]). The M -
complexiton solution corresponds to Γ is an even order canonical form and possesses M complex
conjugate couples of eigenvalues, i.e.,
Γ = Diag(−k21,−k∗21 ,−k22 ,−k∗22 , · · · ,−k2M ,−k∗2M ), (4.7)
where {−k2j} are M distinct complex numbers, and ∗ stands for complex conjugate. To achieve
the transformation from (M − 1) complexitons to M complexitons, we need two steps of BT, as
shown below,
Γ = Diag(−k21,−k∗21 ,−k22 ,−k∗22 , · · · ,−k2M−1,−k∗2M−1) (4.8a)
↓ h = k2M in (3.4)
Γ = Diag(−k21 ,−k∗21 ,−k22,−k∗22 , · · · ,−k2M−1,−k∗2M−1,−k2M ) (4.8b)
↓ h = k∗2M in(3.4)
Γ = Diag(−k21 ,−k∗21 ,−k22,−k∗22 , · · · ,−k2M−1,−k∗2M−1,−k2M ,−k∗2M ). (4.8c)
In other words, we first solve (3.4) with h = −k2M , f = |̂2M − 3, τ2M−1| and g = |̂2M − 2| where
the Wronskian entries are provided by (3.29) with Γ defined by (4.8b). Then we solve (3.4) with
h = k∗2M , f = |̂2M − 2, τ2M | and g = |̂2M − 1| where the Wronskian entries are provided by
(3.29) with Γ defined by (4.8c). The combination of these two BTs provides a transformation
from (M − 1) complexitons expressed via f = |̂2M − 3, τ2M−1| to M complexitons expressed via
g = |̂2M − 1|.
In a similar way, we can achieve a transformation for high order complexitons (corresponding
to Γ being a Jordan block defined as below). Suppose that
J2M [Λ1] =

Λ1 0 · · · 0 0
I1 Λ1 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · I1 Λ1

2M×2M
, (4.9)
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where
I1 =
(
1 0
0 1
)
, Λ1 =
( −k21 0
0 −k∗21
)
.
The Wronskian g = |̂2M − 1| where its entry vector ψ solving (3.29) with Γ = J2M [Λ1] generates
M -order complexitons[19]. Then, a transformation between (M − 1)-order complexitons and
M -order complexitons can be described as
Γ = J2(M−1)[Λ1]
↓ h = k21 in (3.4)
Γ =
(
J2(M−1)[Λ1] 0
γ −k21
)
(2M−1)×(2M−1)
↓ h = k∗21 in (3.4)
Γ = J2M [Λ1],
where 0 is a zero (2M −2)-order column vector and γ = (0, 0, · · · , 0, 1, 0) is a (2M −2)-order row
vector.
Conclusions:
We have discussed the Wronskian condition for the bilinear BT of the KdV equation. The
condition we obtained here is quite similar to the one for the bilinear KdV equation[22]. We
proved that this condition is reasonable by imposing suitable value to the parameter h in the
bilinear BT. With further discussions the condition is finally the differential equation set (3.29)
in which Γ can be a quasi-canonical matrix in GN . General solutions for such a equation set have
been given in Refs.[21, 22]. By choosing Γ to be some diagonals or Jordan blocks, the corre-
sponding solution to (3.29), i.e., the Wronskian entry vector ψ, can provide solitons, negatons,
positons, rational solution and complexitons. Thus in the paper we have shown that the BT can
provide transformations between solitons and solitons, between negatons and negatons, between
positons and positons, between rational solution and rational solution, and between complexitons
and complexitons. It also admits transformations for mixed solutions. Such discussions can be
generalized to other soliton equations with bilinear BT and Wronskian solutions.
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A General solutions to (3.29)
Here for reference we list general solutions to (3.29) with Γ being different canonical forms of an
N ×N constant matrix. All these results we list here can be found in Refs.[22] and [21].
Case 1
Γ = D−N [λ1, λ2, · · · , λN ] = Diag(−k21,−k22 , · · · ,−k2N ), (A.1)
where {−k2j = λj} are N distinct negative numbers. {kj} are positive without loss of generality.
In this case,
ψ = ψ−N [λ1, λ2, · · · , λN ] = (ψ−1 , ψ−2 , · · · , ψ−N )T , (A.2)
in which
ψ−j = a
+
j cosh ξj + a
−
j sinh ξj , (A.3)
or
ψ−j = b
+
j e
ξj + b−j e
−ξj , (A.4)
where
ξj = kjx− 4k3j t+ ξ(0)j , j = 1, 2, · · ·N, (A.5)
a±j , b
±
j and e
ξ
(0)
j are all real constants.
Case 2
Γ = D+N [λ1, λ2, · · · , λN ] = Diag(k21 , k22 , · · · , k2N ), (A.6)
where {k2j = λj} are N distinct positive numbers. {kj} are positive without loss of generality. In
this case,
ψ = ψ+N [λ1, λ2, · · · , λN ] = (ψ+1 , ψ+2 , · · · , ψ+N )T , (A.7)
in which
ψ+j = a
+
j cos θj + a
−
j sin θj, (A.8)
or
ψ+j = b
+
j e
iθj + b−j e
−iθj , (A.9)
where
θj = kjx+ 4k
3
j t+ θ
(0)
j , j = 1, 2, · · ·N, (A.10)
a±j , b
±
j and e
θ
(0)
j are all real constants.
Case 3
Γ = J−N [λ1] =

−k21 0 0 · · · 0 0
1 −k21 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 −k21

N
, (A.11)
where −k21 = λ1 is a negative number and k1 also positive. In this case,
ψ = ψJ
−
N [λ1] = AQ+0 + BQ−0 , A,B ∈ G˜N , (A.12)
where
Q±0 = (Q±0,0,Q±0,1, · · · ,Q±0,N−1)T , Q±0,j =
(−1)j
j!
∂jλ1b
±
1 e
±ξ1 , (A.13)
and G˜N is a semigroup consisting of all of N -order lower triangular Toeplitz matrices[22].
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We can also alternatively consider
Γ = Γ̂−N [k1] =

−k21 0 0 · · · 0 0 0
−2k1 −k21 0 · · · 0 0 0
−1 −2k1 −k21 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · −1 −2k1 −k21

N
, (A.14)
which generates same solutions to the KdV equation as (A.11) does. In this case we have
ψ = ψ̂J
−
N [k1] = AQ̂+0 + BQ̂−0 , A, B ∈ G˜N , (A.15)
where
Q̂±0 = (Q̂±0,0, Q̂±0,1, · · · , Q̂±0,N−1)T , Q̂±0,j =
1
j!
∂jk1b
±
1 e
±ξ1 . (A.16)
Case 4
Γ = J+N [λ1] =

k21 0 0 · · · 0 0
1 k21 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 k21

N
, (A.17)
where k21 = λ1 is a positive number and k1 also positive. In this case,
ψ = ψJ
+
N
[λ1] = AP+0 + BP−0 , A,B ∈ G˜N , (A.18)
with
P±0 = (P±0,0,P±0,1, · · · ,P±0,N−1)T , P±0,j =
(−1)j
j!
∂jλ1b
±
1 e
±iθ1 . (A.19)
And for
Γ = Γ̂+N [k1] =

k21 0 0 · · · 0 0 0
2k1 k
2
1 0 · · · 0 0 0
1 2k1 k
2
1 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 2k1 k21

N
. (A.20)
we have
ψ = ψ̂J
+
N
[k1] = AP̂+0 + BP̂−0 , A,B ∈ G˜N , (A.21)
with
P̂±0 = (P̂±0,0, P̂±0,1, · · · , P̂±0,N−1)T , P̂±0,j =
1
j!
∂jk1b
±
1 e
±iθ1 . (A.22)
Case 5
Γ = J0N =

0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
· · · · · · · · · · · · · · · · · ·
0 0 0 · · · 1 0

N
. (A.23)
In this case,
ψ = ψ0N = AR+0 + BR−0 , A,B ∈ G˜N , (A.24)
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where
R±0 = (R±0,0,R±0,1, · · · ,R±0,N−1)T (A.25)
with
R+0,j =
(−1)j
(2j)!
[ ∂2j
∂k1
2j
cosh ξ1
]
k1=0
, R−0,j =
(−1)j
(2j + 1)!
[ ∂2j+1
∂k1
2j+1
sinh ξ1
]
k1=0
. (A.26)
Case 6
Γ = DC2M[λ1, λ2, · · · , λM ] = Diag(−k21 ,−k∗21 ,−k22 ,−k∗22 , · · · ,−k2M ,−k∗2M ), (A.27)
where {−k2j = λj} are M distinct complex numbers, and ∗ means complex conjugate. In this
case,
ψ = ψC2M[λ1, λ2, · · · , λM ] = (ψC1 , ψC∗1 , ψC2 , ψC∗2 , · · · , ψCM, ψC∗M )T , (A.28)
where
ψCj = a
+
j cosh ξj + a
−
j sinh ξj, (A.29)
or
ψCj = b
+
j e
ξj + b−j e
−ξj , (A.30)
with
ξj = kjx− 4k3j t+ ξ(0)j , j = 1, 2, · · ·M, (A.31)
a±j , b
±
j and e
ξ
(0)
j are all complex constants.
Case 7
Γ = JC2M [λ1] =
(
Λ 0
0 Λ∗
)
, Λ =

−k21 0 · · · 0 0
1 −k21 · · · 0 0
· · · · · · · · · · · · · · ·
0 0 · · · 1 −k21

2M
, (A.32)
where −k21 = λ1. In this case,
ψ =
(
A 0
0 A∗
)(
Q+0
Q+0
∗
)
+
(
B 0
0 B∗
)(
Q−0
Q−0
∗
)
, A,B ∈ G˜M , (A.33)
where
Q±0 = (Q±0,0,Q±0,1, · · · ,Q±0,M−1)T , Q±0,j =
(−1)j
j!
∂jλ1b
±
1 e
±ξ1 . (A.34)
If we alternatively take
Γ = JˇC2M [K1] =

−K21 0 0 · · · 0 0 0
−2K1 −K21 0 · · · 0 0 0
−I1 −2K1 −K21 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · ·
0 0 0 · · · −I1 −2K1 −K21

2M
, (A.35)
where
K1 =
(
k1 0
0 k∗1
)
, (A.36)
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and −K21 = Λ1, we have
ψ = ψˇJC2M [k1] = ABQˇ+0 + BBQˇ−0 , (A.37)
with
Qˇ±0 = (Qˇ±0,0, Qˇ±∗0,0, Qˇ±0,1, Qˇ±∗0,1, · · · , Qˇ±0,M−1, Qˇ±∗0,M−1)T , Qˇ±0,j =
1
j!
∂jk1b
±
1 e
±ξ1 , (A.38)
where AB and BB are 2M -order block lower triangular Toeplitz matrices with entries Aj and Bj
defined as
Aj =
(
aj1 0
0 a∗j1
)
, Bj =
(
bj1 0
0 b∗j1
)
. (A.39)
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