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Sum m ary
In this thesis, a Bayesian approach is adopted to handle param eter estim ation and 
model uncertainty in autoregressive moving average (ARMA) time series models and 
dynamic linear models (DLM). Bayesian model uncertainty is handled in a param etric 
fashion through the use of posterior model probabilities computed via Markov chain 
Monte Carlo (MCMC) simulation techniques. Attention is focused on reversible jum p 
Markov chain Monte Carlo (RJMCMC) samplers, which can move between models of 
different dimensions, to address the problem of model order uncertainty and strategies 
for proposing efficient sampling schemes in autoregressive moving average time series 
models and dynamic linear models are developed. The general problem of assessing 
convergence of the sampler in a dimension-changing context is addressed by comput­
ing estimates of the probabilities of moving to higher and lower dimensional spaces. 
Graphical and numerical techniques are used to compare different updating schemes.
The methodology is illustrated by applying it to both simulated and real da ta  sets and 
the results for the Bayesian model selection and param eter estimation procedures are 
compared with the classical model selection criteria and maximum likelihood estima­
tion.
K e y  w ords: Reversible jum p, Markov chain Monte Carlo, Gibbs sampler, Metropolis- 
Hastings algorithm, Autoregressive moving average models, Dynamic linear models, 
cyclical components.
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Chapter 1. Introduction
C hapter 1
Introduction
1.1 Background and M otivation
In the time series literature the usual approach to model selection is to choose a model 
which optimises a suitable function of the data. Final Prediction Error (FPE) crite­
rion, Akaike’s information criterion (AIC), Bayesian information criterion (BIC) and 
Schwartz information criterion can all be used to compare autoregressive moving aver­
age (ARMA) processes of different orders (see Priestley 1981, Chapter 5 for a review of 
these criteria). For pairwise comparison between models these criteria may be viewed 
as approximate Bayes factors adjusted for sample size and model dimension. Numeri­
cal values for several such criteria are routinely produced by computer packages and, 
typically, one chosen model is then used to make inferences and predictions.
In the Bayesian framework, model uncertainty can be handled in a param etric fashion 
by indexing all models under consideration, treating this index as another param eter 
and considering posterior model probabilities. Computing these probabilities in ana­
lytic form however is rarely feasible for realistic models and approximation methods 
may be used (see Raftery, 1996 for a  review of possible approaches).
In recent years Bayesian work in time series has been substantially impacted by compu­
tational methods, especially Markov chain Monte Carlo (MCMC) methods, as have all 
areas of statistical modelling. Model order uncertainty in ARMA time series within the 
Bayesian framework has been an area of considerable interest in the recent literature. 
See for example, Barnett et al  (1996) and H uerta and West (1999) for a Stochas­
tic Search Variable Selection (SSVS) approach and Barbieri and O’Hagan (1996) and
1
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Ti’ougliton and Godsill (1997) for a Reversible Jum p MCMC (RJMCMC) approach. 
While in the SSVS approach (George and McCulloch, 1993) the dimension of the pa­
ram eter vector does not change since all possible models are included at every iteration, 
in the RJM CM C approach the number of param eters is itself an unknown quantity and 
inference is based on the joint posterior distribution of all unknowns. Also, M arriott et 
al (1996) suggest th a t selection be based on comparing the predictive performance of 
competing models at each time point and propose a reparameterization which allows 
us to sample from unconstrained distributions rather than from constrained full con­
ditionals for the ARMA coefficients. Philippe (2001) applied an algorithm developed 
in Stephens (2000) based on the construction of a continuous time Markov birth-death 
process to deal with order uncertainty in autoregressive models.
Dynamic linear models (or state space models) is another class of models used for 
time series data  tha t has benefited from MCMC methods. These models are built up 
from simple components, such as trends, seasonal, regression, cyclical and other more 
general ARMA components, each describing different aspects of the behaviour of the 
series. Recent work in this area include Gibbs sampling methods introduced by Carter 
and Kohn (1994) and Pruehwirth-Schnatter (1994) and extended in West (1995) to 
provide posterior distributions for the param eters in the state evolution m atrix and 
variance components. However, inference still critically depends upon assumptions 
as to the structure of the model. On the other hand, rather than  fixing the model 
structure a priori^ we may allow for a more flexible structure which can be adapted on 
the basis of the observed data. There may be some uncertainty as to which components 
actually exist, so that the number of parameters within the model may be unknown. 
We illustrated the application of MCMC methods in the class of dynamic linear models 
for both the fixed and variable dimension cases.
In this thesis we focus attention in the reversible jum p MCMC to handle model uncer­
tainty and develop strategies for proposing efficient sampling schemes in AR, ARMA 
and dynamic linear models. Both simulated and real data analysis will be presented.
1.2 Structure of T hesis
The thesis begins with a  discussion of recent developments in Bayesian statistics and 
Bayesian model selection via MCMC methods, presenting the reversible jum p MCMC
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methodology and discussing the associated problem of convergence assessment. In 
Chapter 3 we discuss the application of reversible jum p MCMC methods in the con­
text of fitting autoregressive time series models. Then, in Chapter 4 we extend these 
methods in order to see how we can impose stationarity on the series. We discuss issues 
of prior specification in this context and propose a reparameterization to ease the task 
of imposing stationarity, if desired, as well as taking into account uncertainty in latent 
initial values of the time series. In Chapter 5 we extend the approach to deal with the 
broader class of autoregressive moving average models (ARMA).
In Chapter 6 we deal with how to efficiently construct reversible jum p proposals in the 
class of AR and ARMA models. We discuss how to implement uni and multidimensional 
jum ps and also partial and full updating schemes. A variety of methods to assess 
sampler performance, are used to compare the different algorithms.
The last part of the thesis addresses dynamic linear models (DLMs), an im portant 
class of Bayesian time series models, and we illustrated the application of MCMC 
methods for both the fixed and variable dimension cases. Chapter 7 begins by studying 
DLMs with fixed dimension where there is no analytic form for the updating equations 
and simulation-based estimation methods must be employed. Then, we discuss the 
implications of having the number of DLM components as an uncertain quantity and 
develop reversible jum p algorithms to deal with such uncertainty. Finally, Chapter 8 
concludes with a summary and discussion of future directions.
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C hapter 2
Bayesian M odel Selection and 
M CM C m ethods
2.1 In troduction  to  B ayesian S tatistics
In this section we outline the basic framework for Bayesian inference. A statistical 
inference problem can be stated as having an unknown, unobserved quantity of interest 
Û which can be a scalar, a vector or a m atrix and assuming values in a set ©. Under 
the classical approaches, we consider 0 to be a fixed (unknown) constant and the only 
relevant source of information for inference about 0 is provided by the probabilistic 
description of the observations. Inference is based on the likelihood function of 0 which 
associates values p(yj0)  with each of the possible values of 0, where y  = (yi,  ^ , Vn) is
a set of observations from the population.
In Bayesian statistics, we consider 0 to be a random quantity having a fixed unknown 
probability distribution, and we base inference uponp (0 |y ), the distribution of the pa­
ram eters given the data  otherwise known as the posterior distribution. The Bayesian 
approach incorporates information to the analysis through a prior probability distribu­
tion p{0) which represents our beliefs about 0 prior to obtaining the data, even when 
this information is not precise.
Bayes theorem relates the posterior distribution to the prior via the formula
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where
p{y)  =  j  p{y\0)p{9)de.
Note that, since p{y)  does not depend on 9 Bayes formula can be w ritten as
p{6\y) (xp{y\9)p{e).
This, often high-dimensional, posterior distribution is often conveniently summarised 
in terms of posterior expectations of particular functions of 0 , i.e.,
E{9{^)\y)  =  g{0)pW y)d9  
or marginal posterior distributions when 9 is multivariate, i.e.,
p{^i \y)  =  J  p{9\y)d92
where 9 = (0 i , 02)- In any case, the ability to integrate, often complex and high­
dimensional, functions is extremely im portant in Bayesian statistics. Exact inference 
will only be possible if these integrations can be performed analytically, otherwise ap­
proximations will have to be used. Markov chain Monte Carlo (MCMC) methods 
provide an attractive alternative to numerical integration and analytic approximations. 
The idea is to sample from the posterior distribution directly, obtaining sample esti­
m ates of the quantities of interest, thus performing the integrations implicitly.
2.1.1 B ayesian M odel Selection
In many applications, in addition to the estimation of model param eters, there is sub­
stantial prior uncertainty concerning the choice of models th a t are the most appropriate 
for any given data  set. In the Bayesian framework, model uncertainty can be handled 
in a par ametric fashion by indexing all models under consideration, treating this index 
as another param eter and considering posterior model probabilities. In  this section, a 
formal treatm ent of the problem of discriminating between models is given.
It will be assumed throughout this chapter tha t a data  vector y  is observed and can be 
described according to only one of M  candidate models. Associated w ith each model 
is a likelihood function p{y \9^^\k )  depending upon an unknown param eter vector 
Ç 0 (A:) Ç- /j. Ç is a model indicator (or model number)
determining the param eter dimension which may vary from model to model. Prior
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distributions p(0^^^\k) are assigned to each param eter vector and a prior distribution 
p{k) is assigned to the model number, reflecting prior knowledge about the probabilities 
of individual models. Commonly, each model can be assumed to be equally likely a 
priori which is represented by assigning equal prior probabilities to the model indicator. 
Alternatively, the prior probabilities may be some function of the number of param eters 
in each model so as to penalise models with a  large number of parameters.
In any case, we are interested in computing the joint posterior distribution of all un­
known quantities, i.e., the model indicator and parameters given data. As before, the 
priors can be combined with the likelihood to obtain this full joint posterior distribution 
over both  the model and param eter space via Bayes formula, i.e.,
p [ k ,  0^^^\y) DC p{y\6^^\k)p{0^^'>\k)p{k) .
This can be factorised as p{k,6^^^y)  — p{k\y)p{0^^^\k,y) that is, the product of pos­
terior model probabilities and model-specific param eter posteriors.
2.1.2 Bayesian Inference via M CM C
Bayesian inference may be performed using MCMC methods by constructing a Markov 
chain with the posterior distribution of the param eters as its stationary distribution. 
Under suitable regularity conditions (see, e.g., Tierney, 1996, p. 65), quantities of 
interest may be consistently estimated by sample path  averages. Then in practice, if a 
sample t =  1 , . . . ,  V  can be generated from this distribution, we are free to extract 
from it information about the target distribution in many different ways. Probabilities 
can be estimated by computing empirical frequencies and expectations using empirical 
averages. M arginal distributions arise from simply ignoring some components. So, the 
posterior mean of any function g of an element 6i of 9 is estimated by the empirical 
average of the sampled values t  = 1 , . . . ,  iV, i.e..
H a m )  = t—1
It turns out that these averages converge to their expectations under the stationary 
distribution tt, i.e.,
 ^ IE,r(f7(^z)) a.a.
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In term s of model selection, if a sample i  — 1 , . . . ,  iV can be generated from
the posterior distribution of {k, 0) then posterior model probabilities can be approxi­
m ated directly by
1p{^\y) = f  =  ^), A: =  1 , . . . ,  M , {N  large)
t—1
i.e., the sample proportion of k^ ^^  = k, where I(.) is the indicator function. So, model 
probabilities are estimated by simply counting the number of times the chain visits each 
distinct model. These model probabilities can then be used in a number of different 
ways such as in model selection, model averaging or computing Bayes factors.
Conditional distributions (conditioning on the model) can be obtained by selecting 
appropriate values from the sample. Thus, samples from the conditional posterior 
distribution p{6^^^k,y)  are autom atically available for inference on the param eters 
w ithin each model by restricting attention to those chain values associated w ith model 
k. Posterior within-model expectations can be estimated as
S L  g ( g f  =  fc) 
e L  =  k)
All the above estimators have asymptotic variance, which is different from the posterior 
variance, th a t can be estimated in a number of ways (see for example Cam erm an, 1997). 
O ther relevant questions regard the criteria for selecting the iteration when the Markov 
chain has reached stationarity which involves determination of convergence of the chain. 
In  broad terms, it is reasonable to consider the initial values of the chain to be far from 
the stationary distribution and therefore to discard them. The number of iterations 
discarded is referred to as the burn-in period. Hopefully the deletion of these initial 
values will improve the accuracy of ergo die averages by reducing the possibility of bias 
caused by the effect of starting values.
Finally, it is worth noting tha t successive states . . .  usually have very high
positive autocorrelation and little is lost by subsampling the output. This can be useful 
when storage of MCMC samples becomes a problem but has no intrinsic merit and it 
is not generally intended th a t the gaps should be large enough to produce in effect a 
random  sample from tt.
In the next sections we will discuss how to construct a Markov chain such th a t its 
stationary distribution is precisely our distribution of interest. We first talk about
7
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sampling the param eter vector G from p{G\y,k)y i.e. w ith k  fixed, and then about 
sampling k from p{k\y)  when the model dimension varies.
2.2 F ixed  D im ension  M C M C
In this section, we shall briefly describe the two most widely used algorithms to con­
struct a Markov chain having the distribution of interest as its stationary distribution. 
The Metropolis-Hastings algorithms involve an accept-reject step while in the Gibbs 
sampler the chain will always move to a new value.
2.2.1 M etropolis-H astings algorithm
A general m ethod of constructing a Markov chain with the desired stationary distribu­
tion is to draw new candidate values G' from an arbitrary distribution and apply some 
sort of correction mechanism so tha t they behave as a random sample from the target 
distribution. Metropolis et al (1953) first introduced the Metropolis algorithm which 
was later generalised by Hastings (1970).
Chib and Greenberg (1995) give an excellent tutorial exposition of the Metropolis- 
Hastings algorithm and give a detailed derivation of the method. Suppose th a t the 
process is a t state G and has a transition density p{G, G'). Then, if p(0, G') satisfies the 
reversibility condition (or detailed balance)
then it has 7t(-) as its invariant distribution. Suppose tha t new candidate values G' are 
generated according to a candidate generating (or proposal) function q{G^G'). Since 
q{G^G') is essentially arbitrary it is unlikely to satisfy the reversibility condition for all 
pairs (0, G') which means that, if the new values are automatically accepted, then the 
process either moves from G to G' more often than  from G' to G or vice versa. The 
idea of the algorithm is to introduce a probability a (0 , G') that the move is accepted 
in order to correct this. The transition density is now given by
p{G,G') = q{G,G')a{G,G')
and ïîp{G,G') satisfies the reversibility condition then
7v{G)q{G, G')a{G, G') = 7T{G’)q{G\ G)a{G\ G).
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If for example Tr{d)q{0, O') >  7T{0')q{9', 6) then movements from 0' to 6 are not made 
often enough, and we should make a{0' ,9)  as large as possible, which means setting 
a{9'^ 0) =  1 since it is a  probability. Together with the reversibility condition this 
implies that
If the situation is reversed and moves from 9 to 9' are not made often enough, we set 
a{9^9') =  1 and define a{9'^6) similarly. Since both  situations can arise during the 
simulations of the Markov chain a general definition for the acceptance probability is
To complete the above definition oip{6 ,9 ' )  there is also a positive probability th a t the 
chain remains at 6 given by
For any subset A  of the param eter space, we can write the following general expression 
for the conditional probability th a t the next state of the chain is in A
p{e ,A)  = I  q{9,9 ' )a{9,9 ' )d9'  +  p (9 ,9 ) Ig ^^  
where = 1 if 9 Ç: A  and 0 otherwise.
In practical terms, the Metropolis-Hastings algorithm can be set up as follows,
1. Initialize the iteration counter i  =  1 and set initial values 9^^  ^=  . . . ,
2. Generate a new value 9' from the density q{9^9').
3. Evaluate the acceptance probability a{9,9' )  and generate n  C/(0,1). If u <  a
then accept the move and set =  9'^ otherwise reject the move and set
4. Increment the counter from t  to t -{-1 and return to step 2.
A useful feature of the algorithm is that the target distribution needs only be known 
up to a constant of proportionality since only the target ratio 'k{0' )/tt{9) is used in 
the acceptance probability. Note also th a t the chain may remain in the same state 
for many iterations and in practice a useful monitoring device is given by the average
9
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percentage of iterations for which moves are accepted. Hastings (1970) suggests tha t 
this acceptance rate should always be computed in practical applications.
The independence sampler (Hastings, 1970 and Tierney, 1994) is a Metropolis-Hastings 
algorithm whose proposal distribution does not depend on the current state  of the  chain, 
i.e., q{$, O') = q(O'), In general, q(-) should be a good approximation of 7t(-), but it is 
safest if g(0 is heavier-tailed than Tr(-).
The Metropolis algorithm (Metropolis et al^  1953) considers only symmetric proposals,
i.e., q[9y 9') = q{9'^ 9) for all values of 9 and 9'^ and the acceptance probability reduces 
to
A special im portant case is the random-walk Metropolis for which q{9,9') = q{\9~9'\ ),  
so th a t the probability of generating a move from 9 to 9' depends only on the distance 
between them. Using a proposal distribution with variance cr ,^ very small values of 
will lead to small jum ps which are almost all accepted but it will be difficult to 
traverse the whole param eter space and it will take many iterations to converge. On 
the other hand, large values of cr^  will lead to an excessively high rejection rate  since 
the proposed values are likely to fall in the tails of the posterior distribution.
Typically, there will be an optimal value for the proposal scale a  determined on the 
basis of a  few pilot runs which lies in between these two extremes (see for example, 
Roberts, Gelman and Gilks, 1997). We return  to this point later and, in particular, 
discuss an approach for choosing optimal values for the param eters of the proposal 
d istribution for (RJ)MCMC algorithms in Chapter 6.
It is also worth mentioning the Langevin algorithms proposed in Grenander and Miller 
(1994) and Phillips and Smith (1996) as alternatives to the random-walk Metropolis- 
Hastings algorithm. The idea is to try  and find a stochastic differential equation (or 
diffusion equation) which provides a continuous time process (or diffusion process) w ith 
stationary distribution t t  and then discretize the process to implement the method. The 
diffusion algorithm involves the following random-walk like transition
^ V l 0 g 7 r ( ^ ( ^ ) )  -i- (7 € i,
where et ~  Ad(0,ld) and controls the discretization size. The behaviour of this 
Markov chain may be very different from that of the actual diffusion process and Besag
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(1994) suggested to correct this by treating the above transition as the proposal distri­
bution in a Metropolis-Hastings algorithm. Roberts and Rosenthal (1998) give results 
about an optim al choice of the scaling factor a.
2.2,2 T he Gibbs Sam pler
Gibbs sampling is an MCMC scheme where the transition kernel is formed by the 
full conditional distributions, 7r(0i|0_i), where 6 - i  = {6 i , . .. , 9 i - i , 6 i ^ i , . . .  ,6dY. In 
general, each one of the components 9i can be either uni- or multi-dimensional. So, the 
full conditional distribution is the distribution of the «th component of 6 conditioning 
on all the remaining components, and it is derived from the joint distribution as follows,
7t ( 0 )■ïï{9i\6-.i) =
7r{6)d9i
If generation schemes to draw a sample directly from 7t { 6 )  are costly, complicated or 
simply unavailable but the full conditional distributions are completely known and can 
be sampled from, then Gibbs sampling proceeds as follows,
1. Initialize the iteration counter of the chain t  ~  1 and set initial values
2. O btain a new value of from through successive generation of values
3. Increment the counter t  to t  + 1  and retu rn  to step 2 until convergence is reached.
So, each iteration is completed after d moves along the coordinates axes of the compo­
nents of 0. W hen convergence is reached, the resulting value 0 is a draw from 7t (0 ). It 
is worth noting that, even in a high-dimensional problem, all of the simulations may 
be univariate, which is usually a computational advantage.
However, the Gibbs sampler does not apply to problems where the number of param e­
ters varies because of the lack of irreducibility of the resulting chain. W hen the length
11
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of 6 is not fixed and its elements need not have a fixed interpretation across all models, 
to resample some components conditional on the remainder would rarely be meaninful.
Note also th a t the Gibbs sampler is a special case of the Metropolis-Hastings algo­
rithm , in which individual elements of $ are updated one at a time (or in blocks), w ith 
the full conditional distribution as the candidate generating function and acceptance 
probabilities uniformly equal to 1.
2.2.3 U pdating strategies
In the above scheme, all the components of Ô are updated in the same deterministic 
order at every iteration. However, other scanning or updating strategies are possible for 
visiting the components of 9. Geman and Geman (1984) showed in a discrete setting 
th a t any updating scheme th a t guarantees tha t all components are visited infinitely 
often when the chain is run indefinitely, converges to the joint distribution of interest, 
i.e., n{9). For example, Zeger and Karim (1991) describe a Gibbs sampling scheme 
where some components are visited only every kth  iteration, which still guarantees 
th a t every component is updated infinitely often for finite, fixed k.
Roberts and Sahu (1997) consider a random perm utation scan where at each iteration 
a perm utation of {1 , . . . ,  d} is chosen and components are visited in th a t order. In 
particular, they showed that when t t  is multivariate normal, convergence for the deter­
ministic scan is faster than  for the random scan if the precision m atrix is tridiagonal 
{9i depends only on 9{-i and 9i+i) or if it has non-negative partial correlations.
2.2.4 Blocking
In principle, the way the components of the param eter vector 9 are arranged in blocks 
of param eters is completely arbitrary and includes blocks formed by scalar components ' i
j
as special cases. However, the structure of the Gibbs sampler imposes moves according i
to the coordinate axes of the blocks, so that larger blocks allow moves in more general
directions. This can be very beneficial, although more computationally demanding, in
a context where there is high correlation between individual components since these
higher dimensional moves incorporate information about this dependence. Param eter
values are then generated from the joint full conditional distribution for the block of
param eters considered.
12
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Roberts and Saliii (1997) showed that for a m ultivariate normal t t  and random  scans, 
convergence improves as the number of blocks decreases. They also proved th a t blocking 
can hasten convergence for non-negative partial correlation distributions and even more 
as the partial correlation of the components in the block gets larger. However, they
also provided an example where blocking worsens convergence.
2.2.5 C om pletion
Even when every full conditional distribution associated with the target distribution t t  
is not explicit there can be a density t t * for which t t  is a marginal density, i.e.,J  7T*(0, z)dz  = 7t{0)
and such th a t all the full conditionals associated with t t * are easy to simulate from. 
Then the Gibbs sampler can be implemented in t t * instead of t t  and this is called the 
completion Gibbs sampler because t t * is a completion of t t . The required sample from 
the target distribution is obtained by marginalizing again, i.e., integrating z  out.
This approach was actually one of the first appearances of the Gibbs sampler in Statis­
tics with the introduction of da ta  augmentation by Tanner and Wong (1987). It is also 
worth noting that, in principle, this Gibbs sampler does not require th a t the completion 
of TT into TT* and of 9 into (0, z) should be related to the problem of interest and the
vector z might have no meaning from a statistical point of view.
2.2.6 The Slice Sam pler
This is a very general version of the Gibbs sampler which applies to most distributions 
and is based on the simulation of specific uniform random variables. In  its simplest 
version when only one variable is being updated, if t t  can be w ritten as a product of 
functions, i.e.,
k
’rW = n/■(«)>i=l
where f{ are positive functions but not necessarily densities then /  can be completed 
(or demarginalised) into
h
h<Zi<fi{0)^i=l
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The slice sampler consists of generating (%i,. . .  from their full conditional distri­
butions, i.e.,
generate from t/[0, î — 1 , . . . ,  A: and
• generate from a uniform distribution in =  {y : fi{y) > =
1 , . . . ,  A# ^ .
Roberts and Rosenthal (1998) study the slice sampler and show that it usually enjoys 
good theoretical properties. In practice there may be problems as d increases since the 
determ ination of the set may get increasingly complex.
Further details about the Gibbs sampler and related algorithms are given, for example, 
in Gamerman (1997, Chapter 5) and Robert and Casella (1999, Chapter 7).
2.3 Posterior M odel P robabilities
The posterior model probability is obtained as
where the term  p{y\k)  is sometimes referred to as the marginal likelihood for model k  
and is calculated as
p(yl^) =  J  p{y\0^^\k)p{6^^^\k)d6^^\
Also, l /p {y \k )  is the normalisation constant for p{0^^^\k,y), the posterior density of 6 
w ithin model k.
Hence, the posterior probability of a certain model is proportional to the product of 
the prior probability and the marginal likelihood for that model. It is also worth noting 
tha t, in practice, p{y)  is unknown so that typically the model probabilities are known 
only up to a normalisation constant.
The above integral is commonly analytically intractable but may be approximated 
in a number of ways by observing tha t it can be regarded as the expected value of 
the likelihood with respect to the prior distribution p(0^^^jA;). In term s of simulation 
techniques, the simplest estimate consists of simulating n  values 0 i , . . . ,  from the 
prior, evaluating the likelihood at those values and computing the Monte Carlo estimate
inp[y\k) = ~ ' f 2 p { y \ o f \ k ) .i=l
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This estim ator has high variance with possibly few terms contributing substantially 
to the sum in cases of disagreement between prior and likelihood. Various alternative 
estimators are reviewed in Gamerman (1997, Chapter 7) and analytical approximations 
supported by asymptotic normal theory might also be used. Other alternatives will be 
explored in the next section.
Having obtained the posterior model probabilities these may be used for either selecting 
the model with the highest probability or highest Bayes factor from the list of candidate 
models (model selection), or estimating some quantity under each model and then 
averaging the estimates according to how likely each model is, th a t is, using these 
probabilities as weights (model averaging). In  the next section, we present MCMC 
methods th a t take into account different models simultaneously.
2.4 Variable D im ension  M C M C
For many complex (and realistic) models the multidimensional integrals needed to 
obtain the marginal posterior model probabilities are analytically intractable and the 
calculation of these probabilities becomes infeasible. MCMC methods have become 
powerful tools over recent years for the Bayesian analysis of complex statistical models 
but, until recently, have been available only for problems where the dimensionality 
of the param eter space is fixed, and the corresponding posterior distribution has a 
density w ith respect to some fixed underlying measure. However, in the context of 
model determ ination in which the dimension may vary with each plausible model, the 
number of param eters is itself a param eter to be estimated and standai'd MCMC theory 
does not apply. Recently, several MCMC methods which generate values from the joint 
posterior distribution of (fc, 6^^^) have been proposed.
M adigan and Raftery (1995) developed MCMC model combination m ethods (MC^) in 
the context of decomposable graphical models which explore the model space when 
the marginal likelihood p{y\k)  is available analytically. This applies to relatively few 
realistic models and does not find a very general application.
In MCMC variable selection methods, individual explanatory variables are switched 
in and out the model depending on their relevance to the observed data. George and 
McCulloch (1993) have developed stochastic search variable selection (SSVS) methods
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in which the prior model structure encourages small param eter values for variables 
which do not explain the data  well. The approach is inherently of fixed dimension and 
standard  MCMC procedures such as the Gibbs sampler can be applied.
Carlin and Chib (1995) developed a more general technique in which model uncertainty 
is expressed through a probability measure over the product space of all possible model 
param eters. So, their approach provides a sample from the more general joint posterior 
distribution of the superparam eter 9 =  (0^^\ . . . ,  and the model indicator. The
joint distribution of all unknown quantities is given by
p {y ,9 , k )  =p{y\9,k)p{9\k)p{k) .
B ut, given k  the distribution of y  depends on 0 only through 9^^\  i.e., p{y\0 ,k )  = 
p{y \9^^\k) ,  and assuming tha t the elements of 9 are conditionally independent given 
k  it follows tha t
M
P{y ,9 ,k )  = p {y \9 , k )  J][p(0^"^|/c)p(A;).
i=l
Clearly the factors p(0^* |^A;), i ^  /c, which Carlin and Chib (1995) call “pseudo-priors” , 
have no effect on the joint posterior distribution of (9^^\k),  bu t nevertheless they are 
relevant for the construction of the chain and must be specified. They used a Gibbs sam­
pler scheme to update k and all 9^'^\ z =  1 , . . . ,  M  in turn, which involves sampling from 
the pseudo-priors. Green and O'Hagan (1998) pointed out that Metropolis-Hastings 
moves could be made in this setting, and also th a t there was no need to update 
i k to obtain an irreducible sampler. In this case the pseudo-priors are only used to 
update k.
Dellaportas et al  (2000) proposed and investigated a “Metropolised Carlin and Chib” 
approach in which the model selection step is not based on the full conditional bu t on a 
proposal for a move to model k' followed by acceptance or rejection of this proposal. All 
pseudo-priors except p{9^^^\k') and p(^(^')|A:) cancel out in the acceptance probability.
In jum p diffusion methods (Grenander and Miller, 1994) the process jum ps between 
param eter spaces of different dimensions at random  times and within-model param eter 
values are sampled according to a Langevin stochastic differential equation. Phillips 
and Sm ith (1996) applied jum p diffusion to a variety of statistical tasks, such as variable 
selection in regression models, change point identification and object recognition.
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Stephens (2000) uses birth-and-death methods, which are based on the construction of 
a  continuous-time Markov birth-death process with the appropriate stationary distri­
bution, in finite m ixture analysis. Basically, the accept-reject mechanism is replaced by 
a mechanism which allows births to occur at a constant rate but reverses “bad” births 
through deaths occuring at high rate for those components which do not help explain 
the data. It is worth noting that, within each iteration, the process is run for a  fixed 
length of time so that many model moves can occur.
Of all competing methods, the reversible jum p MCMC algorithm proposed by Green
(1995) is most ideally suited to Bayesian model determination problems and is dis­
cussed in more detail in the next section. This approach has the nice feature of being 
a generalization of the standard MCMC theory and represents a flexible framework 
for construction of reversible Markov chain samplers where moves between different 
param eter spaces are allowed.
Godsill (2001) discusses relationships between existing MCMC methods for exploring 
model spaces. He links these different methods together through a composite model 
space, similar to th a t used by Carlin and Chib (1995).
2.4.1 R eversible Jum p M CM C
Reversible jum p Mai'kov chain Monte Carlo (RJMCMC) is a general strategy for gen­
erating samples from the joint posterior distribution of which is the target
distribution of interest in this case. This is based on the standard Metropolis-Hastings 
approach of proposing a move and defining a probability of accepting th a t move thus 
correcting the proposal to ensure balance. However we allow for moves between spaces 
of different dimensionalities, so tha t many models are simultaneously being considered, 
while retaining detailed balance (which ensures reversibility of the chain). This can be 
accomplished by allowing a series of different move types at each step. The m ethod 
provides a general framework encompassing many other known algorithms.
We denote x  = and, for given k, x  e  C^ = {k} x  and generally x  £ C  =
UfcC/c. A move of type m  is then proposed to take the state from x  to  dx'  w ith joint 
probability dx').  Since 9m(®j G) < 1 then the probability of no change to x  
is 1 — Y^rn Qmi^yC). Furthermore, for each æ, qmi^yC) = 0 for some (perhaps many) 
m, i.e., not all moves will be available from x.  If 7r(dæ) denotes the target probability
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measure (as opposed to a target density) then Green (1995) derives an expression for 
the probability am {x ,x ' )  of accepting the proposed move as,
This probability is rigorously defined, subject to a dimension-matching condition on 
qm{x,dx ')  that effectively matches the degrees of freedom of joint variation of x  and
There are simpler versions of the reversible jum p algorithm that can be applied in model 
selection problems and for straightforward cases Green (1995) provides a tem plate for 
dimension-changing moves. Suppose tha t the current state of the Markov chain is 
X  =  (A;, ^(^)) where has dimension d{0^^^). Then one version of the procedure is 
as follows,
1. propose a new model k'  w ith probability rk>{x)
2. generate u  from a specified proposal density (tt),
3. set = g{9^^ \u)  where g is a specified invertible function and
d(6»( '^)) H- d{u') = d(0(*)) 4- d(n).
4. accept x '  as the new state of the chain with probability
[ p{^\y)rk'{(^)qk'{u)
and reject otherwise.
dg{0^’‘\ u )
a ( e w ,« ) (2.1)
If all param eters of the proposed model are generated directly from a proposal distribu­
tion then {9^^ ' \u ' )  =  (^ (^ \u ) , w ith d{9^^'^) = d(u), d(9^^^) ~  d(u '), and the Jacobian 
term  is equal to one.
The reversible jum p formulation allows even more flexibility and the proposal distri­
butions can be of lower dimension then d(9^ '^ )). Suppose that a move of type m  is 
proposed from the current state x  of the Markov chain to a higher-dimensional point 
x ' . Then, one simpler version of the reversible jum p algorithm can be implemented as 
follows:
1. propose a new model m  with probability r„j(æ)
18
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2. generate u  ~  ç(u), independently of œ, with d(u)= d(æ ') - d(œ),
3. set x '  to be a deterministic and invertible function and
4. accept x '  as the new state  of the chain w ith probability
and reject otherwise.
The term  r„j,(æ) is the probability of choosing a move type m  when in state x.  Note 
th a t d{u') — 0 in this formulation and the reverse move, from x '  to x ,  is accomplished 
by using the inverse transformation. This means tha t the proposal is deterministic in 
this direction (once m  is chosen) the Jacobian term  arising from the change of variables 
h'om ( x , u )  to x'.
If the increase in dimensionality of the param eter space is of the type 9^^'^ =  (9^^ \u ) f  
i.e. g is the identity, then the Jacobian term  is equal to one and the acceptance 
probability (2.2) simplifies to
\  ’ p(yjk,9^^^)p(9'^^^lk)p(k)rm(k,9^^^)g(u) J 
where the posterior densities have been replaced by the appropriate product of prior 
density and likelihood function. Correspondingly, if the move type consists of a decrease 
in dimensionality of the param eter space then the ratio in (2.3) is inverted w ith the 
density g(.) being evaluated at the old values of the excess parameters.
It is also worth noting that, although the distribution tt needs not be normalised, 
relative normalising constants between subspaces of different dimensions are needed 
since these may depend on k.
In any case, the process generates a stream  of values (k^^\9^*^), t  ~  1 ,2 , . . .  and 
samples from 9\k are automatically provided by restricting attention to the  chain values 
associated with model k. Likewise, samples from the posterior distribution of k  are 
provided by the marginal samples over all iterations.
In addition to moves involving an increase or decrease in dimensionality of the param ­
eter space, there may also exist the null move, whereby the model remains the same 
although values of the param eters may be changed. This type of move will also be 
considered here.
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2.5 C onvergence A ssessm ent for M C M C
The fact that the algorithms presented in the previous sections produce chains that, 
under fairly general conditions, converge to  a sample from the desired distribution does 
not provide us with rules to determine the length of the burn-in period. From the 
implementational point of view, we would ideally like to know the length of the burn-in 
and when to stop sampling and produce our param eter estimates.
Informal methods for diagnosing convergence of MCMC algorithms were proposed in 
Celfand et al (1990) and Celfand and Smith (1990), which can be easily implemented 
to provide a feel for the behaviour of the Markov chain. These are based on graphical 
techniques and prove very useful in practice. A number of more elaborate methods 
have been %)roposed in the literature either to estabilish the length of a chain required 
to achieve a given Monte Carlo precision of estimates (e.g. Raftery and Lewis, 1992) 
or to diagnose convergence based on statistical properties of the observed chain (e.g. 
Ceweke, 1992 and Celman and Rubin, 1992). These methods are reviewed in Cowles 
and Carlin (1996), Brooks and Roberts (1999) and Mengersen et al. (1999).
We note however that, being statistical procedures, convergence diagnostic techniques 
cannot be guaranteed to successfully diagnose convergence. In particular, for slow 
mixing Markov chains that fail to visit all regions of the param eter space often enough 
(in a finite number of iterations) convergence diagnostics are likely to be unreliable. In 
this case, conclusions will be based upon output from a possibly small region of the 
param eter space.
2.5.1 Convergence A ssessm ent for Trans-dim ensional M CM C
The general problem of assessing convergence of the sampler is further complicated 
in the context of reversible jum p algorithms. ïïad itio n a l techniques are difficult to 
apply in this situation since both  the number of param eters and their interpretations 
are changing from iteration to iteration. The approach proposed by Richardson and 
Green (1997) is to look first a t the mixing properties of the model order param eter and 
then  at the mixing of within model parameters. Brooks (1997, 1998) points out th a t 
univariate diagnostic methods can be used to assess the convergence of this param eter 
and, once it appears to have reached stationarity, look at convergence within each
20
Chapter 2, Bayesian Model Selection and MCMC methods
model. It is worth noting however that, even in a long run, it is very likely th a t some 
models will not be visited very often and assessing convergence w ithin such models can 
be impossible. Thus, it is not clear which is the best approach to assessing convergence 
of such samplers and there is considerable scope for more work in this area. See also 
Brooks and Giudici (1999) and Brooks et al  (2001) for other approaches.
In most variable-dimension problems we can find scalar statistics th a t retain  their 
definition and interpretation across models and these are natural bases for diagnostics 
requiring no special attention to the variable dimension. In the context of ARMA time 
series models tha t might be the param eter th a t defines model order while for dynamic 
linear models the number of components describing the signal is the natural candidate 
to play th a t role. We now present some useful techniques that will be used throughout 
the thesis.
2.5.2 Graphical Techniques
These include raw trace plots, autocorrelation plots and cumulative plots of statistics 
which retain a constant interpretation across all models. In most cases, the model indi­
cator is the natural candidate to be plotted, A useful cumulative plot is the cumulative 
num ber of different models visited by the Markov chain along iterations. Also, a useful 
check on the stationarity is given by the plot of the cumulative occupancy fractions for 
different values of k against the iteration number. These are given by the proportion 
of A: <  J, j  — 1 , . . . ,  kmax and should stabilize around certain values as an indication of 
convergence.
In this work we propose to compute online estimates of the probabilities of moving to 
a higher and lower dimensional model and to use them  as an indication of convergence 
since they should be quite similar in any application. Denoting 6 the vector of param ­
eters in a model, then the expected probabilities of a b irth  or a death of a component 
in the model are estimated as
By reversibility these should be equal, if we are sampling from the limiting distribu­
tion, and by calculating these quantities in each iteration and plotting them  along the
2 1
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iterations, one can get a visual indication of convergence.
2.5.3 N um erical A ssessm ent
There are also a number of methods which, whilst not actually diagnosing convergence, 
a ttem pt to measure and compare the performance of samplers. Here we briefly describe 
two of these methods.
2.5.3.1 Effective Sample Size (ESS)
This is an indication of how many independent observations are equivalent (in terms 
of learning about specific statistics of interest) to the observations actually obtained. 
So, the larger the ESS, the better the performance of the algorithm in term s of mixing 
(see for example Hastings, 1970).
If zt is a  stationary process with mean p, variance cr^  and autocorrelation coefficients 
Pk then the sample mean has variance given by
'  '" S t" .V  aidz) =  — n Pk
with a large sample approximation given by
(T^r
where
Var{z) ~  (2.6)
=  1 +  2 ^  Pk
k = l
is known as the total autocorrelation time (see for example, Priestley, 1981, p. 319).
Equation (2.6) implies tha t the number of independent observations m  required to have 
the variance equal to th a t from a dependent sample of size n  and to tal autocorrelation 
tim e r  is given by m  =  n / r .  This quantity is often referred to as the effective sample 
size. Clearly, if the chain is not mixing well and does not move for several iterations 
we expect the sample autocorrelations to be large and positive thus implying a small 
value for the effective sample size.
In practice, the infinite sum in the calculation of r  is truncated and this can be ac­
complished in a number of ways. Suppose th a t . . . ,  are independent identically
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distributed random  variables with arbitrary means. Then, it can be shown that the 
sample autocorrelation coefficient is asymptotically normally distributed, under weak 
conditions, with mean and variance given by
E{rk) ^ - 1 / n  and Var{rk) ^  1/n.
(see Kendall, S tuart and Ord, 1983, Chapter 48). Thus, approximate 95% confidence 
limits are given by —l/n ih l.9 6 / >/n, which are often further approximated to ± 1 .9 6 /i/n . 
The practical approach we adopt here is to truncate the sum in the minimum value of 
k such tha t \vk\ < 1 .96/\/n .
2.5.3.2 Convergence Rate Estimation
This is somewhat similar to the idea of Raftery and Lewis (1992) of decomposing a 
continuous Markov chain into a  two state sub-Markov chain and using the estimated 
convergence rate of this sub-Markov chain as an underestim ate of the convergence rate  
of the original chain. Brooks et al (2001) explore the fact tha t in the context of trans- 
dimensional algorithms applied to model selection problems we already have a very 
natural c-state sub-Markov chain where c is the number of models under consideration. 
This is obtained by monitoring the model indicator along iterations and we can apply 
the same idea of using its estimated convergence rate as an underestim ate of the con­
vergence rate  in order to assess convergence of the algorithm or for comparison with 
other samplers. The rationale behind its use is as follows.
An ergodic Markov chain zt w ith stationary distribution ir is uniformly ergodic, if it 
is positive recurrent and aperiodic, and there exist a positive finite constant M  and a 
constant 0 <  p < 1 such that
3
where Pij{t) =  P(zt — j \zq =  i). So, the distance between the t-step transition prob­
ability and the stationary distribution is bounded above by Mp^. The smallest value 
of p for which there exists a constant M  satisfying the above inequality is called the 
convergence rate.
The convergence rate may be estim ated from the available MCMC output by examining 
the marginal distribution of the model indicator and deriving an empirical transition
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m atrix for this sub-Markov chain. The element {i,j)  of this m atrix is the conditional 
probability of jum ping to model j  given that the chain is currently at model i in one 
iteration and is estimated by Pij = Nij /Ni .  Here, Nij  denotes the number of times 
the chain moves from model i to model j  and Ni  denotes the number of times model 
i is observed. The second largest eigenvalue of this m atrix provides an underestim ate 
of the convergence rate of the original chain. Provided that at least two models have 
been visited during the simulations this eigenvalue will be positive and real and will 
typically be obtained quite efficiently since many transitions will not be possible in one 
step under the reversible jum p updating scheme and thus the transition m atrix will 
consist of a very large proportion of zeroes.
2.6 Sum m ary
This chapter introduces the concepts behind Bayesian modelling and highlights the 
need for approximations in situations where the integrals associated with obtaining 
characteristics of the posterior distributions are analytically intractable. We introduce 
several MCMC algorithms for both  the fixed and variable dimension cases on which 
the following chapters rely, and discuss various implementational issues associated w ith 
these methods.
In the next chapter, we apply these MCMC algorithms in the Bayesian analysis of 
autoregressive time series models.
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C hapter 3
A utoregressive Processes
3.1 Introduction
This chapter discusses the implementation of Bayesian methods for fitting autoregres­
sive models via MCMC, including model order assessment, methods for imposing sta­
tionarity and incorporating uncertainty associated with unobserved initial values of the 
time series. A detailed description of model param eterisation and updating mecha­
nisms for the MCMC simulations both within and between models is provided. The 
integrations required for obtaining the posterior model order probabilities are analyti­
cally intractable and reversible jum p MCMC algorithms will be developed to perform 
this operation. The methods developed are evaluated via a number of simulated and 
real datasets and compared with classical model selection criteria.
3.1.1 The Linear A utoregressive M odel
For a time series of equally spaced observations yt, {t = 1 ,2 , . . . ) ,  the general linear 
autoregressive model of order k, denoted AR(fc), is defined as
y t — ( i 'ly t- i  +  • ' ■ +  o>kyt~k +
The error term s et are assumed to be conditionally independent of the past values of the 
series. They are also assumed to be uncorrelated with mean zero and constant variance 
across all time points A, and normally distributed in which case they are independent. 
So, the general assumption concerning the error terms is th a t et ~  A (0, (7^), 'it.
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Autoregressive models are widely used to model a variety of time series data. There are 
many useful analytic results associated with AR models and in particular the normality 
assum ption is quite appealing as it is well understood and has many useful properties 
which make it easy to manipulate.
The process is stationary if the roots of the autoregressive characteristic polynomial,
i.e. the solutions to
1 — a ix  — . ■ • — = 0
lie outside the unit circle. This condition imposes a set of restrictions on the AR 
coefficients « i , . . . ,  which are difficult to incorporate into a prior distribution and 
will not be applied at this stage. We will then assign unconstrained prior distributions 
to the coefficients.
In recent years Bayesian work in time series has been substantially impacted by compu­
tational methods, especially MCMC methods. In this chapter, we discuss the Bayesian 
analysis of AR models using (RJ)MCMC. A number of alternative approaches have 
been proposed in the literature. For example. Chib and Greenberg (1994) generate AR 
coefficients as a block and enforce stationarity with a rejection step. A Metropolis- 
Hastings step is then used to ensure convergence to the correct posterior distribution. 
McCulloch and Tsay (1994) perform Bayesian analysis of AR models via the Gibbs 
sampler. They do not enforce stationarity or handle model order uncertainty. M arriott 
et al. (1996) propose a hybrid between the Gibbs sampler and Metropolis-Hastings 
algorithms incorporating the restrictions to stationarity as part of the exact likelihood 
function. They reparameterize in terms of functions of the partial autocorrelation which 
allows for unconstrained sampling.
We will use the reversible jum p algorithm to deal with model order uncertainty with k 
playing the role of model indicator and determining the param eter dimension. Before we 
discuss the computations involved, we construct the posterior distributions by defining 
the likelihood function and placing prior distributions on the model parameters.
3.2 L ikelihood and Prior D istributions
We begin this section by showing how the posterior distribution of all unknown variables 
can be factorised so as to ease the specification of prior distributions and derivation of
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full conditional distributions. We then describe the likelihood function to be adopted 
and the choice of priors for the model parameters.
3.2.1 Bayesian Hierarchy
The structure imposed upon the joint distribution of all the variables in the problem, 
is
p(y, k, 0-2) =  p{y\k, a.^^\a‘^ )p{a^^^\k, a ‘^ )p{k\(T^)p{a^)
where =  ( u i , . . . , % )  is the vector of coefficients in an AR(A;) model. Note tha t 
the model order k is also an unknown param eter here. This model building strategy 
allows for an easier specification of coherent priors and derivation of full conditional 
distributions as will become clear in the next sections.
The Bayesian hierarchical model is obtained by imposing a natural conditional inde­
pendence structure between model param eters and allowing the priors for , k and 
(Tg to depend upon hyperparameters for full flexibility. The posterior distribution of all 
unknowns is then expressed as
p{k, oc p{y\k, a^)p{a^^^k, al)p{k\S)p{a‘^ \a, j3).
where the priors for k  and aj  depend on hyperparameters 6, a  and /3 respectively, which 
are held fixed in this work. Of course these could be allowed to vary and elementary 
extensions of the methods developed here can be used in this case. The prior for 
depends on the hyperparameter which may be assigned a hyperprior, p{(rl\aaypa)- 
In this case, the vector of model param eters is given by (A;, a^*\ <t^ , ct^) and the posterior 
distribution of all unknowns is given by
p{k, a(^\cr^, ally)  ^  a^^\al)p{a^’‘^\k, al)p{k\0)p{al\a, /3)p{al\aa, /?a).
3.2.2 Likelihood Function
W hile in theory it is possible to work with the exact likelihood (see Box and Jenkins, 
1976, Chapter 7) its evaluation can be computationally very expensive for use with 
a Monte Carlo approach and we will return  to this later. For moderate or large n  a 
simple approximation to the likelihood function for an AR(A:) process is obtained by
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conditioning the likelihood on Uq =  (yo,. . .  Given yQ the sequence {e i , . . . ,  e„}
can be calculated from . . .  ,z/n} as
^t = v t ~  cbiyt-i---------o.kyt~k
and the conditional likelihood is given by
p{y \yoy^^^ \k ,a l )  = (27T(T^ )-"/ e^xp •
Priestley (1981) suggests replacing past observations with zeros, i.e. conditioning on 
2/0 =  0, in the case of a zero-mean process, and Box and Jenkins (1976) suggest back- 
casting to estim ate the past observations 1/0, . . .  ,y i -k-  These approximations can be 
poor if some of the roots of the characteristic equation are close to the boundary of the 
unit circle i.e., if the process approaches non-stationarity. More recently, M arriott et al
(1996) proposed incorporating • • • yPi-k as latent variables in the model to obtain a 
more manageable likelihood, though at the expense of increasing the dimensionality of 
the problem. We will return  to this idea in the next chapter.
A simpler approximation procedure, to be adopted in this chapter, is to lose the first k 
observations and calculate et from t = k + l  onwards, thus using only observed values 
in the calculations. The slight loss of information will be unim portant if the series is 
not too short compared to k (as is often the case in practice).
The exact likelihood function for an AR(A:) process is given by
p{y \kya^^ \a l)  =  p( î / i , .. .yyk\k ,a^^\al)p{yk+u  • • • ,2/n|?/i, • • • , y k , k , a ^ ^ \ a l )
= p { y i y - : y k \ K B . ^ ^ \ a l )  ] [[  p{y t \y t - i , . . . ,y t -kyk ,a !<^\a l)
t = k + l
where { y t \ y t - i y  ■ • • y P t - k )  ~  N { a i y t - i  4------- 1- o'?) for A =  A: d - 1 , . . .  ,n.  We will
use the approximate likelihood function given by
p { y \K a ^ ^ \ a l )  = J J  p{ijt\yt-iy. ■ • yy t~k ,k ,a^^ \a l)  
t = k + l
=  (2i<7?)-(’- '= ) / 2 e x p [ - ^  e?) (3.1)
\   ^ t = k + l  /
where et — yt — aij/z-i — ■ • • — ai^yt-k- This approximation is effectively equivalent to 
setting 6i =  . . .  =  0.
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Since we will be considering moves in whicli k  may change, we will actually use an 
alternative approximation,
= (27ror2)-("-^mox)/2exp f ^  j . (3.2)V t= fc,n ax+ l J
where /cmax is the maximum value allowed for k.
3.2.3 Prior D istributions
We need to specify prior distributions for both  the models and the param eters within 
each possible model. Simple conjugate prior distributions were chosen for the model 
param eters as this leads to posterior densities of standard form, and a simple bounded 
uniform prior distribution was chosen for the model order. Assuming th a t the AR 
coefficients are a priori independent and tha t there is no strong prior information 
concerning model order so tha t each model is equally likely, then we might take
k\kms.x ~  U n i f o r m { l , . . . ,  femax}
~  A ( 0 , o - ^ ) ,  z =  l , . . . , / j  
a l \ a ,p  ~  IG{a ,p ) ,  a , p > 0
where km&xy the maximum value allowed for k, should be set high enough to have no 
effect on model selection. We choose the param eterisation of the Gamma distribution 
in which the mean and variance of (t~‘^ are given by a//3 and oi/p'^ respectively. The 
Jeffreys prior for cr? is obtained when ck,/9 —)■ 0. A prior distribution can also be 
specified for the hyperparameter cr? and a convenient choice is the conjugate inverse 
gamma,
al\aa,Pa ^  IG{aa,Pa)y aa ,P a> 0 .
Also, k, cr? and cr„ are assumed to be a priori independent. These prior assump­
tions lead to a great simplification in the prior ratio when we compute the acceptance 
probabilities for the reversible jum p algorithm in Section 3.5.
The MCMC sampler th a t we will use in the following sections will consist of within- 
model moves in which we update the coefficients ai and the variances <t? and cr^  followed 
by a between-model move in which we update k thus changing the dimensionality of 
the vector a. We next discuss how these moves may be performed.
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3.3 W ith in -M od el M oves
Sampling and cr? with fixed model order does not involve any change of dimen­
sionality and the usual Gibbs updates are employed with the new values being sampled 
from appropriate full conditional distributions as follows. W ith a little m anipulation 
it can be shown th a t the full conditional distribution of cr? remains inverse Gamma. 
Using the Bayesian hierarchy in Section 3.2.1 it follows that
7 r ( c r ? | . . . )  oc  p{y \k ,a^^ \a l )p{a l \a ,P)
oc exp
/Cn>ax"f" 1 j2al
QÇ — ^ni ax) / 2)  —1 exp a. 2 ^  '-tt—
Then,
7G I a  -t- n -  kv . ^ 4  E  .t—fcmax"tl
(3.3)
and this is updated by a Gibbs move.
Using the Bayesian hierarchy and the prior independence assumption, the full condi­
tional distribution for the hyperparameter a? is also easily obtained as follows,
TT
L i= l
P{crl\aayPa)
oc (a?) ^4 exp I - ^ a ? / 2 c r ?  ) (a?) exp (-/3a/a?)
Z=1
oc
2= 1
Then,
(3.4)
i = l
Note th a t this distribution does not depend on the observations as a direct consequence 
of the hierarchical structure th a t passes all information provided by y  to  through a.
The full conditional distribution of each AR coefllcient ai is obtained using the a priori 
independence assumption and dropping terms that do not depend on ai, so tha t
7r(ai | . . . )  ocp{y\k,a^’'^\al)p{ai\(7l) oc exp y  4  -  —2(7?
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Defining e | = y t ~  ^jVt-j  it follows th a t et = — aiyt-i  and since does not
depend on a* then
\2
7r(ai | .--) oc exp 
oc exp 
oc exp
1  /^E ( 4  -  ajyt-i) ,
2 I (72 + ( 7 2 /
1 (  oT.y l~i  2a- -  AT
2(72
E
-  2aiy^ €^tyt-
Now defining
(7^  = atZ  + ( 72/(72
<7^  E  A.yt-i E  ^\yt-i
a.
it follows that
oc exp
E2/?-i +  (7|/(7?
1 /  2(7? o (7?  ^^
since p  and cr^  do not depend on a^. So, the full conditional distribution of ai is 
N{p,  cr2). Thus, one implementation of the Gibbs sampler would involve sampling new 
values for <7?, cj? and then each of the a* in tu rn  from their posterior conditionals.
U pdating the whole vector of autoregressive coefficients simultaneously as a  block 
can be beneficial in terms of obtaining a faster convergence if there is high poste­
rior correlation between individual coefficients. The joint full conditional distribution 
of a  =  ( a i , . . . , Gfc) is obtained by defining the (n — Aimax) x k  m atrix
î/n—1 yn—kr
and the (n -  &max) x 1 vectors y  = (i/Amax+i, - -, %/n)' and e =  . . . ,  Then,
denoting the (/-dimensional identity m atrix by Id, the linear autoregressive Gaussian 
model can be w ritten as
y  =  Y a -t- e, e ~  iV(0,
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and, using the a priori independence assumption so tha t a  ~  jV(0, the full
conditional distribution is given by
7r (a | . . . )  oc p(2/|a,/c,cr?)p(a|c72)
(X exp Ya)'(%/ -  Ya) -  ^ a ' a l
oc exp ^ - ^ ( a 'Y 'Y a  -  2a 'Y 'y ) -  ^ a ' a
oc exp [a'(o-g ^Y 'Y  +  cr^  % ) a  -  2aVg ‘^ Y ' y ] ^  .
Defining
C - l  =  a p Y ' Y  + a-^Ik  
m  = C  a ~ ^ Y ' y
it is easy to show that
7r(a| . . .  ) oc exp [a 'C “ ^a -  2 a 'C “ ^m ]^ oc exp ^ - ^ ( a  -  m ) 'C ~ ^ (a  -  m )^
since m  and C  do not depend on a. Therefore, the full conditional distribution of a  is 
m ultivariate N { m , C ) .  Since the posterior conditional is standard, we can use Gibbs 
updates. The density will not be evaluated at this step since there is no accept-reject 
step bu t we do have to sample from it. This involves performing a m atrix inversion of 
C~^  w ith elements given by
n
=  (7 -^ ^  y t - i V t - j  +  crâ'^Ii=j
t—kniax't'i
in order to calculate m  where =  1 if z =  j  and 0 otherwise. So, this updating 
scheme is computationally more demanding, although it can be beneficial in terms of 
obtaining faster convergence.
3.4 D istrib ution s for M odel Order
In this section we seek to demonstrate tha t we cannot obtain the marginal posterior 
distribution of model order analytically thus requiring the use of approximation m eth­
ods.
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3.4.1 Posterior M arginal D istribution  o f M odel Order
The joint posterior distribution of all unknowns is given by
p(a, k, cr?, al \y)  a  p{y\a, k, al)p{a\k,  cr?, <yl)p{(jT)p{(jl)p{k).
where
and
p(y!a,/c,<T?) a  (cr?) exp ^ { y - Y a ) ' { y - Y a )
(7? -
(7^  ^
so tha t
p{k) oc constant
p((j?) oc (c7?)“ “~^ exp { - P j a l )
p{al)  oc (o-2)"“"~^exp (-/?„/cr2)
If we assume that a  and cr? are a priori independent as above and tha t
a\k,(rl ^  A(0,c7^Ia;)
so that
(7?) OC (27T(7a) exp 
then the joint posterior distribution of (a, h, 0^ ,0^) is proportional to
{<yi)
(27t)^/2
exp - i  (a'(<rr='Y'Y +  -  2aVr^Y'j/ +  a p i y ' y  + 2/3) +  a'^2/3.)
Defining C   ^ = <r^  "^Y'Y +  <7^  and p  — Ca^ ^ Y ' y  we can integrate out a  to obtain 
the joint posterior distribution of (A), a?, (7^ )
P{k,(rl ,(jl \y)  oc |G|V2 exp
y ' y d - 2 p  p ' C  V  H —2(7?
However, since both  C  and p  depend on a? and a? it is not possible to integrate these 
out to obtain the marginal posterior distribution of k.
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Now, if we allow a  to depend upon cr? a priori, given k, by assigning the prior
a|/c,(7?,0-? ~iV(0,C7?(7^ifc)
so th a t
p[a\k ,(rl ,al)  oc (27rcr?a^)~^/^exp
then we can define C~^  =  Y 'Y  +  and C ~ ^ p  = Y ' y ,  which do not depend on
cr?. In this case, the joint posterior distribution of (fc,cr?,cr2) is given by
1
2o-?o-2'
|G |i/2 exp . y { y ' y + 2 ( ) ~ f i ' C
and (7? can be integrated out to obtain,
P{k,crl\y) oc
However it is not possible to integrate out cr^  to obtain p(fc|y).
■ 2 A '
.  2^1. - - ^ { y ' y  P 2 P  — p ' C  ^p)
So, we conclude th a t the marginal posterior distribution of model order for autoregres­
sive models cannot be obtained analytically, and we must use MCMC techniques to 
obtain posterior inference on k.
3.4.2 Full C onditional D istribution  of M odel Order
The full conditional posterior distribution of the model order k  can be obtained using 
the Bayesian hierarchy and prior independence assumptions as follows.
P{k\y ,a^^\crl ,a l)  oc p{k)p{y\k,a^^\Gl)p{o^^'^\k,(jl)
1
27?oc p{k) exp 
oc p(/c) (27(7?)“ ^^ /^  exp 
oc p{k) (27r7?)~*4 exp
{ y ~ Y a ) ' { y - Y a ) (27T7„)2 \ ~ k / 2 exp
(a'(7g-2Y'Y +  7-^I&)a -  2a!a-^^Y'y)
where C “  ^ =  77^Y 'Y  4- 7 “ ^!/. and p  — G a ~ ^ Y 'y  are the inverse variance m atrix 
and mean of the full conditional distribution of the AR(A;) coefficients See also 
Ti'oughton and Godsill (1997) for a derivation of p (2/|A;, a (^ \ 7?)p(a(^)|A;, 7?).
So, in order to sample from it we have to evaluate the above expression for k — 
1 , . . .  , /b'max a-nd then normalise to add up to 1.
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3.5 M odel Order A ssessm ent
Order determ ination in autoregressive models falls within the larger class of model 
selection problems. The usual approach in the classical time series literature is to 
fit models of different orders and decide on an adequate model order k  based on the 
residuals. Akaikes’s information criterion (AIC), Bayesian information criterion (BIG) 
and Schwarz information criterion (SIC) are the most popular criteria and are based on 
an estim ate of the error variance 7 ? conditional on k, and on a quantity tha t depends 
on k  whose role is to penalise high order models. The value of k  for which the criterion 
is minimal is chosen as the appropriate model order. For Gaussian linear autoregressive 
models,
A lC ( k )  =  nlog(7?) +  2/c
BIC {k )  = nlog(7?) +  +  fclog(n)
SIC{k)  = n  log(7?) +  A: log(n)
where 7? is the maximum likelihood estimate of 7? and n  is the effective number of 
observations used for estimation. Priestley (1981, Chapter 5) gives a general review of 
these and other criteria.
Spiegelhalter et al (1998) define the deviance information criterion (DIG) where fit
is summarised by the posterior expectation of the deviance and complexity (effective
number of parameters) as the expected deviance minus the deviance calculated at the 
posterior expectation of the param eters both calculated from MCMC output. They 
discuss asymptotics and provide information-theoretic motivation.
More recently, Troughton and Godsill (1997) addressed the problem of model order 
uncertainty using reversible jum p MCMC methods. The simulations are done in the 
space of autoregressive coefficients w ithout restrictions, thus not enforcing stationarity, 
and they do not take into account uncertainty in initial values of the time series. Moves 
from order k to k' are proposed according to a discretized Laplacian density so that 
small jum ps between models are most frequently proposed but allowing for larger ones 
too. They use the full conditional distribution for the AR coefficients, which is available 
analytically, as a proposal.
In a similar framework, Barbieri and O ’Hagan (1996) propose a reversible jum p MCMC 
sampler using a param eterisation based on the partial autocorrelations. Initial values
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are incorporated by using the exact likelihood function. They impose stationarity by 
assigning a prior Beta distribution truncated to (-1,1) to the paitia l autocorrelations. 
An upper bound on model order is fixed a priori and only jumps of size 1 are allowed 
to update the order. This approach exhibits some convergence problems specifically 
when identifying the correct model order for a simulated AR(1) process.
On the other hand, Barnett et al. (1996) use a stochastic search variable selection 
approach and also parameterise in terms of partial autocorrelation coefficients. The 
problem of model order uncertainty is addressed by using priors tha t incorporate indi­
cator variables to assess a positive prior probability tha t each partial autocorrelation 
coefficient is zero. The dimension of the param eter vector does not change in this ap­
proach since all possible models are included at every iteration and the usual Gibbs and 
Metropolis-Hastings updates are employed. Uncertainty in initial values and missing 
values are taken into account but only models up to order 10 are considered.
Huerta and West (1999) also examine the AR model, parameterised using the recip­
rocal roots of the characteristic equation. They develop classes of prior distributions 
th a t incorporate uncertainty about model order by allowing for zero values among the 
characteristic roots. Uncertainty in unobserved initial values is incorporated into the 
analysis and their priors also allow for unit roots. Upper bounds for the number of real 
and complex conjugate pairs of roots are specified, thus implying an upper bound for 
the model order as well.
More recently, Philippe (2001) applied an algorithm developed in Stephens (2000) based 
on the construction of a continuous time Markov birth-death process to deal with order 
uncertainty in autoregressive models. Priors are placed on the partial autocorrelation 
coefficients and the full likelihood is used by introducing auxiliary variables to represent 
unobserved initial values of the time series. W ithin each iteration, the birth-death 
process is run for a fixed length of time so th a t many model moves can occur.
In this chapter, we use reversible jum p MCMC for moving between the different possible 
models. An upper bound on model order is fixed a priori and only jum ps of size 1 
between nested models are considered to update the order. We consider more general 
moves in Chapter 6.
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3.5.1 Sam pling Strategies
The likelihood ratio (LR) tha t appears in the acceptance probabilities for reversible 
jum p updates is constructed by evaluating expression (3.1) at the proposed and current 
values of the AR model orders and coefficients. Though not necessary, we shall assume 
th a t the value of 7? remains unchanged under model moves. Also, to avoid using 
different sample sizes in the num erator and denominator, and at different iterations, 
the likelihood function is always computed conditional on the first fcmax observed values. 
In this case, the terms (27r7?)'“ ’^^ “ * /^  ^ will cancel in the likelihood ratio and et is always 
calculated from t  — Aîmax +  1 onwards. If denotes the sequence of e values evaluated 
at the proposed state then the likelihood ratio, LR, is given by
L fl =  e x p j - i  è  (('1 -  4 )
y  ^ fcinax-t*!
3.5.2 B etw een M odel M oves
Sampling k involves a change in dimensionality and the reversible jum p algorithm, 
described in section 2.4.1, is used here. A jum p to a neighbouring model is proposed 
at each iteration to update the order, with two different types of move:
1. The “b irth” of a new autoregressive coefficient, thus moving the chain to a (A:+l)- 
dimensional model from a model of dimension k.
2. The “death” of an existing autoregressive coefficient by deleting it, thus moving 
the chain to a ( A:-1 ) - dimens ional model from a model of dimension k.
W hen the model move involves an increase in dimensionality, a new coefficient is 
generated from the proposal density g(-) =  N(0,<j^). Since the interpretation of the 
other k coefficients is unaltered the natural constraint is to preserve their values so 
th a t and the Jacobian term, which appears in expression (2.1), is
equal to one. Then, following (2.2) and using the a priori independence assumption, 
this move should be accepted with probability m in(l. A) where
^  p(^|A; +  l,a(^+^),7?)p(a(^+^)|A; +  1) rfc(A; +  l) 
p(%/|A;,aW,7?) p(aW|A:) rfc+i(A:)g(4_^J
where rk+i(k) is the probability of proposing a move from a param eter space of dimen­
sion k to one of dimension A: +  1.
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Similarly, if the proposed model move involves a decrease in dimensionality from =  
( a i , . , . , a/c) to =  ( ai , . . . , wi t h the excess param eter a/g vanishing, then it
should be accepted with probability m in(l, A“ ^) with
x - i  _  -  l,a(^-^),7?)p(a(^-i)|A : -  1 )  r^jk -  l)g(ak)
p(y|/c,a(*),7?) p(a(^)|A;) r/g-i(k)
A random  choice between the b irth  of a new component and the death of a/g is 
made with probabilities w/g and 1 — w/g respectively, however a death move is rejected 
with probability 1 when A; =  1, likewise a b irth  move when k =  Az^ ax-
Using the a priori independence assumption and the above scheme, the b irth  move is 
then accepted with probability m in(l. A) where
A =  L i ïx W - (4 + i | 0 , . 7 2 )x
while a death move is accepted with probability m in(l, A~^) where
Note th a t the prior ratio for the model order is always 1 in this case since we are using 
a uniform prior on the integers 1 , 2 , . . . ,  Ajmax-
The complete updating scheme can then be summarised as follows. Let the vector 
(A;, a i , . . . ,  Op, cr?) be the current state of the model order, the autoregressive coefficients 
and error variance. Then,
1. Sample o?, o? and from their full conditional posterior distribution.
2. Propose a birth, by generating ~  N(0, o^), with probability Wk, or a death, 
by setting oj, =  0, w ith probability 1—wjg and compute the acceptance probability.
3. If the move is accepted set A: =  A; +  lo rA;  — A; — 1 accordingly, otherwise leave k 
unchanged.
Having described all the steps necessary for the MCMC simulations, we now present the 
analysis of both  simulated and real datasets where we compare with classical analysis 
and give details concerning prior specification and choice of proposal parameters.
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3.6 Sim ulated D ata  A nalysis
In this section we present three examples with simulated data  to illustrate our m ethod­
ology. For comparison we provide approximate maximum likelihood estimates and 
classical information criteria computed via SPLUS. In all examples 500 observations 
of a stationary autoregressive process were generated with et independently generated 
from N(0,1). The specifications of the models are described below.
Example 1\ AR(2) process, xt  =  0.75rci_i — 0.50æt_2 +  et
Example 2\ AR(4) process, xt = 0.56æ^_i 4- 0.51æt_2 — 0.37xt-3 +  0.15%_4 +  et
Example 3: AR(8) process, xt — -1.28a:it-i—0.64cct_2-0.30a;t_3—0.24æt_4—0.13æt_5 — 
0.09.rt_6 — 0.10æf_7 — 0.15æf_g +  et
The sampler was applied as described in the previous sections to this set of simulated 
data. The maximum value allowed for the model order k  was /smax =  20 and the 
probability of proposing a b irth  or death move was = I — Wk = 1/2. After pilot- 
tuning, the variance in the proposal density was set to =  0.01 and a to ta l of 200,000 
iterations with 100,000 burn-in were run. Also, the b irth  and death rates were estimated 
using expressions (2.4) and (2.5). The priors for the variances and are inverse 
gamma with both shape and scale param eters equal to 0.01, which implies a prior mean 
1 and prior vaiiance 100 for the precisions l/cr^ and 1/cr^.
Posterior model probabilities, together with the corresponding within-model param eter 
estimates for each of the data  sets considered, are shown in Table 3.1 for those models 
w ith the highest posterior probabilities. The proportion of model moves accepted 
(b irth /death  moves) appears in the first column and can be considered satisfactory 
in a  dimension-changing context.
From Table 3.1 we can see th a t the highest posterior model probabilities correspond 
to the true data  generating processes. The within-model estimates are quite similar 
to the maximum likelihood estimates shown in Table 3.2. As for the classical model 
selection criteria, also shown in Table 3.2, AIC seems to have a preference for higher 
order models and selects the wrong process for the AR(2) and AR(4) da ta  sets. BIG 
and SIC select the correct process for the AR(2) and AR(4) data  sets bu t BIG fails 
w ith the AR(8) data  set.
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So, for these data  sets classical and Bayesian procedures can give different results 
depending on the classical criteria used. In  terms of within-model estimates however 
both procedures give quite similar results. Essentially identical results were obtained 
from different starting values and random seeds indicating tha t the sampler converged 
to the whole of the posterior distribution and not just to a local mode.
Table 3.1; Simulated data sets. Posterior model order probabilities and within model parame­
ter estimates, based on 100,000 iterations after a 100,000 burn-in, for those models with highest 
posterior probabilities.
Posterior means
process k 7r(k) coefficients
AR(2) 2 0.82 1.05
0.07
0.75 -0.50 
0.04 0.04
â=0.117 3 0.11 1.04
0.07
0.78 -0.54 -0.06 
0.05 0.05 0.05
4 0.06 1.04
0.07
0.77 -0.49 -0.02 0.09
0.05 0.06 0.06 0.05
AR(4) 3 0.03 1.03
0.07
0.57 0.49 -0.24 
0.04 0.05 0.04
â=0.112 4 0.78 1.00
0.07
0.61 0.41 -0.33 0.15 
0.05 0.05 0.05 0.05
5 0.12 1.01
0.07
0.61 0.40 -0.31 0.18 -0.04 
0.05 0.05 0.05 0.05 0.05
7 0.04 1.00
0.07
0.61 0.40 -0.33 0.21 -0.09 -0.06 0.11 
0.05 0.05 0.06 0.06 0.06 0.05 0.05
AR(8) 4 0.06 1.04 -1.27 -0.64 -0.37 -0.24
01=0.084 0.07 0.04 0.07 0.07 0.04
8 0.74 0.99
0.07
-1.23 -0.63 -0.38 -0.31 -0.13 -0.09 -0.13 -0.18 
0.05 0.07 0.08 0.08 0.08 0.08 0.07 0.05
9 0.15 0.99
0.07
-1.22 -0.62 -0.37 -0.30 -0.11 -0.07 -0.09 -0.11 0.06 
0.05 0.07 0.08 0.08 0.08 0.08 0.08 0.07 0.05
10 0.03 0.99
0.07
-1.21 -0.62 -0.37 -0.29 -0.11 -0.08 -0.11 -0.13 0.00 -0.05 
0.05 0.07 0.08 0.08 0.08 0.08 0.08 0.08 0.07 0.05
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Table 3.2; Simulated data sets. Approximate maximum likelihood estimates for those models 
with highest posterior probabilities.
Estimates
process k AIC BIG SIC coefficients
AR(2) 2 21.69 32.04 30.04 1.04 0.75 -0.51
0.04 0.04
3 21.77 37.29 34.29 1.03 0.79 -0.55 0.06
0.05 0.05 0.05
4 19.89 40.58 36.58 1.03 0.78 -0.50 -0.01 0.09
0.05 0.06 0.06 0.05
AR(4) 3 14.07 29.59 26.59 1.02 0.57 0.49 -0.25
0.04 0.05 0.04
4 4.15 24.84 20.84 0.99 0.61 0.42 -0.34 0.16
0.05 0.05 0.05 0.05
5 5.35 31.23 26.23 0.99 0.62 0.40 -0.32 0.18 -0.04
0.05 0.05 0.05 0.05 0.05
7 2.77 38.98 31.98 0.98 0.62 0.41 -0.34 0.23 -0.09 -0.07 0.12
0.05 0.05 0.06 0.06 0.06 0.05 0.05
AR(8) 4 20.79 41.49 37.49 1.03 -1.28 -0.65 -0.38 -0.24
0.04 0.07 0.07 0.04
8 1.63 43.02 35.02 0.97 -1.25 -0.67 -0.41 -0.33 -0.16 -0.11 -0.14 -0.19
0.04 0.07 0.08 0.08 0.08 0.08 0.07 0.04
9 2.18 48.74 39.74 0.97 -1.24 -0.66 -0.41 -0.33 -0.14 -0.08 -0.10 -0.12 0.05
0.05 0.07 0.08 0.08 0.08 0.08 0.08 0.07 0.05
10 2.89 54.63 44.63 0.97 -1.24 -0.67 -0.41 -0.33 -0.14 -0.10 -0.12 -0.15 -0.01 -0.05
0.05 0.07 0.08 0.08 0.08 0.08 0.08 0.08 0.07 0.05
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3.7 R eal D ata  A nalysis
111 this section we illustrate our approach on three data sets which have been analysed 
in the time series literature: the yearly sunspot numbers, the Canadian lynx da ta  and 
the Southern oscillation index. For all data  sets, the within model moves (with k  fixed) 
were performed by sampling the AR coefficients as a block from their full conditional 
distribution as described in Section 3.3. We ran 1,000,000 iterations, discarding the 
first 500,000 as burn-in and set the maximum model order as kma.x =  20. The variance 
of the proposal distribution for model moves was set, after pilot-tuning, as cr^  =  0.01. 
Also, the classical model selection criteria AIC, BIG and SIC were all computed using 
the approximate likelihood function (3.2) thus conditioning on the first kmax observed 
values.
3.7,1 Sunspot N um bers
Here we examine the yearly sunspot numbers from 1700 to 1983, a to tal of 284 obser­
vations, which is a dataset usually modelled in the literature as a pure AR process (see 
for example McQuarrie and Tsai, 1998, p .386-387, and Wei, 1990, p .152). After taking 
square roots, in order to stabilise the variance, and subtracting the mean of the trans­
formed data, all classical selection criteria choose the AR(9) model. The transformed 
da ta  are plotted in Figure 3.1.
Figure 3.1: 284 observations of square root minus mean of sunspots series (1700-1983).
Table 3.3 provides the posterior model order probabilities and the corresponding w ithin
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model estimates for those models with the highest probabilities. Prom this, we can see 
th a t model AR(9) is clearly identified as being the most likely a posteriori w ith a very 
high posterior probability. There is also some posterior support for model AR(IO) and 
very low probability at model A R (ll) . Also, estimates of the excess coefficients in 
models AR(IO) and A R (ll)  are all very close to zero. The corresponding acceptance 
rate  for between-model moves was 0.098 which can be considered satisfactory and the 
m ethod appears to perform well.
Table 3.3: Posterior model probabilities and parameter estimates, for the sunspots data set, 
based on 500,000 iterations after a 500,000 burn-in for those models with highest posterior 
probabilities.
AR order
9 10 11
Trik) 0.8416 0.1301 0.0220
1.14 (0.10) 1.14 (0.10) 1.15 (0.10)
a i 1.18 (0.06) 1.17 (0.06) 1.17 (0.07)
02 -0.45 (0.09) -0.44 (0.10) -0.43 (0 .10)
Û3 -0.15 (0.10) -0.15 (0.10) -0.16 (0 .10)
04 0.23 (0.10) 0.23 (0.10) 0.23 (0 .10)
«5 -0.22 (0.10) -0.22 (0 .10) -0.21 (0 .10)
Oq 0.01 (0.10) 0.00 (0.10) 0.00 (0.10)
07 0.16 (0.10) 0.16 (0.10) 0.16 (0.10)
as -0.21 (0.09) -0.20 (0.10) -0.19 (0.10)
ag 0.29 (0.06) 0.27 (0.10) 0.26 (0.10)
«10 - 0.02 (0.06) 0.04 (0.10)
«11 - - -0.02 (0.06)
For comparison, the AIC, BIC and SIC as described in Section 3.5 were computed and 
plotted in Figure 3.2. We can see th a t all criteria have minimum value at A: — 9 although 
AIC barely distinguishes between the AR(9) and models of higher order. However, BIC 
and SIC have a clear preference for model AR(9).
A trace plot of the 500,000 posterior samples and the posterior distribution for model 
order k  are presented in Figure 3.3. Note tha t models AR(9), AR(IO) and A R (ll)
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contain almost the whole posterior mass, the posterior probabilities being almost zero 
at values A; =  8,12 , . . . ,  20 and the rest of the values of k  have zero probability.
Figure 3.2; Plot of AR order values against AIC, BIC and SIC for the sunspots data.
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Figure 3.3: (a) lïace  plot of 500,000 posterior samples for model order k. (b) Plot of AR 
order values against estimated posterior model probabilities for the sunspots data.
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A useful check on the stationarity is given by the plot of the acceptance rate estimates 
for b irth  and death moves and Figure 3.4 presents a plot of these estimates for the 
first 500,000 iterations "during the burn-in period. We can see tha t after the initial
10,000 iterations the two estimates tend to follow similar patterns and they seem to 
have settled down.
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Figure 3.4: lïace  plot of the initial 500,000 acceptance rate estimates for birth and death 
moves for the sunspots data.
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3.7.2 Southern O scillation Index
The Southern Oscillation Index (SOI) series appears in Trenberth and Hoar (1996) and 
consists of 540 monthly observations registered from 1950 to 1995 and is related to sea 
surface tem perature. The original SOI series is plotted in Figure 3.5.
Figure 3.5: Southern oscillation index. 540 measurements taken between 1950-1995 of the 
difference of the departure from the long-term monthly mean sea level pressures at Tahiti and 
Darwin.
Table 3.4 provides the posterior model order probabilities and the corresponding within 
model estimates for those models with the highest probabilities. We can see th a t model
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AR(3) is identified as being the most likely a posteriori bu t model AR(4) also represents 
a tenable explanation for the data. There is also some posterior support for models 
AR(2) and AR(5), however the estimate of the coefficient is close to zero. Very 
low probabilities were assigned to other models.
The corresponding acceptance rate  for between-model moves was 0.22 which can be 
considered satisfactory and the method appears to perform well. A trace plot of the
500,000 posterior samples and the posterior distribution for model order k  are presented 
in Figure 3.6.
This da ta  set was analysed before in H uerta and West (1999) using AR models incorpo­
rating uncertainty about model order. Their results favour model orders ranging from 
8 to 17 with the posterior mode at k — 11. As we can see however the results of the 
analysis performed here suggest that the data  may be described by a more parsimonious 
model.
Table 3.4: Posterior model probabilities and parameter estimates, for the SOI data set, based 
on 500,000 iterations after a 500,000 burn-in for those models with highest posterior probabili­
ties.
AR order
2 3 4 5 10
Tr{k) 0.0644 0.4838 0.3282 0.0601 0.0170
0-6 1.72(0.11) 1.70(0.11) 1.69(0.11) 1.69(0.11) 1.67(0.10)
ai 0.48(0.04) 0.44(0.04) 0.43(0.04) 0.42(0.04) 0.40(0.04)
«2 0.26(0.04) 0.20(0.05) 0.19(0.05) 0.18(0.05) 0.18(0.05)
«3 0.13(0.04) 0.09(0.05) 0.09(0.05) 0.10(0.05)
0.08(0.04) 0.07(0.05) 0.09(0.05)
«5 0.02(0.04) 0.05(0.05)
Oq 0.07(0.05)
07 -0.03(0.05)
as -0.04(0.05)
ag 0.01(0.05)
«40 -0.10(0.04)
The classical information criteria were computed and are plotted in Figure 3.7. We can
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Figure 3.6: (a) lïace  plot of 500,000 posterior samples for model order k. (b) Plot of AR 
order values against estimated posterior model probabilities for the SOI data.
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see tha t AIC chooses model AR(IO) but also favours models AR(3) and AR(4), while 
BIC and SIC have a clear preference for models AR(2) and AR(3).
The plot of the acceptance rate estimates for b irth  and death moves appears in Figure 
3.8 for the first 500,000 iterations during the burn-in period. It seems th a t the burn-in 
was adequate to achieve the required stability in the acceptance rates and we take this 
as an indication of convergence.
Figure 3.7: Plot of AR order values against AIC, BIC and SIC for the SOI data.
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Figure 3,8: Trace plot of the initial 500,000 acceptance rate estimates for birth and death 
moves for the SOI data.
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3.7.3 Canadian Lynx
This is a celebrated data  set and has been the subject of a  great deal of study among 
time series analysts (see Campbell and Walker, 1977, for a review of previous analyses 
and the original data). After taking base 10 logarithms and subtracting the mean 
the transformed data  are plotted in Figure 3.9. The dominant feature of the graph 
is th a t the data  contains persistent oscillations with a steady period of approximately 
ten years, bu t with irregular variations in amplitude. The AR(2) model, which is well 
known to be capable of generating pseudo periodic behaviour like the one present in 
the series is one obvious candidate. Tong (1977) suggested fitting higher order models 
and fitted AR{k)  models, A; =  1 , . . . ,  20 selecting A R (ll)  based on AIC.
Table 3.5 provides the posterior model order probabilities and the corresponding within 
model estimates for those models with the highest probabilities. It is apparent th a t 
there are a number of competing explanations of the data, the posterior of k favouring 
models AR(2), A R (ll)  and AR(12). There is also some posterior support for models 
AR(3) and AR(I3), however the estimate of the coefficient is close to zero. Also, 
the classical criteria AIC, BIC and SIC were computed and plotted in Figure 3.11. We 
can see tha t AIC chooses model A R (ll) , while BIC and SIC have a clear preference 
for model AR(2).
A trace plot of the 500,000 posterior samples and the posterior distribution for model 
order k are presented in Figure 3.10. Prom Figure 3.10(b) a bimodality is clear at k  = 2
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Figure 3.9: 114 observations of base 10 logarithms minus the mean of the annual trappings of 
Canadian lynx over the period 1821-1934.
a
and A: =  12 with a region of very low posterior probability for A: =  4 , . . . ,  10 and k > 14. 
The chain keeps jum ping between the two modes with excursions into other values of 
k  being short-lived.
The corresponding acceptance rate for between-model moves was 0.144 which again can 
be considered satisfactory. The acceptance rate estimates for b irth  and death moves 
are plotted in Figure 3.12 for the first 500,000 iterations during the burn-in period. 
Although the two estimates seem to follow similar patterns after some initial 50,000 
iterations they still have not settled down after 500,000 iterations. This fact might be 
an indication of lack of convergence and a consequence of the apparent poor mixing of 
the chain. Increasing the burn-in period to 2,000,000 iterations we obtained essentially 
the same results in term s of posterior distribution of k  but still the acceptance rate  
estimates do not settle down. We return  to this problem in Chapter 6 when we consider 
more general model moves.
Allowing the sampler to jum p only to neighbouring models seems not to be a good 
strategy in this case where the posterior distribution of model order is bimodal and the 
modes are well apart. Basically, with unidimensional jumps it is not easy for the chain 
to move between the two modes and it tends to stay in the neighbourhood of the same 
mode for several iterations. This in tu rn  leads to high autocorrelations in the chain 
and slow convergence.
49
Chapter 3. Autoregressive Processes
Table 3.5: Posterior model probabilities and parameter estimates, for the lynx data, based on 
1,000,000 iterations after a 500,000 burn-in for those models with highest posterior probabilities.
AR order
2 3 11 12 13
TT{k) 0.3527 0.0422 0.2064 0.2394 0.0774
0.05(0.01) 0.05(0.01) 0.04(0.01) 0.04(0.01) 0.04(0.01)
ai 1.39(0.07) 1.31(0.11) 1.08(0.10) 0.99(0.11) 0.98(0.12)
a2 -0.75(0.07) -0.62(0.16) -0.38(0.16) -0.31(0.16) -0.30(0.16)
«3 -0.09(0.10) 0.10(0.16) 0.11(0.15) 0.09(0.15)
04 -0.10(0.15) -0.09(0.14) -0.09(0.14)
05 -0.03(0.14) -0.04(0.14) -0.04(0.14)
06 -0.03(0.14) -0.04(0.14) -0.04(0.13)
07 0.00(0.14) 0.01(0.14) 0.01(0.14)
Og -0.02(0.14) -0.05(0.14) -0.05(0.14)
og 0.18(0.14) 0.20(0.13) 0.20(0.13)
«■10 0.18(0.13) 0.13(0.13) 0.13(0.13)
Oil -0.34(0.09) -0.17(0.13) -0.17(0.13)
«12 -0.17(0.10) -0.19(0.13)
«13 0.01(0 .10)
Figure 3.10: (a) Trace plot of 500,000 posterior samples for model order k. (b) Plot of AR 
order values against estimated posterior model probabilities for the lynx data.
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Figure 3.11: Plot of AR order values against AIC, BIC and SIC for the lynx data.
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Figure 3.12: Hace plot of the initial 500,000 acceptance rate estimates for birth and death 
moves for the lynx data.
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3.8 D iscussion
In this chapter we illustrate the Bayesian approach to param eter estimation and model 
order selection for the class of autoregressive time series models. In particular, we 
address the problem of order selection in a  MGMC framework via reversible jum p 
algorithms and compare our results with the classical information criteria for model 
selection. The algorithms are shown to perform well for the both simulated and real 
tim e series da ta  th a t were analysed.
We did not impose stationarity since this would be difficult to incorporate into the 
prior distribution for the autoregressive coefficients and this issue will be explored in 
the next chapter. For fixed dimension moves, it was possible to take advantage of 
the analytic structure of the AR model and obtain all full conditional distributions 
required for Gibbs updates. T hat was only possible because we did the simulations in 
the space of AR coefficients and will not be the case in the param eterisation employed in 
C hapter 4.
Also, we had to perform pilot-tuning in order to specify the variance in the proposal 
density. This is a general problem in reversible jum p algorithms, and the whole issue of 
optim al specification of proposal param eter in AR and ARMA models will be explored 
in more detail in Chapter 6.
The within model moves are im portant here because all coefficients rem ain fixed during 
moves to higher or lower order models. During b irth  moves only the value for the new 
coefficient is proposed while in death moves one coefficient is simply deleted. Thus, 
mixing is likely to improve when all coefficients within the current model are allowed 
to change their values at every iteration.
In the next chapter, we present an alternative parameterisation to address the problem 
of stationarity of the autoregressive process. Alternative reversible jum p algorithms 
suitable for this param eterisation will be proposed and tested.
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C hapter 4
R eparam eterisation and 
Im posing Stationarity
4.1 Introduction
111 this chapter, we address the problem of order assessment in autoregressive mod­
els when stationarity is to be imposed. This may be an appropriate assum ption in 
its own right, but is essential when we incorporate initial values as latent variables 
in the model. W hen dealing with stationarity some authors have param eterised the 
autoregressive model in terms of partial autocorrelations (see for example Barbieri and 
O ’Hagan, 1996, B arnett et oZ, 1997 and Phillipe, 2001). Here we propose an alternative 
param eterisation in terms of reciprocal roots of the characteristic equation which also 
allows us to deal with uncertainty in unobserved initial values of the tim e series, Huerta 
and West (1999) adopt the same param eterisation defining a prior structure directly 
on the reciprocal roots. They account for model uncertainty implicitly by allowing the 
roots to have zero moduli while here model uncertainty is accounted for explicitly in 
terms of the posterior distribution of k. They also assign a different prior structure 
for model order as we shall see in Section 4.5.1. We begin by using an approximate 
likelihood, conditioning on the first kmax observations. Then, in Section 4.6, we show 
how to simulate initial values when imposing stationarity.
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4.2 A  useful reparam eterization
The problem with the param eterisation adopted in Chapter 3 is tha t it is difficult to 
check or impose th a t the model param eters correspond to a stationary process. Station­
arity is easier to handle using the following reparameterization in terms of reciprocal 
roots.
In term s of the lag operator L, defined by Lyt  =  yt-i^ the general linear autoregressive 
model of order k can be w ritten as
(1 -  a i L ---------- aicL^)yt = et
and the characteristic polynomial of the AR model is defined as
k k
A { x )  =  1 — ^  aiX^ =  J J (1  — A^ æ)
i = l  i = l
where {Ai, • • • , A^} are the reciprocals of the roots of the characteristic equation A(æ) =  
0, also known as pole positions. One way of expressing the stationarity condition is 
to say th a t the roots of the equation A { x )  = 0 must lie outside the unit circle (Box 
and Jenkins, 1970, Section 3.2), or equivalently th a t each reciprocal root lies within 
the interval (-1,1), i.e., |A%| < 1, i = 1 , . . .  ,k.  We assume, as is commonly the case, 
tha t the roots are distinct and non-zero but may be either real or appear in pairs of 
complex conjugates.
Thus, reparameterising in terms of reciprocal roots, it is easy to check and impose
stationarity. However, since the likelihood function is in terms of the autoregressive co­
efficients we need to be able to calculate these coefficients for any values of {Ai, • • • , A^4-
The AR coefficients a i , . . . ,  are related to  the k reciprocal roots through the following 
recursions
k
ak =
i^l  
1 1
^k -m =  ( ~ ~ )  \ m.-,: ) m =  l , - - - , f c - l .  (4.1)
^  j = l  1=0 ^3
Note th a t updating one of the reciprocal roots is a  bigger move than  updating one of 
the autoregressive coefficients, since the whole vector of autoregressive coefficients is 
changed when only one new reciprocal root value is proposed. Note also tha t it is not
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necessary to impose an identifying ordering on the roots since the vector of coefficients is 
the same irrespective of ordering. Here the full conditional distributions are of standard  
form for real reciprocal roots bu t not for the complex ones and M etropolis-Hastings 
updates will be used during within-model moves.
4.3 Param eter E stim ation
Here, the set of all variables in the problem is (y, fc. A, a^) and the Bayesian hierar­
chical model is obtained similarly as in Chapter 3 by imposing natural conditional 
independence between model param eters and allowing the priors to depend upon hy­
perparam eters for full flexibility. So, the posterior distribution of all unknowns is given
by
p{k, A, (Tg|y) oc p{y\k,  A, o-?)p(A|/c)p(yc|/cmax)p(o-e ja, /5).
The likelihood function has the same form in terms of AR coefficients and is evaluated 
by first mapping from A to a  via the above recursions (4.1) since
p(y|/u, A ,cj2) =p(y|A;,a(A),o-J).
4,3.1 Param eter Priors
Conditional on model order k  we assume independent priors for the real reciprocal 
roots and any pairs of complex conjugate roots. A general marginal prior distribution 
can be assigned for the j t h  reciprocal root distinguishing between real and complex 
cases as follows. A real reciprocal root Xj liaa a continuous prior density over the 
support (-1,1) and the simplest approach is to specify a uniform prior distribution,
i.e. Xj  U { —1 , 1). This is a reference prior specification th a t can be altered to other 
distributions accordingly. Alternatively, the prior density can be specified as
p(Aj) oc - 1  < Aj < 1, p >  0
w ith the normalisation constant given by the inverse of
=  -  1)
SO  th a t the prior density of Xj  is given by
=  2 ( e / ~  - 1 < Aj < 1, ^  > 0 .
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This is an increasing function of [Ajj, growing exponentially towards -1 and 1, thus 
expressing the view that, given the model order, real reciprocal roots are a priori 
expected to be closer to -1 or 1 than to zero. The distribution gets more concentrated 
away from zero as /3 increases. Note also th a t /3 0 implies a uniform prior on Aj over
the interval (-1,1).
A prior structure for each pair of complex reciprocal roots can be specified in a similar 
way. The j th  complex pair Xj and Xj* can be w ritten as
Xj = r  cos 6 -\-ir sin 6 
Xj* =  r  cos 6 ~  ir sinO
where r = |Aj|. The prior distribution can be specified in terms of the two defining 
param eters, the angle 6 and the modulus r , over a support in the stationary region so 
th a t the prior density for the complex pair is given by
p{Xj ,Xj. ) =p{9 ,r ) d(0,r)
In this case, the Jacobian of the transform ation from (0,r) to (Xj,Xj*) is given by
J  = d{Xj , Xj* )d[0,r)
cos 0 4- i sin 0 cos Q — i sin 9 =  det I I =  —2ir
—r{sm6 — icos9) —r{sin9 4- i cos 6)
(4.2)
and then the modulus of the Jacobian is | J j =  2r. Thus, assuming th a t 9 and r  are a 
priori independent, it follows th a t the prior density for the complex pair of reciprocal 
roots is given by
p{Xj,Xj*) = p ( 6»)p(r)lJl~^
Again the simplest approach is to specify uniform priors for 9 and r , i.e. 9 ~  [/(0,2?r) 
and r  ~  (7(0,1). This reference prior can be generalised for the modulus r  as
p{r) oc e^’’, 0 <  r  < 1, /3 > 0.
with the normalisation constant given by the inverse of
Jo P
so th a t
p{r) = ^  0 <  r  < 1, p  > 0.(e^ -  1)
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Again this prior density is an increasing function of r, growing exponentially towards 
1, and expresses the view that, given the model order, the complex roots moduli are a 
priori expected to be closer to 1 than  to zero. The distribution gets more concentrated 
near 1 and away from zero as p  increases and /3 —)■ 0 implies a uniform prior on r  over 
the interval (0,1).
4.3.2 U nrestricted  Priors
Alternatively, we can define prior densities for the reciprocal roots in terms of a quantity 
æ € M and try  and find a suitable one-to-one function that maps the real line onto the 
interval (-1,1). In order to ensure tha t a function g is restricted to the interval (0,1) 
we may model it using a cumulative distribution function, i.e.,
= [  f{s)ds  J —CK)
for some tolerance distribution f .  So, to ensure tha t a quantity r  is restricted to the 
interval (-1,1) we can use the transform ation r — 2g{x) — 1.
A commonly used tolerance distribution is
/ W  =  (1 +  e .p
in which case the above integral gives the inverse logit function, i.e.
,  A ,  / 1  +  rg{x) =  ------  and x  =  log1 4- e^ \1  — r
and the Jacobian of the transform ation from x  to r  is given by
J W  =  ^  =  2^  =  2/ ( . ) =dx dx ' (1 -f e®)  ^'
A m arginal prior distribution can be assigned to the j th  reciprocal root or complex
conjugate pair by assuming th a t x  ~  N{0,a l ) .  If Xj is real, its prior density is simply
= p(æ )|J(æ )|  ^ = {2TTal) ^xp ^
which is symmetric around zero since
(l +  e“"=)2 (1 +  6==)^
If Xj is complex with conjugate pair Xj* then we can assume th a t 6 G (0, tt) and 
r  G (—1,1) and the modulus of the Jacobian of the transform ation from (0 ,r) to
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(Xj^Xj*) is now given by 2 |r|. For 9 (7(0,tt) and x  7 /(0 ,cr^) and assuming th a t 9
and r  are a priori independent it follows th a t the prior density for (Aj, Xj*)  is given by 
p{9)p{x)\J{x)\-'^ 2a- i / 2 „ (1 +  6":)  ^ 1P(A„ A,.) =  exp ( ^ ) 2e® 27r[rj '
In both  cases, the value of cr^  determines the shape of the prior distribution of Xj  
(or r). I t becomes more concentrated around zero as decreases and becomes 
(7-shaped and more concentrated near -1 and 1 as increases.
This prior specification has the nice feature that the full conditional distribution of 
the hyperparam eter cr^  can be obtained analyticaly and has a standard form. Using 
the Bayesian hierarchy and noting that, given the vector of reciprocal roots A then 
p(A1A:,<7q) plays the role of a  likelihood function for it follows th a t
7t(o -^ | . . . )  ( x p { X \ k , a l ) p { a l ) .
Now, using the a priori independence assum ption the prior density of A can be fac­
torised as follows
p[X\k,al)= Y[ p(Ai|o-^ ) JJ p ( A j , A j * | c t 2 )  a JJ p{xi\crl) %% 
i:XiÇM j : X j € C  i:AiGK j -X j E C
since all the Jacobian terms and priors for 9 do not depend on and are put in the 
proportionality constant. Then, the full conditional distribution of cr^  is given by
where nr  and nc  are the number of real roots and the number of complex conjugate 
pairs respectively. Clearly, the inverse gamma distribution is the natural conjugate 
prior in this case, so if cr^  IG{aa->Pa) then the full conditional distribution is
4.4  W ith in -M od el M oves
E-?+ EiiAiGiK j-.Xj^C
For k  fixed and using the Bayesian hierarchy in the previous section, it is easy to see 
th a t the full conditional distribution of has the same inverse Gamma form as in 
Chapter 3 with the vector of AR coefficients computed through the recursions (4.1) 
and this param eter is updated by a Gibbs move.
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Also, we can update the whole set of AR coefficients by updating one of the reciprocal 
roots (or a pair of complex conjugates). First, one of the reciprocal roots Xj is uniformly 
randomly chosen and we propose a new value Xj as follows. If Xj is real then its full 
conditional distribution can be obtained by defining the adjusted error term
k
u t =  n  (1 -  AiA)yi
i=l,iÿ^j
which does not depend on Xj. So, the error term  in the current model can be w ritten 
as k
=  (1 — XjL) (I ~  XiL)yt =  (1 — XjL)ut
and ut follows a Gaussian A R(1) process with coefficient Xj and variance (t^.
The sequence ut can be obtained for t  =  fcmaxj. . .  ,ri by computing the AR coefficients 
a* , . . . ,  from Ai , . . . ,  Aj_i, A^+i, . . . ,  At through recursions (4.1) and setting
k~l
Ut = yt
i—1
Then, we can construct a likelihood function for Xj as follows
p(n|Aj,(Je) oc exp 
oc exp
where all the summations are for t  =  /cmax +  1 , . . . ,  n. Defining the quantities
m  =  and M at
it follows that
p { u \ X j , a ^ )  oc exp
T . 4 - 1
oc exp
If we assign a uniform prior for Xj  with support in the stationary region, i.e. 
Xj  ~  (7(—1,1) then the full conditional distribution of Xj  is a  truncated normal w ith 
mean m  and variance M  for — 1 < Aj < 1.
If Xj  is complex then we have to update the conjugate pair of reciprocal roots { Xj ,  Xj*)  
where
Xj  = r  cos 6 + ir  sin 9 
Xj* = r  cos 9 — ir sin 9.
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Defining the adjusted error term
k
u t =
then the error term  in the current model can be w ritten as
— (1 — XjL)(l  — Xj*L)ui  =  (1 — {Xj +  Xj*)L +  XjXj*L^)ut =  (1 — 2r cos 9L  -I r^Ip)ut
and Ut follows a Gaussian AR(2) process with coefficients given by (pi ~  2r cos 9 and 
(p2 = — and variance crf. Clearly, a prior on {9,r) imposes restrictions on the prior 
(and posterior) of (j>i, ^g)- For 0 < 0 <  27t and 0 < r  < 1 it follows tha t
— 1 < j >2 0 and — 2 \ / —(p2 < <  2-\/—02* (4.3)
Again we can compute the sequence of adjusted error terms by computing the AR 
coefficients . . . ,  the remaining reciprocal roots A\{Aj, X j * } via recursions
(4.1) and setting
k~2
Ut — yt ~  ^  ^ yt~ii t  — ZCmax “ 1,. ■., n..
i = l
Then, defining the (n — A’max) x 2 m atrix
U  = *^ fcniax + l Ukme.x
Un~l Uji—2
the likelihood function has a standard form in (0 i, 02 ) and it follows th a t
17 r(0 i,0 2 k ,(T j cc exp - ^ { u - U ( f ) ) ' { u ~ U ( f ) )  p (0 i,02 )
2 1 
oc exp - - ( < / > - m ) ' C “ ^(0 -  m ) p (0 i , 02)
which is a  bivariate normal kernel with mean and variance given by
C  = a ‘l{U'U)~^  
m  =  ( j - '^CU'u = {U'U)-^U'u.
Sampling directly from the resulting full conditional distribution of (0 i , 02) is difficult 
due to the stationarity constraints in (4.3) and we use Metropolis-Hastings updates for 
the complex pairs with the proposal density centered on the current param eter value. 
We can propose a new value for {Xj ,  Xj*)  using the following scheme.
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1. sample 6* from U{0,2tt) and r* from 27[0, min(J, 1 — r)], where r  is the modulus 
of Xj, and the proposal param eter J >  0 is usually set small thus proposing new 
values close to the current ones.
2. set the proposed new values for the conjugate pair as
Xj =  Xj +  r* cos 6* +  ir* sin 9*
Xj* = Xj* +  r* cos 9* — ir'* sin0*.
3. compute r ' =  |A' |.
In this case, the modulus of the Jacobian of the transformation from {9*, r*) to (A'-, AL ) 
is 2r'*, so the proposal density for the conjugate pair is given by
Cr(A',A'.) =  î(0 * ) î( r ‘ ) /2 r ‘
with the terms q{9*) and 2r* cancelling out when we compute the proposal ratio. This 
move is then accepted with probability
(4.4)
where the prior ratio is given by
™  ^  -r)).
The above scheme ensures th a t the new values of the reciprocal roots, are proposed in 
a neighbourhood of the current ones and are restricted to stationarity, i.e., |A' | <  1. 
Note th a t when J < 1 — r  then r* is sampled from (7(0, J) and the ratio of proposal 
densities in (4.4) equals 1 while if 1 — |A' | < r* then Xj is not accessible from Xj and 
this move should be rejected with probability 1.
It is worth noting th a t the number of complex roots remain fixed during these within- 
model updates since this number is considered part of the model specification, and so 
will be updated during the between-model moves.
Alternatively, we can define both the prior and proposal densities in term s of the real 
quantity x  and use the function defined in Section 4.3.1 to map the real line onto (-1,1). 
Then, the following updating scheme for within-model moves can be used. If Ay is real 
then
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1. compute X = log 1 +  Ay 1 -  Ay
2 . sample a new value x' N{x ,  a^)
2e^'3. compute the new value A'- =    r — 1.J 1 4- qX'
The proposal density is g(Ay) =  g(a;)lJj“  ^ where J  is given in (4.2) and the Jacobian 
terms will cancel out when we multiply the prior ratio and the proposal ratio in the 
acceptance probability. Note also th a t q{x)/q{x')  =  1 so tha t the acceptance probability 
reduces to
m i n ( l , L f l x ^ l )  (4.5)
where p(:rO/p(3;) =  exp(-(æ '^ — x ’^ )/2o^).
Again the updating scheme ensures th a t the new value of Ay is proposed in a neigh­
bourhood of the current one by sampling x'  centered around x  and the length of the 
neighbourhood is controlled by <r,^ .
If Ay is complex we can propose a new value for the pair (Ay, Ay*) by sampling { 9 ' , r ' )  
in (0,7t) X ( —1,1 )  in a neighbourhood of { 9 , r )  as follows,
1. sample 9'  ~  (7[max(0 — J, 0), min(0 4- J, t t ) ] ,
2 . compute x  = log((l 4- r ) / ( l  -  r)),
3. sample x' N { x , cf^ ).
As before, the Jacobian term s will all cancel out when we multiply the prior ratio by
the proposal ratio and also q{x)jq{x')  =  1. Then, the move is accepted w ith probability
mill (1, A) where
X =  T B  X X =  l R x  X +  - m a x ( 6> - J , 0)p{x) q{9') N{x\0, al)  min(0' -b J, tt)  — max(0' — 6,0) '
4.5 M odel Order A ssessm ent
In  this section, we address the problem of assessing the order of autoregressive models 
via reversible jum p MGMC algorithms constrained by stationarity. The model or­
der prior distribution and between-model moves assume different forms from those in 
Chapter 3.
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4 .5 .1  M o d e l  P r io r s
Here, the prior distribution of the k  reciprocal roots A =  (Ai , . . . ,  A/.) depends on the 
number of real roots r  and the number of complex roots c.
This is because for a particular value of the model order k  the root structure is not 
unique, except for k ~  1. For example, if A; =  4 we can have 4 real roots, 2 real and 
2 complex roots or 4 complex roots, so tha t there are 3 possible configurations of real 
and complex roots corresponding to k = 4.
Therefore, in order to assign a uniform prior on model order, as in Chapter 3, the 
prior probability for a  certain model order should be split uniformly over the possible 
configurations of real and complex roots corresponding to tha t order. So, in the above 
example, the prior probability of each configuration should be proportional to 1/3. In 
general,
P (r real and c complex roots) oc #  possible configurations
If k  is even, then the roots can be divided into d = k j2  pairs and each of them  
can be either real or complex. Since the order is irrelevant and the number of pairs 
of one type (real or complex) can vary h’om 0 to d it follows th a t the number of 
possible configurations is given by d +  1. If A: is odd, there are d =  [k/2] pairs of roots, 
where [æ] denotes the integer part of x, plus one real root and the number of possible 
configurations is again d +  1 since the number of pair of one type varies from 0 to d. 
Therefore, given the value of model order k, it follows tha t
P (r real and c complex roots) oc
+ 1
Then, if k' is the proposed new value of k  the ratio of probabilities of roots configurations 
corresponding to models k' and k is given by
[A:/2] + 1 
[k'/2] + l '
This prior specification differs from Huerta and West (1999) where a uniform distribu­
tion is assigned to the possible configurations of real and complex roots thus leading 
to a non-uniform prior distribution on model order.
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4 .5 .2  B e tw e e n -M o d e l  M o v e s
We employ model moves tha t increase or decrease the model dimension by one or 
two with the reciprocal roots common to the current and proposed model remaining 
unchanged. However, as pointed out in Section 4.2, the whole vector of AR coefficients 
will change when we propose the move.
Model moves are performed in two steps by first deciding on the b irth  or death of roots 
and then deciding on a single real or a pair of conjugate complex roots to be added or 
deleted. So, four model move types are allowed: real birth, complex birth , real death 
and complex death. Here each move type is proposed with the same probability 1/4 so 
tha t they cancel out in the proposal ratio. We begin by defining the prior and proposal 
densities in terms of reciprocal roots.
If a real b irth  is proposed we sample a value for Xk+i in the AR(À: +  1) model while 
leaving (Ai , . . . , A&) unaltered. Prom Section 4.4 it follows tha t, assigning a uniform 
prior to Xk-^i, its full conditional distribution is a normal with mean m  and variance 
M  given by
m  =  and M =
E 4-1 ...... ..............
truncated to lie in the interval (-1,1), where et is the error term  in the AR(A:) model. 
This seems to be a natural choice for the proposal distribution of Xk+i. The move is 
accepted with probability m in(l. A) where
A  = L R x   ^ X = L R x 1 X 2q{X„+i)
where q{Xk^i) is the probability density function of the truncated normal distribution 
evaluated at the sampled value of A^+i.
If a  complex b irth  is proposed we need to sample a value for the new pair of complex 
conjugates (A/j+i, Afc+2). This can be accomplished by sampling a value for the pair of 
defining param eters (^,r) in the stationary region and setting
Afc+i =  r  cos ^ + 17' sin 6 
Xk+2 = f' cos 9 — 17' sin 6.
The simplest approach here is to sample 0 ~  17(0,2%) and 7' ~  1/(0,1) independently.
The Jacobian of the change of variables from polar coordinates (0,r) to {Xk+i,Xk+2 ) 
cancels when we multiply the prior ratio by the proposal ratio and the acceptance
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probability is given by m in(l, A) where
Note tha t, under this param eterisation and updating scheme, the models can be treated 
as nested so that the Jacobian of the transformation from (Ai, . . . ,Aa;) to either 
(Ai , . . . ,  A/., or (Ai , . . . ,  A&, '^jt+2) equals 1 and does not appear in the pro­
posal ratios. Also, the likelihood ratio is computed by first mapping the set of reciprocal 
roots to {a[ , . . . ,  or (u^, . . . ,  via recursions (4.1).
Conversely, a real (or complex) death move is proposed by randomly selecting one of 
the real (or complex) roots and deleting it (or the pair of complex conjugates). If Xj  
is selected then, whether it is real or complex with conjugate pair Xj*,  the move is 
accepted with probability m in(l, A “ ^), where the prior and proposal densities are now 
evaluated at Xj  or { X j , X j * ) .
Again we can define both the prior and proposal densities in terms of x  G M. In this 
case we propose adding a new real root by sampling x  ~  AT(0,(7^) and computing the 
new value as
\  1
This move is accepted with probability m in(l. A) and since the Jacobian term s for the 
change of variables from x  to r  will cancel out it follows that
A  = L R x  X ^  =  LiJ X 1 Xp{k) q{x) [{k +  l ) / 2] +  1 ^ N{x\0,  <r|) •
To propose adding a complex pair we can sample $ ~  (7(0,7r) and x  7/(0, cr^), 
compute a new value for the modulus
and set
Xk+i = r  cos 6 -f- ir  sin 9 
Xk+2 = r cos 9 — ir sin 9.
This move is accepted with probability
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4.6 Incorporating L atent Variables
So far in this thesis we have been using a likelihood function conditional on the first 
'^max observations, i.e. the error terms were computed from kmax +  1 onwards. In 
some applications, the datasets are too small and ideally all the observations should 
be used to compute the likelihood function. In these cases, the initial values of the 
series, i.e. yo,y-. i , . . .  should be considered unknown random  quantities to be
estim ated alongside other model param eters and the analysis is now conditional on 
these initial values.
W ith the restriction to stationary series, stationarity and the linear model form imply 
reversibility with respect to time so tha t the basic AR model holds backwards as well 
as forwards in time. Thus, given the current values of k, and a i , . . .  ,ajt and the 
future values y i ^ i , y t + 2 ,  ■ • ■ it follows that
Vt -  at a j y t + j ,  cT^
Applying this to the initial values at t  =  0, — 1, . . .  the full conditional distribution of 
2/0 is given by
—/c+i y k 
7r(yo\y,k,a,a^)  =  J J  ^  X ] o ' ?
t = o  \j=l
So, it is possible to incorporate the unobserved initial values î/q =  (2/0, 2/ - ! , ■ • •, IZ-k+i) as 
latent variables in the model and simulate the vector 2/0 by sequentially sampling from 
the individual normal distributions in this product, conditioning on the most recently 
sampled values in the reverse time model. This is technically similar to the process 
of simulating future values for the series k steps ahead but now we are simulating the 
past.
The sequences of error term s {ci} and {e^} used to evaluate the likelihood ratio can 
now be computed from t  = 1 onwards, instead of /  =  k^nx +  1, and this is based on 
all n  observations. Also, the sequence of adjusted error terms used to compute 
mean and variance of the full conditional distribution for real reciprocal roots can now 
be computed for t  — 0 , . . . ,  n.
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4.7 E xam ple
In this section, we iliistrate the algorithms proposed to sample model param eters and 
model order in the param eterisation in terms of reciprocal roots. The Southern Oscil­
lation Index (SOI) data, described in Section 3.7.2, is analysed here.
Prior distributions are assigned to the reciprocal roots. We assume uniform priors 
in the  interval (-1,1) for real reciprocal roots and new values are sampled from their 
full conditional distributions for both  within and between-model moves. For complex 
pairs of reciprocal roots the prior is as described in Section 4.3.1 which requires the 
specification of the hyperparam eter /5. In empirical studies with simulated and real 
datasets we experimented with various values of P and the performance of the chain 
in terms of mixing between models seems to depend heavily upon the choice of this 
hyperparameter.
The analysis here is based on an AR model with maximum order /Cmax =  20, prior 
hyperparam eter P — Q and posterior inference is based on 500,000 samples after dis­
carding the initial 500,000 as burn-in. In  table 4.1 we present the posterior model 
order probabilities together with the corresponding within-model param eter estimates 
via posterior means and standard deviations. A trace plot of the 500,000 posterior 
samples and the marginal posterior distribution of k appears in Figure 4.1.
From these, we can see th a t although model AR(3) is identified as being the most 
likely it is apparent th a t there are other competing models representing a tenable 
explanation for the data. The posterior support for models AR(5) and AR(6) however 
can be misleading since the coefficient and are all quite close to zero. The
trace plot indicates that the chain is mixing reasonably well between models and that 
jum ps to higher order models are not long lived. The corresponding acceptance rate  
for between-model moves was 0.062 which can still be considered satisfactory in this 
context.
The results are similar to those in Section 3.7.2 in terms of within-model param eter 
estimates. However, the posterior mode in the model order distribution (A;=3) is less 
pronounced here and model AR(2) became more likely. Also, the estim ated acceptance 
ra te  for between-model moves is lower here than  th a t obtained in Section 3.7.2.
This da ta  set was analysed in Huerta and West (1999) using the same param eterisation. 
However, they account for model uncertainty implicitly by allowing the roots to  have
67
Chapter 4. Reparameterisation and Imposing Stationarity
Figure 4.1: (a) Trace plot of 500,000 posterior samples for model order k. (b) Plot of AR 
order values against estimated posterior model probabilities for the SOI data.
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iteration
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AR order
characteristic equation. This allows us to enforce stationarity constraints in the model 
param eters in a very straightforward way and to estimate unknown initial values of the 
series. The full conditional distributions of real reciprocal roots are of standard  form 
and can be sampled from directly. On the other hand, it is difficult to sample from 
the full conditional distributions of complex conjugate pairs as pointed out in Section 
4.4 and we use random walk Metropolis updates during within-model moves. Only one 
real reciprocal root (or a pair of complex conjugates) is randomly chosen and updated 
at each iteration since this is sufficient to update the whole vector of AR coefficients.
The model structure and algorithms presented here differ from those in H uerta and 
West (1999) in a number of ways. First, we place a uniform prior distribution on 
model order and allow for arbitrary combinations of real and complex roots. Also, we 
specify an upper bound for the to tal number of characteristic roots, i.e. the model 
order. Furthermore, model order uncertainty is accounted for explicitly by treating k 
as a param eter to be estimated.
Although we adopted essentially reference priors for the reciprocal roots, experience 
and prior knowledge in an application area usually lead to expectations in terms of an­
ticipated patterns that can be incorporated in these priors. By comparison, translating 
substantive and qualitative prior information into priors on the partial autocorrelation
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Table 4.1: Posterior model probabilities and parameter estimates, for the SOI data set, based 
on 500,000 iterations after a 500,000 burn-in for those models with highest posterior probabili­
ties.
AR order
2 3 4 5 6
Tr{k) 0.2135 0.3468 0.2009 0.1258 0.0522
1.72(0.11) 1.71(0.11) 1.70(0.11) 1.70(0.11) 1.70(0.11)
«1 0.48(0.04) 0.46(0.04) 0.44(0.04) 0.44(0.04) 0.44(0.04)
02 0.26(0.04) 0.24(0.06) 0.20(0.06) 0.20(0.05) 0.19(0.05)
03 - 0.07(0.06) 0.09(0.05) 0.09(0.05) 0.09(0.05)
«4 - - 0.04(0.04) 0.06(0.04) 0.06(0.04)
O5 - - - 0.00(0.02) 0.00(0.02)
06 - - - - 0.00(0.01)
zero moduli while here model uncertainty is accounted for explicitly in terms of the 
posterior distribution of k. They also place upper bounds on the maximum number of 
real and complex conjugate pairs and allow for unit roots. Also, a uniform distribution 
is assigned to the possible configurations of real and complex roots thus leading to a 
non-uniform prior distribution on model order.
Our prior specification allows for arbitrary combinations of real and complex conjugate 
root pairs and we assign a uniform prior and upper bound on model order.
Their results favour model orders ranging from 8 to 17, with 3 to 5 complex pairs, and 
the posterior mode at A; =  11 (the order chosen by AIC is 10). However, several real 
roots have quite low moduli and they found tha t only one of the complex components 
is clearly dominant in the decomposition of the time series. This suggests th a t the data  
may be described by more parsimonious models and this is indeed confirmed in the 
analysis performed here.
4.8 D iscussion
In this chapter, estimation and model order determination for autoregressive processes 
are studied through an alternative param eterisation in terms of reciprocal roots of the
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coefficients is complicated and much less direct.
Our prior specification for complex roots requires fixing the value of the hyperparam eter 
P and the performance of the chain in terms of mixing between models depends upon 
this choice. W hen a complex b irth  move is proposed with a small value of r  and the data  
are not very informative so th a t the likelihood ratio is close to 1 then the probability of 
accepting this move decreases as P increases. In practical terms, the results seem to be 
less sensitive to the prior for 2 < /5 < 7 but this is problem dependent and cannot be 
taken as a general rule. Suitable values of p  should be investigated in any application.
It should be noted however that, in any application the prior param eter is chosen on the 
basis of prior beliefs rather than  chain performance although some values of P require 
more iterations to converge.
One way round this problem would be to add another layer to the hierarchy and spec­
ify a prior distribution for p. However it is not possible to find a full conditional 
distribution of standard form for p.
Another point to note is that, since the stationary region is convex if each set of 
reciprocal roots generated via MCMC satisfies stationarity, then their means also satisfy 
stationarity  . So, the param eter estimates are guaranteed to impose stationarity.
In the next chapter, we extend the methods of Chapters 3 and 4 to deal with moving 
average and mixed autoregressive moving average models.
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C hapter 5
A utoregressive M oving Average 
Processes
5.1 In troduction
In this chapter, the methodology developed in Chapters 3 and 4 for dealing with order 
uncertainty in autoregressive models via MCMC will be extended to include moving 
average terms. We begin by looking at pure moving average (MA) processes in Section
5.2 and then extend our discussion to mixed autoregressive moving average (ARMA) 
models in Section 5.3. As we shall see, estimation is more complicated computationally 
since the inclusion of MA terms introduces complex non linearities in the likelihood 
function.
5.2 M oving A verage P rocesses
A model of great practical importance in the representation of observed time series 
is the moving average process, in which yt depends linearly on a finite number q of 
previous errors e. Thus, the moving average process of order q, denoted MA(g), is 
defined as
yt ~  +  ■ ■ ■ T i =  1, . . . , 77. ,
where et are independent and identically d istributed 7/(0, a^). This process is stationary 
for all values of the coefficients 6i , . . . ,  6  ^ € M. As with the AR model, we have the same
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problems of finding the order q of the process and estimating the param eters within 
each model. In this section, we use reversible jum p MCMC for moving between the 
different possible MA models. We begin by looking at updating the MA coefficients 
with the model order fixed and then discuss the determination of model order. An 
upper bound on model order is fixed a priori and only jumps of size 1 are considered 
for updating the order.
5.2.1 L ikelihood and Priors
Essentially, the same discussion of Chapter 3 applies here concerning the likelihood 
function and prior specification, simply replacing the model order indicator A: by g and 
the vector of autoregressive coefficients by the vector of moving average coefficients 
— {hi,. . .  ,bq). Here the summ ation in the likelihood function is from t  = 1 onwards 
and we adopt the simple approach tha t the q initial values of the error term , cq, . . . ,  ei_g, 
are all equal to zero (as suggested in Box and Jenkins, 1976). Thus, the conditional 
likelihood function is given by
p{y\q,b^^\a^) = {27ra' )^ "/^exp
In theory it is possible to work with the exact likelihood function (see Box and Jenkins, 
1976, Chapter 7) instead of conditioning on the initial values of the error term  but its 
evaluation can be computationally very expensive for use with a Monte Carlo approach.
It is worth noting th a t classical param eter estimation in MA models is more difficult 
computationally than  in the case of AR models. Since the likelihood function is a 
complicated non-linear function of the MA coefficients, analytical expressions for the 
maximum likelihood estimators cannot be readily obtained and some form of numerical 
optim isation must be performed instead.
Here we adopt a Bayesian approach to estimate model parameters including the model 
order q. W ithin each model, the posterior density of model param eters is of the same 
complexity as the likelihood function and cannot be directly computed, thus approx­
imation methods are necessary to derive posterior inferences. We do not impose any 
restriction on the MA coefficients a priori.
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We assume th a t the MA coefficients are a priori independently normally distributed 
and th a t each model is equally likely. Also, an inverse gamma prior distribution is 
specified for the model variance cr|. So, the prior structure is given by
gkmax ~  U n i fo r m { l , . . . ,  g^ax}
~  IG{a,l3)
where gmax is the maximum value allowed for the MA order. The prior for each co­
efficient depends on the hyperparam eter which may be assigned a hyperprior 
p{(7l\a\),pp). A prior inverse gamma distribution is also specified for the hyperparame­
ter (t|, i.e.
and g, and are assumed to be a priori independent. These are not the only
priors but are sufficiently flexible to represent a wide range of prior beliefs.
Then, the vector of model param eters is given by (g,b^'?),c7-^,crg) and the posterior 
distribution of all unkowns is given by
p(g, b(9), al,(7l\y) oc p{y\q, b(^\(T^)p(b(^) |g, erf )p(g|gmax)F(o-e |«, P)p{ohWb, Pb)-
5.2.2 W ith in-M odel M oves
For a fixed model order g, sampling b (^ \ cr| and does not involve any change of 
dimensionality and the usual Gibbs updates can be employed with the new values being 
sampled from appropriate full conditional distributions as follows.
W ith  a little m anipulation it can be shown that the full conditional distributions of erf
and erf both  remain inverse Gamma and are given by ;
1 îi \  i2|„. u(f/)  ^ . r n  \ \ a \ ^ i ||y,b^^^,g ~  +  —,;0 -1-- ^
and these are then updated by a Gibbs move.
The full conditional posterior distributions for the individual MA coefficients can be 
obtained in a similar m anner as for the AR coefficients in Chapter 3. Using the a priori
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independence assumption and dropping terms that do not depend on 6% we obtain
ÿ e ? - —Orr2 Av 9^2
Defining = yt -  it follows tha t =  e| -  bi6t~i and we find tha t
7r(6i|.--) oc exp
oc exp
oc exp
2
1
2(7?
t~i 2b. bl
o.
E ' +  b? y i  ^  ~  26i ^
In this case however e| depends on bi through et-j  and we cannot complete the square 
term  to obtain a normal density kernel. So, the full conditional distribution of the %th 
MA coefficient is not of standard form.
The MA coefficients are then updated, conditional on the model order, via the usual 
Metropolis-Hastings algorithm. We use random  walk Metropolis updates w ith the pro­
posal density centered on the current param eter value. The whole vector of coefficients 
is updated by combining univariate moves as follows. For each j  = 1 , . . . ,  g a new 
value b'j ~  N{bj,a^)  is proposed for the j th  coefficient. Since the proposal density is 
symmetric, the proposal ratio is equal to 1 and the acceptance probability for this move 
reduces to
a{bj,b'j) =  mill ( 1, L R  x (5.1)W (5j|0,(7f);
where N{x\p,a'^) denotes the probability density function of a normally distributed 
random  variable with mean p  and variance evaluated at x.
Thus, one iteration of the algorithm would involve sampling new values for erf and 
erf from their full conditional distributions and then proposing and accepting-rej ecting 
new values for each of the coefficients bj in turn.
5.2.3 U pd ating m odel order
Sampling g involves a change in dimensionality and the reversible jum p algorithm  is 
used in a  similar way as in Chapter 3 proposing model moves of size 1 at each iteration 
to update the order. A random  choice between the b irth  of a new component and the
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death of an existing one is made with probability 1/ 2, however a death move is rejected 
w ith probability 1 when g =  1, likewise a b irth  move when g =  gmax-
W hen the model move involves an increase in dimensionality a new coefficient is 
generated from the proposal density g(-) =  7 /(0 ,erf). The other coefficient values are 
unaltered so th a t — (b("^\ üf^^) and the Jacobian of the transform ation is equal
to one. Then, following (2.2) and using the a priori independence assumption, this 
move should be accepted w ith probability m in(l, A) where
,2^  1A - L R x  X
Similarly if the proposed model move involves a decrease in dimensionality from 
b(^) — (6i , . . . , 6g) to =  (6i , . . . ,  6q_i), with the excess coefficient bq vanishing,
then it should be accepted with probability m in(l, A“ ^).
5.2.4 E xam ple
The sampler was implemented as described above and applied to a set of 500 simulated 
da ta  from an MA(2) process with mean zero, observational variance erf =  1 and coeffi­
cients bi = —0.50 and 62 =  —0.30. The maximum value allowed for the model order g 
was gmax =  20 and b irth  and death moves were proposed with probability 1/ 2. W ithin 
each model the MA coefficients were updated using the Metropolis-Hastings scheme 
described in Section 5.2.2. After pilot tuning, the variance in the proposal density was 
set to <7  ^ =  0.01. A total of 200,000 iterations with a 100,000 burn-in were run.
The proportion of model moves accepted (b irth /death  moves) was about 0.13, which 
can be considered satisfactory in the dimension-changing context. Paiam eter estimates 
within each model together with posterior model order probabilities are shown in Table 
5.1 for those models with the highest probabilities. We can see th a t model M A(2) 
is clearly identified as being the most likely a posteriori with a  very high posterior 
probability. Param eter estimates are quite similar to their actual values in the true 
model M A(2) and the redundant ones are close to zero in higher order models.
5.3 A utoregressive M oving A verage P rocesses
Although, with enough coefficients, any stationary process can be well approximated 
by either AR or MA models, combining both can lead to adequate representations with
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Table 5.1; Parameter estimates, for the moving average model, based on 100,000 iterations 
after a 100,000 burn-in for those models with highest posterior probabilities.
MA order
7r(g) 0.85 0.11 0.02
o-f 0.98 (0.07) 0.99 (0.07) 0.99 (0.07)
61 -0.48 (0.04) -0.48 (0.05) -0.49 (0.05)
62 -0.27 (0.05) -0.29 (0.05) -0.27 (0.05)
63 - 0.03 (0.05) 0.05 (0.05)
64 - - -0.04 (0.05)
many fewer parameters. Univariate autoregressive moving average (ARMA) processes 
provide a very useful and parsimonious class of models for describing time series data. 
The general Gaussian ARMA(fc, q) model takes the form
yt = Q>iyt~i -f  • • • - f  akyt-k +  et J- 6 ie t_ ! - } - • • • +  et-q
where the error terms et are i.i.d. AT(0, erf). This incorporates both autoregressive terms 
which depend on previous values of the series and moving average term s which depend 
on previous values of the error term. Clearly, pure AR or MA models can be obtained 
as special cases of this when either A: =  0 or g =  0.
Here both  k and g are unknown param eters and will be estimated. We use reversible 
jum p MCMC for moving between the competing ARMA models. We begin by looking 
at updating the ARMA coefficients with the model order fixed and then discuss the 
determ ination of model order. Upper bounds on model order are fixed a priori and 
only jum ps of size 1 are considered to update the AR and MA order a t each iteration.
5.3.1 Likelihood and Priors
The Bayesian hierarchical model is obtained in the usual way by imposing natural 
conditional independence and allowing the priors to depend upon hyperparameters. 
The posterior distribution of all unknowns is then expressed as
p{k, g, , uf ]y) oc p{y\k, g, , erf )p(a^^) |A;, erf)p(b '^^^ [g, erf )p(A;)p(g)p(crf [o:, p ) .
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where =  (oi, • • • ,o,k) is the vector of AR coefficients and =  (61, . . . ,  6q) is the 
vector of MA coefficients. Here, both  the AR order k and the MA order g are unknown 
param eters and the priors for a(^) and b^^) depend on hyperparameters a f  and erf, 
which can be assigned a hyperprior distribution in which case the vector of model 
param eters is given by (A;,g,a(^),b(^),crf,crf,crf). Then, the posterior distribution of 
all unknowns is proportional to
p (y\k ,q , a^''\b(^\cr^)p(a^^'^lk,aa)p(cr^laa,Pa)p(k)p(h^'^^lq,cri)p(aflao,pb)p(q)p((7^la,p).
Following the discussion in Sections 3.1.1 and 5.2.1, the usual approxim ation to the 
likelihood function for an ARMA(A;,g) process conditions on both y  and e values. 
Taking initial values of j/q =  (yo, • • •, 2/i-A:) and eo “  (eo, • • •, C -q) as known, the 
sequence { e i,. . . ,  can be calculated from {7/1, . . .  ,yn}>
In this chapter, the approximation procedure to be adopted is to calculate et from 
t  = k -h 1 onwards, thus using the actual observations in the calculations, and setting 
=  • • • =  ek-q.j.1 — 0. Then, after computing the sequence of error terms
k q
— yt ~  ^  ] ^ jy t—j ~  ^  T5 t  — k 1, . . . ,  77.
j —l  r = l
the conditional approximate likelihood function is given by
p(y|A;,g,a(^\b(^),c7f) (27Tcrf)-(’'-*)/2exp ^  e f V  (5.2)
V  ^ t= k + l  /
Similarly to Chapter 3, we wish to use the same sample size at different iterations 
and then we compute this likelihood function conditional on the first fcjnax observa­
tions. In this case, e* is always computed from t  =  fc^ax T  1 onwards and the term s 
(27rcrf will cancel out whenever a likelihood ratio is computed.
The classical estimation problems for an ARMA model are similar to those in pure 
MA models. Expressions for the maximum likelihood estimators cannot be obtained 
analytically due to the non linearities in the likelihood function (5.2) (note th a t et 
depends on both  and b(*^ )) and some form of numerical optim ization must be used. 
In the Bayesian approach the complexity in the likelihood function is inherited by the 
posterior distribution of the model param eters and again approximation methods are 
necessary to gain posterior inferences.
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Another difficulty, which is specific to ARMA models, concerns the problem of roots 
cancellation. For example the ARMA(2,1) model
y t  =  2 0 7 / f - i  -  9^yt~2 -  (f>^t-i +
can be w ritten in terms of lag operator as
(1 -  e L Ÿ v t  =  (1 -  i>L)et
and 9 — ^  implies the AR(1) model yt — 9yt- i  +  e*. Both models imply exactly the 
same behaviour for the series yt. The problem adds up for higher order models and 
therefore, the likelihood function can be very badly behaved if we overparameterise. 
For an ARMA(1,1), Kleibergen and Hoek (1995) propose using a Jeffreys’ prior for the 
model coefficients which puts zero probability at the unidentified values while Bauwens, 
Lubrano and Richard (1999) propose a prior with similar properties based on the in­
finite AR representation of an ARMA(1,1) process. However, in the param eterisation 
th a t we adopt here it would be difficult to incorporate such restrictions into the prior 
distributions of general ARMA models.
We need to specify prior distributions for all unknown quantities. Simple conjugate 
prior distributions can be chosen for the model parameters and uniform priors chosen 
for the model order. Then, assuming th a t the AR and MA coefficients are a priori 
independent, th a t there is no strong prior information and tha t each model is equally 
likely, the following set of prior distributions can be specified
k  1 Aumax ~  U n ifo rm {0 , . ■ • , A^ max}
g|(/max ~  Unifo7'm{0 , . • • j ?max}
~  AT(0,a^), i--= 1, • • ■ ,k
~  N(0,al), i == L • • • ,9
~  IG {a ,0 )
where fcmax and g^ax are the maximum values allowed for k  and g. Also, all model 
param eters, k, g, and uf are assumed to be a priot'i independent. A prior
inverse gamma distribution is also specified for the hyperparameters erf and erf, i.e.
(r l \aa ,P a^  IG{aa,Pa) 
a^\ab,pb ~  IG{ab,pb)-
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5.3.2 W ith in-M odel M oves
For fixed values of k  and q and using the Bayesian hierarchy it can be shown th a t the 
full conditional distributions of the variance components erf, erf and erf remain inverse 
Gam ma and are given by
and these param eters are then updated by a Gibbs move. As in Chapter 3 the full 
conditional distribution of erf is conditional on the Aimax first observations so th a t it is 
based on the same number of observations at each iteration.
However, full conditional distributions of standard form for the individual AR coeffi­
cients ai cannot be derived in a similar way as in Chapter 3. In this case, the adjusted 
error term  is k q
~  yt ~  ^   ^ ^jy t—j  ~~ ^  ] brCt—Ti
7-=l
which does depend on through et-r^ Then,
7r(£Zi|...) oc e x p ( ^ - ^ ^ { e * t  -  a i y t - i f ^ p { a i \ ( j l )
^  ( ~  ^  [ S  ^  -  2 % ^  elyt^i +  ^  e f ^  ^
which is not of standard form.
I t is possible to update the whole vector of AR coefficients simultaneously as a  block. 
The joint full conditional distribution of is obtained by defining the {n — k^ax) x 
{n -  /Cmax) m atrix
G =
1 0 
h  1
bq b q - i  • • • b i 1
0 0 0 0 • • • bn
0 0 
0 0
0 0
b i 1
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and writing the ARMA(A;, q) model in m atrix form as
y =  Y a +  Ge, e -  7/(0, a f
where y  and Y  have the same definitions as in Section 3.3. In this case, for fixed MA 
coefficients,
Var{y) = a^G G ' =
and noting that V  does not depend on a  the full conditional distribution of a  will 
have the same form as in Section 3.3 replacing crfi by o^V. Then it follows th a t 
the required full conditional distribution is m ultivariate normal w ith mean vector and 
variance-covariance m atrix given by
C-'^ = and m  =
Note however tha t this updating scheme involves performing the m atrix inversion of G  
at every iteration and setting V ~^ = {G~^)'G~^ which can be quite computationally 
demanding (recall th a t G  is (n -- fcmax) x (n -  fcmax))-
Keeping the updating procedure simple and straightforward is a desirable computa­
tional feature and the whole vector of AR coefficients can be updated sequentially via 
the Metropolis-Hastings algorithm by combining univariate moves. We can use random  
walk Metropolis updates with the proposal density centered on the current param eter 
value in the same way as in Section 5.2.2. Then, for each j  = 1 , . . . ,  A; a new value 
üj rsv 7 /(u j,e rf) is proposed for the / th  coefficient. Since the proposal density is sym­
m etric, the proposal ratio is equal to 1 and the acceptance probability for this move 
reduces to
, a'.) =  miu ( ^ l , L R x  ■ (5.3)
The full conditional distributions for the individual MA coefficients are not of standard 
form as shown in Section 5.2.2 and we use the same random walk Metropolis updates 
as described in that section.
5.3.3 B etw een-M odel M oves
The updating scheme for the ARMA model is implemented in two steps. Firstly, a  null 
move is proposed for the AR coefficients and these are updated via the random  walk
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M etropolis algorithm, and then the b irth  of a new coefficient or the death of an existing 
one is proposed. In the second step, this same scheme is applied to the MA coefficients. 
A random  choice between the b irth  or death move is made with probability 1/2. The 
death of an AR coefficient is rejected w ith probability 1 when the current model is 
either ARM A (1,0) or ARMA(0,g) for any value of q . Similarly the death  of an MA 
coefficient is rejected with probability 1 if the current model is either ARM A(0,1) or 
ARMA(A;,0) for any value of k. Also, a b irth  move in the AR component is rejected 
with probability 1 when k = Acmax, and likewise for a  b irth  move in the MA component 
when q =  gmax-
B irth  moves are proposed in the same way as for pure AR and MA models, i.e. by 
sampling a new coefficient from the proposal density g(.) =  iV(0,cjf) and keeping the 
other coefficient values unaltered. The Jacobian of the transform ation is equal to one 
and using the a priori independence assumption, the acceptance probabilities are the 
same as for pure AR and MA processes with obvious changes in the likelihood ratio. 
Similarly, death moves are proposed by deleting the excess coefficient or hq and 
evaluating the prior and proposal densities a t these values. We talk about how to 
choose optimal values for the proposal param eters in Chapter 6.
5.3.4  Sim ulated D ata  Exam ples
In this section we investigate the sampler performance by applying the ARMA updating 
scheme to the AR(2) and MA(2) simulated datasets analysed in Sections 3.6 and 5.2.4 
respectively. The sampler wa^ also applied to a set of 500 observations simulated 
from an ARMA(2,2) process with mean zero, error variance of =  1 and coefficients 
a  =  (-0.50,0.40) and b  =  (-0.40,0.40).
For the three datasets the maximum values allowed for the model order k  and g were 
A^ max =  gmax =  5, wliicli iiivolves a total of 35 (parsimonious) competing models, and 
b irth  and death moves were proposed with probabilities equal to 1/2. W ithin each 
model the AR and MA coefficients were updated using the Metropolis-Hastings scheme 
described in Sections 5.2.2 and 5.3.2. The variances in the proposal distributions for 
both  between and within-model moves for the AR, MA and ARMA data  were set to 
erf =  0.01. A to tal of 200,000 iterations with a 100,000 burn-in were run.
The results in term s of posterior model order probabilities for the three datasets are
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shown in Table 5.2. Prom that table it can be noted tha t the true models have the 
highest posterior probabilities, i.e. the posterior distributions of {k, q) favour the true 
AR(2), MA(2) and ARMA(2,2) models.
Table 5.2: Simulated data sets. Posterior model order probabilities, estimated acceptance 
rates and ô m a ) and within true model parameter estimates (a and b), based on 100,000 
iterations after a 100,000 burn-in. Maximum likelihood estimates (â and b) are also provided 
and top models are highlighted in bold.
MA order
process AR order 0 1 2 3 4 5
AR(2) 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
a = (0.75,-0.50) 1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
â = (0.76, -0.51) 2 0.4613 0.1355 0.1023 0.0437 0.0397 0.0222
â =  (0.76, -0.52) 3 0.0583 0.0265 0.0223 0.0082 0.0066 0.0034
ÛAR = 0.11 4 0.0249 0.0150 0.0104 0.0046 0.0028 0.0019
ü'ma =  0.20 5 0.0026 0.0034 0.0021 0.0013 0.0007 0.0003
MA(2) 0 0.0000 0.0000 0.4031 0.0588 0.0089 0.0026
b =  (-0.50,-0.30) 1 0.0000 0.0243 0.2201 0.0367 0.0054 0.0015
b =  (-0.50,-0.27) 2 0.0000 0.0234 0.0678 0.0203 0.0080 0.0026
b =  (-0.50,-0.27) 3 0.0000 0.0139 0.0313 0.0190 0.0050 0.0022
ü’/iR = 0.23 4 0.0000 0.0045 0.0141 0.0064 0.0022 0.0019
Q-’ma — 0.14 5 0.0000 0.0032 0.0087 0.0026 0.0009 0.0008
ARMA(2,2) 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
a =  (-0.50,0.40), b = (-0.40,0.40) 1 0.0000 0.0000 0.0362 0.1864 0.0609 0.0149
â =  (-0.57,0.33), b = (-0.41,0.32) 2 0.0000 0.0000 0.4600 0.0912 0.0171 0.0033
â =  (-0.56,0.34), b = (-0.42,0.33) 3 0.0068 0.0054 0.0565 0.0254 0.0074 0.0024
üi/iR = 0.05 4 0.0087 0.0016 0.0074 0.0038 0.0011 0.0005
ô^ma  =0.20 5 0.0015 0.0005 0.0006 0.0003 0.0002 0.0000
Param eter estimates for the true model obtained via MCMC (â and b) and maximum 
likelihood (â and b) appear in the first column of the table together w ith the proportion 
of b irth /d ea th  moves accepted for the AR and MA components (â^R  and âMA)- We 
can see tha t bo th  Bayesian and maximum likelihood param eter estimates are similar 
to their actual values for the AR(2) and MA(2) datasets. For the ARMA(2,2) data, 
the MCMC estimates differ from the actual values but are similar to the maximum 
likelihood estimates, so this difference can be better explained by the fact th a t these
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are random  data  so this is not Monte Carlo error.
Finally, Table 5.3 shows the within-model param eter estimates via MCMC, for those 
models with highest posterior probabilities. In this case the models are not all nested 
but for those nested ones we can see th a t the excess parameters relative to the true 
model are in general close to zero.
Table 5.3: Parameter estimates, for the autoregressive moving average model, based on 100,000 
iterations after a 100,000 burn-in for those models with highest posterior probabilities.
Posterior means
{k, q) AR MA
(2,0) 1.04(0.07) 0.76(0.04) -0.51(0.04)
(2,1) 1.04(0.07) 0.69(0.06) -0.48(0.05) 0.09(0.07)
(2,2) 1.04(0.07) 0.63(0.09) -0.50(0.05) 0.15(0.10) 3.09(0.07)
(3,0) 1.04(0.07) 0.78(0.04) -0.55(0.05) 0.06(0.04)
(2,3) 1.04(0.07) 0.65(0.10) -0.54(0.09) 0.12(0.11) 3.12(0.10) 0.04(0.08)
(0,2) 0.97(0.07) -0.50(0.05) -0.27(0.05)
(1,2) 0.97(0.07) -0.12(0.14) -0.38(0.13) -0.33(0.09)
(2,2) 0.97(0.07) -0.08(0.13) -0.04(0.07) -0.42(0.13) -0.29(0.11)
(0,3) 0.97(0.07) -0.50(0.05) -0.28(0.05) 0.04(0.05)
(2,2) 1.04(0.07) -0.57(0.10) 0.33(0.09) -0.41(0.10) 0.32(0.04)
(1,3) 1.05(0.07) -0.94(0.02) -0.05(0.05) 0.28(0.04) 0.12(0.04)
(2,3) 1.05(0.07) -0.64(0.16) 0.27(0.15) -0.33(0.16) 0.31(0.05) 0.04(0.07)
(3,2) 1.05(0.07) -0.59(0.13) 0.33(0.10) 0.01(0.09) -0.39(0.13) 0.30(0.10)
5.3.5 R eal D ata Exam ple
To illustrate the updating scheme for ARMA models on a real dataset we re-examine the 
Southern Oscillation Index (SOI) da ta  introduced in Section 3.7.2. We set the maximum 
AR and MA order as k^ax = Qmax — 5, thus considering a set of competing parsimonious 
ARMA models, and proposal variance as =  0.01. Then we ran 1,000,000 iterations, 
discarding the first 500,000 as burn-in.
The posterior distribution of model order appears in Table 5.4 where we can see th a t 
when we include MA terms in the model the ARM A (1,1) is identified as the most likely
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one with decreasing posterior support for models AR(3), ARMA(2,2), ARMA(2,1), 
AR(4), AR(3,1) and ARMA(4,1) and low probabilities at other models. The corre­
sponding acceptance rates for between-model moves in AR and MA components were 
estim ated as 0,10 and 0.16 respectively. The classical information criteria AIC, BIC 
and SIC also select model ARM A (1,1) when MA terms are included.
Table 5.5 shows the corresponding within-model parameter estimates for those models 
w ith the highest posterior probabilities. It is worth noting tha t for pure AR models the 
coefficient estimates are very similar to those obtained in Section 3.7.2 for this dataset.
Table 5.4; Posterior model order probabilities for the SOI data. Top model highlighted 
in bold
MA order
AR order 0 1 2 3 4 5
1 0.0000 0.4425 0.0359 0.0057 0.0040 0.0045
2 0.0106 0.0532 0.0901 0.0192 0.0136 0.0115
3 0.0695 0.0367 0.0226 0.0147 0.0079 0.0054
4 0.0507 0.0421 0.0177 0.0081 0.0044 0.0026
5 0.0088 0.0091 0.0043 0.0020 0.0015 0.0010
Table 5.5: Parameter estimates, for the autoregressive moving average model, based on 
1000,000 iterations after a 500,000 burn-in for those models with highest posterior probabilities.
Posterior means
{Kq) AR MA
(1,1) 1.66(0.10) 0.88(0.03) -0.43(0.05)
(3,0) 1.67(0.10) 0.44(0.04) 0.21(0.05) 0.12(0.04)
(2,2) 1.67(0.10) 0.43(0.18) 0.39(0.16) 0.01(0.18) -0.18(0.09)
(2,1) 1.68(0.10) 0.76(0.13) 0.09(0.09) -0.32(0.13)
(4,0) 1.67(0.10) 0.43(0.04) 0.19(0.05) 0.09(0.05) 0.08(0.04)
(3,1) 1.68(0.10) 0.46(0.18) 0.20(0.10) 0.12(0.06) -0.02(0.19)
(4,1) 1.67(0.10) 0.28(0.18) 0.25(0.09) 0.12(0.06) 0.09(0.05) 0.16(0.18)
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5.4 Linear N on-stationary M odels
An ARMA process is stationary if the roots of the AR characteristic equation lie outside 
the unit circle and it has explosive non-stationary behaviour if the roots lie inside the 
unit circle. If one or more of these roots are unity the resulting models are of great 
value in representing homogeneous non-stationary time series. If d of these roots are 
unity and the remainder lie outside the unit circle then
A{L){1 -  L)“yt = B(L)ct
is called an ARIMA(fc, d, g) process, A{L) =  1 — a \L  — . . .  — is a stationary AR 
operator and B{L)  =  1 +  biL  -!-••■ +  bqL^ is an invertible MA operator. Frequently, 
small values for k, q and d will be appropriate.
Suppose tha t the current model is an ARIMA(A;, d, g), i.e.
A {L )z t= B {L )e t ,  (5.4)
where zt = {1 — L)^yt and th a t a  model with d-f 1 unit roots, i.e. ARIMA(A= — 1, d + 1, g)
is proposed. Defining p ~  ai~\ h a n d  =  — (%•+! H t-Ofc), j  = 1 , . . .  , k  — 1,
it can be shown that
(1 — pL) — (a*A +  •••-{- ^)(1 — A) =  (1 — a \L  — - —
So model (5.4) can be rewritten as
(1 — pL)zt — {a*L ^)Azt =  B{L)et,
where A =  1 — A, or equivalently
=  P^t-i o-iAzt-i  +  • • • +  dl._iAzt-ic+i +  B{L)et.
Now, if the process generating zt contains one single unit root, i.e., one root of 1 — 
aiA  — • • • — a/.A^ =  0 is unity, then 1 — ai — • • • — =  0 which implies th a t p = 1 and
A*(A)A;gf =  B(A)et
where A*(A) =  1 — a |A  — . . .  — is a stationary autoregressive operator.
On the other hand, if the current model is an ARIMA(fc—1, d-1-1, g) w ith AR coefficients 
a*,. . . , t hen
A * { L ) { l - L ) z t  = B{L)et (5.5)
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where
A* (A) (1 — A) =  (1 — 0^1/ — •. • — +  (—A +  cijA  ^ 4- - - - T ci|A^)
=  1 — (tti +  1)A — («2 — . . .  — (a l_2al_i )L^  ^ +  a%_iA^.
So, model (5.5) can be rew ritten as A{L)zt = B{L)et with
a\ — 4“ 1
Uj — aj j  = 2 , . . . ,  A; 1
tt/j =  (o.6)
Then an updating scheme for ARIMA models might be as follows. Let the vector 
{k, d, g, a, b , cr^  ) be the current state of the model order, the autoregressive and moving 
average coefficients and error variance. Then,
1. Propose d — 1 or d 4- 1 with probability 1/2.
2. If d to d 4- 1 is proposed then take d 4- 1 differences of the series and compute 
values for the AR coefficients
3. If d to d — 1 is proposed then use (5.6) to compute values aj for the AR coefficients.
4. Apply the updating scheme described in section 5.3 accordingly.
Note th a t steps 1, 2 and 3 above do not involve any change in the model dimension but 
only a reparameterization in the AR coefficients when the value of d changes. The MA 
coefficients remain the same in both representations. Of course when d =  0 a move to 
d 4- 1 should be proposed with probability 1 and in practice the maximum value of d 
should be set small.
5.5 D iscussion
In this chapter we illustrate the Bayesian approach to estimation and model order selec­
tion via MCMC methods in the classes of MA, ARMA and ARIMA models. Reversible 
jum p MCMC algorithms are applied and tested to address the problem of order uncer­
tainty in this class of models. For ARMA models the updating scheme is first applied 
to the autoregressive terms and then the MA terms are updated conditionally.
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Even for fixed dimension, the presence of moving average terms in the model introduces 
complex non linearities in the likelihood function and classical estimation of model 
param eters would require numerical opmization methods to be used. In the Bayesian 
approach, the posterior density of model param eters is of the same complexity as the 
likelihood function and cannot be directly computed, thus approximation methods are 
necessary to derive posterior inferences on these parameters.
In principle, full conditional distributions of standard form can be obtained for the 
whole set of AR coefficients within each model, but at the expense of having to per­
form a quite computationally demanding m atrix inversion at every iteration. We keep 
the updating procedure simple and straightforward by updating the vector of AR co­
efficients sequentially via the Metropolis-Hastings algorithm. The full conditional dis­
tributions of the MA coefficients do not allow for direct simulation and we also use 
Metropolis-Hastings updates.
Another difficulty in ARMA models concerns the problem of roots cancellation, i.e. 
there may be common factors cancelling out if there are similar AR and MA roots. 
This is a generic phenomenon with ARMA models and the likelihood function is very 
badly behaved if we overparameterise.
In the next chapter, we study the general problem of specifying proposal param eters 
for reversible jum p algorithms in the class of AR and ARMA models.
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C hapter 6
Efficient C onstruction of 
R eversible Jum p Proposals
6.1 Introduction
In practical implementations of the RJMCMC algorithm, difficulties are often encoun­
tered, particularly in getting the chain to jum p from one model to another. Clearly, 
there are two choices to be made when constructing moves between models of different 
dimensions: the jum p function g defined in Chapter 2, and the proposal distribution 
q. However, both  of these are highly problem specific and quite often the context of 
the problem will dictate the choice of the function g. Here we will concentrate on the 
choice of q.
Consider, for example, the model choice problem in Chapter 3 where a move from an 
AR(A=) to an AR(A: 4- 1) model was proposed by simulating u  JV(0,(t^) and setting 
= u if  the move is accepted. Assuming a uniform prior for k, taking independent 
priors for the coefficients within each model and proposing b irth  and death moves with 
probability 1/2 the acceptance ratio simplifies to
p {y \a i , . . .  ,ak ,u ,a^)  p{u)A  =
W ith the prior variance fixed, the performance of the chain, in particular the ability to 
mix between models, depends heavily upon the choice of the proposal variance. If is 
too small relative to cr^  then small values of u  will be frequently proposed during b irth
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moves and, if the data  are not very informative so tha t the likelihood ratio is close to 
1, we will typically find it difficult to accept this move. On the other hand, it will be 
difficult to jum p from larger (non-redundant) models to smaller ones as well since in 
this case g(%) will generally be small relative to p(afc). However we will find it difficult 
to reject death moves if ak is very small, in which case is big relative to p(% ).
Similarly, w ith cr^  too large the proposed values of the new coefficient ak+i will tend 
to lie far from areas of high posterior probability and it will be generally difficult to 
accept moves from smaller models to larger ones.
In a  random  walk Metropolis algorithm on a continuous target density with fixed di­
mension, there is a trade-off in terms of the proposal scale param eter (see for example, 
Roberts, Gelman and Gilks, 1997). The problem with the reversible jum p algorithm 
is th a t there is no natural notion of a  local move with an arbitrarily high acceptance 
probability.
Recently, Brooks et al. (2002) developed methods to try  and find param eters for the 
proposal distribution th a t improve the chances of the chain actually jum ping from one 
model to the next. The idea is to construct a Taylor series expansion of the acceptance 
ratio for certain canonical jumps, defined by a “centering function” as an attem pt to 
translate the natural ideas for proposal construction from a Euclidian space to the 
union of model spaces.
Here we are going to illustrate the use of these methods in the context of order choice in 
autoregressive moving average (ARMA) time series models. We begin by reviewing the 
expressions given in Brooks et al. (2002) for AR models with one-dimensional jum ps 
and partial updating schemes and then generalise to m ultidim ensional model jum ps 
w ith both  partial and full updating of the param eter vector. We also generalise the 
ideas to find efficient proposal distributions for ARMA models. In what follows below 
all the summations are from t  =  kmax +  1 to n.
6.2 C entering
Brooks et. al. (2002) introduce the idea of centering reversible jumps to represent local 
moves. Suppose tha t we generate u q independently from the current state  of the 
chain. In the AR model example we might sample u ~  W(0, cr^). Now, let be a
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Aj-dimensional param eter vector and be a state-dependent “special”value
for u. The centering function maps a point in the A:-dimensional space onto the 
fc'-dimensional one and can be defined as
where fk,k' is a collection of canonical jum p functions. For example, in the case of 
nested models it is natural to take fk,k' as the identity function.
The idea is to identify a value bk,k'{^^^^) for the proposal vector u  which can be associ­
ated, through fk,k>{')^ with a particular point in the higher dimensional space. The next 
step is to choose an appropriate proposal transformation so as to improve efficiency of 
the between-model moves by making the acceptance probability as large as possible 
for this pai'ticular jump. Since we also wish the reverse move to have high acceptance 
probability, th a t means having A  as close to 1 as possible.
The centering function can be defined according to statistical or m athem atical princi­
ples. Perhaps one of the most appealing is the weak non-identifiability principle (Brooks 
et al  (2002)), in which the model described by 6^^^ is identical to tha t described 
by For autoregressive models, clearly the AR(A’) model with coefficients
=  ( a i , . . . ,  ak) provides the same probability model (i.e. the same likelihood) as an 
AR(A; -f 1) model with coefficients =  ( a i , . . . ,  a/;, 0) and since the jum p function
is the identity this is a natural centering point i.e., we take 6/j,fc'(0^^^) =  0 and
=  ( 4 ^ ,0 ) .
Alternatively, the proposal might be centered about a representative point of the pos­
terior distribution in the higher dimensional space, such as the posterior mode. T hat 
would avoid the need for the identification of an appropriate centering point.
6.2.1 O ne-dim ensional A R  M odel M oves
In this section we concentrate on jumps of size 1 with partial updating of the vector of 
autoregressive coefficients, i.e. param eters which exist in both  models are unchanged. 
Only moves between nested models are considered. Let us suppose tha t the proposal 
d istribution q is parameterised by p  and cr^  which may or may not correspond to the 
mean and variance in general. Then, the acceptance ratio for this move is a function
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of w, ^  and In tlie context of autoregressive models, assuming a uniform prior over 
model orders and taking independent Normal priors for the coefficients w ithin each 
model, if the proposal density is iV(/U, then the acceptance ratio takes the form
-  exp ( -5  [ |  ■
(6.1)
where et = yt — is the error term  in the fc-dimensional model. The zeroth
order method is the simplest one and allows only one degree of freedom and would 
usually be used to determine a scale param eter, having first fixed the location. We 
choose the proposal scale so that, for the jum p from to its image under the centering 
function, the acceptance ratio is identically equal to 1. For autoregressive models, if 
the proposal density is W(0,cr^), then at the weak non-identifiability centering point 
, 0) we have
V r&,A4-l
which is easily solved to obtain
2
rk+i,kj
Setting A  = 1 for certain canonical jum ps is a sound heuristic principle. In random  
walk Metropolis algorithms it is satisfied for sufficiently small jumps, and for more 
general Metropolis-Hastings algorithms it is satisfied when the proposal distribution is 
simply the full conditional posterior (i.e.; the Gibbs sampler).
However, the zeroth order m ethod sets A  — 1 only for the canonical jum p from 9^^^ 
to Ck^ k>{9^ ^ )^ and since this jum p is unlikely to be actually proposed, we might try  to 
make A  close to 1 for all jum ps to points in a neighbourhood of c. This leads us to 
higher order methods.
The zeroth order method can be naturally extended by considering higher order terms. 
The idea is to try  to obtain A  as close to 1 as possible in order to maximise movement 
around model space (since values higher than  1 would lead the reverse move to become 
unlikely). This can be accomplished by not only setting A =  1 at the centering point 
bu t also setting to zero some of its derivatives with respect to u. By introducing extra 
constraints, we introduce more degrees of freedom thus allowing for greater flexibility 
in term s of the parameters of the proposal transformation tha t we can tune (typically
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the location and scale parameters). It is worth noting however tha t the solution of 
these simultaneous equations may not be analytically tractable.
Thus, the first attem pt to determine the values of the proposal param eters is to set 
the value of A  equal to 1 and its first derivative with respect to u  equal to zero at the 
centering point. This is known as the first order m ethod and essentially selects values 
for the location p  and scale cr^  so that A  is approximately 1 within a region centered 
around the point u. For the AR model example, if the proposal distribution is N (p ,  a^) 
and we wish to determine values for both p and cr ,^ then setting A  = 1 and the first 
derivative of log A  to zero at n =  0 we obtain,
p  1^  ^  2 ^  em -A -i
1 1 / ^ 2
-  ^ G x p  j rk+i,k-
These equations are clearly analytically intractable thus presenting the drawback of 
requiring numerical solution and therefore incurring additional computational expense.
Brooks e t  al. (2002) propose a number of alternative implementations and provide 
empirical evidence that making the acceptance ratio fiat around the centering point is 
in fact more valuable than  fixing it around 1. This can be accomplished by setting the 
first and second derivatives equal to zero at the centering point.
6.2.2 Second Order M ethod
We now return  to the idea of defining a centering point but instead of fixing A  around 
1 we allow it to be fiat around tha t point. This leads us to the second order method 
where we set the first and second derivatives of the acceptance ratio to zero a t the 
centering point it =  0, ignoring the zeroth order term. In fact, as we shall see below, 
the dependence on u  will disappear when we solve the pair of simultaneous equations 
to find p  and <j^ .
The first and second derivatives of log A are easily obtained from (6.1) and given by
v-71 1 1 \ (u, — / )^VlogA =  — 2  ^ ( e t  -  u y t - k - i ) y t - k - i  g 4------ 2 —a i ^  a i  a^
V^logA =  ^ 2+^:2
where V is taken with respect to u. Note that, since all terms in the acceptance ratio 
are quadratic functions of u  the second derivative does not depend on u. So, the
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expression for the proposal variance will not depend on the value of u  and the second 
order restriction will always give the same value for cr^ .
Now, setting the second derivative of log A  to zero we obtain
r2(t:
and replacing cr^  in the expression for the first derivative the terms involving u  cancel 
out and we obtain
^  T . v t k - i  +
Note tha t, the above expressions were obtained without having to evaluate the deriva­
tives a t u — 0, so we do not need to bother with the centering point. Also, the proposal 
mean is the same as the one obtained with the conditional maximization method in 
Section 6.2.3.
For the death move we have to redefine the error term  as et = yt — a,nd
the expressions for the proposal mean and variance are given by
_ Zv ^tyt—k
and
.2cr =
T . y U  + <^‘il<’ï
It is interesting to note that, in this particular context, the second order m ethod is 
equivalent to proposing a new value from the full conditional posterior distribution of 
a/j+i using the expressions given in Section 3.3. This supports the empirical observa­
tions by Troughton and Godsill (1997) th a t sampling from the posterior conditionals 
provides a particularly efficient mechanism for t r ans-dimensional jumps.
In the next section, we present an alternative approach, where the proposal is centered 
about a representative point of the posterior distribution in the higher dimensional 
space thus avoiding the need for the identification of an appropriate centering point.
6.2.3 C onditional M axim ization
The conditional maximization approach provides an alternative to the weak 
non-identifiability centering by finding a sensible location for the proposal distribu­
tion, thus removing an additional degree of freedom. W hen considering where to jum p
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to in the higher dimensional space, an obvious place to locate the proposal is around 
the posterior mode in that space. So, the conditional maximization approach proceeds 
by first taking the derivative of the log conditional posterior in the higher dimensional 
model and setting it to zero to locate the mode. This mode is conditional upon the val­
ues of those param eters tha t do not vary between models. For example, when the moves 
proposed are between nested models and O' — {0, u) say, the proposal distribution will 
be centered about the posterior conditional mode (0,w), i.e., we set =  (0,u).
In order to derive values for the remaining proposal parameters (typically the scale 
param eter), given this location, we can use the zeroth or other higher order methods. 
The simplest way to fix the proposal scale is to use the zeroth order approximation and 
choose cr^  so that the acceptance ratio given in (6.1) evaluated at the posterior mode 
is identically equal to 1.
Returning to AR models, for the birth  move the conditional posterior density of u  in 
the higher dimensional model given all other parameters is proportional to
exp 1 \2-  m j t -k - i)  -20-2 2^2
where et = yt — J2jzzi ^jVt-j  is the error term  in the A:-dimensional model. Taking the 
first derivative with respect to u  and setting it to zero we obtain
—  Z] ^tyt—k—i
Now, evaluating the acceptance ratio at u = p  and setting it to 1 we obtain,
Note tha t, if we wish to use higher order constraints then the first derivative of 
logAk^k+i evaluated at u — p  does not depend on and we have to resort to the 
second derivative. But this does not depend on u  and the solution will be exactly the 
same as above.
For the death move, we still have to find the mode of the posterior distribution in the 
higher-dimensional model. The conditional posterior is proportional to
exp u2<t2J
where et = yt ~  Z2^Zi ^jV t-j  is now the error term  in the {k — l)-dimensional model, 
and taking the same steps as above we obtain,
—  Zv ^tyt—k
T .v tk+ < ^y< ^ i
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and
=  c r ^ e x p  ( /  W , k - l
6.3 M ultid im ensional A R  M odel M oves
Jum ps that alter the dimensionality by more than 1 are always possible, and may 
even improve mixing especially in the presence of multimodality in the space of the 
model order parameter. In this section we generalise the methods described in Brooks 
et al. (2002) to deal with multi-dimensional model moves. We begin by looking at 
moves between nested models, in which only the new parameters are sampled (partial 
updating), and then consider an updating scheme in which a whole new vector of 
coefficients is proposed (full updating).
Once a b irth  or death move has been proposed, the size of the jum p d = \k' — k\ is 
determined by sampling a value from {1 , . . . ,  m} where m  =  k^ax ~  k for b irth  moves 
and m  = k — 1 for death moves. Basically, we want the proposed jum ps to be generally 
small but occasionally allowing large ones to occur too. This can be accomplished by 
using a discretized Laplacian density, i.e. sampling d from { ! , . . . ,  m} w ith probabilities
Pi oc exp(—Aî), î =  l , . . . , m .  (6.2)
where A > 0 is a scale parameter. For example, if A =  0.5 proposing a jum p from k  to 
A: -t-1 is almost three times as likely as proposing a jum p from k to k P  3. Of course if 
A =  0 the values of d are sampled uniformly.
6 .3 .1  P a r t i a l  U p d a t in g
The first natural generalization is to consider moves between nested models which alter 
the dimensionality by more than  1. So, consider jumps from k to k' G {fe-H 1 , . . . ,  kmax} 
by sampling a vector of random  variables u  = {ui^. . .  ^uj-i-k) so th a t the new vector of 
autoregressive coefficients is given by ( a i , . . . ,  a / cUi , . . .  ^Uk'-k)- Then, we are actually 
proposing only the additional AR coefficients introduced by the move.
Defining the (n — kmax) x k  and {n ~  kmax) x {k' — k) matrices
ykmB.x î/fcmax — fc+l ykma.x~~k ykma,K~~k'-hl
Y *  =
_ y n —i y n —k
and Y  =
y-n—k—l y n —k'
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and the (n -  fc^ax) x 1 vectors y  =  . . • ,Pn)' and e =  (eAmax+i, ■ • ■>£„)', the
linear Gaussian autoregressive model of order k' can be written as
y  = Y *a +  Yw +  e.
For u  sampled from a m ultivariate Normal distribution with mean p  and variance- 
covariance m atrix C  and using the a priori independence assumption, the acceptance 
ratio is given by
Ak^k' oc exp — — Yn)'(€'*‘ — Yw) ■ 1 , ■exp
. z a r " " . exp -  p ) 'C  ^{u ~  p)
(6.3)
where e* =  y  — Y *a is the error term  in the lower dimensional model and the term s in 
the proportionality constant do not depend on u.
The second order m ethod can be applied by setting to zero the first and second order 
derivatives of logAk^k' w ith respect to u  and ignoring the zeroth order term. These 
derivatives are given by
Vlogj4(i,i< =  a p Y ' { € * - Y u )  ~ p u + C^'^{u-ij.)
V^logAk,k' =  - a r ^ Y 'Y  -  +  C - i
Note that, as in the one-dimensional case, log is a quadratic function of u  and the 
second derivative does not depend on the value of u. Setting it to zero we obtain
C - '  =  a - '^ Y 'Y  + p h ' - k -
Similarly, setting the first derivative to zero and using the above expression for C~^  it
follows tha t
=  a - H k ' - k U - p Y ' i e -  - Y u )
= { p Y ’Y  +  a p k ' - k ) u  -  p Y 'e *  =  C~^u -  p Y 'e *
SO the proposal mean is given by /x =  cr“ ^ C 7Y '(y—Y * a ). Thus, for the partial updating 
scheme the proposal param eters obtained via the second order m ethod do not depend 
on the value of u  and the centering function is irrelevant.
It is easy to show th a t the full conditional distribution of u  under the higher order 
model w ith n i , . . . ,  afc fixed is m ultivariate Normal with mean and variance given by
- 2 i
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the above expressions. We just have to replace y  by the adjusted vector y  — Y *a  and 
take into account the fact th a t the vector of coefficients is now {k' — A;)-dimensional in 
the expressions given in Section 3.3.
If we wish to apply the conditional maximization m ethod then we should first locate the 
conditional posterior mode, which in this case is the same as the conditional posterior 
mean p.  The proposal variance-covariance m atrix is obtained by centering at p  and 
taking the zeroth order method. The acceptance ratio evaluated at p  is given by
- P { p ' Y ^ k  -  2 p ' { y  -  Y ’ a)) -A  =  exp
and clearly A — 1 gives a solution for |G | but not C.
However, as pointed out in Brooks et. al. (2002), in order to derive values of the 
remaining parameters after centering we can use higher order methods. Using the 
second order m ethod we obtain tha t C~^  =  a~"^Y'Y  +  as before since the
second derivative of log A  does not depend on u  and we already know that this value 
of C  satisfies log A — 0.
Proposing to update only the new param eters during moves to higher order models is 
likely to be susceptible to convergence problems because the lower order coefficients 
«1, . . . ,  a/c remain fixed during these moves. In this case it is im portant to make within- 
model moves too.
6.3.2 Full U pdating
Suppose now th a t we propose a move from model of order k w ith coefficients a =  
( a i , . . .  ,afc) to a model of order k’ w ith coefficients a! =  ( a i , . . .  ,aj,,) by generating 
new values for the whole vector of coefficients directly in the A:'-dimensional space. In 
this case we are ignoring the nested nature of the model and the current value of a 
will not be used. In terms of dimension matching, this is equivalent to generating a 
A;Ldimensional random vector u  = {u>i,. . .  -,Ukf) from a proposal distribution q{u) and 
then setting the change of variables as a' = u  and u' = a, i.e.,
5 • • • 5 a^/, l i j , . . . ,  Uk) (^1 » • ■ ■ j a/jf, a%, . . . ,  a/g)
which has unity Jacobian. For this type of move the acceptance ratio needs to be altered 
to include a proposal density for both  u '  and u  in the numerator and denominator
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respectively and it is given by,
^  p { y \u ,k ' ,a ‘^ )p {u \k ' ,a l)p {k ')  Vk>,k <?(a) 
p(y|a,A:,cr2) p(a|A;,o-2) p{k) rk,y q{u)'
Note tha t this is a particular case of the acceptance ratio in (2.1) with the Jacobian 
term  equal to 1.
Note also th a t the above formulation is valid no m atter whether a  move to a higher 
or lower order model is being proposed since a whole new vector of coefficients will be 
generated in the new param eter space and birth  and death moves are treated identically. 
It should be noted th a t this scheme is very different from that in Brooks et al. (2002) 
since the reverse move is no longer deterministic.
There are various alternatives for the centering point here. One possibility is to evaluate 
the derivatives with u  set to be the full conditional posterior mode in the new param ­
eter space. This is a partial modal centering promoting jum ps between the current 
point and the mode in the new space,  ^ and Ck^k'iO^ '^ )^ — {0^^
Another alternative is to evaluate the derivatives with u  and u '  set to be the full con­
ditional posterior modes in the new and current param eter spaces respectively. T hat 
is a modal centering, which promotes jum ps between the two modes, ^
and Cit,fc/(0 ^^ )^ =
In fact, as we shall see below, it does not m atter where we centre as the u  and u '  terms 
drop out anyway.
So, in order to apply the second order method we take the first and second order 
derivatives of log A^^k' with respect to u  and set them  to zero ignoring the zeroth order 
term. The acceptance ratio can be w ritten as
^k,k' oc p{y\u, k', a ‘^ )p{u\k', crl)/q(u)
where the proportionality constant involves terms that do not depend on u.
Assuming a multivariate Normal proposal distribution with mean vector p  and 
variance-covariance m atrix C  and also th a t u  ~  iV(0,cr^Ifcf) a priori it follows th a t
Ak^k' oc exp i ( y  -  Y u ) '(y  -  Y u ) [ 1 , 1exp exp - { u  — p)'C {^u — p)
(6.4)
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where the m atrix Y  is now (n — A;max) x and the first and second derivatives of 
log Ak,k'  with respect to u  are given by
V log At,»' =  -  Yw) -  p u  + C ~ ^(u  -  n)
V"logzlfc,fc. =  - p Y ' Y  -  p l k ' + C - K
Note that the second derivative does not depend on u  and setting it to zero we obtain 
tha t
C~^ = a - ^ Y ' Y  + p h ' .
Also, setting the first derivative to zero and using the above expression for C~^  it
follows tha t
C ~ ^ { u -  p) = cT~^Ik'U -  a ~ ^ Y ' { y - Y u )
= { a f Y ' Y  +  a - % » ) u  -  a~'^Y 'y = C ~ ^u  -  a ~ ^ Y 'y
so th a t the proposal mean is given by p  = a~ ‘^ C Y 'y .  Thus, for this updating scheme 
the proposal param eters do not depend on the value of u  and, again, the centering 
function is irrelevant.
It is easy to see that this m ethod is equivalent to sampling new values for the coefficients 
from their full conditional distribution. We just have to compare the above expressions 
for the mean and variance with those given in Section 3.3 replacing k  by k ’.
Our results provide theoretical justification for the strategy used in Troughton and 
Godsill (1997) who had already observed th a t the best between-model proposals were 
those in which all autoregressive coefficients were updated using their full conditional 
posterior distribution.
6.4 A R M A  m odels
In this section we seek to generalise the efficient construction of proposal distributions 
to autoregressive moving average models. As pointed out in Chapter 5, the inclusion of 
MA terms in the model introduces complicated non-linearities in the likelihood function.
For an ARMA(fc, q) model the error term  is given by
k q
=  yt  ~  ^ j y t - j  ~  bj€t~j
3=1 j= l
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where each et-j  depends on the whole set of coefficients ( a i , . . . ,  61, . . . ,  6 )^ in a
complicated non-linear way. So, in order to apply the optimal proposal methods in this 
context we need to make some simplying assumptions. Here, we assume that, when 
proposing to add new coefficients or delete existing ones, the previous values of the error 
term  are kept fixed. We use the same likelihood and prior structure as in Section 5.3.1 
and propose b irth  and death moves with probability 1/2. In what follows, we describe 
m ethods for proposing partial and full updates for both AR and MA components.
6.4.1 U pdating th e A R  com ponent
W hen proposing unidimensional jum ps from ARM A{k,q)  to ARMA (A; 4- l,(z) by sam­
pling a new value u  from a specific proposal distribution the new param eter vector is 
( a i , . . . ,  a/g,u, 5 i , . . . ,  6g). Then, using the aforementioned assumption the error term  in 
the new higher dimensional model is given by
k q
~  Vi ~  ^  V ^jVt—j ~  ^  j bjet—j ~  'fJ'Vt—k—l — — uyt—k—\ (6 '6)
i= i j= i
where et is the error term  in the lower dimensional model.
So, sampling u  from a N{p,cr‘^ ) proposal distribution it follows tha t the acceptance 
ratio  is given by
^k,k+i ^  Gxp -  u y t - k - i f ^  exp  ^ 2cr^^ )
and, since et does not depend on u, applying the second order method we obtain the 
same expressions for p  and cr^  as in Section 6.2.2 with this redefined error term.
6.4.2 Partial U pdating th e A R  com ponent
Consider now jum ps from A: to A:' G {A; +  1 , . . . ,  Aimax} by sampling a vector of random  
variables u  — ( u i , . .. ,Uk'~k) and keeping the MA component fixed so th a t the new 
vector of ARMA coefficients is given by (0,1, . . .  , % , u i , . . . ,  Uk>-ki 5 i , . . . ,  5g).
Defining the (n -  A,*max) x q m atrix
f^cinax • ■ * f^emax“ (/4*l
E  =  : :
^îi—1 • • ■ ^n—q
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the Gaussian autoregressive moving average model of order {k',q) can be w ritten as
y  =  Y "a  +  Y u  +  E b  +  e 
where y , Y  and Y* have the same definition as in Section 6.3.1.
Then, for u  sampled from a m ultivariate Normal distribution with mean p  and variance- 
covariance m atrix C  and using the a priori independence assumption, the acceptance 
ratio is given by
1Ak,k' oc exp [ 1 , 1exp exp - [ u  — p)'C ^{u — p)
(6.7)
where now e* = y  — Y*a  — Eb and the terms in the proportionality constant do not 
depend on u.
The second order m ethod can be applied by setting to zero the first and second order 
derivatives of log Ak,k' with respect to u  and ignoring the zeroth order term. However, 
these derivatives are not available since de* / d u  is too complex and we approximate by 
treating E as if it were fixed in order to get p  and C. We then obtain th a t
V log Ak,k' = cr~‘^ Y'{e* -  Y u )  -  a~^u  P C ~ ^ { u  -  p)
V^logAk,A, =  - o - r ^ Y ' Y 4-
Of course, since log Ak^k' is again a quadratic function of n , the second derivative does 
not depend on the value of u  and setting it to zero we obtain
C -i =  p Y ’Y  + a p k ' - k -
Similai'ly, setting the first derivative to zero and using the above expression for C  it 
follows that
=  p l k ' - k ’U . - p y ' i e *  - Y u )
=  ( a - ^ Y ' Y  + a p k ' - k ) u  -  a p Y 'e *  =  C ' ^ u  -  p Y ' e *
SO the proposal mean is given hy p  = o-~^CY'{y  — Y *a — Eb). Thus, for the partial 
updating of the autoregressive component, the proposal parameters obtained via second 
order method have exactly the same form as for pure autoregressive models in Section 
6.3.1 with the error term  redefined. Note also that, only the proposal mean depends 
on the current values of the MA coefficients b.
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6.4.3 Full U pdating th e A R  com ponent
Similarly as for pure AR models, we can propose a jum p from k to k' by generating 
new values for the whole vector of AR coefficients directly in the A:'-dimensional space 
while keeping the MA component fixed.
In this full updating scheme, the expressions for the proposal mean vector and variance 
m atrix in the AR component are simply obtained from the expressions for partial 
updating by dropping the terms th a t depend on a  and using the approximation based 
on E  fixed again. So,
C - '  =  p Y ' Y  + p l k '  
y  = a p C Y ' [ y - E b )
where Y  and E  are (n -  k^ax) x k' and (n -  kmax) x q matrices respectively.
6.4.4 U pdating th e M A  C om ponent
W hen we propose a unidimensional move from ARMA(fc, q) to ARMA (A;, q P  1) by 
sampling a new value u  from a specific proposal distribution the new param eter vector 
is ( a i , . . . ,  a/g, &i,. . . ,  6g, u) since the current AR and MA coefficients are unaltered. 
Then, assuming that previous values of the error term  are fixed, the error term  in the 
new higher dimensional model is given by
k q
~  y t  ~  ^  ]  t l jUt—j  — ^  ^ bjCt—j  — u e t ^ q ^ i  =  €t ~  U6t—q—l  (6 .8 )
3=1 3=1
where e* is the error term  in the lower dimensional model.
So, sampling u  from a iV(y, cr )^ proposal distribution it follows th a t the acceptance 
ratio is given by
1 ,2 , (tf-y)^"^A q ^ q + l  OC exp
In order to apply the second order method we use the above approximation and take 
the first and second derivatives of log with respect to u. These are given by
1 /I f \ tt , {tt — p)V l o g A q ^ q ^ l  — —2 — U e t - q - l ) e t - q - l -------- 2
log Aq^q+I -  -  ^  ^  4 - ? - l  ~  ^  ^
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Again, the expression for the proposal variance will not depend on the value of u  since 
all term s in the acceptance ratio are quadratic functions of u  and the second derivative 
does not depend on u.
Setting the second derivative of log to zero we obtain
and replacing in the expression for the first derivative the terms involving u cancel 
out and we obtain
2 /^2
6.4.5 P artial U pdating th e  M A  Com ponent
W hen proposing a b irth  move in the MA component, from order q to order 
q' G {g +  1 , . . .  ,(7max}» with partial updating we generate a vector of random vari­
ables u  = {u i , . . .  ,Uqi-q) so that the new vector of ARMA coefficients is given by 
( o i , . . . ,  a/g, &i,. . . ,  t ç , u i , . . . , itqi^q). The Gaussian autoregressive moving average 
model of order (fc, q') can be w ritten in m atrix form as
y  =  Y a 4- E*b +  E it +  e.
where the m atrix Y  is now (n — kmax) x k  as in Section 6.3.2 and the (n — kmax) X (q' — q) 
m atrix E  is defined as
E  =
k^mnx—q
^n—q—1
k^max—q'-hl
^n—q'
The acceptance ratio is given by
A qp  oc exp — ——2 (e* — Ert)^(e* — Ett) ■ 1 , ■exp
. 2 4 " "
exp - { u ~ p ) C  { u - p )
where e* — y  — Y a — E*b is the error term  in the lower dimensional ARMA (A;, q) model 
and the terms in the proportionality constant do not depend on u.
Using the approximation based on E* and E  fixed, the first and second order derivatives 
of log A qp  with respect to u  are given by
V log Ag g' =  (Tg ^E^(e* — E tt) — (7^  4- C  — p)
log A ,y  =  - p - E ^ E - p l g , . ,  + C - \
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Setting the second derivative, which does not depend on the value of u ,  to zero we 
obtain
C - i  =
Similarly, setting the first derivative to zero and using the above expression for C~^  it
follows tha t
p  =  -  Y a -  E*b).
6 .4 .6  F u ll  U p d a t in g  t h e  M A  C o m p o n e n t
Finally, in an MA component full updating scheme we propose a move from q to q' by 
generating new values for the whole vector of MA coefficients conditional on the current 
AR coefficients. The proposal mean vector and variance m atrix are then obtained by 
dropping terms depending on b  in the expressions for partial updating, i.e.,
C - '  =  p E ' E  + a);% ,
=  a 4 C E '( v - Y a )
where Y  and E  are {n — kmax) x k  and (n -  kmax) x q' matrices respectively, and this 
is assuming again E  fixed.
6.5 Im posing Stationarity
In Chapter 4 the autoregressive model of order k was reparameterised in terms of 
the k  reciprocal roots {Ai,. . . ,Aa;} of the characteristic equation in order to impose 
stationarity on the autoregressive process. In terms of lag operator the AK{k) model 
is w ritten as
h
P ( 1  -  \ iL )y t  =  €t (6.9)
and recall tha t the process is stationary if |Ai| <  1, i =  1 , . . . ,  A:. In this section we 
consider how the optimal proposal methods may be applied in the presence of the 
stationarity  constraint. We begin with the move that adds a real root.
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6.5.1 A dding a R eal R oot
Suppose tha t we propose a b irth  move for an autoregressive model by adding one real 
reciprocal root r. Then, using the representation (6.9) the error term  in the higher 
dimensional model ej can be w ritten as
k
4  =  (1 -  rL)  n ( l  -  AiL)s/i =  (1 -  rL)ct
and, given the sequence {ej}, the likelihood function for r  in the {k +  l)-dimensional 
model is given by
p(e|r, o-g, A(^)) oc exp ^ ( e t  -  m _ i ) '
where the proportionality constant includes terms that do not depend on r.
Clearly, in terms of reciprocal roots the models are nested and we can use the identity 
centering function, Ck,k+i{^^^^) ~  (A^^^r) and the model described by A^ *^  is identical 
to th a t described by (A^^^O).
Assuming a uniform prior over model orders and independent U (—1,1) priors for the 
real reciprocal roots, as in Chapter 4, if the proposal distribution is N {p , a^) truncated 
to the interval (-1,1) then the acceptance ratio takes the form
Oc exp exp 2c7^ (r -  y)'
The first and second derivatives of log Ak,k+i are easily obtained and are given by 
V log Ak,k+i = ^ ( 6 f  — re t- i)e t- i  +  ^
log Ak,k+i -  -%2 +  Z2cr; ^  p
where V is taken with respect to r. Note that the second derivative does not depend 
on r  as all terms in the acceptance ratio are quadratic functions of r  and then the 
expression for the proposal variance will not depend on the value of r.
Now, setting the second derivative of logAk^k+i to zero we obtain
and replacing cr^  in the expression for the first derivative the terms involving r  cancel 
out and we obtain
p  = Z) et€t-i
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Note that, the above expressions were obtained without having to evaluate the deriva­
tives a t r  =  0, so we do not need to bother with the centering point. It is also interesting 
to note th a t these are the same expressions as the ones obtained in Section 4.5.2. So, 
in this param erisation the second order m ethod for real reciprocal roots is equivalent 
to proposing a new value r from its full conditional distribution.
Alternatively, we can specify both the prior and proposal distributions in terms of a 
real number x  without restriction and set
2e^T =   ---------- — — 11 4 - e®
as in Section 4.5.2. In this case, clearly r  =  0 is equivalent to x =  0. Also, assuming th a t 
the reciprocal roots are a priori independent the Jacobian terms of the transform ation 
from X to r  will cancel each other out in the acceptance ratio. In particular, if we sample 
X from A’(y, <J )^, and assigning a Æ(0,<7g) prior distribution to x  the acceptance ratio 
is given by
Ak,k+i OC exp
and the first and second order derivatives of log Ak,k+i with respect to x  are then given 
by
. 1 dr 2 \ æ -  y)VlogAfc,A=+i -  -  -2  +
V^logAk,k+i  —
a i d x  a i  a^
2
The required first and second derivatives of r  with respect to x  are given by
dr _  2e^’ d^r _  2e®(l — e^)
dx  (14- (1 + e®)^
and then it follows tha t dr/dx  = 1/2 and d^r/dx"^ =  0 at a; =  0. Finally, evaluating
the derivatives of log Ak^k+i at æ =  0 and setting to zero we obtain the expressions for
the proposal mean and variance as
-  -  20-2
a
In this specification the prior variance a^ is sampled from its full conditional distribution 
as shown in Section 4.3.2.
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6.5.2 A dding C om plex R oots
Suppose now that we propose a b irth  move for an autoregressive model of order k by 
adding a pair of complex reciprocal roots (u, ü) where
u  =  r(cos0 +  isin6>)
Ü =  r(cos0 — isinO).
Then, again using the representation (6.9) the error term  in the higher dimensional 
model e't can be expressed in terms of the error term  in the AR(A;) model as
k
e[ =  (1 -  uL){l  -  uL) J J (1  -  XiL)yt =  (1 -  uL){l  -  üL)et =  (1 -  2r cos0 L +  r^L^)et
i= l
and, given the sequence {e^}, the likelihood function for (0,r) is given by 
p(e|0,r,cTg, A^^ )^ oc exp -  2 rcos^  et_i +  r^et_2)^
Again the models are nested in terms of reciprocal roots and we can use the iden­
tity  centering function, %,/g+2(A^^ )^ =  (A^*^,u,ü) and the model described by A^ ^^  is 
identical to tha t described by (A^^\ 0,0).
Now, assuming th a t 9 G (0,7r) then r  G (—1,1) and we can again simulate a new real 
value of X and use the same link function as in the previous section to map the real 
line onto (-1,1), i.e.
For this specification it is then clear th a t u = ü = 0 is equivalent to r  =  0 and a; =  0.
As in Section 4.3.2 we assign priors 9 1/(0, tt) and x  ~  N (0 ,a i )  and assume th a t r
and 9 are a priori independent. Then, for x  sampled from a N (p ,a ^ )  and 9 simulated 
from its prior distribution the acceptance ratio takes the form
Ak,k+2 oc exp
The first and second order derivatives of log A;t,fc+2 with respect to x  are given by 
VlogAft,it+2 =  “  2rcos0ef_i +  r^ei_2)(2ret_2 -  2cos6>et_i)
a i  0-2
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log Ak,k+2 =  -  2r cos9et-i  +  r ‘^ et-2 ) (2et_2)
- 4 ( £ )  j : { 2 r e , . , - 2 c o s e c t p
~~o^~d^ — 2r cos 9et~\ +  r^et~2 )^T e t~ 2  ~~ 2 cos 9et-\)
and evaluating them  at æ =  0 and setting to zero we obtain the following expressions 
for the proposal mean and variance,
.2
P ~  —  cos 9 et£t-i
cos2 0 E  e?_i +  ^ E  ^tet-2 +  ■
6.6 E xam ples
In this section we compare the different methods for specifying proposal param eters 
by examining their performance in the context of our three real da ta  sets: the sunspot 
numbers, the Southern oscillation index and the Canadian lynx. A variety of methods 
to assess sampler performance, which were described in Chapter 2, will be used to 
compare the different algorithms. For all data  sets, we fit AR models w ith maximum 
model order kmax ~  20 and did not impose stationarity. Then, 1,000,000 iterations were 
run discarding the first 500,000 as burn-in and the within model moves were performed 
by sampling the AR coefficients as a block from their full conditional distribution as 
described in Section 3.3.
The results of these simulations for the sunspots data  are presented in Table 6.1. From 
this table we can see th a t all methods put a very high posterior probability on model 
AR(9) and visit a  good range of models. The conditional maximisation and second or­
der methods have similar performances and perform better than pilot tuning in term s 
of acceptance rate. Also, the estimated convergence rates p clearly indicate that con­
vergence is faster for these methods.
Turning to multidimensional model moves we can see th a t the acceptance rates have 
dropped to around 6% being even lower than that for pilot-tuned jumps. This fact 
should not in itself be considered as a negative indication of performance. In this
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Table 6.1: Sunspots data. Comparing performance of different algorithms via acceptance rate 
d, range of models visited, posterior probability of model AR(9), effective sample size ESS and 
estimated convergence rate p.
method a models 7t(9) ess P
pilot tuning 0.098 8-20 0.84 11778 0.9918
CM 0.125 7-20 0.81 6634 0.9890
2nd order 0.125 7-20 0.82 18021 0.9756
partial updating 0.059 3-20 0.82 28361 0.9980
full updating 0.060 7-19 0.86 55142 0.9879
case, where the posterior distribution for model order seems to be highly concentrated 
around k = 0 then, after the chain has traversed most of the model space, bigger jum ps 
can do more harm  than good proposing jum ps too far from this region, which are in 
tu rn  not well-supported by the likelihood function. Full updates perform better than 
partial updates in terms of effective sample size and also converge faster.
In Table 6.2 we present the simulation results for the SOI data. As we can see, all 
methods perform similarly in terms of highest posterior model probability 7t(3) and visit 
almost the whole range of models. In terms of acceptance rate  both  the conditional 
maximisation and second order methods outperform pilot tuning and also converge 
faster as indicated by the estimated convergence rates.
Table 6.2: SOI data. Comparing performance of different algorithms via acceptance rate â, 
range of models visited, posterior probability of model AR(3), effective sample size ESS and 
estimated convergence rate p.
method a models 7t(3) e ss P
pilot tuning 0.220 2-15 0.48 3318 0.9891
CM 0.302 2-16 0.48 4919 0.9839
2nd order 0.302 2-18 0.48 4640 0.9841
partial updating 0.169 2-16 0.51 23858 0.9997
full updating 0.280 2-18 0.51 37844 0.9998
As for the multidimensional model moves, the updating schemes have similar conver­
gence rates but the lull updating has bo th  higher acceptance rate and better mixing as 
indicated by the effective sample size.
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Finally, Table 6.3 shows the simulation results for the lynx data. Again all methods visit 
practically the whole range of possible models. We note also tha t the effective sample 
size is quite small for all methods used and this may indicate low performance of the 
algorithm in terms of mixing, i.e. the chain does not move for several iterations. Even 
so, we can see that the acceptance rates increased with the optimal proposal methods 
compared to pilot tuning in unidimensional moves. Comparing multidimensional move 
schemes, full updating clearly performs better than partial updating with a  higher 
acceptance rate and better mixing.
Table 6.3: Lynx data. Comparing performance of different algorithms via acceptance rate â, 
range of models visited, posterior probability of model AR(2), effective sample size ESS and 
estimated convergence rate p.
method a models 7t (2) e ss P
pilot timing 0.144 2-20 0.35 27 0.9999
CM 0.212 2-20 0.27 23 0.9999
2nd order 0.169 2-20 0.44 27 0.9999
partial updating 0.118 2-20 0.33 190 0.9998
full updating 0.180 2-20 0.39 700 0.9998
In Figure 6.1, a trace plot of the 500,000 posterior samples and the posterior distribution 
for model order k  for the full updating scheme are presented. In comparison with pilot 
tuning (Fig.3.10) there is no substantial change in the posterior distribution of k  bu t 
from the trace plot we can see a big improvement in terms of mixing. Basically, w ith 
multidimensional jum ps it is easier for the chain to move between the two modes than  
with unidimensional ones.
All in all, the different diagnostics seem to give conflicting messages about the per­
formances of partial and full updating schemes compared to unidimensional schemes. 
W hile the effective sample size always increases when we allow for multidimensional 
moves, acceptance rates usually decrease. Similarly, the estimated convergence rates 
seem to indicate th a t chains tend to converge faster with unidimensional moves.
In fact, we cannot compare the acceptance rates for uni and multidimensional moves di­
rectly since unidimensional jumps are much easier. When we consider multidimensional 
moves only the diagnostics clearly indicate higher acceptance rates, better mixing and 
faster convergence for the full updating scheme. For unidimensional moves, the second
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Figure 6.1: Lynx data, full updating scheme, (a) ïïace plot of 500,000 posterior samples for 
model order k. (b) Plot of AR order values against estimated posterior model probabilities.
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order m ethod should clearly be prefered to pilot tuning.
6.6.1 Efficient Proposals in A R M A  m odels
In  this section we compare the different methods for specifying proposal param eters 
in ARMA models as described in Section 6.4 and illustrate with the SOI data. We fit 
ARMA models to this data  set w ith maximum AR and MA orders kmax — Çmax =  5, 
as in Section 5.3.5, and use an approximate likelihood based on fixed error terms when 
proposing model moves. W ithin-model moves were performed by updating the AR 
and MA coefficients via the random-walk Metropolis algorithm as described in Section 
6.3.2.
Here, instead of computing the effective sample size and convergence rate  estimate for k 
and q independently, we prefer to monitor a unique scalar tha t retains its interpretation 
across all ARMA (A;, q) models. A suitable choice is to calculate these diagnostics for 
the model indicator {kmax + l)q + k as this assumes a unique value for each possible 
model. Note that for pure AR and MA models this reduces to the usual model order 
k  or q.
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Then, 1,000,000 iterations of the algorithm were run discarding the first 500,000 as 
burn-in. The results of these simulations are presented in Table 6.4. Here, as in 
Chapter 5, we have acceptance rates à  for the AR and MA components. Prom this 
table we can see tha t the conditional maximisation and second order m ethods have 
higher acceptance rates than pilot tuning. Also, the estimated convergence rates p 
clearly indicate th a t convergence is faster for these methods.
Comparing multidimensional move schemes, full updating clearly performs better than  
partial updating with higher acceptance rates, better mixing and faster convergence to 
the stationary distribution.
Table 6.4: SOI data. Comparing performance of different algorithms via acceptance rates â 
for the AR and MA components, effective sample size ESS and estimated convergence rate p.
method a ESS P
pilot tuning 0.10 0.16 1645 0.9828
CM 0.11 0.18 1258 0.9785
2nd order 0.12 0.19 1913 0.9783
partial updating 0.08 0.11 3035 0.9866
full updating 0.11 0.11 5437 0.9852
This provides evidence that using the suggested proposals for ARMA models can be 
more efficient than  pilot tuning despite being based on an approximate likelihood. In 
any case, using the (approximate) optimal proposals we are allowing the reversible 
jum p sampler to adapt along iterations.
6.7 D iscussion
In this chapter, we have summarised and extended recently-proposed autom atic m eth­
ods for determining proposal location and scale parameters to ARMA models and to 
multidimensional jumps. Partial and full updating schemes were compared and the 
problem of imposing stationarity is also addressed.
For the real da ta  examples analysed, we observed an improved performance in terms 
of estim ated acceptance rate  when using conditional maximisation and second order 
methods in comparison to pilot tuning. Allowing the sampler to jum p further via
112
______________ Chapter 6. Efficient Construction of Reversible Jump Proposals
multidimensional model moves seems to be more helpful when the posterior distribution 
of model order is bimodal, as for the lynx data. In this case, it can take longer for the 
chain to visit the two modes often enough if only uni-dimensional moves are proposed. 
For unimodal posterior distributions however, w ith most of the probability mass near 
the mode, multidimensional moves can do worse in terms of estimated acceptance rates 
although we still obtain a big improvement in terms of effective sample size.
In the case of ARMA models where the inclusion of MA terms introduces complicated 
non-linearities in the likelihood function. Expressions for the proposal param eters 
cannot be obtained analytically using the autom atic methods describe in this chapter 
and some sort of simplifying assumption is needed. This allows the reversible jum p 
sampler to be more adaptive and work better than  using pilot tuning.
We conclude this chapter by saying that, where possible, sampling from the full condi­
tional posterior distribution provides a very useful mechanism to constructing between- 
model moves. This will not always be possible, but the second order method in partic­
ular provides a useful means of obtaining the proposal parameters.
The next chapter of this thesis will deal with another class of models used for time series 
analysis and forecasting, namely the dynamic linear models (or state space models). 
We begin with the fixed dimension case and then propose reversible jum p algorithms 
for variable dimension models.
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Chapter 7
D ynam ic Linear M odels
7.1 Introduction
The class of dynamic linear models (DLM), also known as state space models, has 
been successfully used for time series analysis and forecasting over the past few years. 
Recent advances in computing technology and MCMC methods have greatly increased 
the use of models of this sort allowing us to address increasingly more complex models, 
as we are no longer constrained by analytic tractability. In this chapter we address 
problems arising in models with non-linear components and study a specific class of 
DLMs with cyclical components described by autoregressive processes. Later in this 
chapter the methodology will be extended to allow for a more flexible structure which 
can be adapted on the basis of the observed data  rather than fixing the model structure 
a priori.
A dynamic linear model may be specified by the following pair of equations
Ut = F ’Ot +  Pt ~  A^(0, v)
0t =  -h cot, cot -  N(0, W )  (7.1)
called the observation and system equations respectively, where 0t denotes the state 
vector at time t, F  is a vector of known constants or regressors, G  is a known evolution 
m atrix and i^ t and cot denote observation and evolution Gaussian noise term s respec­
tively, which are assumed to be independent and mutually independent. Appropriate 
components can be added within the system equation, by augmenting 0, to account for 
the sorts of processes tha t might be generating the signal.
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7,1.1 U pd ating Equations
Traditionally, inference for DLMs is made sequentially by obtaining for each time t the 
prior, predictive and updated posterior distributions of the state param eter 0^.
Standard linear/norm al distribution theory provides linear filtering algorithms th a t 
allow for easy computation of on-line priors p{9t\Dt~i), posteriors p{6t\Dt), prédictives 
p{yt+k\Dt) and lag-A; filtered posteriors p{Ot-k\Dt), where Dt = {D t~ i,y t}  denotes the 
information set available at time t  w ith D q representing all initial information including 
the model specification and assumptions. We assume the analysis to be closed to 
external inputs and interventions so th a t Dt is a su&cient summary of the history at 
time t. The following theorem, a proof of which can be found in West and Harrison 
(1997, section 4.3), provides key distributions for the process of learning and making 
forecasts about the time series.
T h e o re m  1 For a univariate normal DLM, as defined in (7.1) and conditional on v 
and initial information 9q\Dq iV (m o,Co), the one-step forecast and posterior distri­
butions for each t  are given by,
1. Prior: 0 t\D t- i  ~  N{a.t,Rt), where at = G m t - i  and R t  = G C t - i G '  4- W .
2. The one-step ahead forecast: y t\D t- i  ~  Lf{ft,Q t), where f t  =  F 'a t and Qt = 
F ' R t F - P v .
3. The posterior: 0t\Dt ~  N { m t ,  C t) , where m t  = at+AtCt and C t = R f - A tA ' tQ t ,  
with A-t — R,tFQ^ and et yt f t '
More general DLMs might have time-varying F  and G  elements, but the case above 
with constant elements provides a framework incorporating a wide range of modelling 
assumptions.
Until recently, problems of learning about elements of v, W ,  F  and G  have been ad­
dressed in various ad-hoc ways. In a Bayesian framework, the elements of the evolution 
error variance m atrix W , were specified usually applying the discount principle (West 
and Harrison, 1997, Chapter 6) in which a discount factor is used. Also, a fully conju­
gate Bayesian analysis for the observational variance v may be developed by defining 
the DLM with all variances scaled hy v. A  classical procedure was presented in Harvey
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(1989) and proposes maximizing the predictive likelihood to estimate these elements. 
Inference for state parameters then proceeds as before with v, W ,  F  and G replaced by 
their estimates. New MCMC methods however have provided a major breakthrough 
and will be explored in the next sections.
7.2 A R  m odels as D LM s
All AR models can be written in DLM form (7.1) in a variety of ways depending on 
the purposes of the analysis (see West and Harrison, 1997, Chapter 9, for details). 
The usefulness of autoregressive component DLMs in various fields of application has 
already been pointed out and discussed in the literature (see for example. West, 1995, 
1996 and Huerta and West, 1999). Autoregressive components are particularly useful 
in modelling a structure in a time series which has not been captured in the trend, 
seasonal or regression terms.
For example, one form of DLM that will be used later is as follows. Suppose th a t the 
series xt is observed and modelled as a  zero-mean stationary AR(p) process, i.e.,
xt = 4-------h (j)pXt~p + et, et ^  A"(0, cr^).
Now, define the state-vector Ot =  {x t ,x t~ \ , . . .  ,xt-pj^i) ', the regression vector 
F '  =  (1 , 0 , 0 . . .  ,0) and the evolution m atrix
^2 ' ■ • 1 
1 0 . . .  0 0
G =  0 1 . . .  0 0
0 0 . . .  1 0
and let cot = (ef ,0, . . . ,  0)' be a p-variate normal evolution error term  with singular 
variance m atrix W  =  diag(<j^, 0 , . . .  ,0). Then,
Xt =  F'Ot
dt =  G 6 t - \ - \ - w t ,  w t  N { 0 , W ) (7.2)
represents the AR(p) model in DLM form with no observational error term. Note 
th a t the eigenvalues of G  are the reciprocal roots of the autoregressive polynomial 
1 — (j)iX — 023-’^  — . . .  — ^pX^.
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Consider now a series yt following an underlying polynomial trend pt w ith a  correlated 
process xt superimposed and additive observational errors z/f, i.e.,
y t ~  + Xt +  n
and suppose tha t pt is a simple steady acyclical trend and xt  is an AR(p) process, so 
that
pt =  pt~i  +  rit ~  A'(0, w)
Xt =  (f^lXt~l +  (f)2Xt~ 2  +  • * ■ +  (j)pXt-p +  €f, et ~  iV(0, u). (7.3)
Then, the DLM representation is obtained by defining the (p+1)-dimensional state 
vector $ t  — { p t , x t , .  " ,  x t ^ p + i ) ' ,  the regression vector F ' =  (1 , 1 , 0 , . . . , 0 )  and evolution 
m atrix
1 0 0 . . .  0 0
0 (f>l <j>2 • • ' 1 f)p
0 1 0 . . .  0 0
0 0 1 . . .  0 0
G  =
0 0 0 . . .  1 0
and a vector of evolution errors cot =  (%, e^ , 0 , . . . ,  0) with corresponding singular vari­
ance m atrix W  — diag(w, w, 0 , . . . ,  0).
The autoregressive process xt is unobserved, or latent, and DLM analysis leads to 
sequential learning on both  xt  and the trend component. Standard normal theory 
applies conditional on specified values of the AR coefficients but if these are uncertain 
then the problems of param eter estimation and inference become essentially non-linear 
and approximations are needed.
7.2.1 C yclical C om ponent DLM s
In this chapter, we will focus on the special im portant case when p =  2, since it is 
known th a t the second order difference equation xt = fixt~\ 4- a x t~ 2  can generate 
dam ped cyclical solutions which are relevant to the data  th a t we will later analyse. 
Setting Zf =  [ x t ,x t - i ) '  we can write
xt =  ( l ,0)zt  and %t = G z t - i ,  where G  = P  a  
1 0
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Given fixed initial conditions zi =  then z* =  G* ^zi so th a t the solution is
given by Xt = (l,0)G *~^zi.
This solution has a functional form in t  determined by the eigen-striicture of the  m atrix 
G  (West and Harrison 1997, Chapter 5). If we have a pair of complex conjugate 
eigenvalues, aexp(±27r«/A) for a and A real and positive then the solution is a  damped 
cosine wave
Xt = ra ’' cos(27rt/A +  fi)
where the constant amplitude r  and phase (f) are determined by the initial conditions. 
So, in order to have persistent cycles we need a =  1 in which case the eigenvalues of G  
are simply
exp(±27r^/A) =  cos(27t/A ) ±  2sin(27r/A). (7.4)
But the eigenvalues of G  are also the complex solution for the equation det(G  —r/2 )= 0 , 
or equivalentely — pr  — a  = 0, whose roots are given by
+ ff/2 ±  -  «■ (7.5)
Now, simply equating the real and imaginary terms in (7.4) and (7.5) we obtain
/3 =  2 cos(27t/A) and (/3/2)^ +  a  =  — sin^(27r/A) a  =  —1.
In the stochastic version of the difference equation we have a standard AR(2) model 
Xt =  p x t - i  — a't_2 +  which, with |j0| <  2, is a non-stationary cyclical process with 
fixed wavelength A =  27t/arccos(/3/2). Also, both the amplitude and phase of the 
implied periodic process show a stochastic time variation induced by the innovations 
Wf. Such variations are directly related to the innovations variance w.
Therefore, a time series yt exhibiting stochastic bu t persistent cycles of wavelength A 
may be modelled as a  DLM as follows,
Pi =  F^zt +  z/t, Ut ~  AT(0, v) 
zt  =  G z t - i  +  5t, ôt  ~  iV(0, W )
where
E ' =  (1,0) G  = P - i àt =
1 0 0
and W  =  diag('uz,0).
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Although other representations of time-varying cycles are possible this representation 
has advantages when the focus is on inferences about the wavelength A.
Further components, such as non-stationary trends and regression components as well 
as further cycles of differing frequencies may be added, based on the model super­
position principle, thus providing additional time series structure. Suppose th a t xtfi 
represents an acyclical time series following a DLM itself. Typically will be non- 
stationary and may involve a stochastic polynomial trend and /or regression effects 
underlying the evolution of the series yt- Then, the extended trend plus cyclical com­
ponent model is
yt = xtfi +  Xt +  Ut
which is also a DLM since both  xtfi and xt  are assumed to have linear state  space 
models, and so does their sum.
7.2.2 T he M ultip le C yclical C om ponent DLM
The model can also be extended to allow for several cycles in a time series by simply 
superimposing single wavelength DLMs. A model incorporating a steady acyclical trend 
plus a set of k cyclical AR(2) components, each with time varying am plitude and phase 
bu t fixed wavelength Xj defined by Pj =  2cos(27r/Aj) is given by
k
yt = Xtfi +  ^  xt,j +  Ut, Ut ^  N{0, v)
Xtfi =  x t- if i  4- cjtfi, cutfi ~  N(0, Wo)
— P j ^ t —i , j  ~  ^ t —2,j 4“ co tj ,  cot j  ~  A[{0, Wj)  j  = 1 , . . .  ,k
w ith independent and mutually independent innovation sequences. This gives the gen­
eral DLM representation
tjt -  F 'z t  4- Ut, Ut N{0,v)
Zt = G zt_ i 4- A"(0, W ) (7.6)
where the state param eter vector and the regression vector are given by 
Zi =  {xtfi,xt,i, x t - i , i , . . . ,  xt,k,Xt-i,kY  and F ' =  (1,1,0, . . .  ,1,0).  The vector of evo­
lution errors and its variance-covariance m atrix are cjf =  (w(,o, 0 , . . . ,  0) and
W  =  diag(wo, w i , 0 , . . .  , W k , 0 ) ,  and the evolution m atrix is given by
G  — block diag(l, G i , . . . ,  G^),
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where each component block is
Pj 1 
1 0
> j    ly . . .  ,k.
This class of models is particularly useful in the analysis of data  exhibiting periodicities 
of uncertain wavelength, in particular when interest lies in identifying persistent cycles 
in noisy series.
A rich source of this type of data  appears from current research in Palaeoclimatology 
which is the study of past climates and past climate change, prior to the period of 
instrum ental records. To reconstruct palaeoclimates, palaeoclimatologists cannot use 
direct observations of tem perature, rainfall and other climatic variables. Instead they 
use proxy records of natural phenomena which are climate-dependent. These include 
analyses of tree rings, ice cores, sea sediments and even rock s tra ta  exposed a t the 
B arth ’s surface which may hold clues to the state of the climate millions of years ago. 
The m ain goal is to try  to make inferences about global climate change based on these 
records.
The next section describes in detail how MCMC methods, in particular the Cibbs 
sampler, can be used to provide estimates of P , v , W  and Z .  We shall assume th a t k 
is fixed here and extend to variable k  in the next chapter.
7.3 U pd a ting  th e Sub-series
Civen the series of n  observations yt, t = 1 , . . .  , n  and assuming model (7.6), we need 
to make inferences on the wavelengths A =  {Ai , . . . ,  A/.}, or equivalently on the fre­
quencies P — { P i , . . .  yPk}\ the variance components v and W ; the individual latent 
stochastic sub cycles X j  = { x t j , t  = 0 , . . .  ,n } ,  j  = I , . . .  ,k] and the trend component 
X o =  [xtfiyt =  0 , . . .  ,n}.
It is worth noting that, since the entire collection of component time series x t j  are 
latent or uncertain, we are working in a fairly high dimensional space here. Our aim is 
to obtain the posterior distribution of {P ,v , W ,  Z }  where Z  is an (n +  1) x {2k 4- 1)
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m atrix containing the complete set of state variables,
Z =
•^ 0,0 *^ 0,1 X— • • • XQ^ k X.—i^k
^ 1,0 ^ 1,1 ^ 0,1 ■ • • Xi^k XQ^ k
J^nfi Xfi i^ Xji—i i^ . . . Xji k^ ^n—l,k
We assume that P ,v ,w o , . . .  ,Wk and zq are a priori independent i.e.,
p{P,v,W,zo)  =  p{P)p{v)p{zo)
j=o
Gibbs sampling methods for DLMs were introduced by Carter and Kohn (1994) and 
Pruehwirth-Schnatter (1994) and extended in West (1995) to provide posterior distribu­
tions for the parameters in the state evolution m atrix and variance components. These 
methods will be described in more detail in the next section.
7.3.1 Bayesian Hierarchy
The structure imposed upon the joint distribution of all the variables in the problem, 
y y P , v ,W y Z ,  is
p{y, p,  V,  W, Z )  = p{y\Py V,  W ,  Z ) p { Z \ p , V y  W)p{P\v, lT)p(TTlv)p(^;)
and the Bayesian hierarchical model is obtained by imposing natural conditional inde­
pendence between model param eters so tha t
p (|/, .^) =  Z )p(Z |j9 , W )p()8)p( W )p(i,).
This model building strategy is quite useful for identification and specification of priors 
as well as for obtaining full conditional distributions. The constituent parts are given
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by
p{y\v, Z )  — [ 2t x v )  exp
t=i j=o 
n k n
p { Z \ p ,W )  = p(zo)]^p(a;f,okt-i,o,'i^o)
3=1 t=l 
n
t=l
p {z q ) { 2 ttwq) ^ ^ / ^ e x p
t=l
X
3=1
k
p ( w )  =
3=0
 ^ t = l
7.3.2 Sim ulation o f M odel Com ponent Subseries
The first stage of the simulation process involves sampling from the full conditional 
distribution of the set of subseries, i.e., p{Z\D nyPyV,W ).  F irst we note that, condi­
tional on a specified set of values of the hyperparameters /3, v and W  and assuming 
tha t zq\Do ~  iV(mo, Cq),  then model (7.6) is a  standard DLM whose analysis is fully 
defined in closed analytic form. Then, the standard updating equations, given in the­
orem 1, can be used to sequentially compute moments m* and C t  of the posterior 
distributions of ztjDt, p , v , W  ~  N {m t,  Ct),  for t  =  1 , . . . ,  n.
Given these computed moments, and following Carter and Kohn (1994) and Fruehwirht- 
Schnatter (1994), we can now go backwards and simulate a value of zt from the condi­
tional posterior distribution of zj| A i, P, v, W ,  Z(+i,Z(+2, • • •, z„, for £ =  n, n -  1 , . . . ,  0, 
w ith the conditioning values z^+i, zt+2j . . . , z» being those just generated.
For t  — n, Zn is generated from N{rrin,Cn)' For £ < n, we note th a t the Markovian 
structure in the second equation of model 7.6 implies tha t
p{zt\Dn,P ,V,W ,Zt+l,Zt+2,  . . . ,Zn) = p {z t\D n ,P ,V ,W ,Z t+ l) .
Now, defining y* = {î/£+1j ■ • ■ ^Vn) tben Dn = {D t,y*}  and supressing the dependence 
on the hyper param eters for a moment and using Bayes’ theorem it follows that
p{zt\Dt, zt+i)p{y*\Dt, Zt, zt+i)p{zt\Dt,y* ,zt+i) p{y*\Dt,zt+i)
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But, given z^+i, y* is independent of zt so th a t the two densities involving y* above 
cancel out and, conditioning again on the hyperparameters, we can conclude tha t
p{zt\Dn,P, V, W , Zt+i) = p {z t\D t,p ,v ,  W , Zt+i).
Also, via Bayes’ theorem the second equation in model (7.6) can be combined with the 
on-line posterior of zt  to obtain
p{zt\Dn,P, V, W, Z£+i) DC p{zt\Dt,P , V, W )p { z t+ i \D u P ,v ,W ,z t )
where
( z f i A ,  P,  V, W )  N {m t,  Ct)
and
{ z t+ i \D u P ,v ,W ,z t )  N { G z t ,W )
define the joint normal distribution of (z£, z ^ ^ i | A , W ) .  Also, Cou(z£,Z£+i|A) =  
Cov{zt, G zt  +  ù)t+i\Dt) = Var{zt\Dt)G '  -t-0 =  C tG '  and from normal distribution the­
ory the required conditional distribution is given by Zf|D„, P, v, W ,  zt+i ~  iV(m^, C l)  
where
m l  = m t-\-  C tG 'R ^^{z t+ i  -  G m p
C l  = C t -  C tG 'R Y ^ G C t  (7.7)
Thus, sequencing down through £ =  n, n  — 1 , . . . ,  0 and sampling from the above distri­
butions, we produce a full draw of Z  as required. This algorithm is known as forward 
filtering, backward sampling.
7.3.3 A n A lternative Sam pling Schem e
However, as pointed out in West and Harrison (1997, p. 573), the use of equation (7.7) 
degenerates in models with autoregressive components, as well as in any model in which 
consecutive state vectors contain common components. In this case the conditional 
distributions of ztjzf+i are singular and the m atrix C l  has k zero elements in the 
diagonal.
Thus, we have to redevelop the updating scheme to deal with such specific models and 
generate the set of subseries Z  as follows. For £ =  n, we sample the state vector z„
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from a Cn)  as before. Then, sequencing down through £ =  n — 1 , . . . ,  0, we note
that
Z £ + l  —  ( > 'C £ + 1 ,0 j 5 ■ 5 ® £ , f c )
Z£ — 5 Xt^i, , Xt^k)
and elements 2 , 4 , . . . ,  2k of Z£ are known if Z£+i is known. So, given Zf+i we can re­
place the entries 2 , 4 , . . . ,  2& of z* by elements 3 , 5 , . . . ,  2A: H- 1 of z ty i  and sample the 
remaining A; -f 1 elements Then, defining the vector of cycli­
cal components at time £ as z^^ =  {xt,i, • • - iXt^kY &nd the remaining elements as 
=  (rc£,o,3^t-i,i> • • -^xt-i^kY  it follows that,
n—1
p{Z\Dn) = pi^nlDn) J J  p(Zf | A ,  Zt+l) 
t-0
n—1
= p{Zn\Dn) J Jp (z J^ ^ |A ,Z p \z £+ i ) .
i=0
Now, based on the previously sampled value of Z(+i we can compute the partial residuals 
ef+1,0 =  •'C£+i,o and =  PjXt,j — xt+i,j, j  =  1 , . . . ,  A; and we have a set of A; +  1 
independent ‘observations’ e t+i , i , . . . ,  By Bayes theorem
P ( z t ^ ^  i A , z f  ^ , z t + i  ) oc p{Jp I A ,  z p )  ) p ( e £ + i  I A , )
where et+i =  (e£+i,o, • • •, Gt+i,kY and the dependence on p , v, W  is supressed for sim­
plicity. The first term  is simply a conditional normal density whose moments are 
obtained from mt and Ct using standard normal distribution theory as follows,
| z p ) )  = m = m P  +  \ z p ^  -  m p ^ )
U a r ( z p ) | z p ) )  =  G  =
The second term  plays the role of a likelihood function and is a A; 4- 1 dimensional 
normal density with mean zp^ and variance m atrix W  = diag{wq, . . .  ,tyfc). Then, it 
follows tha t z p ^ |A , z p \ z £ + i  ~  N k + i{ m l ,C l )  where
and m *t= C *t{C -'^m  + W-'^et+i).
Sampling from this A;4-1 variate normal distribution results in a sequence z„, z „ _ i , . . . ,  zq 
th a t represents a sample from the full conditional distribution of Z  as required.
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7.3.4 U pda ting Subseries individually
West (1995) proposed a slight modification of the above scheme in which a value Z  
may be drawn from this rather complicated and high dimensional distribution by draw­
ing each of the model component subseries sequentially and conditional on values of 
the other subseries. The idea is that, for a  fixed index j  and given the values of 
{ X o , . . . ,  X j - i ,  X j + i , . . . ,  Xfc}, the adjusted time series yt,j = y t ~  follows a
standard  DLM with a 2-dimensional state vector z t j  = and we can apply
the above updating scheme in a much simpler way. For j  = 0, we compute the adjusted 
values ytfi — y t ~  Y j = i  ^t,j so that
ytfi = Xtfi -h vt
X t f i  ~  T  ^£,0
is a steady trend DLM with state param eter xtf i .  From theorem 1, we can compute 
the scalars mtfi and Ctfi in x t f i \D t ,P ,v ,W  ^  N{mtfi,Ctfi)  for all t as follows,
mtfi — m t- i f i  +  At{yt — mt_i,o)
Ctfi = Atv
Atfi = {Ct-ifi  +  wo)/{Ct-ifi  +  “uzo +  îz).
The subseries X q is generated, thus filling the first column of Z ,  by sampling Xnfi 
from N{mnfi, Cnfi) and then, for £ =  n  -  1 , . . . ,  0, sampling /3, v, W, x t+ i f i  from
W(?n^Q, C/q) where, from equations (7.7),
^£,0 ~  ^£,0 4" -^£(®£+l,0 IXltfi)
C t f i  =  C t f i  —  A t  { C t f i  +  w q )
A t  =  Ct f i / {Ctfi-Ir Wo)'
Now, for each sub cycle X j ,  j  = we compute yt,j = yt -  xt,o -  Y i ^ j  and
define the state vector =  {xt^j,xt-\,j). The conditional model is then the cyclical 
component DLM
ytfi =  (l ,0)z£j  +£/£ 
z t j  =  GjZf_i j  4- (w£j,0)
Again using theorem 1 we can compute m t j  and C t , j  in z t j \ D t , P ,  v, W  N { m t , j , C t , j )  
for all £.
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Here we have to redevelop the updating scheme accordingly to generate the subseries 
X j  as follows. First, we sample p ,  v, W  from a bivariate N {m n,j,  Cn,j)- Then,
sequencing down through t  = n  — 1 , . . . ,  0,
1. compute the moments of xt-i^j\xt^j,Dt, which is just the conditional distribution 
for the second element of zt,j given the first one, i.e.,
^ { ^ t —i,j\xt,j, Dt) — Vfitfi +  Ctfii{xt^j — nit^i)/Ct^ii =  Tn 
V a r { x t ~ i j \ x t j , D t )  =  Ct,22 ~  A , 2 1 /A , 11 ~  C
2. compute the posterior moments of
p{^t~i,j\xt,j, Xt-i-ij, Dji) oc p{xt—i^j\xt,j, Dt)p{et-\-ij\xt—i j ) ,  
where et+i,j = PjXtj -  x t+ ij  = -  Wtj, so that
p{xt- i , j \x t , j ,x t+ ijyD t)  oc iV(m,
These moments are given by,
Wj T  C  Wj T  C
3. Fmally sample { x t - i j \ x t j , x t+ i j ,D n )  from N{m*,C*).
The above scheme will result in a sequence z^ j ,  Zn-i,j , . . . ,  zoj,  j  =  0 , . . . ,  A: th a t rep­
resents a sample from the full conditional posterior distribution of Z  as required.
Computationally, this later algorithm is faster than  the original one th a t samples the 
complete vector z* at each iteration even for moderate values of k. The m atrix inversions 
required at each t in the original algorithm lead to significant overheads. On the other 
hand, breaking zt into (z^ ^o, z^^i,. . . ,  zt^k) and sampling these conditionally theoretically 
slows convergence by inducing higher correlations between successive draws.
7.4 U p d a tin g  th e  W avelengths
First, we note th a t simulation of { P i , - . ,P k }  produces a sample of wavelengths 
{Ai, . . . ,  Afc} via the identities
27T
arccos(& /2)Xj — _____ / ^  , j  — 1 , . . . ,  Aj.
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The full conditional distribution of the vector /3 is obtained by noting that, for each 
j  = 1 , . . . ,  A;,
so that
n
p { X j \ P j ,Wj)  =  p(^t , j \ P j , '^j , 5 Xt-2,j)
i=2
1 ^"ôT T  ~  +  xt~2,jYoc exp
oc exp
) £=2
^  /  71 71 71
+  Pi  D\ t=2  t=2 t=l
Now, defining the scalar quantities
it follows tha t
p { X j \ P j , W j )  oc exp 2 B j Wj
Then, the full conditional posterior density of P  is given by
p { p \ D n . v , W , Z )  = p ( 0 \ W , Z )
oc p( /3)p(Xi, . . . ,Xfc| /3 ,VF) o c p ( / 9 ) P e x p
J=1 2 B j Wj
iPj - ^ j ) ‘
In  practice, it is usually more appropriate to restrict the range of permissible values of 
the wavelengths to Aq < Xj < Amax fbi' all j .  Restricting through the prior, we induce 
some constraints on the ranges of the marginal priors for each pj, i.e., po < Pj < Pmax, 
j  =  1 , . . . ,  A:. Two meaningful restrictions for the lower bound Aq which will be applied 
in the following sections are,
1. Xj  > 2, which is the practical minimum for identification of cycles and implies a 
monotonie decreasing map from 2 < Aj < oc to —2 < pj < 2.
2. Xj  >  4, to address possible artifacts arising in terms of high frequency cycles of 
small amplitude being confounded with the observation noise Vf  This implies a 
monotonie decreasing map from 4 <  Aj < oo to 0 < < 2.
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In practice, the wavelength upper bound A^ax is usually some appropriately large value.
Also, it should be noted tha t models with more than one cyclical component are not 
identified since they remain the same under arbitrary perm utation of the indices of the 
Pj  and the corresponding component subseries. So, some form of constraint is necessary 
for identification. Although the constraint can be done post-simulation it is easily 
incorporated into the MCMC simulations. One possibility is to enforce constraints 
on wavelengths through the prior distribution. Here, we simply impose the ordering 
Ai < A2 <  • • • < A/;, or equivalently pi < P2 Pk  ^ under the prior distribution
and restrict attention to conditionally uniform priors subject to such constraints. So, 
constraining to ordered param eters leads to
p{P) oc constant, Po <  P i  < ’ " <  Pk <  Pk+i
for some specified global bounds Po and Pk+\-  The class of priors used is defined by 
the set of complete conditional priors
Pi\ l^-3  ~  C { p j - i , p j ^ i )
for each j ,  where p _ j  =  % , . . .  . . . , /?*}, thus incorporating the ordering
restrictions into the MCMC simulations. So,
—j )  ^
Also, in practice, we sometimes need to specify a minimum wavelength separation ^ >  0, 
so tha t Xj-i-i > Aj +  5 for all j .  This can be accomplished through the priors as follows. 
For a given wavelength Aj the minimum separation implies tha t Aj_i+<J <  A j < Aj+i —5 
and m apping to the p  space we obtain
so th a t the conditional priors become P j \ P - j  ~  U { P j 2 i , P j J . i ) -  Note tha t, for j  = 1 and 
j  — k w e  have =  po and =  pk+i respectively. Of course other restrictions are 
also possible, for example a minimum separation in terms of frequencies ;0j+i — pj  >  6*.
Under the joint prior specified above the full posterior conditional distribution for each 
Pj is given by
p f X < p j < p f Xp { p j \D n ,P - j , v ,W ,Z )  oc exp 2 B j W j {Pj ~ ^ j y
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so th a t a new value of pj is generated from a truncated normal distribution with mean 
bj and variance BjWj. Cycling through the pj parameters, j  — I , . . . ,  k conditional on 
previously sampled values of p _ j  produces a sample from the full conditional distribu­
tion of p.
It should be noted that other prior distributions may be used, for example classes 
of informative priors might be assigned to the Xj  and then transformed to the DLM 
param eters pj via the identity Pj =  2cos(2?r/Aj). In this case however the conditional 
priors would be other than  uniforms and sampling from the full conditional distribution 
would generally be more complicated, possibly requiring rejection methods to be used.
7.4.1 U pda ting the Variance Com ponents
Assuming conditionally prior independence for the variances we have
k
p{v, TV) -  p{v) ]][p(wj).
j —O
Also, since w q  depends only on X q and W j  depends only on Pj  and X j  it follows th a t
p { v , W \ D n , P , Z )  =  p{v\Dn,  Z ) p {w o \ X q) Y [ p { W j \ p j , X j )  
j=i
and, based on conditionally known values of Z£, wtfi ~  xtfl — x t- i f i  and w t j  =  xt^j 
pjX t- i, j  +  xt~ 2,j for each £, the constituent parts are given by
p{ v \ Dn , Z)  oc exp
p(wo|Xo) oc p(wo)w^"/^exp 
p { w j \ p j , X j )  oc p(wj)wT"/^exp
t—i 
1 "
1
£=1
We assign independent inverse-gamma prior distributions to the A: +  2 scalar variance 
components, i.e.,
V ~  IG{a,b)
Wj IG {c j , dj), J — 0 , . . . ,  A)
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as these are clearly the conditionally conjugate priors here. So, the full conditional 
posterior distributions of the variance components are all inverse-gamma given by,
ui Ax, i3,Z IG^a  + ^,b-h^
u;o|Xo ^  IG ^co +  —,do +  - ^ (% ,o —
Wjl^j^ X j  IG  2 5 3 d" ^t-2,j) ^  , J =  1 , . . . ,  A;.
7.5 E xam ple
In this section we illustrate the MCMC approach for estimating param eters in the class 
of cyclical component DLMs in the context of a real da ta  set from the Palaeoclimatogical
literature. The data  consist of a time series of 177 measures of calcium carbonate
(CaC03, as a percentage of dry weight) in the sediments of cores taken from the bed 
of Lake Turkana in Eastern Africa (Halfman and Jonhson, 1988 and West, 1995). This 
variable is considered to be a geochemical indicator of climatic conditions and has been 
analysed to assess possible cyclical patterns which are related to climatic changes. The 
data  aie displayed in Figure 7.1 as an equally spaced time series, w ith one time point 
every ten  years, in reverse time scale. These are interpolated values obtained by fitting 
a cubic spline to the original unequally spaced data.
Figure 7.1: Time series plot of 177 equally-spaced interpolated values of percentage calcium 
carbonate.
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The model with a steady acyclical trend and k  cycles described in Section 7.2.2 was 
fitted to this series. Vague, independent initial prior distributions for trend and cy­
cle components x t j  (j — 0 , . . . , k )  were specified via mo = (0,0, . . . , 0 )  and C q ~  
diag(10"^, 10'^,.. . ,  10'^). Conditionally uniform priors were specified for the coefficients 
j3j induced by constraints on the wavelengths 2 < Xj < 50 and a minimum separation of 
one wavelength (when k > 1). Note th a t the wavelength values are on the same scale as 
the data, i.e. in decades. Also, we specified proper prior distributions for the variance 
components induced by uniform priors for the corresponding standard deviations as 
follows,
p(v) oc 0 < u < 10“^
p(wj) oc Wj 0 <  Wj < 625, j  =  1 , . . . ,  fc.
Other more informative priors might be used with these ones assumed to provide a 
reference analysis.
The simulation scheme described in the previous sections was run for 2,000,000 itera­
tions discarding the first 1,000,000 as burn-in and skipping every 50 iterations to reduce 
com putational overheads. Then a sample of 20,000 posterior draws was saved and the 
posterior inference here is based on these 20,000 samples.
We begin by assuming th a t k — 1, i.e. a DLM with acyclic trend plus one single cyclical 
component. The resulting histogram for the single wavelength Ai is given in Figure 
7.2. Multiplying the values of Ai by 10 to map to years, there seems to be one more 
prominent mode around 50 years and a second one around 160 years. Perhaps a th ird  
one, much less prominent, around 110 years. This seems to indicate th a t we should 
incorparate a second cyclical component to the analysis.
The simulation scheme was then replicated with fc =  2. Similar prior distributions 
are used with obvious extensions to include the extra component and the minimum 
separation between wavelengths. The resulting histograms for the two wavelengths 
Ai and Ag are given in Figure 7.3. They seem to confirm that values of the second 
wavelength Ag are more concentrated around 160 years and those of A% around 50 
years, possibly with some posterior probability mass around 110 years.
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Figure 7.2: Histogram for the posterior sample of the single wavelength based on a DLM with 
trend plus one cycle.
-
I
Figure 7.3: Histograms for the posterior samples of the two wavelengths based on a DLM with 
trend plus two cycles.
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In Figure 7.4 we present the posterior trajectories of the three latent components in 
this model, i.e. xtfi (the acyclic trend) and xt^i and xt ,2 (the two cyclical components). 
These are the approximate posterior means of the components and the bands represent 
one standard  deviation limits.
We can see th a t the contribution of the first wavelength Ai to the overall pa tte rn  of the 
data  is only minor. The contribution of A2 is small but persistent with the estimated 
trajectory being quite stable over time.
Figure 7.4: DLM components estimated from the analysis with a two wavelength model. 
Upper frame shows a scatter plot of the data superimposed by the posterior estimates of the 
underlying trend. Lower frames plot trajectories of the cyclical components over time.
11§
IS O
7.6 Variable D im ension  D ynam ic Linear M odels
R ather than  fixing the model structure a priori^ we may allow for a more flexible struc­
ture which can be adapted on the basis of the observed data. There may be some uncer­
tainty as to which components actually exist, so that the number of param eters within 
the model may be unknown. F itting  DLMs where the number of components is itself a
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model param eter will require the application of reversible jum p MCMC methodology. 
The aim here will be to establish an efficient reversible jum p mechanism for proposing 
the addition or deletion of cyclical components in the model studied in this chapter 
(trend component plus a set of k cyclical AR(2) components).
We consider here a random choice between split and combine moves in which one 
cyclical component is split into two distinct new ones, or two cyclical components are 
combined into one (as in Richardson and Green, 1997). The probabilities of these alter­
native moves are s* and c^ respectively when there are currently k  cyclical components.
Note th a t the application of reversible jum p MCMC in this context presents a  number 
of difficulties. For example, the model moves involve moving between spaces differing 
by n  +  2 dimensions because we need to add one new AR coefficient, an error term  and 
a new component subseries. Thus, we typically have many degrees of freedom in the 
proposal distribution. Also, the param eter space for the frequencies ^  is bounded due 
to the ordering constraint.
Assuming th a t /3i,...,y0jt are a priori independent and identically distributed con­
strained to <  /?2 < • • • J < for identifiability, then p{/3\k) is the joint prior density 
of the order statistics of the frequencies. This is given by
p[j3\k) =  j  Pi < p2 < Pk,
I 0, elsewhere
i.e., k\ times the product of the individual marginal densities subject to the order 
constraint. Note tha t here the term  k\ m atters because we are allowing k  to vary. 
Also, at every iteration the required ordering must be preserved and any proposal 
th a t violates it should be rejected. As before, we restrict the range of permissible 
values of the wavelengths to Aq <  Xj < Amax, j  — I, - , k  through the priors and this 
induces constraints on the ranges of the marginal priors for each Pj as Pq < Pj < /?max,
j  — 1, . . .  5 /C.
Also, assuming that there is no strong prior information concerning the number of 
cyclical components and each model is equally likely a simple bounded uniform prior 
distribution can be chosen for k, i.e.,
^l^max U n i f  or771 . . . , fcmax}.
The k + 2 scalar variance components are assigned independent inverse-gamma prior
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distributions, i.e., v ~  IG{a,b) and
k
p {W \k)  = Wj ^  IG{cj,dj).
i=o
and the prior specification is completed by setting zo|I>o, A: N {m o, C q ).
The next sections describe how (RJ)MCMC methods can be used in this framework to 
deal with both  within and between model moves.
7.7 W ith in -m odel M oves
Updating /3,u, W  and Z  for a fixed value of k does not change the model dimension. 
Hence, the full conditional posterior distributions obtained in Sections 7.3 and 7.4 
can be used to simulate values for these quantities. For example, the frequencies will 
be updated by sampling Pj from a truncated normal distribution constrained so that 
p j^ i  < pj < Pj+i for j  = 1 , . . . ,  /c with pic+i — /3max under model k.
Here, the set of component subseries Z  can be generated by using either the original 
algorithm th a t samples the complete vector zt a t each iteration, or the modified version 
in which zt is broken into (zt.o? and we sample each of these components
conditionally. As it was already pointed out, the first algorithm theoretically converges 
faster bu t at the expense of computational overheads due to m atrix inversions required 
at each t, while the simpler version is faster computationally although theoretically 
slower in terms of convergence. In the next section we decribe how to perform moves 
between models with different number of cyclical components.
7.8 B etw een-m odel M oves
U pdating the value of k implies a change of dimensionality for the param eters 0^, TV 
and the latent variables Z  and this will require the application of reversible jum p 
MCMC methodology. We start by looking at moves th a t split and combine existing 
cyclical components and at how to design them  so that they form a reversible pair. 
The first step is to randomly choose between splitting a cyclical component into two 
with probability s/j and combining two cyclical components into one w ith probability 
c/s =  1 — 5fc. Although it is possible to vary these probabilities for different values of k 
we will implement the simple choice of s/j =  Cfc =  1/2.
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7.8.1 Split M ove
Here, the reversible jum p sampler proposes to split a randomly chosen cyclical compo­
nent with probability s^. The move is automatically rejected if k = fcmaxj otherwise a 
cyclical component j  is chosen uniformly a t random  from { 1 , . . . ,  fc} and split into two 
distinct new components as follows.
We begin by splitting Pj and wish to propose new frequencies P ^ P j^ i  taking into 
account that the current p j  is typically well-supported in the posterior distribution. 
This can be accomplished by defining p'  ^ and pj^-^ as perturbations in either direction 
from Pj  in such a way that Pj  is a  compromise between them. One simple way for this 
compromise is to set
Pj =  Pj  -  and  P j + i  =  Pj  +  e
where e is a positive random variable sampled from a truncated normal distribution 
w ith mean zero and an upper lim it th a t preserves the restriction po < pj < Anax foi' 
all j ,  i.e.,
e ~  iV(0, c7 )^, 0 <  e <  min(A^,ax -  Pj,Pj ~  Po)^ (7.8)
The adjacency condition should be checked at every iteration when a split move is
proposed. Since e > 0 then Pj <  pj_^^ bu t we must also check whether P j- i  < /3J 
and Pj^y < Pj^ otherwise this split move should be rejected as the split/com bine pair 
is not reversible (the unordered vector P has zero density under the ordered prior 
distribution). Only if this condition is satisfied do we move on and split the variance 
Wj  into the pair { w p W j ^ i ) .
The same idea of a compromising split applies to the variance component Wj  and we 
propose new values by setting
Wj =  WjT and tü '+i = W j/r
where the random  variable r  >  0 is generated from a Gamma distribution with the 
same shape and scale parameters, i.e., w ith E(r) =  1.
The remaining values of /3 and W  are simply copied, so that
Pi — Pi and Wi — Wi  ^ i — 1 , . . . ,  j  • 1
Pi = Pi-i  and w'i = Wi-i, i -  j + 2 , . . .  , k  + 1.
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The probability of proposing a move from a k cyclical component model to a A: +  1 
cyclical component one and is then given by
1rk + i ( k )  =  (0  <  € <  m m ( P j + i  -  p j , p j  -  p j - i ) )
where p j^ i  = pm&x if j  =  k. Now, defining the upper limits
u i  =  inin(;0max -  P j , P j  ~  Po) and U2 =  m in% +i -  p j ,  P j  -  P j - i )
the density function of e in (7.8) is given by
Ar(e|0,cr2)
(7.9)
7(e) = pui
/  N{e\0,a^)deJo
and the probability in (7.9) is then given by
where $  denotes the cummulative distribution function of a standard normal distribu­
tion.
The next step is to propose new values for the component subseries X q, . • •, con­
ditionally on the proposed values P' and W ' . This can be accomplished by sampling 
a new value for Z  from its full conditional posterior distribution following the scheme 
given in section 7.3.2, thus, proposing a whole new set of subseries. In terms of di­
mension matching, this is equivalent to generating the random vector (e, r , Ï7) from a 
proposal distribution and then setting the change of variables as
( 4  )
P j ^ e
W'j Wj T
4+1 W j / rz' UJ \ z )
where the Jacobian of the transform ation from {pj,Wj, Z , e , r ,U )  to 
{Pj,Pj^i,w'j,w'j_^_^, Z \  V ')  is given by
A  0 1 0 \
1 0 - 1  0
0 r 0
J  ~  det
Wi
= —Awjlr.
^0 1 / r  0 —W j/r ^ j
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Note th a t the increase in dimensionality is from k + {k + 1) -h n{k  +  1) to 
/c -t-1 +  (A: +  2) +  n{k  4- 2), the difference in degrees of freedom being accounted for by 
the random  variables e, r  and U.
The acceptance ratio for splitting a cyclical component is then given by
p{y\k  + l , v , Z ' )  p{Z '\k  + 1 ,0 ', W )  p(0 '\k  +  1) p { W ’\k +  1) 
p { y \k ,v ,Z )  p { Z \k , l3 ,W )  p i m  p(T^|fc) 
rk(k + l)q{Z)\J\  
rk+i{k)q{e)q{T)q{Z')
and since we assume a priori that pj ^  Uniform{po,Pmax) and tha t p i , . . .  ,pk  and 
wq, w i ,. .. ,Wk are a priori independent the prior ratios are given by
p{P'\k  +  1) _  A; +  1 p(TV |^A; +  1) ^ p{w'j)p{w'j^i)
p{P\k) Pmax-Po  ^  p{W \k)  p{wj)
Here the whole set of component subseries Z  is generated by using the original algorithm 
th a t samples the complete vector zt at each iteration. Alternatively, we can propose 
a partial updating and generate only the new subseries X j  and X j ^ i  conditional on 
(% o , . . . ,  X j ^ i , . . . ,  X k )  by defining the adjusted time series ~ y t -  Y l i^ j  ^t,i-
7.8.2 Com bine M ove
Conversely, the probability of proposing to combine a pair of cyclical components is 
denoted by Cfc =  1 — s/.. If a combine move is proposed, it is rejected if A; =  1, otherwise 
we randomly choose a pair of components ( j i , i 2) which are adjacent in terms of the 
current values of their frequencies, i.e., Pj^ < Pj^ with no other Pj between them. This 
is accomplished by choosing, j  uniformly at random from { 1 , . . . ,  A: — 1} and combining 
the pair {j, j -h l) .  These two components are merged into a single new one thus reducing 
k by 1.
Clearly, this reverse move in which we merge two adjacent components is achieved by 
setting the new values of Pj and Wj to the arithmetic and geometric averages respec­
tively of the current values in the chosen pair, i.e.,
Pj =  a.nd Wj = ^W jW j^i
while e and r  are obtained deterministically by inverting the transformation, i.e.,
e = Ë i ± î f É i  and r  =  , / ^ .2 V
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Similarly to the split move, the remaining vaines of /3 and W  are simply copied, so 
tha t
= Pi and w'i = Wi, i =
Pi = Pi^i and w'i~W i+i, i -  j  + 1 , . . .  , k  -  1.
Note that, since we are considering only pairs of adjacent components, the elements in 
the new vector of frequencies are necessarily ordered.
New values for the component subseries Xq , .  .. ,X/c_i are then proposed, condition­
ally on the proposed values P' and by sampling a new value for Z  from its full 
conditional posterior distribution. In terms of partial updating we can generate only 
the new subseries X '- conditional on ( X q, . . . ,  X j „ i ,  X j + 2) • • • » X ^)  by defining the 
adjusted time series y l  =
Given the above scheme, the probability of proposing a move from a fc-component 
model to one with fc — 1 components is given by
while the probability of proposing the reverse move is
rk {k  -  1) =  P ( 0  <  e <  m in (^ j+2 -  PpP' j  ~  P j - i ) ) -
7.8.3 Im posing M inim um  Separation
The task of imposing minimum separation is a  bit more complicated in the context 
of reversible jum p samplers because we need to compute the normalization constant 
in the prior distribution of /3. This is not difficult if we restrict via P j- \  +  (5 <  Pj, 
j  =  1 , . . . ,  fc bu t proves to be a lot more complicated if we wish to restrict in term s of 
wavelengths, i.e., 5 <  Aj, j  =  1 , . . . ,  fc.
In term s of frequencies, we can specify a minimum separation 5 > 0 so tha t 
Pj + S < Pj+i, j  = 1,. . . ,A; — 1 and pk < /3max- The normalization constant for 
the prior distribution of /3 subject to both order and minimum separation constraints 
is easily obtained. We ju st need to solve the multidimensional integral,
rb—{k—l)Ô rb—{k~2)5 rb—5 pb 
/  /  '•• /  /  dpk...d,Pi
Ja  JP\-\-5 J " I
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where a = po and h =  /?max- This is equivalent to solving k  integrals of the form
_ 1r
Solving recursively for j  =  0 , . . . ,  A; — 1 we obtain
•6—(A:—1) J 2k—2 ..
J  { b - { k -  1)5 -  A ) " - ' #  = - ^ { b - a - { k -  1 )5 )\
So, the joint prior distribution for the order statistics subject to minimum separation 
5 is given by
p{P\k) = iPmsx -- Po ~  {k -  1)5) '^
One possible strategy for the split move is to sample e from a N(0,(j^) distribution 
truncated to 5/2 < e < min(^max — P j : P j  — Po) =  u i  so th a t the new values are 
already separated, i.e. po < pj + 5 < pj^^ < Pmax- We then check the adjacency 
condition as before, i.e. if p j - i  +  J < Pj  P j + i  < P j + i  ~ ^ or equivalentely if 
e < min(/3j+i -  pj — 5, pj — p j - i  — 5 ) =  U2 . Finally, we need to compute the probability 
th a t this move is proposed, and this is given by
P{5/2 < e < U2 ) =
J ^  iV(e|0,cr )^de $   ^ j
r 'N { e \0 ,a ^ )d €J 5/2 \ o- /  \  o-
The drawback of this approach is th a t imposing a constant minimum separation be­
tween frequencies implies a minimum separation between wavelengths tha t varies non- 
liiiearly w ith their values.
7.9 Exam ple
In this section we illustrate the reversible jum p MCMC scheme for proposing the ad­
dition or deletion of cyclical components with a simulated data set. We simulated 100 
values of an equally spaced time series with trend and two cyclical compontents with 
wavelengths Ai =  5 and A2 =  10. The variance components are given by î; =  10 and 
luo =  lui =  tU2 =  1- A plot of the series is shown is Figure 7.5.
The model with a trend component and k  cycles described in Section 7.2.2 was fitted 
to this series with k  varying from 1 to Aimax =  5. Uninformative, independent initial
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Figure 7.5; 100 simulated values of an equally spaced time series with trend and two cyclical 
compontents
§
s
prior distributions for trend and cycle components Xtj {j — 0 , . , k)  were specified 
via mo =  ( 0 ,0 , . . . ,  0) and Cq =  diag(10'^, 10'^,.. . ,  10'^). Conditionally uniform priors 
were specified for the frequencies pj  induced by the constraints 2 < Xj <  50 on the 
wavelengths. For split moves the random variables e and r  were sampled from a trun ­
cated N(0,0.01) and Gamma(lQ,10) distributions respectively. The simulation scheme 
described in the previous sections was run for 2,000,000 iterations discarding the first 
1,000,000 as burn-in.
The results of these simulations are presented in Table 7.1 where we can see tha t a 
very high posterior probability is placed on the two cyclical component model. W ithin 
each model the estimates for the minimum and maximum wavelengths are similar to 
the correct ones. Similar qualitative results were obtained for other simulated data  
sets w ith one and three cyclical components, i.e. the posterior model probabilities were 
quite high at the correct model.
We also applied this reversible jum p MCMC scheme to the calcium carbonate (CaC03) 
data  analysed in Section 7.5 assuming th a t the number of cyclical components k  is an 
unknown parameter. In this case, we imposed a minimum separation in terms of 
frequencies as described in Section 7.8.3. However, we did not get the algorithm to 
jum p between models, with proposed model moves being almost always rejected. This
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Table 7.1: Estimates of the posterior model probabilities and within-model means and standard 
deviations for the simulated data set.
k
2 3 4
7r{k) 0.9877 0.0110 0.0012
9.52 (2.34) 9.26 (2.27) 8.73 (2.12)
4.99 (0.04) 4.97 (0.08) 4.97 (0.09)
^2 10.05 (0.12) 7.57 (2.50) 7.21 (2.49)
As 10.08 (0.18) 7.44 (2.56)
A4 10.12 (0.26)
Wo 2.15 (1.47) 1.93 (1.21) 1.84 (1.13)
Wl 1.02 (0.63) 0.90 (0.63) 0.92 (0.92)
W2 0.89 (0.49) 0.71 (0.54) 0.70 (0.49)
Wo 0.73 (0.45) 0.68 (0.66)
W4 0.77 (0.42)
might be a consequence of the fact th a t the minimum separation between wavelengths 
varies nonlinearly with their values while ideally it should be fixed. More research in 
this direction is necessary.
7.10 D iscussion
In this final chapter of the thesis we discuss in detail how to implement MCMC al­
gorithms in dynamic linear models. We begin with fixed dimension models and the 
special class of cyclical components DLMs is studied where the non-linear structure in 
the system equations requires approximation methods to be used. This class of models 
is particularly useful in the analysis of da ta  exhibiting periodicities of uncertain wave­
length. In particular, when interest lies in identifying persistent cycles in noisy series, 
like the ones arising in climatological studies, this special type of DLM provides the 
necessary statistical tools to answer the relevant questions.
Recall tha t models with more than one cyclical component are not identified since 
they remain the same under arbitrary perm utation of the indices of the Pj  and the
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corresponding component snbseries. Consequently, the likelihood has A:! symmetric 
modes and some form of constraint is necessary for identification. A common way of 
dealing with this problem is to impose an ordering on the wavelengths to prevent label 
switching and ensure th a t the param eters are identifiable (see for example Richardson 
and Green, 1997 and Robert et al. 2000). Although the constraint can be imposed post- 
simulation^ we prefer to ensure identifiability during the simulations since it is easily 
incorporated into the MCMC updates. The impact of ordering on MCMC performance 
is comprehensively discussed in the discussion and rejoinder to Richardson and Green 
(1997); see also Stephens (2000) for an alternative approach.
We also describe how reversible jum p MCMC methods can be applied to dynamic linear 
models when the number of cyclical components k  is also a param eter to be estimated 
from the data  instead of being fixed a priori. Reversible jum p techniques provide a 
useful m ethod for gaining insight into the number of cyclical components bu t care 
is needed to ensure th a t appropriate moves are used to obtain a well-mixing MCMC 
sampler.
Although we studied a class of DLMs, namely the cyclical components DLM, suitable 
to analyse Palaeoclimatological data, nothing prevents the methodology described here 
to be used in other types of models including more general unrestricted autoregressive 
components, second order polynomial trends, etc.
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C hapter 8
D iscussion
This chapter is a summary of the ideas presented in this thesis, further extensions and 
ideas for future work.
8.1 O verview
The m ain objectives of this thesis have been to apply MCMC methods in param eter 
estim ation and to explore the reversible jum p MCMC algorithm as a  useful tool in 
Bayesian model selection for the classes of autoregressive moving average (ARMA) 
time series models and dynamic linear models (DLM). Strategies for proposing efficient 
sampling schemes were developed for these classes of models for both  the fixed and 
variable dimension cases. Model uncertainty is accounted for explicitly in term s of 
the posterior distribution of the model order. The methodology proposed has been 
dem onstrated in several applications involving assessment of model order via both  
simulated and real data  sets.
In Chapter 2 we provided an introduction to MCMC methods in Bayesian statistics as 
a useful tool in situations where the integrals associated with obtaining chaiacteristics 
of the posterior distribution are analyticaly intractable. In Chapters 3, 4 and 5 we 
illustrated the role of these methods in the wide class of autoregressive moving average 
tim e series models. We addressed the problem of model order selection, compared 
w ith the classical information criteria and discussed methods for imposing stationarity 
and incorporating uncertainty associated with unobserved initial values of the series. 
Simulations on both ARMA coefficients and root structure were thoroughly explored
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and reversible jum p methods were used to make inferences on model order. Chapter 
6 dealt w ith how to efficiently construct reversible jum p proposals (perhaps one of 
the m ajor implementational issues in the RJMCMC method) in this class of models. 
We discussed how to implement uni and multidimensional jum ps and also partial and 
full updating schemes. Finally in Chapter 7 we illustrated in detail the application of 
MCMC methods in the class of dynamic linear models for both the fixed and variable 
dimension cases. The class of cyclical components DLM was studied where the non­
linear structure in the system equations requires approximation methods to be used. 
We described how reversible jum p MCMC methods can be applied to make inferences 
about the number of cyclical components in the model.
It is worth mentioning th a t numerous checks on the correctness of the MCMC and 
RJM CM C samplers used in the thesis were conducted. In particular, when the compu­
tations are implemented without any data  the prior distribution, which is the stationary 
distribution in this case, is recovered.
8.2 Further R esearch
In this section we identify a number of topics covered in this thesis where further work 
is needed.
In Chapter 4 the performance of the chain in terms of mixing between models depends 
upon the choice of a hyperparam eter in the prior distribution of complex reciprocal 
roots. Alternative priors need to be explored. It would be interesting if we could find 
a prior distribution so tha t a full conditional distribution of standard form is available 
for the hyperparameter. Another possibility is to propose a new value for this hyper pa­
ram eter and to accept or reject it, for example using a random walk Metropolis scheme, 
at each iteration. Alternatively, we could change the param eterisation altogether and 
param eterise in terms of partial autocorrelation coefficients, placing priors on these 
coefficients. T hat would allow us to impose stationarity and incorporate initial values 
of the series too. These ideas will be explored further in the near future.
In ARMA models, applying the autom atic methods for determining proposal para- 
maters in reversible jum p algorithms required the use of a simplifying assumption, as 
described in Section 6.4. This would provide some information to the sampler on where
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to jum p to in the higher dimensional space thus allowing it to be more adaptive and 
possibly to work better than  using pilot tuning. The effects of this approximation 
should be further investigated empirically.
W hen applying reversible jum p MCMC methods to DLMs with an unknown number of 
cyclical components the task of imposing minimum separation between wavelengths is 
complicated by the need to compute the normalization constant in the prior distribution 
of the frequencies f3. Imposing a constant minimum separation between frequencies, 
as in Section 7.8.3, implies a minimum separation between wavelengths th a t varies 
nonlinearly w ith their values. So, this remains an open question and more research 
in this direction is necessary. While the work developed here represents a significant 
advance in this area there is still a great deal of scope for future work.
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