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Abstract—A recent unlabeled sampling result by Unnikrish-
nan, Haghighatshoar and Vetterli states that with probability
one over iid Gaussian matrices A, any x can be uniquely
recovered from an unknown permutation of y “ Ax as soon
as A has at least twice as many rows as columns. We show
that this condition on A implies something much stronger: that
an unknown vector x can be recovered from measurements
y “ TAx, when the unknown T belongs to an arbitrary set
of invertible, diagonalizable linear transformations T . The set T
can be finite or countably infinite. When it is the set of mˆm
permutation matrices, we have the classical unlabeled sampling
problem. We show that for almost all A with at least twice as
many rows as columns, all x can be recovered either uniquely, or
up to a scale depending on T , and that the condition on the size
of A is necessary. Our proof is based on vector space geometry.
Specializing to permutations we obtain a simplified proof of the
uniqueness result of Unnikrishnan, Haghighatshoar and Vetterli.
In this letter we are only concerned with uniqueness; stability
and algorithms are left for future work.
I. INTRODUCTION
We “steal” a motivating example from [1]: Imagine that
you are recording a sound field with a large number of
microphones connected to a recording interface. Alas, you
forgot to label the cables so you end up with a pile of
recordings without knowing which one corresponds to which
spatial position. Is there a way to reconstruct the wavefield
even without proper labels?
We can model this situation by the following unlabeled
sampling problem:
y “ ΠAx, (ULS)
where A P Cmˆn, x P Cn, and instead of measuring the
usual Ax we get to measure its unknown permutation. If the
permutation Π is known (the cables are neatly labeled), (ULS)
is simply a linear system.
Many signal processing problems are modeled by (ULS)
and related constructions. If the columns of A are samples
of harmonic sinusoids, the problem is that of sampling at
unknown locations [2], [3]. In simultaneous localization and
mapping (SLAM), a robot is sensing an unknown environment,
without “knowing” its own spatial location [4]. If there are a
finite number of possible locations and A contains a model
of the world as seen through the mobile sensors, then (ULS)
models a SLAM scenario. A system similar to (ULS) appears
in room geometry reconstruction and microphone positionin-
ing by echoes [5]–[7]. A nonlinear instance of sensing with
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unknown permutations is the unlabeled distance geometry
problem where the task is to recover a point set from point-to-
point distances, without knowing which distance corresponds
to which pair of points [8].
In the context of Internet of things and fifth-generation
communication systems, (ULS) models header-free communi-
cation with very short packets [9], [10]. Headers that identify
individual nodes are too large compared with actual payloads,
but in many sensing tasks the correct labeling can be inferred
from the payload. When the nodes are sensors sensing a
spatial field which has a subspace representation (for example,
an advection-diffusion field [11], [12] or a wavefield [13]),
then the problem can be modeled as measuring Ax up to
a permutation. Recent work shows that the recovery can be
addressed using symmetric polynomials [10], [14].
Further connections exist with tomography with unknown
projection angles, an especially relevant topic with the emer-
gence of cryogenic electron microscopy (Cryo-EM) in which
we get linear tomographic measurements with unknown angles
[15], [16]. Since the Radon transform has a restricted range,
the problem can be modeled as (ULS)
Problems of type (ULS) can be split into underdetermined,
m ă n, and (over)determined (m ě n). In the underdeter-
mined case, we need a model for x. When x is sparse, Emiya
et al. [1] adapt the branch-and-bound technique to efficiently
search through all permutations.
We let x be any complex vector and thus study the overde-
termined case. In this setting, Unnikrishnan, Haghighatshoar,
and Vetterli [17], [18] proved that if A is iid Gaussian, it is
possible to recover every x uniquely with probability 1 over
realizations of A if and only if m ě 2n. Their proof involves
sophisticated arguments from coding theory. Haghighatshoar
and Caire also discuss recovery from an unknown but or-
dered subset of measurements [19]. Pananjady, Wainwright,
and Courtade discuss statistical and computational aspects of
unlabeled linear regression [20].
In this letter, we prove the following significant generaliza-
tion of the above results: Imagine that y was obtained as TAx
for some unknown invertible transformation T P T , where T
is some set of invertible diagonalizable transformations, and
A is a known matrix. The set T can be finite or countably
infinite. It can model unknown transfer functions, propagation
parameters, and sensing parameters beyond permutations. We
show that when m ě 2n, for almost all matrices A all x
can be recovered uniquely or up to a scale. Taking T to be
the set of mˆm permutation matrices (of cardinality m!), we
recover the uniqueness result of Unnikrishnan, Haghighatshoar
and Vetterli.
Our proof is simple and based on geometric arguments. The
gist of it is that random n-dimensional subspaces of C2n only
intersect at the zero vector. On the other hand, if the ambient
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2dimension is smaller than 2n, then any two n-dimensional
subspaces intersect non-trivially; we illustrate this in Figure
1. The subtleties of the argument depend on the eigenvalues
of transformations T ; that it can be applied to permutation then
follows by studying the eigenvalues of permutation matrices.
In this letter we are only concerned with the question of
unique recovery. The important questions of recovery algo-
rithms and their stability are left to future work.
Finally, after the first version of this preprint was pub-
lished, Tsakiris [21] posted a preprint that also addresses
the phenomenon we described. Though [21] only deals with
finite transformation classes, it extends our results to more
general non-invertible transformations via algebraic-geometric
arguments.
II. MAIN RESULT
Our main lemma concerns the case of only two transfor-
mation matrices T “ tI, T u, where I is the m ˆm identity
matrix. We show that x can be recovered from y when y is
either Ax or TAx, but we do not know which. The proof
relies on studying the size of the intersection of the range of
A and the range of TA.
We assume that T ‰ I and that T P Cmˆm has an eigen-
value decomposition T “ ΦΛΦ´1. We will denote by λ¯pT q
an eigenvalue of T with the largest multiplicity, and denote its
multiplicity by ppT q. If there are multiple such eigenvalues,
we break the tie arbitrarily as long as 1 comes first. Note that
the eigenvalues can be complex. Without loss of generality, we
order the eigenvalues so that λ1 “ λ2 “ ¨ ¨ ¨ “ λp “ λ¯. Since
we assume that T is diagonalizable, algebraic and geometric
multiplicities coincide.
We denote the Lebesgue measure on Cmˆn by µ and say
that a property holds for almost all A when it holds µ-almost
everywhere in Cmˆn, that is, when it does not hold on B Ď
Cmˆn with µpBq “ 0. Since all the subsequent “almost all”
claims in Cmˆn also hold almost everywhere in Rmˆn with
respect to the Lebesgue measure on Rmˆn, we extend the
meaning of almost all to include both cases. We can then state
the following:
Lemma 1. Let T P Cmˆm be an invertible, diagonalizable
matrix with an eigenvalue decomposition T “ ΦΛΦ´1, Λ “
diagpλ1, . . . , λmq and A P Cmˆn, m ě 2n. Then for almost
all matrices A, for all y such that y “ Ax “ TAz, we have
‚ If ppT q ď m´ n, then x “ z;
‚ If ppT q ą m´ n and λ¯pT q “ 1, then x “ z;
‚ If ppT q ą m´ n and λ¯pT q ‰ 1, then x “ λ¯pT qz.
Proof. We want to identify conditions on A such that if
y “ Ax (1)
and y “ TAz “ ΦΛΦ´1Az, (2)
we must have x “ z. If (1) and (2) hold simultaneously, then
TAz P RpAq.
Thus, there exists a vector y P RpAq such that also Ty P
RpAq. Our proof hinges on the fact that this situation is very
special.
Fig. 1. Illustration of subspace intersections. Two 1D subspaces (lines through
the origin) in 2D generically intersect only at the origin (1`1 ď 2); the same
holds for two 1D subspaces in 3D (1 ` 1 ď 3). Two 2D subspaces (planes
through the origin) in 3D generically intersect along a line—a 1D subspace
(2` 2 ą 3).
Write Az “ Φd for some d (this is possible because the
columns of Φ form a basis for Cm). Then from (2) we have
y “ ΦΛd. Since y P RpAq, it must be that
Λd “ Φ´1y P Rp rAq,
where we defined the shortcut rA “ Φ´1A. From the definition
of d we have d “ Φ´1Az, so d should also be in the range
of rA. Another way to write this is as:
d P Rp rAq
Λd P Rp rAq
+
ðñ
#
Qd “ 0
QΛd “ 0 , (3)
where Q˚ is the Hermitian transpose of Q, the columns of
Q˚ P Cmˆpm´nq form a basis for the orthocomplement of the
range of rA and we used the fact that Rp rAq “ N p rA˚qK.
Note that (3) is a homogeneous system of 2pm ´ nq
equations in m unknowns, so as soon as 2pm ´ nq ă m,
that is to say, m ă 2n, there are inevitably infinitely many
solutions regardless of Λ. This case is further developed in
Proposition 4.
Let rref denote the reduced row echelon form. For A with
full column rank (that is, for almost all A), rA also has full
column rank which implies
rrefp rA˚q “ “ Inˆn | rS˚snˆpm´nq ‰ ,
with S P Cpm´nqˆn (for convenience we indicate the block
sizes in subscripts). From here we can read out a basis for
N p rA˚q as
Q˚ “
„ rS˚snˆpm´nq
´Ipm´nqˆpm´nq

,
with S being full column rank. Setting Λ1 “
diagpλ1, . . . , λnq P Cnˆn, Λ2 “ diagpλn`1, . . . , λmq, and
partitioning d as d “ rdJ1 , dJ2 sJ we rewrite (3) as
Sd1 ´ d2 “ 0, (4)
SΛ1d1 ´ Λ2d2 “ 0. (5)
From the first equation we have d2 “ Sd1, so that SΛ1d1´
Λ2Sd1 “ 0, or
pSΛ1 ´ Λ2Sqd1 “ 0. (6)
Let us focus on the top n rows of this equation, with notation
illustrated in Figure 2. In particular, let rS P Cnˆn denote the
top n rows of S, and rΛ2 P Cnˆn the upper-left n ˆ n block
of Λ2. From (6) we have that
prSΛ1 ´ rΛ2 rSqd1 “ 0. (7)
3Fig. 2. Dimensions of matrices in (6) and (7).
In order for a nonzero solution d1 to exist, the system matrix
must be singular:
detprSΛ1 ´ rΛ2 rSq “ 0. (8)
The determinant in (8) is a homogeneous multivariate polyno-
mial in the entries of rS. This polynomial is either identically
zero, or it is zero on a subset of Cnˆn of Lebesgue measure
zero. (Similarly, the set of real zeros has measure zero in
Rnˆn.) Consequently, it is either identically zero or nonzero
for almost all A.
Setting rS “ In we get detpΛ1 ´ rΛ2q “ 0. Recall that
Λ1 “ diagpλ1, . . . , λnq, Λ2 “ diagpλn`1, . . . , λmq, and that
the eigenvalue with the largest multiplicity is listed first.
‚ If p ď n, clearly the determinant in (8) cannot be zero.
Since the determinant is not identically zero, it is zero
only for a set of A of measure zero, hence for almost all
A the only solution to (7) is d1 “ 0 which implies y “ 0.
Since almost all A have full column rank, x “ z “ 0.
‚ If n ă p ď m´ n we can write (6) as
pSΛ1 ´ Λ2Sqd1 “ pλ¯I ´ Λ2qSd1 “ 0. (9)
The top p´n rows of pλ¯I ´Λ2q are zero which implies
the same for pλ¯I´Λ2qS, leaving us with pm´nq´pp´
nq “ m ´ p ě n independent nonzero equations “at the
bottom”. Using an analogous argument as above for the
bottom n equations, we again get that d1 “ 0 and x “ z
for almost all A.
‚ If m´n ă p, then pλ¯I´Λ2qS has a nontrivial nullspace
(we have fewer than n nonzero equations for d1), and (9)
has a nonzero solution.
In the last case, any solution d1 must be in the nullspace of
the bottom m´ p rows of S (this can be seen from (9) which
also holds for p ą m ´ n), so it must be that d2 “ Sd1 is
supported only on the top p´n entries (since pm´ pq` pp´
nq “ m ´ nq. As a consequence, the vector d “ rdJ1 , dJ2 sJ
is supported on the top n` pp´ nq “ p entries.
Since y “ ΦΛd, this implies that y lives in the eigenspace
spanned by the first p eigenvectors corresponding to λ¯. In
summary, if p ą m ´ n, then for all A, RpAq and RpTAq
intersect on the largest eigenspace corresponding to λ¯pT q; for
almost all A they do not intersect anywhere else.
Thus for almost all A, all s P RpAq X RpTAq are such
that Ts “ λ¯s. If λ¯ “ 1, we can recover the corresponding
x uniquely since the equations s “ Ax and s “ TAz both
have at most one solution, and the solution to the latter is
z “ A:T´1s, but T´1s “ s and A:s “ x. Otherwise, if
λ¯ ‰ 1, we can recover up to a scaling since from s “ TAz
we have z “ A:T´1s “ λ¯´1A:s “ λ¯´1x.
We now show how Lemma 1 implies a similar result for
any number of unknown transformations in Theorem 2.
Theorem 2. Let T “ tTk P CmˆmukPK be a finite or
countably infinite set of invertible diagonalizable transforms,
and A P Cmˆn, where m ě 2n. Let further y “ TAx, where
A P Cmˆn, x P Cn, T P T , and neither x nor T are known.
Then
1) If for all T1, T2 P T we have that ppT´11 T2q ď m ´ n
or λ¯pT´11 T2q “ 1 then x is uniquely determined by y.
2) If there exist T1, T2 P T such that λ¯pT´11 T2q ‰ 1 and
ppT´11 T2q ą m´ n, then x is determined up to a scale
α P A, where A is at most a countable set.
Proof. Denote by Ty the set of T P T for which y P RpTAq.
We only need to consider T P Ty . If |Ty| “ 1 we are done.
Suppose |Ty| ą 1 and let T1, T2 P Ty . That is, y “ T1Ax “
T2Az for some x and z. Putting ry “ T´11 y we can write
y “ T1Ax
y “ T2Az
+
ðñ
#ry “ Axry “ T´11 T2Az . (10)
1) By Lemma 1, we have that for almost all matrices A,
this implies x “ z, for all y. In other words, the set
BT1,T2 of “bad” matrices A where it does not hold is
of Lebesgue measure zero, µpBT1,T2q “ 0. The set of
matrices for which it might fail for any choice of T1 and
T2 is
B “
ď
T1,T2PTy
T1‰T2
BT1,T2 ,
but by the subadditivity of measure (and noting that the
set of all pairs in T is countable),
µpBq ď
ÿ
T1,T2PTy
T1‰T2
µpBT1,T2q “ 0.
2) Again using Lemma 1 and reasoning as in 1), for
a fixed T1, T2 and almost all A, we can uniquely
recover any x up to a scaling by λ¯pT´11 T2q.
Thus the claim of the theorem holds with A “ 
λ¯pT´11 T2q : T1, T2 P Ty, T1 ‰ T2
(
.
Theorem 2 establishes that under suitable conditions on A,
for a rather general class of possible transformations T , x can
be recovered from y “ TAx, where T P T is unknown. We
now specialize these results to classical unlabeled sensing. We
begin with a fact about eigenvalues of permutations.
Lemma 3. For any permutation matrix Π , λ¯pΠ q “ 1.
Proof. Every mˆm permutation Π can be written as a product
of r disjoint cycles Π “ C1C2 ¨ ¨ ¨Cr. Since the cycles are
disjoint, the sum of the lengths is exactly m.
Denote by Wi the set of `i-th roots of unity,
where `i is the length of the ith cycle Ci, Wi “ 
ei2Πp{`i : p P t0, 1, . . . , `i ´ 1u
(
. Then the set of all eigen-
values of Π is [22]
W “W1 YW2 Y ¨ ¨ ¨ YWr,
4and the geometric multiplicity of each eigenvalue is the
number of times it appears in sets Wi, i P t1, 2, . . . , ru. Note
that every Wi contains a 1, since 1 “ ei2Π0. Therefore the
eigenvalue of Π with the largest multiplicity is 1 (there could
be other eigenvalues with the same maximal multiplicity).
We will also use a partial converse to Lemma 1 to show
that m ě 2n is necessary for permutations.
Proposition 4 (Partial converse). Let n ď m ă 2n, and
assume that there exist T1, T2 P T such that T´11 T2 has no
eigenspace of dimension larger than m´ n. Then for almost
all matrices A, there exist x, z P Cn such that x ‰ z and
T1Ax “ T2Az.
Proof. For almost all A the ranges of T1A and T2A have
dimension n. Since the sum of the dimensions of the two range
spaces exceeds the dimension of the ambient space, n`n ą m,
they must have a non-trivial intersection:
dimRpAq XRpTAq ě 2n´m ě 1. (11)
Let s P S :“ RpT1Aq X RpT2Aq. Then there exist x and z
such that s “ T1Ax and s “ T2Az.
The unknown x can be recovered only if x “ z, in which
case Ax is an eigenvector of T´11 T2 with an eigenvalue 1
(recall equation (10)). This can happen only if RpAq and the
corresponding eigenspace of T´11 T2 have a nontrivial inter-
section. But if every eigenspace Eλ of T´11 T2 has dimension
at most m´ n, then dimRpAq ` dimpEλq ď m and the two
intersect only for a set of matrices A of measure zero. Since
from (11) a nonzero s does exist, it must be that x ‰ z.
We can now easily prove the following:
Corollary 5 (Jayakrishnan, 2015). If P P Rmˆm is the set of
all m! permutation matrices of m elements, then any x can
be uniquely recovered from measurements y “ ΠAx, where
both Π P P and x P Cn are unknown, for almost matrices
A P Cmˆn with m ě 2n. Conversely, if m ă 2n then for
almost all A there exist x ‰ z and permutations Π1 ‰ Π2
such that Π1Ax “ Π2Az.
Proof. Recoverability when m ě 2n is a straightforward
consequence of Theorem 2 and Lemma 3, by noting that
for any two permutations Π1 and Π2, Π´11 Π2 is also a
permutation. To prove the converse, note that cyclic shift
by 1 (which is a permutation) has m distinct eigenvalues 
ei2kΠ {m : k P t0, 1, . . . ,m´ 1u(, so that all its eigenspaces
have dimension 1. Whenever m ă 2n, this implies ppT q “
1 ď m´n, and the claim follows from Proposition 4. Namely,
denoting the cyclic shift by Πc, for all Π1,Π2 such that
ΠJ1 Π2 “ Πc and almost all A, there exist x, z such that
Π1Ax “ Π2Az and x ‰ z.
III. EXTENSION TO ROW-SELECTION MATRICES
In [18] the authors state a more general result that allows
row-selection matrices. They prove that instead of measuring a
permutation of Ax, one can measure any (arbitrarily permuted)
subset of k entries of Ax and still get unique recovery as long
as k ě 2n.
Though this case is beyond the scope of this letter, we
outline an intuition for how our arguments might apply. The
measurement can be written as y “ RΠA, where R is the
top k rows of an mˆm identity matrix and Π an unknown
permutation. Same as before, it is sufficient to show that for
almost all A and two fixed permutations Π1 and Π2
RΠ1Ax “ RΠ2Az (12)
implies x “ z. Once that is established an argument parallel
to that of Theorem 2 proves the result.
Suppose that (12) holds. Both RΠ1A and RΠ2A consist
of k rows of A in some permuted order. Some rows of A,
denote them by AC , might be present in both RΠ1A and
RΠ2A, while some, denote them by V,W , appear in only one
of them. We can thus rewrite (12) as
Π 11
„
V
AC

x “ Π 12
„
W
AC

z ùñ
„
V
AC

x “ Π
„
W
AC

z, (13)
for some permutations Π11 and Π12, where Π “ Π 1J1 Π 12. We
allow any of the blocks to be empty.
At one extreme where AC is empty, we can absorb Π in W
and ask when it can be that V x “Wz? But RpV qXRpW q “
t0u for almost all V,W and hence almost all A (see Figure 1).
The detailed discussion of Lemma 1 is not needed because
now W varies independently of V (the number of the degrees
of freedom doubles).
At the other extreme where V and W are empty, AC has
at least 2n rows. Lemma 1 and Corollary 5 guarantee that
for almost all AC (and hence almost all A), the range of AC
does not intersect the range of ΠAC unless Π has a large
eigenspace, in which case this eigenspace corresponds to λ “
1. Interpolating between empty V and W and empty AC , we
are adding degrees of freedom and making the two matrices
less dependent, which makes range intersections less likely.
IV. CONCLUSION AND FUTURE WORK
We presented a generalization of the classical unlabeled
sampling canon. Instead of recovering x from an unknown
permutation of y “ Ax, we showed that it can be recovered
from rather general linear transformations of y as long as
the set of transformations is at most countably infinite and
A has sufficiently many rows. As a byproduct, we get a
simple, geometric proof of the uniqueness result for classical
permutation-based unlabeled sensing.
The set of transformations T could model unknown room
transfer functions where A takes bandlimited spatial samples
of speech. It could model different cameras and projections, or
the variety of available sensors in any modality. In the classical
unlabeled setting, we can expect the permutation ambiguity to
be compounded by other uncertainties which can be modeled
by T —unknown filters, offsets, spatially-varying gains, etc.
An interesting line of future work is to relax assumptions on
T . The fact that T is diagonalizable or invertible does not seem
essential, as long as its nullspace is not too large compared to
the range space of A. It also seems plausible that nonlinear T
should work. The main practical question is that of stability
and polynomial-time recovery algorithms. For the case of
permutations, results are beginning to emerge; these will point
the way to algorithms for more general transformations.
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