Let Ω ⊂ R N be a bounded, smooth domain. We deal with the best constant of the Sobolev trace embedding W 1,p (Ω) → L q (∂Ω) for functions that vanish in a subset 17 A ⊂ Ω, which we call the hole, i.e. we deal with the minimization problem S A = inf u p W 1,p (Ω) / u p L q (∂Ω) for functions that verify u | A = 0. It is known that there 19 exists an optimal hole that minimizes the best constant S A among subsets of Ω of the prescribed volume.
Introduction
Sobolev inequalities have been studied by many authors and it is by now a classi-29 cal subject due to their applications in the study of boundary value problems for differential operators. This subject at least goes back to [1] ; for more references, 31 see [5] . In particular, the Sobolev trace inequality has been intensively studied in recent years, see [2, 6-8, 12, 16-18] , etc. 33 Let Ω be a smooth and bounded domain in R N , N ≥ 2. For any subcritical exponent q, that is 1 ≤ q < p * := p(N −1) N −p if 1 < p < N and 1 ≤ q < ∞ if p ≥ N , we have the compact embedding W 1,p (Ω) → L q (∂Ω) and hence the following inequality holds:
for all u ∈ W 1,p (Ω). This is known as the Sobolev trace embedding theorem. The best constant for this embedding is the largest S such that the above inequality holds, that is S = i n f Here we are interested in the best Sobolev trace constant for functions that vanish in a subset A of Ω, that we will call the hole. That is,
Since the embedding is compact it is easy to prove that there exist extremals for S A , see [12] . When A is closed an extremal u for S A is a weak solution to          −∆ p u + |u| p−2 u = 0 in Ω\A, |u| p−2 ∂u ∂ν = λ |u| q−2 u on ∂Ω\A,
where ∆ p u = div(|∇u| p−2 ∇u) is the p-Laplacian and ∂ ∂ν is the outer normal deriva-1 tive. If the extremal is normalized as u L q (∂Ω) = 1 the Lagrange multiplier λ verifies λ = S A . 3 Our main concern in this paper is to look for the behavior of this constant and extremals with respect to A. Namely, we are interested in the optimization of 5 S A among subsets A of Ω of a given positive measure. In [13] , the existence of an optimal hole A * is shown, (1.1) 9 Then, there exists a set A * ⊂ Ω such that |A * | = α|Ω| and S A * = S(α). Moreover, every corresponding extremal u * verifies that |{u * = 0}| = α|Ω|.
11
A natural question now is what can be said about extremals u * and optimal holes A * = {u * = 0}. One method to get more information about the best Sobolev trace constant and its corresponding extremals is to consider the limiting problem in thin domains. This can be seen as a dimension reduction technique. To this end, let N = n + k and define the family
For small values of µ, Ω µ is a narrow domain in y direction.
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We will call S µ (α) the constant defined in (1.1) with Ω replaced by Ω µ . Observe that S µ (α) has the following variational characterization
As a first approach assume that Ω is a product,
and Ω 2 ⊂ R k . Then Ω µ = Ω 1 ×µΩ 2 . As µ gets smaller, the domain Ω is approaching Ω 1 , so it is natural to expect that the problem (1.1) is converging to an optimal 3 design problem in Ω 1 . It turns out that this is the case. Moreover, the limit problem is
Observe that the limit problem is no longer a trace problem but an immersion one.
7
Our first result is as follows,
or, equivalently,
whereĀ = A * × Ω 2 and A * ⊂ Ω 1 is optimal for (1.2).
9
Remark 1.1. Observe thatS(α) is the best constant for the Sobolev embedding W 1,p (Ω 1 ) → L q (Ω 1 ) for functions that vanish in a set of measure of at least α|Ω 1 |.
To see how the best hole looks like for thin domains, we further simplify the 1 problem and consider the simplest case in which we contract the domain to an interval. That is, we consider Ω 1 = (a, b). In this case, we can compute the optimal 3 limit constantS(α) in (1.2) and also every optimal hole A * with measure |A * | = α(b − a). We have the following result, 5 Theorem 1.2. The optimal limit constantS(α) is attained only for a hole
, that is the best hole is an interval concentrated on one side of the interval (a, b). Moreover, the optimal limit constant is given byS
The result for the one-dimensional limiting case in Theorem 1.2 also gives us an idea of how the optimal hole for very thin domains that are almost an interval 7 looks like. It is better to concentrate the hole on one side of the domain.
If Ω 1 has more than one dimension we are not able to prove a result like Theorem 1.2. For n ≥ 2, extremals for the limiting problem can look different than in the one-13 dimensional case. Even for the unit cube in R 3 contracted to the two-dimensional square in R 2 the optimal hole is not analogue to its projections onto (0, 1). In order 15 to see how an optimal hole looks like in higher dimensions, we consider the unit square with three different holes of measure 1/2 in Sec. 5. 17 We can also generalize Theorem 1.1 and prove a result for general geometries. In this case we arrive to a problem like (1.2) but with weights that are the volume 19 of the sections and the surface of the boundary of the sections. We have:
Let Ω be a bounded and smooth domain in R N . Let Ω x be the x-section of Ω and P (Ω) be the projection onto the x variables, i.e.
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Here W 1,p (P (Ω), ρ) is the weighted Sobolev space,
Organization of the paper. To simplify and clarify the exposition, we prove in 1 Secs. 2 and 3 our main results in the product case. In Sec. 2, we look at contractions in the product case and prove Theorem 1.1. In Sec. 3, we deal with the limit problem 3 in one space dimension, i.e. Theorem 1.2. In Sec. 4, we indicate how to modify our arguments to deal with general geometries. Finally, in Sec. 5, we discuss the 5 difficulties in order to extend Theorem 1.2 to more that one dimension and illustrate our results with some examples. 7
Dimension Reduction. Proof of Theorem 1.1
In this section we analyze the limit, as µ → 0 of S µ (α). We consider the case where 9 Ω = Ω 1 ×Ω 2 and leave the extension to more general geometries to the final section.
The following notation will be used
We are interested in the limiting problem for S µ (α) when µ → 0. For this, let us call u µ an extremal for S µ (α). The optimal hole is A µ := {u µ = 0} and |A µ | = α|Ω µ |. We define the rescaled extremals as v µ (x, y) = u µ (x, µy). We have
where ∇ x u = (u x1 , . . . , u xn ) and ∇ y u = (u y1 , . . . , u y k ). Observe that the rescaled holes verify that |A µ | = α|Ω|. We can assume that the extremals u µ have been chosen so that the rescaled extremals v µ are normalized with
(2.1)
We will also need the following lemma, that has been proven in [10] . We only make a sketch of the proof for the reader's convenience.
Proof. By Egoroff's Theorem, given ε > 0, there exists a closed set C ε ⊂ Ω such that
We call E ε := Ω\C ε . By the uniform convergence, for any δ > 0,
Taking limit first as n → ∞ and then as δ → 0 we obtain, as ε > 0 is arbitrary, lim n→∞ |{f = 0}\{f n = 0}| = 0.
The fact that lim n→∞ |{f n = 0}\{f = 0}| = 0 follows in the same way. Now, we proceed with the proof of Theorem 1.1. To this end we choose a test function depending only on the x variable, that is
with a constant C independent of µ. Observe that C can be taken to beS(α) minimizing among all possible choices for f . So we have obtained
3)
Optimization Problem Related to Sobolev Trace Constant in Thin Domains 7
Next, we show convergence of v µ . For an extremal v µ normalized by (2.1) it follows that
Additionally, we get
and it follows that the limit v 0 does not depend on y, that is v 0 = v 0 (x). As 1 W 1,p (Ω) → L q (∂Ω), we further have that v µj → v 0 strongly in L q (∂Ω).
Considering now the normalized boundary terms (2.1) and taking the limit, we obtain that v 0 verifies
Finally, we want to see what limiting problem v 0 satisfies. We begin by considering what happens to the rescaled holesĀ µ when µ → 0. AsĀ µ are bounded, its characteristic functions χĀ µ are bounded in L p (Ω). Therefore there exists a subsequence, µ j → 0, and a function φ ∈ L ∞ (Ω), 0 ≤ φ ≤ 1 such that
Since we can always restrict ourselves to nonnegative test functions by changing v 0 , φ by its absolute value, v 0 , φ ≥ 0 and
it follows that v 0 vanishes almost everywhere inĀ and |Ā| ≥ α|Ω|. Therefore
Now we consider the quotient Q µ (u µ )/µ (kq−kp+p)/q with the rescaled extremals v µ normalized by (2.1). Hence
Taking the limit as µ → 0 we get
So, combining this with (2.3), we arrive at
with v 0 is an extremal for the limiting problem. Moreover, since v µ v 0 weakly in
The fact that |Ā µ Ā | → 0 as µ → 0 is a consequence of Lemma 2.1. This finishes the proof. 
The Limit Problem in One Dimension
In this section we investigate the limit problem (1.2) in the one-dimensional case. 9 This case is obviously simpler than the higher dimensional one, mainly because two facts: first, the geometry is easier and second, the Sobolev spaces W 1,p ((a, b) ) are 11 contained in the space of continuous functions.
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Proof of Theorem 1.2. In this case, Ω 1 = (a, b) . Now, if u ∈ W 1,p ((a, b) ) is an extremal for (1.2), then the set {u > 0} is open and u verifies
So, if we denote by A 0 = {u = 0}, this is a standard eigenvalue problem for the In the following we solve (3.2). 3 To this end we introduce some general results for the p-Laplacian eigenvalue problem. The first eigenvalue for the p-Laplacian on an interval I with Dirichlet boundary conditions can be explicitly computed, see [3] , and is given by
where (I) stands for the length of the interval. This formula shows that λ 1 is decreasing as the length of the interval I increases. 
(a k , b k ) ⊂ (a, b) touches the boundary of (a, b), that is, a k = a and b k ≤
We will denote by (I k ) = b k − a k the length of the interval I k . We begin with case (1) and the corresponding eigenvalue problem
The first eigenvalue for this problem is given by
If we consider on the other hand case (2), the corresponding eigenvalue problem is
By reflecting the interval (a, b k ) via the Neumann boundary we get an equivalent problem as follows
The first eigenvalue of this problem is Now, it is obvious that this quantity is minimized among closed sets A 0 of measure |A 0 | ≥ α(b − a) when its complement is an interval of length α(b − a) concentrating on the boundary of (a, b), that is,
and in this case,
This ends the proof.
1 Proof of Corollary 1.1. The corollary is a consequence of the convergence of the optimal holes A µ as µ → 0 proved in Theorem 1.2.
3 Remark 3.1. In the special case of contracting the unit square (0, 1) 2 in R 2 to the interval (0, 1) we have Ω µ = (0, 1) × (0, µ). In the case p = 2 and α = 1/2 the optimal eigenvalue for the limit problem is given by λ * = π 2 with corresponding eigenfunction
General Geometries
In this section, we show how to modify our previous arguments in order to generalize 5 the results when Ω is a general bounded domain in R N and not necessarily a product. As we mentioned in the introduction, what we get as the limit of the best 7 Sobolev trace constant is the best constant of a weighted Sobolev type inequality.
To prove our result we use the same ideas as in [11], but we include the main 9 arguments here for the sake of completeness. For a given function u µ ∈ W 1,p (Ω µ ), we call v µ (x, y) = u µ (x, µy). Then v µ ∈ W 1,p (Ω) and, by Fubini's theorem,
To deal with the boundary, by our assumptions on the domain, ∂Ω can be locally described as the graph of a smooth function. So we have that
where, after relabelling the variables if necessary,
and the terms labeled T j collect the "vertical" parts of the boundary
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As T j is "vertical", we can assume that the parametrization has been taken such 1 that, in the case x 1 = g j (x , y), the function g j verifies ∇ y g j ≡ 0 in E j .
Observe that
Hence, ∂Ω µ is described as
In the first case,
It is easy to see that ω i,µ → ω i uniformly in D i , where
In the second case, using that ∇ y g j ≡ 0 in E j , we get
Collecting all these facts, we have that
After performing the computations, we get that the weights that appear in the statement of Theorem 1.3 are given by
Note that, from the explicit expression of β(x) we get
Finally, observe that by our assumptions on ∂Ω, the functions ω i ∈ L ∞ (D i ), so β ∈ L ∞ (P (Ω)). 5
The Limit Problem in Higher Dimensions. Examples
The difference in more than one dimension is the difficulty of computing the optimal 7 hole for the limit problem. Theorem 1.2 is not true for n ≥ 2 and extremals for the limiting problem can look different than in the case of an interval. Even for the 9 unit square contracted to two dimensions the optimal hole is not analogue to its projections on (0, 1). To see this, we consider the unit square with three different 11 holes of measure 1/2, compare Fig. 2. 1st hole. We begin with the unit square Ω = (0, 1) 2 with the hole A 1 plotted in the first image of Fig. 2 . The corresponding eigenvalue problem 
The comparison between the value for S A1 in (5.1) with the upper bound for S A2 1 in (5.2) shows that A 1 is not the optimal hole for the limiting problem of the unit square.
3 3rd hole. Our last example is the unit square Ω = (0, 1) 2 with a hole A 3 = (0, 1)\B(0, 2/π) and the cone centered in one corner of the square as a test function. The cone c(r, θ) written in polar coordinates is given by
with r ∈ (0, 2/π), θ ∈ (0, π/2). Again the quotient Q in S A3 can be computed explicitly and gives an upper bound on S A3
General geometries. Now we turn our attention to general geometries. To illustrate the influence of the weight in the limiting problem for general domains, x , x ∈ (1, 2), 3 we getQ(u l ) = ((π 2 /4) + 1)/2. Comparing this with the same hole placed on the right side of the interval withQ(u r ) = (π 2 /4) + 1 we end up with the following inequality Q(u l ) < Q(u r ).
This supports the conjecture that in the case of a constant boundary weight β the hole should be placed where ρ attains its maximum values. Note that a nonsymmet-5 ric domain Ω like in the case of the L-shaped domain also results in a nonsymmetric limiting problem that depends on the geometry of the domain. 7 Example 2. Now, we consider the example of a domain like the one in Fig. 3(b) consisting of two balls of radius 1 and a rectangle of size 2 × 1/2 we want to discuss three cases of locating a hole of measure |Ω 0 | /2 = 3 in the interval (−3, 3) (that is the limit domain in this case). The weight in the domain (−3, 3) this time is given by
within the support of the rectangle, 2 1 − (x ± 2) 2 within the support of the two balls.
The boundary weight β is again constant and equal to 2. The following results were computed numerically with M aple. We begin with considering two examples again This givesQ(u s ) = 1.73887. The role of the weight ρ appears again, namely that it is better to place the hole where ρ is large.
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To conclude with this example, we now concentrate the hole on one side of the interval. Because our problem is symmetric it does not matter on which side we 13 place it. The quotient givesQ(u l ) ≈ 0.9094 which is, as follows from our theoretical results, the best that can be obtained. 15 
