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We study a general problem of allocating limited resources to heterogeneous customers over time under
model uncertainty. Each type of customer can be serviced using different actions, each of which stochastically
consumes some combination of resources, and returns different rewards for the resources consumed. We
consider a general model where the resource consumption distribution associated with each (customer type,
action)-combination is not known, but is consistent and can be learned over time. In addition, the sequence
of customer types to arrive over time is arbitrary and completely unknown.
We overcome both the challenges of model uncertainty and customer heterogeneity by judiciously syn-
thesizing two algorithmic frameworks from the literature: inventory balancing, which “reserves” a portion
of each resource for high-reward customer types which could later arrive; and online learning, which shows
how to “explore” the resource consumption distributions of each customer type under different actions. We
define an auxiliary problem, which allows for existing competitive ratio and regret bounds to be seamlessly
integrated. Furthermore, we show that the performance guarantee generated by our framework is tight; that
is, we provide an information-theoretic lower bound which shows that both the loss from competitive ratio
and the loss for regret are relevant in the combined problem.
Finally, we demonstrate the efficacy of our algorithms on a publicly available hotel data set. Our framework
is highly practical in that it requires no historical data (no fitted customer choice models, nor forecasting of
customer arrival patterns) and can be used to initialize allocation strategies in fast-changing environments.
1. Introduction
Online resource allocation is a fundamental topic in many applications of operations research, such
as revenue management, display advertisement allocation and appointment scheduling. In each of
these settings, a manager needs to allocate limited resources to a heterogeneous pool of customers
arriving in real time, while maximizing a certain notion of cumulative reward. The starting amount
of each resource is exogenous, and these resources cannot be replenished during the planning
horizon.
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In many applications, the manager can observe a list of feature values of each arriving customer,
which allows the manager to customize allocation decisions in real time. For example, a display
advertising platform operator is usually provided with the internet cookie from a website visitor,
upon the latter’s arrival. Consequently, the operator is able to display relevant advertisements to
each website visitor, in a bid to maximize the total revenue earned from clicks on these advertise-
ments.
To achieve an optimal allocation in the presence of resource constraints, the manager’s allocation
decisions at any moment has to take into account the features of both the arriving customer as well
as the customers who will arrive in the future. For example, in selling airline tickets, it is profitable
to judiciously reserve a number of seats for business class customers, who often purchase tickets
close to departure time (Talluri and van Ryzin 1998, Ball and Queyranne 2009). In healthcare
applications, when making advance appointments for out-patients, it is critical to reserve certain
physicians’ hours for urgent patients (Feldman et al. 2014, Truong 2015). In these examples, the
manager’s central task is to reserve the right amount of each resource for future customers so as
to maximize the expected reward.
While resource reservation is vital for optimizing online resource allocations, the implementation
of resource reservation is often hindered by the following two challenges. First, the manager often
lacks an accurate forecast model about the arrival patterns of future demand. For example, it may
be difficult to model the demand spike on Black Friday as a stochastic process.
Second, the manager is often uncertain about the relationship between an arriving customer’s
behavior (e.g., click-through rate) and his/her observed features. For example, when selling a
new product at an online platform, the manager initially has very little information about the
relationship between a customer’s observed feature values and his/her willingness to pay for a
product.
These challenges in implementing resource reservation raise the following research question: Can
the manager perform resource reservation effectively, in the absence of any demand forecast model
and under uncertain customer behavior?
1.1. Overview of Model and Main Results
We describe an online resource allocation problem using general, neutral terminology. A central
platform starts with finite and discrete amounts of inventory for multiple resources. Each unit
of a resource yields a reward when consumed by a customer. Customers arrive sequentially, each
of which is characterized by a context vector that describes the customer’s features. Upon the
arrival of each customer, the platform selects an action, which corresponds to offering a subset
of resources to the customer. Then the platform accumulates the reward value for each unit of
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resource consumed by the customer. The objective of the central platform is to maximize the total
reward collected from all the resources.
We make the following two important assumptions in our model:
1. The number of future customer arrivals and the context vectors of each one of them are
unknown and picked by an adversary. As a result, the historical observation at any time step does
not provide any information about future customers.
2. For each potential combination of context vector and action, there is a fixed unknown distri-
bution over the consumption outcome. That is, two customers arriving at different time periods
with identical context vectors will have the same consumption distribution. As a concrete example,
in e-commerce, the context vector represents the characteristics (e.g., age, location) of an online
shopper. We are assuming that the conversion rate only depends on the characteristics of the
shopper and the product offered. The platform needs to learn these conversion rates in an online
fashion.
Each of these two assumptions has been studied extensively, but only separately, in the litera-
ture. In models with the first assumption alone, customer behavior such as purchase probabilities
is known, and the difficulty is in conducting resource reservation without any demand forecast. The
conventional approach is to balance the cost of reserving each unit of a resource with the opportu-
nity cost of allocating it. We call such techniques inventory balancing. Meanwhile, in models with
the second assumption alone, the trade-off is between “exploring” the outcomes from playing dif-
ferent actions on different customers, and “exploiting” actions which are known to yield desirable
outcomes. Online learning techniques are designed for managing this trade-off. However, in the
presence of resource constraints, online learning techniques assume that the context vectors are
drawn IID from a known distribution, and there is no element of “hedging” against an adversarial
input sequence.
In this research, we present a unified analysis of resource-constrained online allocation in the
presence of both of these two assumptions. We make the following contributions:
• We propose a framework that integrates the inventory balancing technique with a broad class
of online learning algorithms (Section 3). The framework produces online allocation algorithms
with provable performance guarantees (Section 4), which can be informally expressed as
ALG≥ αOPT−REG, (1)
where ALG is the performance of the algorithm produced by our framework; OPT is an upper
bound on the expected revenue of an optimal algorithm which knows both the arrival sequence and
the click probabilities in advance; REG represents the regret, i.e., the loss from exploring customer
behavior; and α can be viewed as the competitive ratio when customer behavior is known, i.e.,
when REG= 0.
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Table 1 Breakdown of the literature on resource-constrained online allocation. See Section 1.2 for a literature
review.
Sequence of customer contexts
x1, x2, . . .
(Distributionally) Unknown Adversarial
Known (must hedge)
(Distributionally)
Approximation Algorithms Competitive Analysis
Decisions of customer Known
with context x Unknown IID
Online Learning [this paper]
(can learn)
• As an application of the framework, we analyze an online bipartite matching problem where
edges, once assigned, are only matched with an unknown probability (Section 5). We use the
framework to generate an online matching algorithm based on the Upper Confidence Bound (UCB)
technique. We prove that the algorithm has performance guarantee
ALG≥OPT− OPT
e
− O˜(
√
OPT). (2)
As a result, ALG/OPT is bounded from below by 1− 1/e− O˜(1/√OPT), which approaches the
best-possible competitive ratio of 1− 1/e as OPT becomes large (i.e. the regret from learning the
matching probabilities becomes negligible). We also show that this is tight: we construct a setting
where in (2), the loss of OPT/e is unavoidable due to not knowing the arrival sequence in advance,
and the loss of O˜(
√
OPT) is unavoidable due to not knowing the matching probabilities in advance.
• We study a dynamic assortment planning problem in which each resource can be sold at
different reward rates (Section 6). We propose an online algorithm based on Thompson sampling,
and test it on the hotel dataset of Bodea et al. (2009) (Section 7).
We summarize the positioning of our paper in Table 1. Our analysis incorporates the loss from
two unknown aspects: the adversarial sequence of customer contexts, and the probabilistic decision
for a given customer context. When one or both of these aspects are known, many papers have
analyzed the corresponding metrics of interest (competitive ratio, regret, approximation ratio),
which we review in Section 1.2.
1.2. Literature Review
To our understanding, we are the first to give a unified analysis for online algorithms involving (i)
resource constraints, (ii) learning customer behavior, and (iii) adversarial customer arrivals. We
review past work which has considered some subset of these aspects, as outlined in Table 1.
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1.2.1. Approximation algorithms. When both the arrival sequence and customer decisions
are distributionally known, many algorithms have been proposed for overcoming the “curse of
dimensionality” in solving the corresponding dynamic programming problem. Performance guar-
antees of bid-pricing algorithms were initially analyzed in Talluri and van Ryzin (1998). Later,
Alaei et al. (2012) and Wang et al. (2015) proposed new algorithms with improved bounds, for
models with time-varying customer arrival probabilities. These performance guarantees are relative
to a deterministic LP relaxation (see Section 4.1) instead of the optimal dynamic programming
solution, and hence still represent a form of “competitive ratio” relative to a clairvoyant which
knows the arrival sequence in advance (see Wang et al. (2015)).
In addition, the special case in which customer arrival probabilities are time-invariant has been
studied in Feldman et al. (2009) and its subsequent research. We refer to Brubach et al. (2016) for
discussions of recent research in this direction.
1.2.2. Competitive analysis. We briefly review the literature analyzing the competitive
ratio for resource allocation problems under adversarial arrivals. This technique is often called
competitive analysis, and for a more extensive background, we refer the reader to Borodin and El-
Yaniv (2005). For more on the application of competitive analysis in online matching and allocation
problems, we refer to Mehta (2013). For more on the application of competitive analysis in airline
revenue management problems, we refer to the discussions in Ball and Queyranne (2009).
Our work is focused on the case where competitive analysis is used to manage the consumption
of resources. The prototypical problem in this domain is the Adwords problem (Mehta et al.
2007). Often, the resources are considered to have large starting capacities—this assumption is
equivalently called the “small bids assumption” (Mehta et al. 2007), “large inventory assumption”
(Golrezaei et al. 2014), or “fractional matching assumption” (Kalyanasundaram and Pruhs 2000).
In our work, we use the best-known bound that is parametrized by the starting inventory amounts
(Ma and Simchi-Levi 2017). The Adwords problem originated from the classical online matching
problem (Karp et al. 1990)—see Devanur et al. (2013) for a recent unified analysis. The competitive
ratio aspect of our analysis uses ideas from this analysis as well as the primal-dual analysis of
Adwords (Buchbinder et al. 2007). We also refer to Devanur and Jain (2012), Kell and Panigrahi
(2016), Ma and Simchi-Levi (2017) for recent generalizations of the Adwords problem.
Our model also allows for probabilistic resource consumption, resembling many recent papers in
the area starting with Mehta and Panigrahi (2012). We incorporate the assortment framework of
Golrezaei et al. (2014), where the probabilistic consumption comes in the form of a random cus-
tomer choice—see also Chen et al. (2016), Ma and Simchi-Levi (2017). However, unlike those three
papers on assortment planning, which assume some substitutability assumption in the customer
choice model, we instead allow for resources which have ran out to still be consumed, but at zero
reward.
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1.2.3. Online learning. The problem of learning customer behavior is conventionally studied
in the field of online learning. For a comprehensive review on recent advances in online learning,
we refer the reader to Bubeck and Cesa-Bianchi (2012), Slivkins (2017).
Our research focuses on online learning problems with resources constraints. Badanidiyuru et al.
(2014), Agrawal and Devanur (2014) incorporate resource constraints into the standard multi-
armed bandit problem, and propose allocation algorithms with provable upper bounds on the
regret. Badanidiyuru et al. (2013), Agrawal and Devanur (2016), Agrawal et al. (2016) study
extensions in which customers are associated with independently and identically distributed context
vectors; the values of reward and resource consumption are determined by the customer context.
Besbes and Zeevi (2009, 2012), Babaioff et al. (2015), Wang et al. (2014), Ferreira et al. (2016) study
pricing strategies for revenue management problems, where a resource-constrained seller offers a
price from a potential infinite price set to each arriving customer. Customers are homogeneous, in
the sense that each customer has the same purchase probability under the same offered price.
Those models with resource constraints in the current literature assume that the type (if there
is any) of each customer is drawn from a fixed distribution that does not change over time. As
a result, there exists an underlying fixed randomized allocation strategy (typically based on an
optimal linear programming solution) that converges to optimality as the number of customers
becomes large. The idea of the online learning techniques involved in the above-mentioned research
works is to try to converge to that fixed allocation strategy. In our model, however, there is no
such fixed allocation strategy that we can discover over time. For instance, the optimal algorithm
in our model may reject all the low-fare customers who arrive first and reserve all the resources
for high-fare customers who arrive at the end. As a result, the optimal algorithm does not earn
any reward at first, and thus cannot be identified as the best strategy by any learning technique.
Our analysis is innovative as we construct learning algorithms with strong performance guarantees
without trying to converge to any benchmark allocation strategy.
2. Model Formulation
Throughout this paper, we let N denote the set of positive integers. For any n ∈N, let [n] denote
the set {1,2, ..., n}.
Consider a class of online resource allocation problems, generically modeled as follows. A central
platform starts with n ∈N resources. Each resource i ∈ [n] has a reward ri > 0 associated with it
(Later in Section 6, we will allow each resource to have multiple reward values). Each resource
also has an unreplenishable discrete starting inventory bi ∈ N. We denote rmax = maxi∈[n] ri, and
bmin = mini∈[n] bi.
There is a latent sequence of T customers who will arrive sequentially. Each customer t is
associated with a context vector xt ∈X , where X is a known context set. The sequence of context
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vectors x1, x2, . . . , xT is revealed sequentially. That is, for each t, the platform must make the
decision for customer t, without knowing the values of xt+1, . . . , xT nor the value of T . We will use
the phrases “customer t” and “time period t” interchangeably.
When a customer arrives at the platform, the platform observes the customer context x∈X and
takes an action a ∈ A. Under context x and action a, the customer’s behavior is governed by a
distribution ρx,a over outcomes. For each x,a, the distribution ρx,a is not known to the platform.
An outcome is defined by the subset of resources consumed, given by a vector y in {0,1}n. If
yi = 1 and resource i is not yet depleted, then one unit of the inventory of resource i is consumed,
and a reward of ri is earned. If yi = 1 but resource i is depleted, or if yi = 0, then no resource
i is consumed and no reward is earned. For all x ∈ X , a ∈ A, and y ∈ {0,1}n, let ρx,a(y) be the
probability of outcome y when action a is played on context x.
In each period t, events occur in the following sequence. First, the customer context xt is revealed.
Second, the platform plays an action at ∈ A on xt. The action at is determined by an online
algorithm that sees xt and all the information prior to period t. Third, the platform observes the
outcome yt ∈ {0,1}n in period t, drawn according to ρxt,at , and collects rewards.
The sequence of context vectors (x1, x2, ..., xT ) and the mapping ρ can be interpreted
as being chosen by an oblivious adversary, who cannot see any information related to
(a1, a2, . . . , aT ,y1,y2, . . . ,yT ). As a result, we will treat all of the adversarially-chosen parameters
T , (x1, x2, ..., xT ), and ρ as being deterministic and chosen ahead-of-time. An algorithm is evalu-
ated on the expected reward it earns, for any fixed set of T, (xt)Tt=1, ρ. In Section 4, we will bound
the expected reward earned by our algorithms from Section 3, in comparison to that earned by
an optimal algorithm which knows all of T, (xt)Tt=1, ρ in advance, with the bound holding for any
values of T, (xt)Tt=1, ρ.
3. Online Allocation Algorithm
In this section, we present a framework which generates online allocation algorithms by integrating a
broad class of online learning techniques, such as Upper Confidence Bounds (UCBs) and Thompson
Sampling, with the inventory-balancing technique that hedges against an unknown sequence of
customer contexts.
The framework first creates an auxiliary problem, which exclusively focuses on the exploration-
exploitation trade-off, by removing all the inventory constraints from the original problem. In other
words, there is no need to conduct resource reservation in the auxiliary problem. As a result, we can
apply existing online learning techniques on the auxiliary problem, and achieve regrets sub-linear
in T . Next, given any online learning algorithm for the auxiliary problem, the framework converts
it into another algorithm that performs both learning and resource reservation for the original
model.
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3.1. Auxiliary Problem
The auxiliary problem is a contextual stochastic bandit problem, in which we define the context
set X , action set A, and distributions {ρx,a}x∈X ,a∈A in the same way as in the original problem.
The distributions {ρx,a}x∈X ,a∈A are still unknown from the beginning and needs to be learned.
The auxiliary problem differs from the original problem in two ways.
First, we define all of the resources to have unlimited inventory in the auxiliary problem. As
a result, algorithms for the auxiliary problem are not concerned with any global inventory con-
straints, i.e. if the distributions {ρx,a}x∈X ,a∈A were known, then the optimal algorithm would simply
maximize the immediate reward for each period.
Second, the reward of resource i∈ [n] in period t∈ [T ] is now defined as rti , which depends on t.
In each period t ∈ [T ], the online algorithm is given rt1, . . . , rtn before having to make decision at;
however it does not know the reward values for future periods. Thus, we can view (rt1, r
t
2, . . . , r
t
n) as
additional contextual information that is observed by online algorithms in the beginning of period
t. We assume that rti is chosen by an adaptive adversary, so that r
t
i may depend on the actions
played and outcomes realized in periods 1, ..., t−1 (whereas the sequence (x1, x2, . . . , xT ) of context
vectors are still fixed a priori in both the original problem and the auxiliary problem). We restrict
the adversary so that all of the chosen rewards rti are bounded from above by rmax.
Let U denote a random variable that encapsulates all the external information used by an online
algorithm. For example, U can represent the random seed used by a sampling algorithm. The
adversary cannot see the realization of U . Without loss of generality, let
Ft = (x1, x2, ..., xt,y1,y2, ...,yt−1, rt1, rt2, ..., rtn,U)
denote all the information that an online algorithm uses to make decision at. If U is a constant, the
algorithm is a deterministic algorithm; otherwise, the algorithm is randomly drawn from a family
of deterministic algorithms, according to the distribution of U . Then, an online algorithm for the
auxiliary problem can be represented by a list of oracles {Ot(·)}t≥1 such that the algorithm makes
decision at =Ot(Ft) in period t∈ [T ].
Given an online algorithm {Ot(·)}t≥1, we define its regret for any realized sample path FT as
REG(FT ) =
∑
t∈[T ]
[Rt(at∗)−Rt(Ot(Ft))] , (3)
where
Rt(a) =
∑
y∈{0,1}n
ρxt,a(y)
∑
i∈[n]
yir
t
i
is the expected reward of taking action a∈A in period t in the auxiliary problem and
at∗ = arg max
a∈A
Rt(a)
Author: Article Short Title 9
is the optimal action in period t.
The goal in the auxiliary problem is to minimize the expected value of the regret (3). Typically,
we expect E[REG(FT )] = O˜(
√
T ), where the notation O˜(·) omits logarithmic factors. Depending
on the specific problem setting, the constants hidden in O˜(·) may depend on parameters that are
specific to the structure of ρ. The value of E[REG(FT )] will be used in our performance guarantee
in Section 4.
3.2. Integrated Algorithm
Suppose we are given an online learning algorithm {Ot(·)}t≥1 for the auxiliary problem. Our
integrated algorithm defines the time-dependent rewards for the auxiliary problem based on the
resources that have been consumed by that time period.
For each time t ∈ [T ] and resource i ∈ [n], let N ti denote the number of units of resource i that
have been consumed by the end of time t. N 0i is understood to equal bi for all i.
Then, we define the function Ψ(x) = e
x−1
e−1 , which is commonly used in inventory-constrained
online problems to hedge against adversarial arrivals (see Buchbinder et al. (2007)). This is a
convex function which increases from 0 to 1 over [0,1].
We are now ready to define our integrated algorithm. For each time period t∈ [T ]:
1. For each resource i, define its discounted reward for time t to be
rti = ri
(
1−Ψ
(
N t−1i
bi
))
, (4)
where N t−1i is the amount of resource i that has been consumed at the start of time t;
2. Play action at =Ot(Ft), where the input
Ft =
(
x1, x2, . . . , xt,y1,y2, . . . ,yt−1, rt1, r
t
2, . . . , r
t
n,U
)
for the oracle is constructed based on the discounted rewards generated in the previous step.
Our integrated algorithm has a very specific rule (4) of choosing the value of rti , which depends
on the random outcomes in previous periods. In the auxiliary problem, however, we more generally
allow rti to take any value generated in an adaptive way. Such a relaxation does not restrict the
scope of online learning techniques that we can apply. This is because for models with adaptive
contextual information (recall that we view rti as part of the contextual information), most online
learning algorithms {Ot(·)}t≥1 achieve near optimality under context vectors generated by an
adaptive adversary.
4. Analysis of Online Algorithm
In this section, we prove a performance guarantee for algorithms generated by our framework.
Later in Section 5.3, we will prove that this performance guarantee is tight for a special case of
our model.
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4.1. LP Upper Bound on Optimum
The expected reward of an algorithm which knows in advance both the distributions {ρx,a}x∈X ,a∈A
and the arrival sequence x1, x2, ..., xT can be upper-bounded by the following LP, which is a standard
result in the revenue management literature.
Primal:
OPT= max
∑
i∈[n]
ziri (5)
zi ≤
∑
a∈A
∑
t∈[T ]
sa,t
∑
y∈{0,1}n
ρxt,a(y)yi i∈ [n]
zi ≤ bi i∈ [n]∑
a∈A
sa,t ≤ 1 t∈ [T ]
sa,t ≥ 0 a∈A, t∈ [T ]
In the LP, the variable sa,t encapsulates the unconditional probability of an algorithm taking
action a in period t. Given a fixed underlying problem instance, we set OPT to be the optimal
objective of the LP. Its dual can be written as follows.
Dual:
min
∑
i∈[n]
biλi +
∑
t∈[T ]
γt (6)
γt ≥
∑
y∈{0,1}n
ρxt,a(y)
∑
i∈[n]
yi(ri−λi) a∈A, t∈ [T ] (7)
λi ≤ ri i∈ [n]
λi, γt ≥ 0 i∈ [n], t∈ [T ]
4.2. Proof of Performance Guarantee
We prove the performance guarantee using a primal-dual approach. More precisely, we construct a
primal solution to the LP (5), whose objective value equals the total reward of our algorithm plus
the cumulative regret due to not knowing ρ in advance. We also construct a dual solution to (6),
which bounds OPT from above. The performance guarantee is obtained by finding a relationship
in the form of (1) between the objective values of the constructed primal and dual solutions.
We will let ALG be the random variable representing the reward earned by the algorithm under
consideration. Recall that at∗ denotes the optimal action during period t in the auxiliary problem,
while N ti denotes number of units of resource i consumed by the end of time t; these values will
also be treated as random in the analysis.
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Definition 1 (Random Dual Variables). Define the following dual variables for all i, t,
which are random variables:
Λi = ri ·Ψ
(
NTi
bi
)
Γt = max
a∈A
 ∑
y∈{0,1}n
ρxt,a(y)
∑
i∈[n]
yiri
[
1−Ψ
(
N t−1i
bi
)]= ∑
y∈{0,1}n
ρxt,at∗(y)
∑
i∈[n]
yiri
[
1−Ψ
(
N t−1i
bi
)]
.
Lemma 1 (Feasibility). The dual variables defined in Definition 1 are feasible on every sample
path. Therefore, if we set λi = E[Λi] for all i and γt = E[Γt] for all t, then this provides a feasible
solution to the Dual LP.
The following theorem gives our main result, which states that the optimality gap of our online
allocation algorithm is at most a constant fraction of OPT plus the regret in the auxiliary problem.
Theorem 1. The total reward ALG of the algorithm generated by our framework satisfies
OPT≤ (1 + bmin)(1− e
−1/bmin)
1− 1/e ·E[ALG] +E[REG(FT )]. (8)
When bmin→∞, the above expression can be written as
OPT−E[ALG]≤ 1
e
OPT+
(
1− 1
e
)
E[REG(FT )]. (9)
Recall that bmin denotes the smallest starting inventory among the resources. The expression (1+
bmin)(1− e−1/bmin) in bound (8) represents the best-known dependence on bmin in the competitive
ratio (Ma and Simchi-Levi 2017). The expression decreases to 1 as bmin→∞.
Proof. OPT≤∑ni=1 biE[Λi] +∑Tt=1E[Γt], by Lemma 1 and weak duality. Using the definitions
of Γt, Λi, and R
t(·), we obtain
OPT≤E
∑
i∈[n]
biri ·Ψ
(
NTi
bi
)
+
∑
t∈[T ]
∑
y∈{0,1}n
ρxt,at∗(y)
∑
i∈[n]
yiri
[
1−Ψ
(
N t−1i
bi
)]
=
∑
i∈[n]
biri ·
∑
t∈[T ]
E
[(
Ψ(
N ti
bi
)
−Ψ
(
N t−1i
bi
)]
+E
∑
t∈[T ]
Rt(at∗)
 .
Recall that Ft is the input to the auxiliary problem at the start of time t, which determines the
values of N t−1i . Conditioned on Ft, the algorithm’s action at =Ot(Ft) is determined. Thus, for any
resource i,
E
[
Ψ
(
N ti
bi
)∣∣∣∣Ft]−Ψ(N t−1ibi
)
=
∑
y∈{0,1}n
ρxt,at(y)yi
[
Ψ
(
min{bi,N t−1i + 1}
bi
)
−Ψ
(
N t−1i
bi
)]
. (10)
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We explain equation (10). Conditional on any Ft, the vector of outcomes y is distributed according
to ρxt,at . If yi = 1 and resource i is not yet depleted, i.e. N
t−1
i < bi, then a unit of resource i is
consumed, leading to N ti =N
t−1
i + 1≤ bi. If yi = 1 but resource i is depleted, i.e. N t−1i = bi, then
resource i cannot be consumed further, leading to N ti = bi.
Using the tower property of conditional expectation over the randomness in Ft, and substituting
in equation (10), we obtain
OPT≤E
∑
i∈[n]
biri ·
∑
t∈[T ]
(
Ψ
(
N ti
bi
)
−Ψ
(
N t−1i
bi
))+E
∑
t∈[T ]
Rt(at∗)

=
∑
t∈[T ]
E
E
∑
i∈[n]
biri ·
(
Ψ
(
N ti
bi
)
−Ψ
(
N t−1i
bi
))∣∣∣∣Ft
+E
∑
t∈[T ]
Rt(at∗)

=
∑
t∈[T ]
E
 ∑
y∈{0,1}n
ρxt,at(y)
∑
i∈[n]
biri ·yi
(
Ψ
(
min{bi,N t−1i + 1}
bi
)
−Ψ
(
N t−1i
bi
))+E
∑
t∈[T ]
Rt(at∗)

=
∑
t∈[T ]
E
 ∑
y∈{0,1}n
ρxt,at(y)
∑
i∈[n]
ri ·yi
Ψ
(
min{bi,Nt−1i +1}
bi
)
−Ψ
(
Nt−1i
bi
)
1/bi
+E
∑
t∈[T ]
Rt(at∗)

=
∑
t∈[T ]
E
 ∑
y∈{0,1}n
ρxt,at(y)
∑
i∈[n]
ri ·yi
Ψ
(
min{bi,Nt−1i +1}
bi
)
−Ψ
(
Nt−1i
bi
)
1/bi
+ 1−Ψ
(
N t−1i
bi
)

+E
∑
t∈[T ]
(Rt(at∗)−Rt(at))

=
∑
t∈[T ]
E
 ∑
y∈{0,1}n
ρxt,at(y)
∑
i∈[n]
ri ·yi
Ψ
(
min{bi,Nt−1i +1}
bi
)
−Ψ
(
Nt−1i
bi
)
1/bi
+ 1−Ψ
(
N t−1i
bi
)

+E [REG(FT )] .
(11)
Since Ψ(1) = 1, we must have
Ψ
(
min{bi,Nt−1i +1}
bi
)
−Ψ
(
Nt−1i
bi
)
1/bi
+ 1−Ψ
(
N t−1i
bi
)
=1(N t−1i < bi) ·
Ψ
(
Nt−1i +1
bi
)
−Ψ
(
Nt−1i
bi
)
1/bi
+ 1−Ψ
(
N t−1i
bi
)
≤1(N t−1i < bi) ·
(1 + bmin)(1− e−1/bmin)
1− 1/e .
Substituting back into (11), we obtain
OPT≤
∑
t∈[T ]
E
 ∑
y∈{0,1}n
ρxt,at(y)
∑
i∈[n]
ri ·yi1(N t−1i < bi) ·
(1 + bmin)(1− e−1/bmin)
1− 1/e
+E[REG(FT )]
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=
(1 + bmin)(1− e−1/bmin)
1− 1/e ·E[ALG] +E[REG(FT )],
which completes the proof. 
5. Online Matching
In this section, we present a specific application of the framework on the online matching problem.
In this problem, each resource i corresponds to an advertiser who is willing to spend at most bi · ri
dollars for receiving clicks on the advertiser’s advertisements. The context set is X = {0,1}n, where
we recall that n is the number of resources/advertisers. For each x ∈ X , xi indicates whether a
customer with context x can be matched to advertiser i.
Each advertiser has K ∈N different advertisements, e.g., K videos/banners. Upon the arrival of
a customer x∈X , the platform needs to pick an advertiser i∈ [n] such that xi = 1, and display an
advertisement k ∈ [K] that belongs to advertiser i.
The action set can be written as A = {(i, k) : i ∈ [n], k ∈ [K]}. When action (i, k) is played
on customer context x, the customer will click on the displayed advertisement with probability
p(i,k)1(xi = 1). The platform earns reward ri from each click on any advertisement belonging to
advertiser i.
The values of p(i,k) are unknown from the beginning. For each x and (i, k), the distribution ρx,(i,k)
can be written as
ρx,(i,k)(ei) = 1(xi = 1) · p(i,k),
ρx,(i,k)(0) = 1− ρx,(i,k)(ei),
ρx,(i,k)(y) = 0 for all other outcomes y in {0,1}n.
5.1. Algorithm for the auxiliary problem
The auxiliary problem is a variant of the classic stochastic multi-armed bandit problem, in which
the expected reward of each arm (i, k) in each period t is scaled by an observable factor rti1(x
t
i = 1).
The following algorithm for the auxiliary problem is based on the UCB technique.
Let Dt(i,k) ⊆ {1,2, ..., t} denote the set of periods s such that action (i, k) is taken in period s and
xsi = 1. Define function rad(α,µ,N) :=
√
αµ
N
+ α+1
N
. Recall that yt is the random outcome in period
t. Let
p¯t(i,k) =
∑
s∈Dt−1
(i,k)
ysi
|Dt−1(i,k)|+ 1
be an estimate for p(i,k), and
U t(i,k) = rad
(
72 log(2nKt2), p¯t(i,k), |Dt−1(i,k)|+ 1
)
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be the size of its confidence interval.
Upon the arrival of customer xt, the algorithm takes action (i, k) that maximizes the upper
confidence bound rti · (pt(i,k) +U t(i,k)(p¯t(i,k))) ·1(xti = 1).
Lemma 2. (Kleinberg et al. 2008) Consider n independently and identically distributed random
variables X1, . . . ,Xn in [0,1]. Let µ = E[X1], and X =
∑n
i=1Xi/n. Then, for any δ > 0, we have
with probability at least 1− δ,
|X −µ|<
√
72X log 2
δ
n
+
72 log 2
δ
n
< 3
√72µ log 2δ
n
+
72 log 2
δ
n
 .
Proposition 1. In any fixed period t, with probability at least 1− t−2 we have
∣∣p(i,k)− p¯t(i,k)∣∣≤U t(i,k) ≤ 3rad(72 log(2nKt2), p(i,k), |Dt−1(i,k)|+ 1)
for all (i, k)∈A.
Proof. For any fixed i, k, t, applying Lemma 2 to the sequence of random variables {ysi}s∈Dt−1
(i,k)
,
we can obtain with probability at least 1− δ,∣∣∣∣∣∣∣
∑
s∈Dt−1
(i,k)
(ysi − p(i,k))
∣∣∣∣∣∣∣<
√√√√72 log 2δ · ∑
s∈Dt−1
(i,k)
ysi + 72 log
2
δ
< 3
[√
72 log
2
δ
· |Dt−1(i,k)|p(i,k) + 72 log
2
δ
]
.
Since
|p¯t(i,k)− p(i,k)|
=
∣∣∣∣∣
∑
s∈Dt−1
(i,k)
(ysi − p(i,k))
|Dt−1(i,k)|+ 1
− p(i,k)|Dt−1(i,k)|+ 1
∣∣∣∣∣
≤
∣∣∣∣∣
∑
s∈Dt−1
(i,k)
(ysi − p(i,k))
|Dt−1(i,k)|+ 1
∣∣∣∣∣+ 1|Dt−1(i,k)|+ 1 ,
we have with probability at least 1− δ,
|p¯t(i,k)− p(i,k)|
<
√
72 log 2
δ
·∑s∈Dt−1
(i,k)
ysi
|Dt−1(i,k)|+ 1
+
72 log 2
δ
+ 1
|Dt−1(i,k)|+ 1
< 3

√
72 log 2
δ
· |Dt−1(i,k)|p(i,k)
|Dt−1(i,k)|+ 1
+
72 log 2
δ
+ 1
|Dt−1(i,k)|+ 1

=⇒ |p¯t(i,k)− p(i,k)|<
√√√√72 log 2δ · p¯t(i,k)
|Dt−1(i,k)|+ 1
+
72 log 2
δ
+ 1
|Dt−1(i,k)|+ 1
< 3
[√
72 log 2
δ
· p(i,k)
|Dt−1(i,k)|+ 1
+
72 log 2
δ
+ 1
|Dt−1(i,k)|+ 1
]
.
The proposition is proved by choosing δ= 1
nKt2
. 
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5.2. Analysis
The following proposition gives a regret upper bound on the UCB algorithm on the auxiliary
problem. The bound is sub-linear in the expected optimal value E[OPT] of the Primal linear
program, and the bound is in particular sub-linear in T .
Proposition 2. In the auxiliary problem, the total regret of the UCB algorithm is
E[REG(FT )] = O˜
(√
nKE[OPT]
)
.
Proof. Conditioned on the high probability event that |p(i,k)− p¯t(i,k)| ≤U t(i,k) for all t, (i, k), the
total regret can be bounded from above as follows:
REG(FT )≤
∑
i∈[n],k∈[K]
T∑
t=1
rti · 2U tat1(at = (i, k))
≤ 6
∑
i∈[n],k∈[K]
T∑
t=1
rti1(a
t = (i, k))rad
(
72 log(2nKt2), p(i,k), |Dt−1(i,k)|+ 1
)
.
Recall that rti = ri(1−Ψ(N t−1i /bi)), so we must have rti ≤ ri1(N t−1i < bi). Let d(i,k) = |{s∈DT(i,k) :
N s−1i < bi}| denote the number of periods in which action (i, k) is taken and resource i still has
positive remaining inventory. For any fixed (i, k)∈A, we have
T∑
t=1
rti1(a
t = (i, k))rad
(
72 log(2nKt2), p(i,k), |Dt−1(i,k)|+ 1
)
=
T∑
t=1
rti1(a
t = (i, k))
[√
72 log(2nKt2) · p(i,k)
|Dt−1(i,k)|+ 1
+
72 log(2nKt2) + 1
|Dt−1(i,k)|+ 1
]
≤
T∑
t=1
ri1(N
t−1
i < bi)1(a
t = (i, k))
[√
72 log(2nKT 2) · p(i,k)
|Dt−1(i,k)|+ 1
+
72 log(2nKT 2) + 1
|Dt−1(i,k)|+ 1
]
=
d(i,k)∑
s=1
ri
[√
72 log(2nKT 2) · p(i,k)
s
+
72 log(2nKT 2) + 1
s
]
≤ri · 2
√
72 log(2nKT 2) · p(i,k)d(i,k) +O(rmax log2(nKT 2)) (12)
≤12
√
2rmax log(2nKT 2)
√
rip(i,k)d(i,k) +O(rmax log
2(nKT 2)).
Inequality (12) follows from the fact that
∑d
i=1 1/
√
i≤ 2√d. Substituting this back into the upper
bound on REG, we obtain
REG(FT )≤ 6
∑
i∈[n],k∈[K]
T∑
t=1
rti1(a
t = (i, k))rad
(
72 log(2nKt2), p(i,k), |Dt−1(i,k)|+ 1
)
≤ 72
√
2rmax log(2nKT 2)
∑
i∈[n],k∈[K]
√
rip(i,k)d(i,k) +O(rmaxnK log
2(nKT 2))
≤ 72
√
2rmax log(2nKT 2)
√
nK
∑
i∈[n],k∈[K]
rip(i,k)d(i,k) +O(rmaxnK log
2(nKT 2)), (13)
16 Author: Article Short Title
where inequality (13) is by the Cauchy-Schwartz inequality.
For a period t, if the event |p(i,k) − p¯t(i,k)| ≤ U t(i,k) fails to hold for some (i, k), then there is an
additional regret at most rmax. In expectation, the total amount of such additional regret is at
most
T∑
t=1
rmax
t2
=O(1),
which is negligible.
Altogether, by Jensen’s inequality, the total expected regret of the UCB algorithm is
E[REG(FT )]≤ 72
√
2rmax log(2nKT 2)E
√nK ∑
i∈[n],k∈[K]
rip(i,k)d(i,k)
+O(rmaxnK log2(nKT 2))
≤ 72
√
2rmax log(2nKT 2)
√
nKE[
∑
i∈[n],k∈[K]
rip(i,k)d(i,k)] +O(rmaxnK log
2(nKT 2))
= 72
√
2rmax log(2nKT 2)
√
nKE[ALG] +O(rmaxnK log2(nKT 2))
≤ 72
√
2rmax log(2nKT 2)
√
nKE[OPT] +O(rmaxnK log2(nKT 2)).

Altogether, using Theorem 1, we can obtain the following performance guarantee when bmin→∞.
Corollary 1. In the online matching problem with unknown matching probabilities, the total
reward ALG of our algorithm satisfies
OPT−E[ALG]≤ 1
e
OPT+
(
1− 1
e
)
E[REG(FT )] = 1
e
OPT+ O˜(
√
nKE[OPT]). (14)
5.3. Lower Bound
In this section, we establish a lower bound on the regret of any online algorithm for the online
matching problem. Specifically, we prove that the regret bound (14) is tight in the sense that
both of the loss terms OPT/e, O˜(
√
E[OPT]) are unavoidable due to the uncertainty on the click
probabilities p(i,k) and the uncertainty on the sequence of customer contexts.
We construct a randomized worst-case instance as follows. The capacity values are the same
bi = b for all i∈ [n]. Let pi be a random permutation of [n]. There are T = 2bn customers, split into
n “groups” of 2b customers each. The customers in each group j ∈ [n] all have the same context
(feature) vector x(j), where
x
(j)
i = 1 if and only if pi(i)≥ j.
In other words, if we view pi(i) as a random score of resource i, then the customers become
increasingly selective as customers in group j are only interested in resources i with scores higher
than j.
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Let ` = (`1, . . . , `n)∈ [K]n be a random vector of “secret arms”. The distribution ρx,(i,k) is given
by
ρx,(i,k)(ei) = 1(xi = 1)
(
1− ε
2
+1(k= `i) · ε
)
ρx,(i,k)(0) = 1− ρx,(i,k)(ei)
ρx,(i,k)(y) = 0 for all other outcomes y in {0,1}n
Here, ε∈ (0,1/2] will be defined in our analysis. We choose ε≤ 1/2 just for technical convenience.
This problem instance is a randomized one because we draw both pi and ` uniformly at random.
Note that for all realization of pi and `, OPT will be bn.
A deterministic policy is a mapping, for any t ∈ N, from any history of observed contexts and
outcomes, (x1,y1, . . . , xt) in X t×{0,1}n×(t−1), to an action to play on context xt, in A. Our proof
strategy is to upper-bound the performance of any deterministic policy on this randomized instance
(it suffices to consider deterministic policies because when given the randomized instance, there
always exists an optimal policy which is deterministic).
Theorem 2 (Lower Bound). Let n, b,K be any positive integers satisfying b≥K ≥ 3. Then
there exists a randomized instance (with a random arrival sequence and a random mapping from
contexts to outcomes) such that for any deterministic or randomized algorithm,
OPT−E[ALG]≥ OPT
e
+ Θ(
√
KOPT).
We prove this theorem through Lemmas 3, 4, 5, and Proposition 3. The proof is based on an
information-theoretic analysis.
Let Tj = {2b(j − 1) + 1, . . . ,2bj} denote the indices of the customers in group j, for all j ∈ [n].
Let Ai = {(i, k) : k ∈ [K]} denote the set of actions that correspond to resource i, for all i∈ [n]. Let
Yt be the indicator random variable for whether customer t accepted her offer, for all t∈ [T ].
We can write ALG, the random variable for the total reward earned by the deterministic policy,
as
ALG=
n∑
i=1
min
{ i∑
j=1
∑
t∈Tj
1(Yt = 1∩ at ∈Api−1(i)), b
}
. (15)
To upper-bound E[ALG], we need to upper-bound E[
∑i
j=1
∑
t∈Tj 1(Yt = 1∩ at ∈Api−1(i))]. Thus,
we will focus on analyzing Pr[Yt = 1∩ at ∈Api−1(i)] for an arbitrary i∈ [n], j ≤ i, and t∈ Tj.
Pr[Yt = 1∩ at ∈Api−1(i)]
=Pr[Yt = 1|at = (pi−1(i), `pi−1(i))] ·Pr[at = (pi−1(i), `pi−1(i))]
+ Pr[Yt = 1|at ∈Api−1(i) ∩ at 6= (pi−1(i), `pi−1(i))] ·Pr[at ∈Api−1(i) ∩ at 6= (pi−1(i), `pi−1(i))]
=
1 + ε
2
Pr[at = (pi−1(i), `pi−1(i))] +
1− ε
2
Pr[at ∈Api−1(i) ∩ at 6= (pi−1(i), `pi−1(i))]
=
1− ε
2
Pr[at ∈Api−1(i)] + ε ·Pr[at = (pi−1(i), `pi−1(i))] (16)
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The difficult term to analyze is Pr[at = (pi−1(i), `pi−1(i))]. Note that the distribution of a
t is affected
by the entire realized vector of secret arms `, as well as the realized values of pi−1(1), . . . , pi−1(j−1).
Now, consider an alternate universe where for each resource m ∈ [n], all of the actions
(m,1), . . . , (m,K) result in the customer accepting with probability 1−ε
2
, regardless of the value of
`m. We can also consider the execution of the fixed, deterministic policy in this alternate universe,
where we will use random variables at, Y t to refer to its execution.
Lemma 3 (Using information theory to get an initial bound). Let j ∈ [n] be any cus-
tomer group and let t be any customer from Tj. Let S ⊆ [n] be any set of resources. Condition on
any sequence of j− 1 resources with lowest scores
pi−1([j− 1]) := (pi−1(1), . . . , pi−1(j− 1))
and vector of secret arms `. Then∑
m∈S
Pr[at = (m,`m)|pi−1([j− 1]),`]≤
∑
m∈S
Pr[at = (m,`m)|pi−1([j− 1]),`]
+ ε
√√√√ t−1∑
s=1
∑
m 6∈pi−1([s−1])
Pr[as = (m,`m)|pi−1([j− 1]),`].
(17)
Proof. For brevity, we will omit the conditioning on pi−1(1), . . . , pi−1(j−1) and ` throughout the
proof. We will also use Zs to denote the vector of random variables (Y1, . . . , Ys) and z
s to denote
a vector in {0,1}s, for any s∈ [t− 1].
First, note that at is the rule of the deterministic policy for choosing the action at time t,
dependent on sequence of observations Zt−1 and the sequence of contexts x1, . . . , xt (which is
captured by pi−1(1), . . . , pi−1(j− 1)).
∑
m∈S
Pr[at = (m,`m)] =
∑
zt−1∈{0,1}t−1
Pr[Zt−1 = zt−1]
∑
m∈S
Pr[at = (m,`m)|Zt−1 = zt−1]
≤
∑
zt−1∈{0,1}t−1
Pr[Z
t−1
= zt−1]
∑
m∈S
Pr[at = (m,`m)|Zt−1 = zt−1]
+ δ(Z
t−1
,Zt−1)
≤
∑
m∈S
Pr[at = (m,`m)] +
√
1
2
KL(Z
t−1‖Zt−1), (18)
where the first inequality is from the definition that
δ(Z
t−1
,Zt−1) =
∑
zt−1∈{0,1}t−1
|Pr[Zt−1 = zt−1]−Pr[Zt−1 = zt−1]|,
and the second inequality is due to Pinsker’s inequality.
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KL(Z
t−1‖Zt−1)
=
∑
zt−1∈{0,1}t−1
Pr[Z
t−1
= zt−1] · ln Pr[Z
t−1
= zt−1]
Pr[Zt−1 = zt−1]
=
t−1∑
s=1
∑
zs−1∈{0,1}t−1
Pr[Z
s−1
= zs−1]
 ∑
ys∈{0,1}
Pr[Y s = ys|Zs−1 = zs−1] · ln Pr[Y s = ys|Z
s−1
= zs−1]
Pr[Ys = ys|Zs−1 = zs−1]
 ,
where the second equality comes from the Chain Rule for KL-divergences. Now, consider the
term inside the parentheses. Conditioned on zs−1 (and pi−1([j − 1]), which have been omitted in
the notation), actions as and as are deterministic and equal. If this action is (m,`m) for some
m∈ [n] and m 6∈ pi−1([s− 1]), then Y s is 1 w.p. 1−ε2 while Ys is 1 w.p. 1+ε2 , and the term inside the
parentheses is the KL-divergence of Ber( 1+ε
2
) from Ber( 1−ε
2
), equal to ε · ln 1+ε
1−ε . Otherwise, Y s and
Ys are identically distributed, and the term inside the parentheses is zero.
Therefore,
KL(Z
t−1‖Zt−1)
=
t−1∑
s=1
∑
m 6∈pi−1([s−1])
Pr[as = (m,`m)]
(
ε · ln 1 + ε
1− ε
)
≤
t−1∑
s=1
∑
m 6∈pi−1([s−1])
Pr[as = (m,`m)]
(
2ε2
)
(the inequality is because ε≤ 1/2) and substituting into (18) completes the proof of the lemma.

Definition 2. Define the following random variables for all i, j ∈ [n]:
• Qi,j =
∑
t∈Tj 1(a
t ∈ Api−1(i)) is the total number of group-j customers on whom an action
corresponding to resource pi−1(i) is played;
• Q∗i,j =
∑
t∈Tj 1(a
t = (pi−1(i), `pi−1(i))) is the total number of group-j customers on whom action
(pi−1(i), `pi−1(i)) is played.
Let qi,j, q
∗
i,j denote the expected values of Qi,j,Q
∗
i,j, respectively. We will use Qi,j,Q
∗
i,j, qi,j, q
∗
i,j to
refer to the respective quantities under the alternate universe.
Lemma 4 (Removing dependence on t, pi, and `). Let D ⊆ [n] be any set of scores, and
pi−1(D) be the corresponding set of resources with scores D. For any group j ∈ [n],
∑
i∈D
E[Q∗i,j]≤
1
K
∑
i∈D
E[Qi,j] + 2bε
√
2bj
K
.
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Proof. Consider the probability
Pr[as = (m,`m)|pi−1([j− 1]),`]
from the RHS of inequality (17). Since as, which refers to the alternate universe, is unaffected by
the value of `m, the probability is identical after removing the conditioning on `m. We can do this
for all s= 1, . . . , t.
Let `−m denote the fixed vector of secret arms for resources other than m. We take an average
over the randomness in `m (drawn uniformly from [K]) and apply the law of total probability to
obtain:
E[Pr[as = (m,`m)|pi−1([j− 1]),`]]
=E[Pr[as = (m,`m)|pi−1([j− 1]),`−m]]
≤E[ 1
K
Pr[as ∈Am|pi−1([j− 1]),`−m]]
=
1
K
Pr[as ∈Am],
where the inequality is because the probability that as turns out to be the “secret arm” `m of
resource m is 1/K if as ∈Am, and 0 otherwise.
Then, for any set S ⊆ [n] of resources, we apply inequality (17) to obtain:∑
m∈S
Pr[at = (m,`m)]
=
∑
m∈S
E[Pr[at = (m,`m)|pi−1([j− 1]),`]]
≤
∑
m∈S
E[Pr[at = (m,`m)|pi−1([j− 1]),`]] + ε ·E
√√√√ t−1∑
s=1
∑
m 6∈pi−1([s−1])
Pr[as = (m,`m)|pi−1([j− 1]),`]

≤
∑
m∈S
E[Pr[at = (m,`m)|pi−1([j− 1]),`]] + ε ·
√√√√√ t−1∑
s=1
E
 ∑
m 6∈pi−1([s−1])
Pr[as = (m,`m)|pi−1([j− 1]),`]

≤
∑
m∈S
E[Pr[at = (m,`m)|pi−1([j− 1]),`]] + ε ·
√√√√√ t−1∑
s=1
E
∑
m∈[n]
Pr[as = (m,`m)|pi−1([j− 1]),`]

≤ 1
K
∑
m∈S
Pr[at ∈Am] + ε
√√√√ 1
K
t−1∑
s=1
∑
m∈[n]
Pr[as ∈Am]
≤ 1
K
∑
m∈S
Pr[at ∈Am] + ε
√
t
K
.
The second inequality is Jensen’s inequality (the square root function is concave).
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By the definition of Qi,j and Q
∗
i,j, we sum over the 2b values of t in Tj to obtain
∑
i∈D
E[Q∗i,j]
=
∑
t∈Tj
E
 ∑
m∈pi−1(D)
Pr[at = (m,`m)]

=
∑
t∈Tj
E
[
E
[∑
m∈S
Pr[at = (m,`m)]
∣∣∣∣pi−1(D) = S
]]
≤
∑
t∈Tj
E
[
E
[
1
K
∑
m∈S
Pr[at ∈Am] + ε
√
t
K
∣∣∣∣pi−1(D) = S
]]
=
1
K
∑
t∈Tj
E
 ∑
m∈pi−1(D)
Pr[at ∈Am]
+∑
t∈Tj
ε
√
t
K
=
1
K
∑
i∈D
E[Qi,j] +
∑
t∈Tj
ε
√
t
K
≤ 1
K
∑
i∈D
E[Qi,j] + ε2b
√
2bj
K
.
The last inequality uses the fact that t≤ 2bj for all t∈ Tj.

Lemma 5 (Argument for randomized permutation). For any customer group j ∈ [n] and
compatible resource with score i≥ j, both E[Qi,j] and E[Qi,j] are upper-bounded by 2b/(n− j+ 1).
Proof. We prove the result for E[Qi,j] (the proof for E[Qi,j] is identical):
E[Qi,j] =
∑
t∈Tj
Pr[at ∈Api−1(i)]
=
∑
t∈Tj
∑
pi−1([j−1])
Pr[pi−1([j− 1])] ·Pr[at ∈Api−1(i)|pi−1([j− 1])]
=
∑
t∈Tj
∑
pi−1([j−1])
Pr[pi−1([j− 1])]
∑
m/∈pi−1([j−1])
Pr[pi(m) = i|pi−1(i)] ·Pr[at ∈Am|pi−1([j− 1]), pi(m) = i]
=
∑
t∈Tj
∑
pi−1([j−1])
Pr[pi−1([j− 1])]
∑
m/∈pi−1([j−1])
1
n− j+ 1 Pr[a
t ∈Am|pi−1([j− 1])]
≤
∑
t∈Tj
∑
pi−1([j−1])
Pr[pi−1([j− 1])] · 1
n− j+ 1(1)
=
2b
n− j+ 1 .
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The first equality is by definition and the linearity of expectation; the second and third equalities
are by the law of total probability; and the fourth equality is by the fact that at is independent of
pi−1(i), which completes the proof of the lemma.

Now, combining (15), (16), and definitions, we get that
E[ALG]≤
n∑
i=1
min
{ i∑
j=1
(1− ε
2
E[Qi,j] + ε ·E[Q∗i,j]
)
, b
}
, (19)
where we have also used the fact that min{·, b} is concave. For all i∈ [n], let
Hnn−i := (1 +
1
2
+ . . .+
1
n
)− (1 + 1
2
+ . . .+
1
n− i) =
i∑
j=1
1
n− j+ 1 . (20)
Now, let n′ ∈ [n] be the largest value such that Hnn−n′ ≤ 1.
n′∑
i=1
i∑
j=1
(1− ε
2
E[Qi,j] + ε ·E[Q∗i,j]
)
≤
n′∑
i=1
(1− ε)b ·Hnn−i + ε ·
n′∑
j=1
n′∑
i=j
E[Q∗i,j]
(by Lemma 5)
≤
n′∑
i=1
(1− ε)b ·Hnn−i + ε ·
n′∑
j=1
 1
K
n′∑
i=j
E[Qi,j] + ε2b
√
2bj
K

(by Lemma 4)
=
n′∑
i=1
(1− ε)b ·Hnn−i +
ε
K
·
n′∑
i=1
i∑
j=1
E[Qi,j] + ε22b ·
n′∑
j=1
√
2bj
K
≤
n′∑
i=1
(1− ε)b ·Hnn−i +
ε2b
K
·
n′∑
i=1
Hnn−i + ε
22b ·
n′∑
j=1
√
2bj
K
(by Lemma 5)
=b ·
n′∑
i=1
Hnn−i ·
[
1− ε
(
1− 2
K
)]
+ ε22b ·
n′∑
j=1
√
2bj
K
≤b ·
n′∑
i=1
Hnn−i ·
[
1− ε
(
1− 2
K
)]
+ ε22b ·n
√
2bn
K
.
Since min{x, y} ≤ x and min{x, y} ≤ y, we can obtain
E[ALG]
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≤
n∑
i=1
min
{ i∑
j=1
(1− ε
2
E[Qi,j] + ε ·E[Q∗i,j]
)
, b
}
≤
n′∑
i=1
i∑
j=1
(1− ε
2
E[Qi,j] + ε ·E[Q∗i,j]
)
+
n∑
i=n′+1
b
≤b ·
n′∑
i=1
Hnn−i ·
[
1− ε
(
1− 2
K
)]
+ ε22b ·n
√
2bn
K
+
n∑
i=n′+1
b
=b ·
n∑
i=1
min(Hnn−i,1)− b ·
n′∑
i=1
Hnn−i · ε
(
1− 2
K
)
+ ε22b ·n
√
2bn
K
. (21)
The last equality is because Hnn−i ≤ 1 for all i≤ n′.
Make the technical assumptions b≥K ≥ 3, and set
ε :=
1
34
√
K
bn
which satisfies the condition that ε≤ 1/2.
Substituting back into (21), we obtain
E[ALG]
≤b ·
n∑
i=1
min(Hnn−i,1)− b ·
n′∑
i=1
Hnn−i · ε
(
1− 2
K
)
+ ε22b ·n
√
2bn
K
=b ·
n∑
i=1
min(Hnn−i,1)−
√
Kb
n
 1
34
(
1− 2
K
) n′∑
i=1
Hnn−i−
√
2
578
n

≤b ·
n∑
i=1
min(Hnn−i,1)−
√
Kb
n
 1
34
(
1− 2
3
) n′∑
i=1
Hnn−i−
√
2
578
n

=b ·
n∑
i=1
min(Hnn−i,1)−
√
Kb
n
 1
102
n′∑
i=1
Hnn−i−
√
2
578
n
 . (22)
To complete the analysis, we need elementary facts about the harmonic sums Hnn−i defined in
(20):
Proposition 3.
n′∑
i=1
Hnn−i ≤ n− 2n/e+ 2; (23)
n∑
i=n′+1
min(Hnn−i,1)≤ n/e+ 1. (24)
Proof. Since n′ was defined to be the largest value such that Hnn−n ≤ 1, it can be checked
that n′ = bn(1 − 1/e)c. For all i = 1, . . . , n′, min(Hnn−1,1) = Hnn−1, while for all i = n′ + 1, . . . , n,
min(Hnn−1,1) = 1.
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Therefore, the LHS of inequality (24) equals (n−bn(1− 1/e)c) · 1, which is at most n− (n(1−
1/e)− 1) = n/e+ 1, which equals the RHS of inequality (24).
For inequality (23), note that its LHS is at most
∑n′
i=1 ln(n/(n− i)). In turn,
n′∑
i=1
ln
1
1− i/n ≤
∫ n′+1
1
ln
1
1−x/ndx
≤
∫ n(1−1/e)+1
0
ln
1
1−x/ndx
= n
∫ 1−1/e+1/n
0
ln
1
1− ydy
where the first inequality uses the fact that the function ln 1
1−x/n is increasing over x ∈ [1, n′+ 1].
The final integral can be evaluated to equal
1− 1/e+ 1/n+ (1/e− 1/n) ln(1/e− 1/n)
which is at most 1− 1/e+ 1/n+ (1/e− 1/n)(−1) = 1− 2/e+ 2/n as long as n≥ 3. This completes
the proof of inequality (23).

Applying Proposition 3 to expression (22) and using the fact that b−√Kb/n/102> 0, we bound
expression (22) from above by
bn
(
1− 1
e
+
3
n
)
−
√
Kb
n
[
1
102
(
1− 2
e
+
2
n
)
n−
√
2
578
n
]
≤bn
(
1− 1
e
)
+ 3b−
√
nKb
C
.
C > 1 is an absolute constant. As long as b ≤ n and K is sufficiently large, the inequality 3b <√
nKb/C holds. Since OPT= bn for all realization of pi and `, this completes the proof of Theorem
2.
6. Extension to Multiple Reward Rates
In this section, we consider the generalization to the setting where each resource i could be depleted
(sold) at varying rates (prices), instead of a single rate ri, following Ma and Simchi-Levi (2017).
We assume that for each resource i, its set of reward rates Pi is known in advance. This introduces
an aspect of “admission control” to the problem, where sometimes it is desirable to completely
reject a customer, who is only willing to purchase a resource at a low price, to reserve resources
for higher-paying customers..
We impose additional structure on the mapping from contexts and actions to distributions over
outcomes. We assume that each Pi is finite and that the action set A is a non-empty downward-
closed set of combinations (i,P ) of resources i and prices P ∈ Pi. A can be thought of as the
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feasible assortments of (resource, price)-combinations that the firm can offer. For example, actions
a∈A can be constrained so that |{(j,P )∈ a : j = i}| ≤ 1 for all i, which says that the firm can set
at most one price for each resource, or alternatively constrained only in total cardinality, so that
the firm can offer the same resource at multiple prices (where presumably additional benefits are
attached with the higher price).
We only allow the firm to offer combinations (i,P )s for which resource i has not ran out. Note
that this is in contrast to the model described in Section 2, where actions can be arbitrarily chosen
and resources which have ran out are not consumed. Since A is downward-closed, it always contains
the empty assortment ∅, which the firm can offer if it has ran out of all resources. When the firm
offers an assortment a, the outcome is described by a vector y ∈ {0,1}|P1|+...+|Pn| describing which
combinations (i,P ) were consumed. Only combinations (i,P )∈ a could be consumed, and for each
resource i, at most one combination corresponding to i could be consumed.
Assumption 1 (Substitutability). Consider any context x∈X and any two actions a,a′ ∈A
with a⊆ a′. Then for any combination (i,P )∈ a, we have ∑y:y(i,P )=1 ρx,a(y)≥∑y:y(i,P )=1 ρx,a′(y).
Colloquially, Assumption 1 reads that augmenting an assortment (from a to a′) can only decrease
the chances of selling the combinations already in the assortment. It is a very mild assumption
which holds under any rational choice model. Assumption 1 is made Golrezaei et al. (2014) and
Ma and Simchi-Levi (2017).
We still define OPT as the optimal objective value of the LP relaxation:
Primal:
max
∑
a∈A
∑
t∈[T ]
sa,t
∑
(i,P )∈a
∑
y:y(i,P )=1
ρxt,a(y)P (25)∑
a∈A
∑
t∈[T ]
sa,t
∑
(i,P )∈a
∑
y:y(i,P )=1
ρxt,a(y)≤ bi i∈ [n]∑
a∈A
sa,t ≤ 1 t∈ [T ]
sa,t ≥ 0 a∈A, t∈ [T ]
Dual:
min
∑
i∈[n]
biλi +
∑
t∈[T ]
γt (26)
γt ≥
∑
(i,P )∈a
∑
y:y(i,P )=1
ρxt,a(y)(P −λi) a∈A, t∈ [T ] (27)
λi, γt ≥ 0 i∈ [n], t∈ [T ]
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We modify our online resource allocation algorithm from Section 3 for the current setting with
multiple reward rates. The only change is in the definition of rewards in the auxiliary online learning
problem.
In Section 3, at each point in time t, we defined a virtual reward rti for each resource i, based
on the fraction N t−1i /bi of that resource depleted at that time. r
t
i was defined by multiplying ri
by a penalty factor (1−Ψ(N t−1i /bi)), where Ψ(·) increased from 0 to 1 as the fraction depleted
increased from 0 to 1. Now that resource i has multiple reward rates in Pi, the change from Ma
and Simchi-Levi (2017) is that we instead subtract a virtual cost. Specifically, for each combination
(i,P ), its virtual reward at time t is defined to be
rt(i,P ) = P −ΦPi
(
N t−1i
bi
)
, (28)
where ΦPi(·) increases from 0 to maxPi as the fraction of resource i depleted increases from 0 to
1. Note that it is possible for the virtual reward rt(i,P ) to be negative.
Theorem 3. The total reward ALG earned by the algorithm that uses virtual costs (28) satisfies
OPT≤ (1 + bmin)(1− e
−1/bmin)
1− exp(−miniα(1)i )
·E[ALG] +E[REG(FT )]. (29)
Proof. Redefine
Rt(a) =
∑
(i,P )∈a
∑
y:y(i,P )=1
ρxt,a(y)
[
P −ΦPi
(
N t−1i
bi
)]
as the expected reward of action a in the auxiliary problem. Define the dual variables to LP (26)
as
Λi = ΦPi
(
NTi
bi
)
, Γt =R
t(at∗).
These dual variables can be readily verified to be feasible for LP (26). Based on the strong duality
for linear program, we know that
OPT≤E
∑
i∈[n]
biΛi +
∑
t∈[T ]
Γt

=E
∑
i∈[n]
biΦPi
(
NTi
bi
)
+
∑
t∈[T ]
Rt(at) +
∑
t∈[T ]
(Rt(at∗)−Rt(at))

=E
∑
i∈[n]
biΦPi
(
NTi
bi
)
+
∑
t∈[T ]
Rt(at)] +E[REG(FT )
 .
Based on the theory in Ma and Simchi-Levi (2017), it is then a simple exercise to adapt the analysis
in Theorem 1 to obtain
E
∑
i∈[n]
biΦPi
(
NTi
bi
)
+
∑
t∈[T ]
Rt(at)
≤ (1 + bmin)(1− e−1/bmin)
1− exp(−miniα(1)i )
·E[ALG].

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Table 2 Prices of 8 products from the dataset.
Category Pi,1 Pi,2
King 307 361
Queen 304 361
Suites 384 496
Two-double 306 342
Compared to Theorem 1, the only change in inequality (29) in Theorem 3 is in the denominator,
where the denominator 1− e−1 in Theorem 1 has been replaced by denominator mini(1− e−α
(1)
i )
in Theorem 3. For each resource i, 1− e−α(1)i is the competitive ratio associated with price set Pi,
and the competitive ratio is equal to 1− 1/e when Pi is a singleton.
7. Numerical Study
We conduct numerical experiments using dataset Hotel 1 of Bodea et al. (2009). Our numerical
setting is a dynamic assortment planning problem, similar to that in Ma and Simchi-Levi (2017),
but we consider their extension in which customer purchase probabilities are not observable.
7.1. Simulation Model
In the numerical experiments, we focus on a dynamic assortment planning problem with multiple
reward rates (see Section 6). We consider a hotel with n= 4 room categories: King rooms, Queen
rooms, Suites, and Two-double rooms. Each room category is a resource, indexed by i= 1,2,3,4.
The inventory level of each of these resources is the number of available rooms in the corresponding
category.
Rooms of each category i can be offered at two prices Pi = {Pi,1, Pi,2}, for i= 1,2,3,4. Each of
the m= 8 combinations, indexed by j = 1,2, ...,8, of room category and price is a product. Table 2
summarizes the prices of all the m= 8 products from the data set. In the experiments, we double
the higher price Pi,2 of each room category i in order to differentiate the performance of different
algorithms.
Each customer has a feature (context) vector x∈X ⊆R9. x1 = 1 is a constant feature. Features
x2, ..., x9 represent the customer’s personal information, such as the party size and the VIP level.
(See Ma and Simchi-Levi (2017) for a more detailed discussion on feature selection.) Each product
j ∈ {1,2, ...,8} has a latent vector β∗j ∈R9. We assume that customers follow the MNL choice model.
For each customer x∈X , the personalized attraction value of product j is ex>β∗j . The action set A
consists of all the possible assortments formed by the 8 products. When assortment a⊆ {1,2, ...,8}
is offered to customer x∈X , the customer will purchase product j ∈ a with probability
ex
>β∗j
v0 +
∑
j′∈a e
x>β∗
j′
,
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where v0 is the attraction value for the no-purchase option. We vary v0 in the experiments.
We consider a Bayesian environment. The prior distribution for each β∗j , j ∈ {1,2, ...,8}, is gener-
ated as follows. First, calculate the maximum likelihood estimator β¯j for β
∗
j from all the transactions
in the dataset. Then, we assume that each element β∗j,k, for k = 1,2, ...,9, of β
∗
j is an independent
uniform random variable over [β¯j,k − , β¯j,k + ]. We vary the uncertainty level  in the tests. = 0
corresponds to the model of Ma and Simchi-Levi (2017), in which the algorithms know the true
values of β∗j .
This numerical setting essentially follows Cheung and Simchi-Levi (2017) except that we impose
inventory constraints here. The Thompson sampling algorithm in Cheung and Simchi-Levi (2017)
solves the auxiliary problem of this setting.
Proposition 4 (Cheung and Simchi-Levi (2017)). Suppose that β = (β1, β2, ..., β8) is
drawn from a known prior distribution pi0. For the auxiliary problem, there is a Thompson sampling
algorithm with Bayesian regret
Eβ∼pi0 [REG(FT )] =Eβ∼pi0 [E[REG(FT )|β]] = O˜(Dm
√
BT ).
In our numerical model, D = 9 is the length of feature vectors, m= 8 is the number of products,
B = 8 is the maximum size of any assortment, and T ≈ 200 is the number of customers.
Applying this Thompson sampling algorithm to our framework, and letting bmin→∞, we can
obtain the following performance guarantee by Theorem 3
Eβ∼pi0 [OPT]≤
1
1− exp(−mini∈[n]α(1)i )
·Eβ∼pi0 [ALG] + O˜(Dm
√
BT ).
Based on the prices in Table 2, we can easily calculate 1− exp(−mini∈[n]α(1)i )≈ 0.58. For details
of the calculation, we refer to Ma and Simchi-Levi (2017).
7.2. Numerical Results
For each test case, we simulate 500 replicates and report the average performance of each algorithm.
For each replicate, we uniformly draw a sample path of customer arrivals, i.e., a sequence of feature
vectors, from 31 different instances constructed in Ma and Simchi-Levi (2017). Each sample path
contains about 200 customers. For each replicate, we also randomly draw the latent vectors β∗j for
all products j ∈ {1,2, ...,8} from their prior distributions.
We compare the following algorithms
• IB-TS: the inventory-balancing algorithm generated by our framework using the Thompson
sampling algorithm in Cheung and Simchi-Levi (2017) as the oracles.
• Gdy-TS: same as IB-TS but the framework uses the original reward values, instead of the
virtual rewards, as the input for the oracles.
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Table 3 Performance of algorithms relative to OPT. v0 = 5, = 1.
Inventory scale IB-TS Gdy-TS Conserv-TS
0.1 93.6% 90.3% 99.3%
0.15 95.5% 90.7% 98.2%
0.2 95.7% 90.8% 98.0%
0.25 96.1% 91.4% 97.0%
0.3 95.8% 92.1% 96.1%
0.35 95.1% 92.6% 96.0%
0.4 94.2% 92.5% 95.1%
0.45 93.5% 92.8% 94.5%
0.5 93.2% 93.2% 94.2%
0.55 91.5% 92.9% 92.9%
0.6 91.0% 92.9% 93.2%
Table 4 Performance of algorithms relative to OPT. v0 = 40, = 1.
Inventory scale IB-TS Gdy-TS Conserv-TS
0.1 87.7% 84.1% 92.8%
0.15 90.4% 85.5% 91.4%
0.2 91.8% 87.2% 89.3%
0.25 91.5% 87.5% 88.3%
0.3 92.0% 88.4% 87.8%
0.35 91.6% 89.2% 86.5%
0.4 91.3% 89.0% 86.4%
0.45 91.4% 89.8% 86.1%
0.5 92.8% 90.8% 86.5%
0.55 91.8% 90.1% 86.1%
0.6 92.2% 90.7% 86.7%
• Conserv-TS: same as IB-TS but the algorithm assumes that there are only 4 higher-price
products, i.e., products with prices P·,2.
Tables 3 to 7 report the performance of these algorithms under different test parameters. In
particular, the first column of each table is a parameter that scales the initial inventory levels of all
the four resources. In general, Gdy-TS performs better when inventory is more abundant. This is
because the greedy algorithm is the optimal algorithm when there is no need to reserve resources.
On the other hand, Conserv-TS has better performance when inventory is more scarce. This is
because there is no need to sell resources at lower prices when we can sell all of them. Overall, our
IB-TS algorithm performs much better when total inventory is close to total demand.
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