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Abstract—A brain-computer interface (BCI) is a com-
munication system, that implements the principle of
”think and make it happen without any physical eﬀort”.
This means a BCI allows a user to act on his environment
only by using his thoughts, without using peripheral
nerves and muscles. Nearly all BCIs contain as a core part
a machine learning algorithm, which learns from training
data a function, that can be used to discriminate diﬀerent
brain activities.
In the present work we use a bayesian framework
for machine learning, the evidence framework [1], [2],
to develop a variant of linear discriminant analysis for
the use in a BCI based on electroencephalographic mea-
surements (EEG). Properties of the resulting algorithm
are: a) a continuous probabilistic output is given, b)
fast estimation of regularization constants, and c) the
possibility to select among diﬀerent feature sets, the one
which is most promising for classiﬁcation.
The algorithm has been tested on one dataset from the
BCI competition 2002 and two datasets from the BCI
competition 2003 and provides a classiﬁcation accuracy
of 95%, 81%, and 79% respectively.
Keywords—Brain-computer interface, bayesian frame-
work, EEG, evidence framework, linear discriminant anal-
ysis
I. Introduction
Brain-computer interface is an area of research that is
gaining lots of interest recently. The number of diﬀerent
approaches has been rapidly growing during the last years
and considerable progress has been made. This progress is
resulting from many factors, among them being the devel-
opment of advanced signal processing and machine learning
methods for BCI.
Many diﬀerent algorithms have been tested on the machine
learning side of BCI. These include, among others, support
vector machines [7] and kernel methods [6], neural networks
[13], hidden markov models [8], and variations of linear
discriminant analysis (LDA) [7].
LDA is one of the simplest methods among those men-
tioned above and yet often gives very good results in the
area of BCI. This can be observed in the results of the BCI
competition 2003 [10], where 6 out of 10 winning algorithms
used LDA or modiﬁed versions of LDA for classiﬁcation.
The success of LDA in the context of BCI has motivated
us to study extensions of the basic LDA algorithm, that
are desirable for BCI. In particular we concentrate on the
evidence framework, originally described in the regression
[1] and neural networks context [2]. This framework can also
be used for other types of classiﬁers [3], [4].
The main goal of this work is to show, that the combina-
tion of the above mentioned framework and LDA results in a
classiﬁer, that has properties which are very useful for BCI.
These properties are:
a) Probabilistic output
For a given feature vector the classiﬁer outputs a class
label, and also a value between zero and one that
indicates how probable it is, that the class label is
correct.
b) Fast estimation of regularization parameters
Typically, regularization constants are estimated
through a time-consuming cross-validation procedure.
The algorithm presented here allows to estimate regu-
larization parameters very quickly, without using cross-
validation.
c) Feature set selection
In a BCI, it has to be decided which features are useful
for classiﬁcation. The algorithm presented in this paper
allows to rank diﬀerent feature sets with respect to
their discriminative power.
To our best knowledge the combination of the above
mentioned properties in one algorithm is new in the context
of BCI. The method in [12] is similar in spirit to the approach
presented here, but concentrates more on autoregressive
model based time-series classiﬁcation, and online adaptation
of classiﬁer parameters. The algorithm in [13] gives proba-
bilistic output but does not have the additional properties
of the algorithm presented here.
The outline of the rest of the paper is as follows: In Sec. II,
the datasets used in this work are described and the feature
extraction method is summarized. In Sec. III, the application
of the evidence framework to LDA is described. Section IV
presents results obtained with the algorithm.
II. Feature Extraction
Three datasets are analyzed in this work. The ﬁrst two
datasets (”self-paced 2s” and ”self-paced 1s”) contain mul-
tichannel EEG segments recorded during voluntary ﬁnger
movement. Segments are 1.5 seconds, respectively 0.5 sec-
onds long, and end 0.12, respectively 0.13 seconds before
the onset of movement. A more detailed description of these
datasets can be found in [7], [10].
To extract features, the discrete Fourier transform (DFT)
is applied to each channel of a EEG segment. Feature vectors
are obtained by concatenation of the real and imaginary
parts of the Fourier coeﬃcients. This is a simple method
to represent the event related potentials (ERPs) that are
characteristic for the datasets mentioned above. Before ap-
plying the DFT, each channel is multiplied by a window
ω(s) = 1 − cos(sπ/S), where S is the length of one EEG
segment (as in [7]). This is done because the ERPs are more
pronounced towards the end of the segments.
The third dataset (”motor-imagery”) contains 9-second
long EEG segments, recorded during an imagined movement
task. Seconds 1-3 contain a preparation phase and are not
used to obtain the results in the following sections. More
details about this dataset can be found in [10].
After applying the DFT to each channel the feature vec-
tors for the third dataset are obtained by concatenation of
the squares of the absolute values of the Fourier coeﬃcients.
This is a simple way to represent the rhythmic activity which
is characteristic for motor-imagery tasks.
For all three datasets we build reduced feature sets con-
taining only the coeﬃcients of one frequency band, of a cer-
tain width. The classiﬁcation algorithm then chooses which
frequency band and which width is optimal for classiﬁcation.
All features are normalized to the range [−1, 1]. This is done
because the algorithm presented in the next section gives the
best results when all features have the same scale.
III. Linear Discriminant Analysis in the Evidence
Framework
The algorithm presented in this section learns from train-
ing data a function f (xj(i)) = yj , which maps feature
vectors to class labels. The training data consists of a set
of feature vectors xj(i) ∈ W and class labels yj ∈ {1,−1}.
Class labels indicate to which brain activity a feature vector
corresponds.
It is assumed, that f is a linear function, i.e. each class
label can be expressed as a weighted sum of the features
in the corresponding feature vector and is corrupted by a
certain amount of noise nj :
yj = w
txj(i) + nj , j = 1 . . . N, w ∈ W . (1)
The constant N denotes the number of feature vectors in the
training set, W indicates the number of features, and the
index i indicates which feature set Fi was used to build the
feature vectors. It is assumed that the nj are independent,
identically distributed samples of a zero mean, Gaussian
noise process.
In the following a probability distribution over all weight
vectors w ∈ W is calculated. This probability distribution
is then used for classiﬁcation of feature vectors.
To this end, a hierarchical Bayesian approach to inference,
namely the evidence framework, is combined with LDA.
On the ﬁrst level of inference, a parameterized prior and a
parameterized likelihood for the weight vector are deﬁned.
Then Bayes rule is used to derive the posterior distribution
for the weight vector.
On the second level of inference, a prior and a likelihood
for the parameters of prior and likelihood on the ﬁrst level
are deﬁned. Again the posterior distribution is derived with
the help of Bayes rule.
On the third level of inference, a prior and a likelihood for
diﬀerent feature sets are deﬁned and used to ﬁnd a posterior
distribution for the feature sets.
A. First Level of Inference
Since the selection of feature sets is done only on the
third level of inference, we drop the dependency on the
feature set Fi for now, and denote by X the matrix resulting
from the horizontal stacking of all feature vectors, and by
Y the row-vector resulting from the concatenation of all
class labels. Given a dataset D = {X,Y } the assumption
of Gaussian noise then leads to the joint likelihood for the
inverse variance β and the weight vector w:
p(D|β, w) =
(
β
2π
)N
2
exp(−β
2
‖wtX − Y ‖22). (2)
In the following, it is assumed that β is ﬁxed to a value which
will be inferred on the second level of inference.
The prior for a weight vector w is again parameterized by
a variable α which is regarded as given on the current level
of inference:
p(w|α) =
(
α
2π
)W
2
exp(−α
2
‖w‖22). (3)
The above prior is equivalent to a widely used regulariza-
tion technique, known as Tikhonov regularization, or weight
decay.
Given likelihood and prior, we can build the posterior:
p(w|β, α,D) = p(D|β,w)p(w|α)∫
p(D|β, w)p(w|α) dw . (4)
Since both prior and likelihood are Gaussian, the posterior
is also Gaussian and its parameters can be derived from the
parameters of likelihood and prior. The posterior can be used
to ﬁnd the distribution of class labels for feature vector x:
p(y|β, α, x,D) =
∫
p(y|β, x,w)p(w|β, α,D) dw
p(y|β, x,w) =
(
β
2π
) 1
2
exp(−β
2
(wtx− y)2). (5)
Equation 5 allows us to calculate the probability that feature
vector x has class label y = 1 (a similar reasoning is used for
y = −1):
p(y ≥ 0|β, α, x,D) =
(
σ
2π
) 1
2
∫ ∞
0
exp(−σ
2
(y − yˆ)2) dy. (6)
The parameters of the Gaussian in Eq. 6 are given by:
yˆ = A−1XY x, σ =
β
1 + βxtA−1x
A = (βXXt + αI). (7)
The output probabilities, given by Eq. 6 can be used in at
least two diﬀerent ways in a BCI. First, EEG segments that
can be classiﬁed with only low reliability, can be identiﬁed
and excluded from further processing. This helps to avoid
user frustration due to too many wrong decisions. Second,
probabilistic output can be used for continuous control, e.g.
1D cursor control as in [11].
B. Second Level of Inference
To ﬁnd the parameters α and β which were regarded as
given in the previous section, we proceed as before by deﬁn-
ing a prior, a likelihood and then calculating the posterior
distribution. The maximum of the posterior is then used as
value for (β, α) on the ﬁrst level of inference, i.e. a maximum
a posteriori (MAP) estimate of the regularization parameters
is calculated.
Independence of α and β is assumed and the following
prior, which is uniform over ln(β) and ln(α) is assigned:
p(β, α) = p(β)p(α) =
1
βα
. (8)
This prior is commonly used for scale parameters and ex-
presses the fact that we have no a priori information about
the scale of the variables involved in our experiment (for a
very good discussion of this topic see [9]).
The likelihood is the normalizing integral in Eq. 4, i.e.:
p(D|β, α) =
∫
p(D|β,w)p(w|α) dw. (9)
This is also called the evidence for (β, α). The posterior is:
p(β, α|D) = p(D|β, α)p(β,α)∫
p(D|β, α)p(β, α) dβ dα. (10)
Strictly, the posterior deﬁned by the above equation would
have to be used for all calculations involving (β, α), but
this would pose problems in computing the integrals on the
ﬁrst level of inference. As in [1], [2], [5] the posterior is
approximated by a Dirac function at its mode:
p(β, α|D) ≈ δ(βˆ, αˆ)p(D|β, α)p(β, α). (11)
To ﬁnd the mode βˆ, αˆ of the posterior, Eqs. 2, 3, and 9 are
used to expand Eq. 10:
p(β, α|D) = c
∫
exp(−β
2
‖wtX − Y ‖22 − α2 ‖w‖
2
2) dw
c =
(
β
2π
)N
2
(
α
2π
)W
2 1
βα
. (12)
The integral in Eq. 12 is evaluated and the logarithm is taken:
ln(p(β, α|D)) = N
2
ln(
β
2π
) +
W
2
ln(
α
2π
)− ln(βα)
+
W
2
ln(2π)− 1
2
ln(det(A)) +
1
2
β2Y XtA−1XY t (13)
Whereas in [1], [2], [5] a heuristic is used to ﬁnd the maxi-
mum of Eq. 13 we calculate derivatives and use a standard
optimization algorithm. The MATLAB optimization toolbox
is used to ﬁnd the maximum.
The fast estimation of regularization constants as pre-
sented above, can be of considerable importance in a BCI. In-
deed often training is performed in several steps and parame-
ters have to be updated regularly. Unlike cross-validation the
method presented above uses no test set, which means that
all the available data can be used to estimate regularization
constants.
C. Third Level of Inference
Up to here it has been shown, how to derive a distribution
for the weight vector w given a prior, a likelihood and the
training data. Additionally it has been shown, how to ﬁnd a
MAP estimate of the parameters for the ﬁrst level prior and
likelihood. Now diﬀerent sets of features Fi will be compared.
A ﬂat prior over diﬀerent feature sets is speciﬁed (F denotes
the number of feature sets):
p(Fi) = 1
F
. (14)
The likelihood for a given feature set is given by the normal-
izing integral in Eq. 10:
p(D|Fi) =
∫
p(D|β, α,Fi)p(β, α) dβ dα. (15)
The posterior is proportional to the product of likelihood
and prior:
p(Fi|D) ∝ p(D|Fi)p(Fi) (16)
The method proposed in [1], [2], [5] is used to evaluate the
integral in Eq. 15 and to ﬁnd the posterior distribution.
Examples for feature sets that can be selected on the third
level of inference are the frequency band in classiﬁcation
based on event related synchronisation (ERS) and event
related desynchronisation (ERD), the order of an AR-Model
in classiﬁcation based on autoregressive modeling, or the
number of common spatial patterns that are used to detect
a mental activity.
IV. Results
In this section, ﬁrst, we report on the classiﬁcation accu-
racy achieved with the algorithm, then we give a description
of the feature sets selected by the classiﬁer.
A. Classification Accuracy
To allow for a direct comparison with the results obtained
in the BCI competitions, the algorithm was trained only with
the competition training sets and tested on the competition
test sets. The column ”Comp.” in Tab. I contains, the results
of the competition winners, the column ”Test set” contains
the result obtained in the present work.
Since an estimate of classiﬁcation accuracy based on only
one test set is not very reliable, the algorithm was also
tested in a 50-fold cross-validation loop, i.e. with 50 randomly
chosen test sets of the same size as the competition test set.
Results are shown in Tab. I in the column ”CV”.
For the cross-validation loop as well as for the competition
test sets all parameters, including parameters for ﬁrst level
prior and likelihood, constants used for normalization to the
range [-1,1], and the selected feature set were estimated solely
from the training data.
The results show that the algorithm presented in this
paper classiﬁes single-trial EEG with high accuracy, com-
parable to or better than the state of the art. For the third
dataset a direct comparison is not possible, since a diﬀerent
evaluation criterion was used in the competition.
To test how useful the probabilistic output is, we have
plotted the classiﬁcation accuracy and the percentage of re-
jected trials, against a threshold on the conﬁdence level given
by our classiﬁer (see Fig. 1). More precisely, the classiﬁcation
accuracy in Fig. 1 was obtained by only taking into account
trials for which the classiﬁer was ”sure”, i.e. for which the
maximum of the probabilities given by Eq. 6 was larger than
the threshold pt. The remaining trials were rejected. It can
be seen that experimentally the conﬁdence level given by the
classiﬁer is a lower bound on the probability of error. This
is a very useful feature of our algorithm.
TABLE I
Classification accuracy for the three datasets. See text
for details.
Dataset Comp. Test set CV
self-paced 2s (2002) 96.0 97.0 95.6 ± 1.7
self-paced 1s (2003) 84.0 80.0 81.3 ± 3.9
motor-imagery (2003) n/a 81.4 79.5 ± 2.9
B. Selected feature sets
To assess the selected feature sets the algorithm was used
in a 50-fold cross-validation loop and the number of times
each feature was selected was recorded. The results in Fig. 2
show that the algorithm has chosen to represent the ERPs in
the two self-paced datasets with low frequency components
only. This correlates well with the notion of ERPs in the
self-paced paradigm - the ERPs are relatively slow potential
shifts in the EEG before the onset of the movement. For the
motor-imagery dataset, most of the time a part of the mu-
band (8-12 Hz) was chosen. Note that for a small number of
times the band 20-22.5 Hz was chosen. Again, this correlates
with what is known about the physiology of motor-imagery
tasks.
It has to be stressed here, that all of the above results
were obtained solely from the data. The only a priori speci-
ﬁcation was, that the algorithm should search for frequency
bands that are promising for classiﬁcation. Thus feature
set selection can be used to adapt to users. In addition, it
could be used in settings where only a very small amount
of physiological knowledge exists and everything has to be
learnt from the data.
V. Conclusion and Future Work
In this work, a probabilistic version of LDA was developed
and tested on datasets from BCI competitions 2002 and
2003. The algorithm does not rely on user-deﬁned constants
and learns all parameters, including regularization parame-
ters and a feature set from the data. Probabilistic output is
used to reject trials that cannot be classiﬁed with certainty.
To assess the performance in a real BCI, the algorithm
has to be tested in an online setting. In addition, we want
to explore if prior information, gathered in preceding exper-
iments, can be used to reduce training times and achieve
better classiﬁcation accuracy.
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