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Abstract
The singularly perturbed boundary blow-up problem
−ε2Δu = u(u− a)(1 − u), u > 0 in B, u = ∞ on ∂B
is studied in the unit ball B ⊂RN (N  2), a ∈ (1/2,1) is a constant. It is shown that for ε > 0 sufficiently
small, there exist exactly three positive solutions for the problem and all of them are radially symmetric
solutions.
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1. Introduction
Let Ω be a bounded smooth domain of RN , N  2. We study the following boundary blow-up
problem
−ε2Δu = u(u− a)(1 − u) in Ω, u = ∞ on ∂Ω , (Pε)
where ε > 0 is a small parameter and a ∈ ( 12 ,1) is a fixed constant.
* Corresponding author.
E-mail addresses: guozm@public.xxptt.ha.cn (Z. Guo), fzhou@math.ecnu.edu.cn (F. Zhou).0022-0396/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2006.02.012
Z. Guo, F. Zhou / J. Differential Equations 228 (2006) 486–506 487From now on, we denote f (s) = s(s − a)(1 − s). We recall that uε is a positive boundary
blow-up solution of (Pε) if uε ∈ C1(Ω), uε(x) > 0 in Ω satisfies
ε2
∫
Ω
∇uε∇φ dx =
∫
Ω
f (uε)φ dx
∀φ ∈ C∞0 (Ω), and uε(x) → ∞ as d(x, ∂Ω) → 0.
The boundary blow-up problems have been studied by many authors in recent years, see, for
example, [1,2,4–10,13,16–25,27–29,33–38] and the references therein. All the authors studied
such problems for different purposes. It has been discussed under aspects of existence of solu-
tions, uniqueness (or multiplicity) and asymptotic behavior close to the boundary. In the recent
papers [1,22,24,31], the authors showed that there exists ε0 > 0 such that for 0 < ε < ε0 prob-
lem (Pε) has at least three positive solutions:
u¯ε > uε > uε in Ω,
where u¯ε is the unique large solution of (Pε) in the order interval (1,∞) of C0(Ω) satisfying
u¯ε → 1 in C0loc(Ω) as ε → 0; uε is the unique small solution of (Pε) satisfying uε → 0 in C0loc(Ω)
as ε → 0 and uε is a solution with interior peaks and satisfies∫
Ω
[u¯ε − uε]2 dx +
∫
Ω
∣∣∇(u¯ε − uε)∣∣2 dx  CεN, (1.1)
where C > 0 is a constant independent of ε (see [24]). It is clear that u¯ε and uε are the solutions
with boundary layers. It was also proved that uε is the solution with a boundary layer and a single
spike layer. A solution of (Pε) is called an intermediate solution if it is neither the large solution
nor the small solution.
In this paper we will prove the following exact multiplicity result when Ω is the unit ball B
of RN (N  2) and all of solutions are radially symmetric. More precisely, our result can be
stated as follows:
Theorem 1.1. Let Ω be the unit ball B of RN (N  2). Then for ε > 0 sufficiently small, (Pε) has
exactly three positive boundary blow-up solutions u¯ε > uε > uε in B . All of them are radially
symmetric solutions. Moreover, u¯ε and uε are the unique large and small solutions, respectively,
uε is the unique intermediate solution of (Pε) which is a solution with a single interior peak.
Note that the exact multiplicity result of boundary blow up solutions for other nonlinear-
ity was obtained in [38], in the case when Ω is a ball and f (s) = |s|p . They proved that for
1 < p < N∗ (N∗ = (N + 2)/(N − 2) for N  3 and N∗ = ∞ for N = 1,2), there are exactly
two boundary blow up solutions: one positive and one sign-changing. In fact, they proved that
all blow up solutions are radially symmetric by the moving plane method and then derives their
results by ODE arguments. When f has several zeros, like our cubic nonlinearity model, and
when the boundary condition is the Dirichlet condition u = 0 and ε is small, the study of the
exact multiplicity of solutions depending on the zeros of f was considered by several authors,
see [29,32]. It is clear that their techniques do not work directly to our problem, because of the
infinite boundary condition.
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and the radial symmetry properties of solutions. The result can be proved into two parts. In the
first step, we will use the moving plane method to show that for a class of general nonlinearities g,
all the nonnegative solutions of the problem
−Δu = g(u) in B, u = ∞ on ∂B (1.2)
are radially symmetric. In the second step, we will show that (Pε) has exactly three positive radial
solutions.
The main difficulty in the study of the structure of positive solutions of (Pε) is to obtain the
asymptotic behavior of the solutions near the boundary. It has been studied in a series of papers,
[4,6–8,34] and others. We will see that in our case, all positive solutions of (Pε) have the same
asymptotic behavior near the boundary. More precisely, let mε := u¯ε − u˜ε be the difference of
the large solution and any intermediate solution, then we have limr→1 mε(r) = 0 which implies
that mε satisfies also estimate (1.1). This is the crucial step to obtain the exact multiplicity of the
solutions of (Pε). The techniques here work also for more general nonlinearities and domains.
The rest of this paper is devoted to the proof of the main results. Section 2 is devoted to the
study of the radially symmetry of solutions. In Section 3, we first study the asymptotic behavior
of the large and small solutions. After establishing the estimates for mε , we prove Theorem 1.1.
In the sequel of the paper, B denotes the unit ball of RN and for σ > 0, Bσ = {x ∈RN : |x| < σ }
is the ball with center 0 and radius σ . C denotes the generic positive constant independent of ε
and may change from one line to an other one.
2. Radially symmetric solutions
In this section we use the moving plane method to obtain the radial symmetry properties of
positive solutions of (Pε). In fact we show the following result.
Theorem 2.1. Let g(s) be a locally Lipschitz continuous function on [0,∞) which satisfies
lim
s→∞
g(s)
sp
= α, (2.1)
where α > 0, p > 1 are constants.
Suppose that u is a nonnegative solution of the problem
Δu = g(u) in B, u = ∞ on ∂B. (2.2)
Then
u(x) = u(r), r = |x|, ∂u
∂r
> 0 for 0 < r < 1. (2.3)
The theorem can be viewed as a version of the classical result of [26] in the boundary blow
up case. It might have been known before. Here we prove it by the moving plane method in [26]
and a result of [7].
Proof of Theorem 2.1. The proof is divided into three steps. In the following, we denote δ(x) =
dist(x, ∂B), the distance function of x to the boundary.
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We first obtain an estimate of |∇u(x)| for x near ∂B . We see from [7] that
u(x)
φ(α1/2δ(x))
→ 1 as x → ∂B, (2.4)
where φ(t) is defined by the equation
∞∫
φ(t)
[
2Φ(s)
]−1/2
ds = t for t near 0 (2.5)
with Φ(t) = 1
p+1 t
p+1
. It is a positive solution to the one-dimensional problem
φ′′ = φp, φ(t) → ∞ as t → 0. (2.6)
Moreover, it is known from [7, Section 3] (cf. also [4]) that
∂u
∂ν
(x)
α1/2φ′(α1/2δ(x))
→ −1 locally uniformly as x → ∂B. (2.7)
Here ν = x|x| is the outer normal at x. We easily see from (2.5) that
φ′(t) → −∞ as t → 0. (2.8)
(2.7) and (2.8) imply that
∂u
∂ν
(x) → ∞ locally uniformly as x → ∂B. (2.9)
Therefore, there exists r0 ∈ (0,1) such that ∂u∂r (x) 1 for x ∈ B \Br0 .
Now we introduce some notations as in [26]. Let γ be an unit vector in RN and Tλ be the
hyperplane {γ · x = λ}. Without loss of generality, we take γ = (1,0, . . . ,0). For λ large, Tλ is
disjoint from B . Let the plane move continuously toward B , preserving the same normal, that
is, decrease λ, until Tλ begins to intersect B . From the moment, at every stage the plane Tλ
cuts off from B an open cap Σ(λ). Let Σ ′(λ) denote the reflection of Σ(λ) in the plane Tλ and
xλ ∈ Σ ′(λ) denote the reflection point of x ∈ Σ(λ). For convenience, let γ be the unit vector
(1,0, . . . ,0) and maxx∈B x1 = 1. Then it is easily seen from (2.9) that there exists δ∗ > 0 such
that for 1 − δ∗  λ < 1,
∂u
∂x1
> 0 on Σ(λ). (2.10)
This implies that the moving plane procedure can be started.
Step 2. We show that the moving plane procedure can be continued.
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ux1  0 and u(x) u
(
xλ
)
but u(x) 
≡ u(xλ) for x ∈ Σ(λ),
then u(x) > u(xλ) for x ∈ Σ(λ) and ux1 > 0 on B ∩ Tλ.
Proof. By (2.9), (2.10) and the fact that u(x) = ∞ for x ∈ ∂B , u(x) < ∞ for x ∈ B ∩Tλ, we see
that there exists a boundary-layer neighborhoodHλ ⊂ B of ∂Σ(λ)∩∂B such that the conclusions
of the lemma hold on Hλ ∩ Σ(λ) and Hλ ∩ Tλ. Let v(x) = u(xλ) and w(x) = u(x) − v(x).
Then w  0 in Σ(λ). Without loss of generality, we assume w > 0 on ∂(Hλ ∩ Σ(λ)) \ Tλ.
Otherwise, we choose a smaller neighborhoodHλ. Now, we consider the domain D(λ) := Σ(λ)\
Hλ ∩Σ(λ). Then there is some C > 0 such that both v and u are bounded on Dλ by C.
By the conditions on g, we see that there exists M > 0 such that if we define k(s) :=
g(s)+Ms, k is strictly increasing in [0,C]. Therefore,
−Δw +Mw = k(u)− k(v) 0 in D(λ). (2.11)
Since w = 0 on Tλ ∩B , it follows from the maximum principle that w > 0 on Dλ and w−x1 < 0
on ∂D(λ)∩ Tλ. But on ∂D(λ)∩ Tλ, wx1 = 2ux1 , and the lemma is proved. 
Step 3. We complete the proof of the theorem. By step 1 and Lemma 2.2, following an idea
similar to that of [26], if we set
λ∗∗ = inf{λ: λ < 1; ux1 > 0, u(x) > u(xλ) for x ∈ Σ(λ)},
we can prove that λ∗∗ = 0. The proof now follows from the compactness of B . This completes
the proof of Theorem 2.1. 
Theorem 2.1 implies the following corollary for which the proof is obvious.
Corollary 2.3. All positive solutions of (Pε) are radially symmetric solutions and the minimum
of any positive solution is attained at 0.
3. Exact multiplicity results for (Pε)
In this section, we will complete the proof of Theorem 1.1, i.e., we will show that (Pε) has
only three positive solutions. As mentioned in Section 1, we only need to show the uniqueness
of the intermediate solution uε . Consider the problem⎧⎨
⎩
−Δw + f (1 −w) = 0 in RN,
w > 0, w(0) = maxz∈RN w(z),
w(z) → 0 for |z| → ∞.
(3.1)
Recall that f (s) = s(s − a)(1 − s). If we define (s) = −f (1 − s), then (0) = (1 − a) =
(1) = 0 and ∫ 10 (s) ds > 0. Then, it follows from [12,42] that (3.1) has a unique positive non-
degenerate (radially symmetric) solution W with 1 − a < W(0) < 1 and W satisfies W ′(r) < 0
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s ∈ (1 − η,∞).
We start by the study of the asymptotic behaviors of u¯ε and uε as ε → 0.
Lemma 3.1. We have
lim
ε→0−ε log
(
u¯ε(x)− 1
)= δ(x)(−f ′(1))1/2, (3.2)
lim
ε→0 −ε loguε(x) = δ(x)
(−f ′(0))1/2 (3.3)
uniformly on any compact set K  B . Moreover, for any such K , there exist εK > 0 and σK > 0,
both depending on K such that 0 < ε < εK,∣∣∇u¯ε(x)∣∣ Cε−2e−σK/ε, ∣∣∇uε(x)∣∣ Cε−2e−σK/ε for x ∈ K. (3.4)
Proof. We only deal with u¯ε(x) since the argument for uε is the same. Fix any small number
σ > 0 and let ψε(x) = −ε log(u¯ε(x)− 1). Then ψε(x) satisfies the following equation
εΔψε − |∇ψε|2 − eψε/εf
(
1 + e−ψε/ε)= 0 in B1−σ , ψε > 0 on ∂B1−σ (3.5)
for ε sufficiently small. Thus ψε is a supersolution to the problem
εΔw − |∇w|2 + τ = 0 on B1−σ , w = 0 on ∂B1−σ , (3.6)
where τ = min1<s<μ(−f ′(s)) and μ> 1 but close to 1. Note that in this case, u¯ε  μ in B1−σ for
ε sufficiently small. It is known from [39] that (3.6) has a unique solution wε satisfying wε →
τ 1/2d(x, ∂B1−σ ) uniformly on B1−σ as ε → 0. By a comparison argument we have ψε wε
in B1−σ . Hence limε→0ψε(x) limε→0 wε = τ 1/2d(x, ∂B1−σ ) on B1−σ for any small σ and μ
given above. Therefore we have limε→0ψε(x) δ(x)(−f ′(1))1/2.
Now consider the solution ψˆε of
εΔψˆε − |∇ψˆε|2 + τˆ = 0 in B, ψˆε = θ on ∂B, (3.7)
where τˆ = max1<s<μ(−f ′(s)) and θ is a small constant. It follows from [39] that ψˆε →
τˆ 1/2δ(x)+θ as ε → 0 uniformly on B1−σ . Let Σ =: {x ∈ B: u¯ε(x) < μ}. We claim that ψˆε ψε
on Σ . To see this, one notes that ψε = −ε log(μ−1) on ∂Σ , ψˆε  12θ . Thus, there exists εμ,θ > 0
such that for 0 < ε < εμ,θ ,
−ε log(μ− 1) < 1
2
θ.
Therefore, for 0 < ε < εμ,θ , ψˆε is a supersolution to (3.5) on Σ and thus ψˆε  ψε in Σ . We see
that for any θ , σ and μ, there exists εμ,θ,σ > 0 such that for 0 < ε < εμ,θ,σ ,
ψε(x) τˆ 1/2d(x, ∂B1−σ )+ θ.
Thus, limε→0ψε(x) δ(x)(−f ′(1))1/2. Therefore, (3.2) follows from the upper and lower lim-
its.
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set K  B , we can choose σ  d(K,∂B)/3 such that K  B1−2σ . Since (u¯ε − 1) satisfies the
equation
−Δ(u¯ε − 1) = ε−2
[
f (u¯ε)− f (1)
]
and |f ′(s)| is uniformly bounded for s ∈ [0,1 + ω] for some ω > 0, it follows from the interior
estimate that∥∥∇(u¯ε − 1)∥∥C0(K)  Cε−2∥∥f ′(ξε)∥∥L∞(B1−2σ )‖u¯ε − 1‖L∞(B1−2σ ) + ‖u¯ε − 1‖L∞(B1−2σ ).
We see from (3.2) that there exist εK := εσ > 0 and αK > 0 such that for 0 < ε < εK ,
‖u¯ε − 1‖L∞(B1−2σ )  Ce−αK/ε.
Thus, ∥∥∇(u¯ε − 1)∥∥C0(K)  Cε−2e−αK/ε on K,
where αK = − 19 (−f ′(1))1/2d(K,∂B). This completes the proof of (3.4) and thus the lemma. 
Define zε := u¯ε − uε where uε is the intermediate solution constructed in [24]. It is known
from [24] that ∫
B
(zε)
2 dx  CεN, (3.8)
∫
B
|∇zε|2 dx  CεN, (3.9)
where C > 0 is a constant independent of ε. Therefore, letting Zε(y) = zε(εy), we see that∫
B1/ε
[|∇Zε|2 + |Zε|2]dy  C, and hence Zε → W uniformly on compact sets of RN (at least
for a subsequence) where W is the unique solution of (3.1).
Proof of Theorem 1.1. We should prove that uε is the unique intermediate solution. The crucial
step is to show that for any positive intermediate solution u˜ε , estimates (3.8) and (3.9) are still
true for mε := u¯ε − u˜ε . We divide the proof of uniqueness of uε by four steps.
Step 1. We show that there is τ ∈ (0, a/2) such that
τ min
B
u˜ε  a − τ for 0 < ε < ε0. (3.10)
According to Corollary 2.3, u˜ε is radially symmetric, u˜′ε(r) > 0 for r ∈ (0,1). The unique-
ness of u¯ε and the strong maximum principle imply u˜ε(0) := minB u˜ε < 1. Since f (s) > 0 for
s ∈ (a,1), we see from the equation of (Pε) that minB u˜ε  a. The strong maximum principle
then implies minB u˜ε < a. Suppose that there exists a sequence {εn} with εn → 0 as n → ∞ such
that minB u˜εn ↑ a as n → ∞. If we define rn ∈ (0,1) with u˜εn(rn) = b and b ∈ (a,1), we have
the following two cases (for subsequences if necessary):
Z. Guo, F. Zhou / J. Differential Equations 228 (2006) 486–506 493(i) ε−1n rn A for all n with some A> 0,
(ii) ε−1n rn → ∞ as n → ∞.
We will derive contradictions under our assumption.
For the first case, if we introduce the change of variables
Xn = ε−1n r, U∗n (Xn) = u˜εn(r),
by standard elliptic theory (passing to a subsequence if necessary) U∗n → U∗ in C1loc(0,∞) as
n → ∞ and U∗  0, with (U∗)′(r) 0 for r ∈ (0,∞), is a solution of the problem
−U ′′ − N − 1
r
U ′ = f (U) in RN, U(0) = a, U ′(0) = 0. (3.11)
By the ODEs theory we see that U∗ ≡ a. This implies that U∗n (A) → a as n → ∞. On the other
hand, we see that U∗n (A) = u˜εn(εnA)  u˜εn(rn) = b for n sufficiently large. This is clearly a
contradiction.
For the second case, we introduce the change of variables:
Yn = ε−1n (rn − r), U˜n(Yn) = u˜εn(r),
then it holds that U˜n → y in C1loc(0,∞), with y′(t) < 0 for t ∈ (0,∞), and y satisfies the problem
−y′′ = f (y) in (0,∞), y(0) = b, y(∞) = a.
Let z(t) = y(t)− a. Then z(t) > 0 is a solution of the equation
z′′ +
(
f (y)− f (a)
y − a
)
z = 0.
Hence there exists D > 0 such that the fraction inside the parentheses is larger than or equals
to D. By arguments similar to those in [42], we see that z oscillates faster than the solutions w
of the equation
w′′ +Dw = 0.
This is a contradiction since z is not oscillatory and w is oscillatory. Thus minB u˜ε  a − τ .
Now we show that minB u˜ε  τ > 0. On the contrary, there is a sequence {εn} with εn → 0 as
n → ∞ and u˜εn(0) = minB u˜εn → 0 as n → ∞. We claim that, for n sufficiently large,
u˜εn(r) < a for r ∈ B1/4. (3.12)
Indeed, denoting Tn = u˜εn( 12 ), we see that Tn  T < ∞ and T is independent of n.
Let T˜ := T + 2. Consider the problem
−λ2Δw = f (w) in B1/2, w|∂B1/2 = T˜ , (3.13)
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−λ2Δy = g(y) in B1/2, y|∂B1/2 = 0, (3.14)
where g(s) = −f (T˜ −s). Notice that g has three positive zeros T˜ −1 < T˜ −a < T˜ with g(0) > 0
and
∫ T˜
T˜−1 g(s) ds > 0. It follows from [14] that for λ sufficiently small, (3.14) has a positive
radial solution yλ with yλ < T˜ such that yλ → T˜ in C1loc(B1/2) as λ → 0. This implies that for λ
sufficiently small, (3.13) has a positive radial solution wλ satisfying w′λ(r) > 0 and 0 <wλ(0) =
minB1/2 wλ < a/2. For a fixed small λ and any ξ ∈ B1/2−δ with 0 < δ < 1/8 small enough, we
define zn,λ,ξ (x) for x ∈ B1/2 as:
zn,λ,ξ (x) =
{
wλ(
λ
εn
(x − ξ)) for |x − ξ | < εn/(2λ),
T˜ otherwise.
It is easy to see that zn,λ,ξ is a supersolution to (3.13) in B1/2.
Introducing the change of variables:
Xn = ε−1n r, U˜n(Xn) = u˜εn(r)
we see that U˜n → U˜ in C1loc(0,∞) as n → ∞ and U˜ satisfies the equation
−U ′′ − N − 1
r
U ′ = f (U) for r ∈ (0,∞), U(0) = U ′(0) = 0.
It follows from the ODEs theory that U ≡ 0 in [0,∞). Therefore, for any 1/(2λ) < F < ∞ and
n large enough,
u˜εn(x) < wλ(0) for x ∈ BFεn. (3.15)
It is clear that
u˜εn  zn,λ,0 in B1/2. (3.16)
By a sweeping principle as in [31], we conclude that
u˜εn(x) zn,λ,ξ (x) for x ∈ B1/2 and ξ ∈ B1/2−δ. (3.17)
Thus,
u˜εn wλ(0) <
a
2
in B1/2−δ. (3.18)
This implies that claim (3.12) holds. On the other hand, it is known from [31] that u˜εn ≡ uεn
provided (3.12) holds. This contradicts to our assumption.
Step 2. We have the following estimates for mε:∫
m2ε dx  CεN and (3.19)B
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∫
B
|∇mε|2 dx  CεN, (3.20)
where C is independent of ε.
(i) We first obtain an estimate of mε near ∂B . That is, there exist κ1 ∈ (0,1/8) independent of
ε and 0 < ε1 := ε1(κ1) < ε0 such that for 0 < ε < ε1,
u˜ε(r) > 1 for r ∈ (1 − κ1,1). (3.21)
By contradiction, there are sequences {εn}, {rn} with εn → 0 and rn → 1 as n → ∞ such that
u˜εn(rn) = 1. For δ ∈ (0, (1 − a)/3), denote rδn ∈ (0,1) such that u˜εn(rδn) = 1 − δ. We claim that
there exist δ0 ∈ (0, (1 − a)/3) and a subsequence of {εn} (still denoted by {εn}) such that
ε−1n rδ0n → ∞. (3.22)
Otherwise, we see that for any δ ∈ (0, (1 − a)/3) and all n large, {ε−1n rδn} are bounded. Thus for
all n large, u˜εn( 14 ) 1, and then
u˜εn(r) > 1 for r ∈
(
1
4
,1
)
.
This leads to a contradiction and hence claim (3.22) holds. Introducing the change of variables:
Yn = ε−1n
(
rδ0n − r
)
, U˜n(Yn) = u˜εn(r), (3.23)
it follows that there is a subsequence of {U˜n} (still denoted by {U˜n}) such that U˜n → U˜ in
C1loc(0,∞) as n → ∞ and U˜ satisfies the equation
−z′′ = f (z) in (0,∞). (3.24)
We have that U˜ ′(t)  0 and U˜ (t)  1 − δ0 for t ∈ (0,∞). Therefore, U˜ (t) →  ∈ [0,1) as
t → ∞ and f () = 0. As in the proof of case (ii) in step 1, we see that  
= a. Thus  = 0. On
the other hand, by (3.10), U˜n(Yn)  τ and thus U˜  τ which contradicts to  = 0. (3.21) and
Lemma 3.1 imply that there is C,γ1 > 0 independent of ε such that
mε(r)Ce−γ1/ε for r ∈ (1 − κ1,1 − κ1/2]. (3.25)
Now we show
mε(r) Ce−γ1/ε for r ∈ (1 − κ1/2,1). (3.26)
For any 0 < σ < κ1/8 sufficiently small, we define
ασ = u¯ε(1 − σ), βσ = u˜ε(1 − σ).
Thus ασ  βσ since u¯ε is the maximal solution of (Pε) in the order interval (1,∞) of C0(B).
Consider the problem
−ε2Δv = f (v) in B1−σ , v = βσ on ∂B1−σ . (3.27)
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monotonicity of u¯ε(r) and the fact that u˜ε  u¯ε imply v˜σε < ασ for x ∈ B1−σ . Therefore, using
the sub- and supersolution argument, we obtain a maximal solution v¯σε for (3.27) between v˜σε
and ασ . Moreover,
v¯σε  u¯ε in B1−σ . (3.28)
Setting mσε := v¯σε − v˜σε , we claim
mσε  Ce−γ1/ε for x ∈ Bκ11−σ , (3.29)
where Bκ11−σ = {x ∈ B1−σ : 1 − κ1/2 < |x| < 1 − σ } and C, γ1 are given in (3.25). Indeed, we
see mσε = 0 on ∂B1−σ and
mσε mε  Ce−γ1/ε on ∂B1−κ1/2.
On the other hand, we have
−ε2Δmσε = f ′
(
ξσε
)
mσε in B
κ1
1−σ .
Since f ′(s) < −θ < 0 for s ∈ (1 − δ,∞), it follows from (3.23) that ξσε  1 in Bκ11−σ and hence
−ε2Δmσε + θmσε  0 in Bκ11−σ .
The maximum principle implies that (3.29) holds. It is clear that C and γ1 are independent of σ .
Since ασ → ∞ and βσ → ∞ as σ → 0, the uniqueness of u¯ε implies that v¯σε → u¯ε as σ → 0. It
is clear that v˜σε → u˜ε . Thus, claim (3.26) can be obtained from (3.29) by sending σ → 0. (Note
that arguments similar to those in the proof of Theorem 2.1 imply that v¯σε is radially symmetric
for any σ > 0.)
(ii) We show that limr→1 mε(r) = 0. To prove this, we need the following theorem concerning
the asymptotic behavior for any positive solution of (Pε).
Theorem 3.2. Let uε be a positive solution of (Pε). Then
uε(x) = 21/2εδ(x)−1
(
1 + (N − 1)(1 +A)
6
δ(x)+ o(δ(x))) as x → ∂B, (3.30)
where A = 21/2(a + 1)/[(N − 1)ε].
The theorem is proved in a similar way to [3] (see, e.g., [15]). Fist we use the following lemma
which can be proved by arguments similar to those in [8, Theorem 3].
Lemma 3.3. There exists sufficiently small μ = μ(ε) > 0 such that any positive radial solution
uε(r) of (Pε) satisfies ∣∣uε(r)− φε(δ)∣∣ Cδφε(δ) for r ∈ (1 −μ,1), (3.31)
where C is independent of ε. (Note that δ(x) = 1 − |x| = 1 − r .)
Z. Guo, F. Zhou / J. Differential Equations 228 (2006) 486–506 497Here φε is a solution of one-dimensional problem
φ′′(x) = −ε−2f (φ(x)) for x > 0, lim
x→0φ(x) = ∞.
Note that φε satisfies the equation
∞∫
φε(t)
ε
(−2F(s))1/2 ds = t (3.32)
with F(t) = ∫ t0 f (s) ds. Since lims→∞ f (s)/s3 = −1, we have F(s) = − 14 (1 + o(1))s4, where
o(1) → 0 as s → ∞. Therefore, (3.32) implies that
φε(t) = 21/2ε
(
1 + o(1))t−1,
where o(1) → 0 as t → 0.
Therefore we have
∣∣uε(r)− 21/2ε(1 + o(1))δ−1∣∣ C for r ∈ (1 −μ,1). (3.33)
Now, for small positive numbers κ and ν, set
v±(x) = 21/2εδ∓κ(x)−1
(
1 + (N − 1)[1±ν +A]
6
δ∓κ(x)
)
, (3.34)
where
δ∓κ (x) = δ(x)∓ κ and 1±ν = 1 ± ν.
By the direct computations, we have that
Δv± = 21/2εδ−3∓κ
(
2 + N − 1
r
δ∓κ
)
.
Let Bμ = {x ∈ B: 1 − μ < |x| < 1}. Then we can obtain the following lemma by arguments
similar to those in the proof of [3, Lemma 1].
Lemma 3.4. There exists a positive continuous function ν(μ) with ν(μ) → 0 as μ → 0 such that
Δv+  ε−2
(
v3+ − (a + 1)v2+ + av+
)
in Bμ.
Analogously
Δv−  ε−2
(
v3− − (a + 1)v2− + av−
)
in Bμ.
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Lemma 3.4 holds. Since κ is positive, we have v+  uε on {x ∈ B: δ(x) = κ}. Let us now
determine κ such that v+  uε on the inner boundary ∂Bμ ∩B . In view of Lemma 3.3 we should
have
21/2εμ−1
(
1 − κ
μ
)−1(
1 +O(μ)) 21/2εμ−1(1 + o(1)+ cμ) (3.35)
for some fixed c and o(1) → 0 as μ → 0. Inequality (3.35) holds if 1 > μ κ  c0μ for some
suitable constant 0 < c0 < 1. It follows from a comparison principle in [21] that uε  v+ in
{x: κ < δ(x) < μ}. (Note that f (s) < 0 and (f (s)/s)′ < 0 for s > 1.) Similarly we choose ν
such that Lemma 3.4 holds for v−. Obviously v− < uε on ∂B . As before we can achieve by
choosing a suitable κ such that 1 > μ  κ  c1μ with 0 < c1 < 1 that v−  uε on ∂Bμ ∩ B .
From the comparison principle in [21] we conclude that v−  uε in Bμ. Put μ = 1c2 κ with
c2 = max{c0, c1}. (3.30) follows from these comparisons together with the fact that ν(μ) → 0
and κ(μ) → 0 as μ → 0.
(iii) We obtain an estimate for |∇mε| near ∂B . It is known from (i) and (ii) that
mε(x) Ce−γ1/ε for x ∈ B \B1−κ1 . (3.36)
Since Δmε = −ε−2f ′(ξε)mε , we see from the Schauder interior estimate that for any τ > 0
small with 0 < τ < κ1/2, there is a constant C = C(τ) such that∣∣m′ε(r)∣∣ Ce−γ1/ε for r ∈ [1 − κ1/2,1 − τ ]. (3.37)
On the other hand, using limr→1 mε(r) = 0 and mε  0, we have m′ε(r)  0 for r close to 1.
Indeed, we have that m′′ε (r) + N−1r m′ε(r) > 0 for r near 1. This guarantees that mε cannot have
a maximum point in the near left-hand side of 1. Moreover, the fact that m′′ε (r) > 0 for r near 1
also implies that∣∣m′ε(r1)∣∣ ∣∣m′ε(r2)∣∣ for any r1, r2 < 1 and near 1 with r1  r2.
Together with (3.37) we obtain∣∣m′ε(r)∣∣ Ce−γ1/ε for r ∈ (1 − κ1/2,1). (3.38)
(iv) We derive estimates (3.19) and (3.20). To obtain these estimates, by (i)–(iii), we only need
to find the similar estimates in Bκ , for κ ∈ (1 − κ1/2,1).
Let θε = u˜ε(κ). By (3.21), we see θε > 1 for ε sufficiently small. Moreover, there is some
T ∈ (1,∞) independent of ε such that θε < T . It is known from Lemma 3.1 and (3.36) that there
is a constant γ˜ = γ˜ (κ) > 0 such that
|θε − 1|
∣∣1 − u¯ε(κ)∣∣+ ∣∣mε(κ)∣∣ Ce−γ˜ /ε. (3.39)
Consider the problem
−λ2w = f (w) in Bκ, w = θε on ∂Bκ .
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−λ2Δv = g(v) in Bκ, v = 0 on ∂Bκ, (3.40)
where g(s) = −f (θε − s). Note that g satisfies g(θε − 1) = g(θε − a) = g(θε) = 0 with g(s) > 0
for s ∈ (0, θε − 1)∪ (θε − a, θε), g(s) < 0 for s ∈ (θε − 1, θε − a) and
∫ θε
θε−1 g(s) ds > 0.
Now, for any β ∈ [1, T ], we consider the general problem
−λ2Δv = gβ(v) in Bκ, v = 0 on ∂Bκ, (3.41)
where gβ satisfies gβ(β −1) = gβ(β −a) = gβ(β) = 0, gβ(s) > 0 for s ∈ (0, β −1)∪ (β −a,β)
and gβ(s) < 0 for s ∈ (β − 1, β − a) ∪ (β,∞). By arguments similar to those in [11,12,14,29],
we have that, for λ sufficiently small, (3.41) has exactly three nonnegative radial solutions v¯βλ >
v
β
λ > v
β
λ . It is also known from [14] that v¯
β
λ is the unique large positive solution of (3.41) in the
order interval (0, β) of C0(Bκ) with v¯βλ → β in C0loc(Bκ) as λ → 0, vβλ is the unique solution
of (3.43) in the order interval [0, β − 1) of C0(Bκ) with vβλ → β − 1 in C0loc(Bκ) as λ → 0 and
v
β
λ is spike-layer solution. (If β = 1, it is known from [40,41] that the conclusions above are
also correct with vβλ ≡ 0.) For convenience of the readers, we explain some details on obtaining
exactly three nonnegative solutions of (3.41) here. The existence of at least three nonnegative
solutions of (3.41) for λ sufficiently small is known from [14]. We know from [11,12] that the
problem
−ΔV = gβ(β − 1 + V ), V > 0 in RN, V
(|x|)→ 0 as |x| → ∞ (3.42)
has a unique nondegenerate radial solution V (r). Moreover, if there exist a sequence {λn} with
λn → 0 as n → ∞ and a sequence of nonnegative solutions v˜βλn of (3.41) different from v
β
λn
, v¯
β
λn
and vβλn , we see that v
β
λn
< v˜
β
λn
< v¯
β
λn
. Making the transformations:
y = λ−1n r, V˜ βn (y) := v˜βλn(r), V βn (y) := v
β
λn
(r), V βn(y) := vβλn(r),
we see that (for subsequences if necessary)
V˜ βn − V βn → V in C1loc(0,∞) as n → ∞ and (3.43)
V βn −Uβn → V in C1loc(0,∞) as n → ∞, (3.44)
where V is the unique solution of the problem (3.42). The convergence in (3.44) is known
from [14]. To obtain (3.43), we see that V βn → β − 1 in C1loc(RN) as n → ∞ (for subsequences
if necessary) and β − a < max V˜ βn < β . Therefore, if V˜ βn − V βn → V̂ β in C1loc(0,∞) as n → ∞,
(note that V˜ βn − V βn > 0), the facts that (V˜ βn )′ < 0 and (Uβn)′ → 0 in C0loc(RN) as n → ∞ imply
(V̂ β)′(y) < 0 for y ∈ (0,∞). On the other hand, we have that V̂ β satisfies the same equation as V
does. Thus, V̂ β(y) →  ∈ (0,1) with gβ(β − 1 +) = 0 as y → ∞. By an argument as in [29,
Lemma 2.10] (see also [42]), we see  = 0. Therefore, V̂ β is also a solution of Eq. (3.42) which
implies V̂ β ≡ V by uniqueness. Now define Zβn = (V˜ βn − V βn )/‖V˜ βn − V βn ‖∞, then ‖Zβn ‖∞ = 1
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of the equation
−ΔZ = g′β(β − 1 + V )Z in RN
and ‖Zβ‖∞ = 1. The nondegeneracy and the radial symmetry of V imply that Zβ ≡ 0 in RN .
Therefore Zβn converges uniformly to zero on compact sets of RN . Thus, if we assume
maxZ
β
n = 1 (if minZβn = −1, we use −Zβn ) and Zβn (Rn) = 1, we see that Rn → ∞ as n → ∞.
On the other hand, since g′β(β − 1) = a− 1 < 0 and V (x) is small for |x| large, Zβn cannot attain
the maximum at Rn. This contradiction implies that v˜βλn cannot exist and that (3.41) has exactly
three nonnegative solutions.
Let us define λβ = supSβξ with
S
β
ξ =
{
ξ > 0; (3.41) has exactly three nonnegative solutions for all λ ∈ (0, ξ)}.
We claim that
λ∗ = inf
β∈[1,T ]λβ > 0. (3.45)
First of all, we have, for each β ∈ [1, T ], (3.41) has exactly three nonnegative solutions
v¯
β
λ > v
β
λ > v
β
λ
for λ sufficiently small. To show the claim (3.45), we first see that all the three solutions above
are nondegenerate.
To prove the nondegeneracy of v¯βλ , we show that there exists Λ > 0 independent of λ such
that, if (λ) is the first eigenvalue of the problem
−λ2Δh = g′β
(
v¯
β
λ
)
h+ h in B, h|∂B = 0 (3.46)
then (λ)Λ. Let h(λ) ∈ C10(B) with ‖h(λ)‖∞ = 1 be the eigenfunction corresponding to (λ).
We see that h(λ) > 0 in B . Suppose that there exists a sequence {λn} with λn → 0 as n → ∞
such that n := (λn) → ∗  0 as n → ∞. Let xn ∈ B such that h(λn)(xn) = 1. We easily see
from the equation in (3.46), the facts that v¯βλn → β in C0loc(B) as n → ∞ and g′β(β) = −a < 0
that
dist(xn, ∂B) → 0 as n → ∞.
By a boundary blow-up argument similar to that in the proof of [27, 1.2] and that in the proof of
[30, Theorem A] we derive a contradiction. This contradiction implies that our claim holds and
hence v¯βλ is nondegenerate. The nondegeneracy of v
β
λ can be shown similarly to v¯
β
λ . Note that
g′β(β − 1) = a − 1 < 0. Moreover, if β = 1, we see v1λ ≡ 0. To see the nondegeneracy of v1λ, we
consider the problem
−λ2Δh = g′1(0)h+ νh in B, h|∂B = 0.
Z. Guo, F. Zhou / J. Differential Equations 228 (2006) 486–506 501Let ν(λ) be the first eigenvalue of this problem. Then
ν(λ) = ζλ2 − g′1(0) > −g′1(0) > 0,
where ζ > 0 is the first eigenvalue of the Dirichlet problem in B . This implies the nondegeneracy
of v1λ.
Now we show the nondegeneracy of vβλ for λ sufficiently small. On the contrary, there exist
sequences {λn} and {kn} ⊂ C10(B) such that
−λ2nΔkn = g′β
(
v
β
λn
)
kn in B, kn|∂B = 0,
where we can assume that ‖kn‖∞ = 1 and maxB kn = 1. (If minB kn = −1, we can use −kn
to replace kn, the proof is the same.) We know from [12,14] that under the transformations:
y = λ−1n x, V βn (y) := vβλn(x),
V βn → β − 1 + V in C1loc
(
R
N
)
as n → ∞ (at least for a subsequence),
where V is the unique positive (radial) solution of the problem (3.42). Making the transforma-
tion: y = λ−1n x, Kn(y) = kn(x) and ηn = λ−1n xn, where Kn(ηn) = kn(xn) = 1, we see from the
equation of kn that Kn satisfies the equation
−ΔKn = g′β
(
V βn
)
Kn
and Kn → K˜ in C1loc(RN) as n → ∞, where K˜ satisfies the equation
−ΔK˜ = g′β(β − 1 + V )K˜ in RN.
The nondegeneracy of V and the radial symmetry of K˜ imply that K˜ ≡ 0 in RN and hence
Kn → 0 in C0loc(RN) as n → ∞. Therefore, |ηn| → ∞ as n → ∞. Together with the facts that
Kn(ηn) = 1, W(x) is small for |x| sufficiently large and g′β(β − 1) = a − 1 < 0, we have that−ΔKn(ηn) < 0 for n sufficiently large. This contradicts the fact that ηn is the maximum point
of Kn in B . We prove that vβλ is nondegenerate.
We complete the proof of claim (3.45) by contradiction. suppose that there exists a sequence
{βn} ⊂ [1, T ], such that λn := λβn → 0 as n → ∞. We see that there is a subsequence of {βn}
(still denoted by {βn}) such that βn → β∗ ∈ [1, T ] as n → ∞. For β∗, we see from the arguments
above that there exists λβ∗ > 0 such that for 0 < λ< λβ∗ , (3.41) has exactly three nondegenerate
nonnegative solutions vβ
∗
λ < v
β∗
λ < v¯
β∗
λ . On the other hand, for any fixed λ ∈ (0, λβ∗), the non-
degeneracy of these three solutions and the implicit function theorem (see [40,41]) imply that
there is a neighborhood Oβ∗ ⊂ [1, T ] of β∗ such that for any β ∈ Oβ∗ and the fixed λ, (3.41) has
exactly three nonnegative solutions. Since λn → 0 as n → ∞, for n sufficiently large, we can
find a λ˜ ∈ (λn,λβ∗) such that the problem
−λ˜2Δv = gβn(v) in B, v|∂B = 0 (3.47)
does not has exactly three nonnegative solutions which leads to a contradiction, since βn ∈ Oβ∗
for n large enough and λ = λ˜. Therefore, our claim (3.45) holds.
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lim
λ→0 −λ log
(
β − v¯βλ (x)
)= dist(x, ∂Bκ)(−g′β(β))1/2, (3.48)
lim
λ→0 −λ log
(
β − 1 − vβλ(x)
)= dist(x, ∂Bκ)(−g′β(β − 1))1/2. (3.49)
A simple calculation shows that
g′β(β) = −a, g′β(β − 1) = a − 1. (3.50)
Thus, (3.48) and (3.49) imply that for any compact subset K  Bκ and all β ∈ [1, T ], there
exist λβ,K > 0 depending on K and β , C > 0 and γK > 0 (indeed we can choose γK :=
[(1 − a)/2]1/2 dist(K, ∂Bκ)) such that for 0 < λ< λβ,K
β − v¯βλ (x) Ce−γK/λ for x ∈ K, (3.51)
β − 1 − vβλ(x) Ce−γK/λ for x ∈ K. (3.52)
On the other hand, (3.51), (3.52), the Schauder interior estimate and the fact that |g′β(s)|M > 0
(M is independent of β) for s ∈ [0, T ] and all β ∈ [1, T ] imply that for 0 < λ < λβ,K and all
β ∈ [1, T ], we have
∣∣∇v¯βλ (x)∣∣ Cλ−2e−γK/λ for x ∈ K, (3.53)∣∣∇vβλ(x)∣∣ Cλ−2e−γK/λ for x ∈ K. (3.54)
For each β ∈ [1, T ], by arguments similar to those in [14], we see that there are 0 < λ˜(β) < λ∗,
0 <C(β) < ∞ such that for 0 < λ< λ˜(β)
∥∥vβλ − vβλ∥∥W 1,2(Bκ )  C(β)λN .
(Note that we need to use the facts that g′β(β−1) and g′β(β) are independent of β .) Moreover, for
any sequence {βn} ⊂ [1, T ] with βn → β ∈ [1, T ], we easily know that gβn → gβ in C0([0, α])
for any α > 0. Thus, by standard elliptic theory, we have that v¯βnλ → v¯βλ , vβnλ → vβλ , vβnλ → vβλ
in C1(Bκ) as n → ∞. This implies that vβλ and vβλ are continuous with respect to β under the
C1(Bκ)-norm. Thus, we can choose λ˜(β) and C(β) such that they are continuous on β . Let
λ0 = minβ∈[1,T ] λ˜(β) and C = maxβ∈[1,T ] C(β). The continuities of λ˜(β) and C(β) imply that
λ0 > 0 and 0 <C < ∞. Moreover, for 0 < λ< λ0 and all β ∈ [1, T ],∥∥vβλ − vβλ∥∥W 1,2(Bκ )  CλN. (3.55)
Arguments from (3.44) to (3.55) imply that for 0 < ε < min{λ0, ε1} sufficiently small, the
problem
−ε2Δy = f (y) in Bκ, y = θε on ∂Bκ (3.56)
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y¯ε = θε − vθεε .)
Moreover, one knows from (3.51)–(3.55) that for 0 < ε < λ0,
θε − y¯ε  Ce−γK/ε, |∇y¯ε| Cε−2e−γK/ε on K, (3.57)
θε − 1 − yε  Ce−γK/ε, |∇yε| Cε−2e−γK/ε on K (3.58)
for any K  Bκ and
‖yε − y¯ε‖W 1,2(Bκ )  CεN, (3.59)
where C is independent of ε. It is clear that u˜ε is a solution of (3.56) and it is known from (3.10)
that
θε − (a − τ) θε − u˜ε(0) := max
Bκ
(θε − u˜ε) θε − τ. (3.60)
Therefore,
yε ≡ u˜ε in Bκ. (3.61)
On the other hand, it follows from Lemma 3.1, (3.39), (3.57), (3.58), (3.61) that for any
κ∗ ∈ (1 − κ1/2, κ), there exists γ ∗ > 0 such that
‖mε‖W 1,2(Bκ∗ )  ‖u¯ε − y¯ε‖W 1,2(Bκ∗ ) + ‖y¯ε − u˜ε‖W 1,2(Bκ∗ )
 ‖u¯ε − 1‖W 1,2(Bκ∗ ) + ‖1 − θε‖W 1,2(Bκ∗ )
+ ‖θε − y¯ε‖W 1,2(Bκ∗ ) + ‖y¯ε − u˜ε‖W 1,2(Bκ∗ )
Ce−γ ∗/ε.
Together with (3.36) and (3.38), we obtain then
‖mε‖W 1,2(B)  CεN (3.62)
which completes the proof of step 2.
As a consequence, let us denote Mε(y) = mε(εy). It follows from (3.62) that Mε ∈ W 1,2(B1/ε)
and
‖Mε‖W 1,2(B1/ε)  C, (3.63)
where B1/ε = {y: εy ∈ B}. Therefore, there exists a subsequence of {Mε} (still denoted by {Mε})
such that Mε → W in C1loc(RN) as ε → 0. By step 1 and the fact that u¯ε → 1 in C0loc(B) as ε → 0,
we easily see that 1 − a + τ W(0) 1 − τ where W is the unique positive solution of (3.1).
Step 3. We show the uniqueness of uε for ε sufficiently small. Arguing by contradiction,
suppose that there are sequences {εj } with εj → 0 as j → ∞ and {u˜j } ≡ {u˜εj }, {uj } ≡ {uεj }
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that |qj (rj )| = 1. Note that (uj − u˜j )(1) = 0, We see that rj ∈ [0,1) and qj satisfies the equation
ε2jΔqj + f ′(ξj )qj = 0, (3.64)
where ξj ∈ (minB{uj , u˜j },maxB{uj , u˜j }).
Since u˜j = u¯j − mj , uj = u¯j − zj , making the transformations y = ε−1j x, U˜j (y) = u˜j (x),
Uj (y) = uj (x), Uj (y) = u¯j (x), we see that U˜j = Uj − Mj , Uj = Uj − Zj . Define Ξj(y) =
ξj (x), Qj(y) = qj (x) and Rj = ε−1j rj . It follows from (3.64) that Qj(Rj ) = 1 and
−ΔQj = f ′(Ξj )Qj in B1/εj . (3.65)
Since Uj → 1, Mj → W , Zj → W in C1loc(RN) as j → ∞ (this holds for at least one subse-
quence), ‖Qj‖L∞(B(εj )) = 1, we see that
U˜j → 1 −W, Uj → 1 −W in C1loc
(
R
N
)
as j → ∞.
Therefore, we obtain from (3.65) that Qj → Q in C1loc(RN) as j → ∞ (at least for a subse-
quence) and Q satisfies the equation
−ΔQ = f ′(1 −W)Q in RN. (3.66)
By the nondegeneracy of W , we see that
Q(x) =
N∑
i=1
ci
∂W
∂xi
(x), (3.67)
where c1, . . . , cN are constants. Since each Qj is radially symmetric about 0, Q is also radi-
ally symmetric about 0. Then by (3.67) and the radial symmetry of Q, we see that c1 = c2 =
· · · = cN = 0 and then Q ≡ 0 in RN . Thus, Qj converges uniformly to zero on compact sets
of RN . This implies that Rj → ∞ as j → ∞. Therefore for j large enough, Uj(Rj ) > 1
and Zj (Rj ), Mj(Rj ) are small which imply that Uj (Rj ) = Uj (Rj ) − Zj (Rj ) > 1 − η and
U˜j (Rj ) > 1−η, where η > 0 is given at the beginning of Section 3. Since Qj(Rj ) = maxQj = 1
and f ′(s) < 0 for s > 1 − η, we derive a contradiction from (3.65) by the fact that Ξj(Rj ) ∈
(min{Uj(Rj ), U˜j (Rj )},max{Uj (Rj ), U˜j (Rj )}) which implies Ξj(Rj ) > 1 − η. This completes
the proof of uniqueness of uε and then the proof of Theorem 1.1. 
Remark. We expect that if Ω is a convex domain and symmetric with respect to the axes, then
for ε > 0 small enough, (Pε) has exact three solutions. On the other hand, we know that for the
general case, if the distance function δ(x) has k isolated local maximum points, then (Pε) has at
least k + 2 different solutions [24].
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