Recent image completion researches using deep neural networks approaches have shown remarkable progress by using generative adversarial networks (GANs). However, these approaches still have the problems of large model sizes and lack of generality for various types of corruptions. In addition, the conditional GANs often suffer from the mode collapse and unstable training problems. In this paper, we overcome these shortcomings in the previous models by proposing a lightweight model of conditional GANs with integrating a stable way in adversarial training. Moreover, we present a new training strategy to trigger the model to learn how to complete different types of corruptions or missing regions in images. Experimental results demonstrate qualitatively and quantitatively that the proposed model provides significant improvement over a number of representative image completion methods on public datasets. In addition, we show that our model requires much less model parameters to achieve superior results for different types of unseen corruption masks.
Introduction
Image inpainting and completion are classical problems in computer vision and graphics. The objective is to fill semantic and reasonable contents to the corruptions (missing regions) in an image. Humans can fill the missing regions by the empirical knowledge to the diverse object structures from the real world. Nevertheless, it is not easy for machines to learn a wide variety of structures in natural images and predict what to fill in unknown missing-data regions in images. Thus, it is crucial to know how to learn an image transformation from a corrupted image with missing data to a completed image.
In the past, vision-based methods [5, 9, 12, 13, 16, 17, 29, 32] mainly focus on utilizing existing patterns and structure information from non-corrupted regions to fill in the corrupted part in a copy-paste manner or optimizing a specific cost function. Such approaches perform well for the cases where surrounding contexts share similar patterns and colors. Nonetheless, previous approaches are quite limited to complete various kinds of corrupted images since c 2017. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
image contents are quite complicated and usually come with distinct structures. Retrieving image contents for filling the missing regions from the remaining completed images or millions of images [11] cannot not serve as a general or semantically meaningful solution in most cases. Recently, researchers try to apply deep learning methodologies to reconstruct an semantic image by learning image statistics for the image completion problem.
Recent deep network researches have brought great improvements on various computer vision problems. Moreover, generative adversarial training technique [10] can produce stunning results on image generation [27] , and other tasks that condition on images, such as super-resolutions [18] , style transfers/texture synthesis [19] , image completion [20, 26, 33] , and other image translation problems [14] . The advantage is that these conditional GANs models can learn the latent representations of images, and can reconstruct the desired images in a min-max optimization of generator and discriminator. Nevertheless, these type of deep-network based models often suffer from requiring large training parameters, and unstable condition caused by adversarial training. Recently, there are several newly designed adversarial training strategies [4, 6, 23] that can improve such issues on image generation tasks, but how to combine with conditional GANs still remains undiscovered. In the image completion problems, most deep-network based methods [26, 33] can only be applied to image completion with a specific corrupted mask, and the model needs to be retrained for a different type of corruptions.
To address the aforementioned issue, we aim to transform corrupted images with different types of missing regions to completed images that look as natural as possible (as in Figure  1 ). We propose a new training strategy and a lightweight conditional generative adversarial model that can effectively resume various corrupted images to flawless and realistic images.
In the experiments, we demonstrate that the proposed model provides the best performance among vision-based and deep-network based methods on multiple datasets. Furthermore, the proposed method can be applied to real-world images (high resolution) with unseen missing regions. After cautious validations, we summarize our contributions as:
• We build a lightweight conditional GANs that first adapt more stable adversarial learning from LSGAN [23] . Our experiments show the proposed model requires less training parameters and outperform other deep models on wide range datasets.
• We propose a new training strategy that generates four representative types of corruptions to enhance learning generalization that can complete various types of corrupted images. Different from other methods, the proposed method can deal with corrupted masks that are different in terms of shapes or locations in the images.
Proposed Model
In this section, we will present how the proposed model accomplishes image completion tasks. Figure 2 gives an overview of our model. First, we show the details of our network architecture composed of an autoencoder G (containing two parts: semantic feature extractor and a simple generator), and a discriminator D. Then, we introduce an objective function minimizing unrealistic content error, and training strategies that are applied to solve various types of corruptions in image completion problems. In the testing phase, the semantic feature extractor and simple generator (combined as G) are only needed to recover corrupted images. 
Network Architecture
Semantic Feature Extractor: Given a corrupted image I with size H ×W as input, we use a part of layers (before conv4-1) from VGG19 [30] architecture as our semantic feature extractor (encoder) to obtain a high-level and semantic feature patch. To preserve image details, we replace all the pooling layer with strided convolutions as the pooling layer has been proved [14, 26] that it tends to lose some image information in the reconstruction based networks. Also, we decrease the filter numbers of each layer to reduce the total model size. Each convolution is followed by ELU activation [7] that enhances the performance of the autoencoder.
Simple Generator: Common deep encoder-decoder networks use symmetric structure that extracts features and generates outcome through the same number of layers. However, if the layer goes deeper, it would be difficult to train on GPUs efficiently due to explosion of parameters and memory usage. In addition, the deeper structure in the decoder, the harder to propagate learned feature information from the encoder. Therefore, we construct a simple generator (or decoder) that takes the semantic feature patch as input and then reconstructs a complete image in a short path. Our simple generator only contains two modules, and each is formed of (convolution, fraction-strided convolution, ELU). Then, one convolution and fraction-strided convolution is added at the end of the modules to produce the desired image. Although our generator is short and simple, we can still obtain very good image reconstruction as long as we learn high-level and semantic feature patches through the encoder.
Feature Skip Connections: In image completion problems, corrupted images and output images share a certain amount of low-level features, like prominent information of noncorrupted regions, luminance and resolutions. However, deep network based methods with bottleneck layer often lose details of images when propagating feature maps in the training stage. Moreover, one may suffer from the vanishing gradient problem as the network layer goes deeper. To shuttle the image information through the networks and reduce the training burden, we apply the skip connections strategy that is similar to [14, 22, 28] . Particularly, we only add two skip connections that just simply concatenate the channels of the output from our semantic feature extractor and that from our simple generator.
Discriminator In GANs related works, it often requires several tricks to train a generator and discriminator jointly. Otherwise, we can easily confront mode collapse and obtain unstable results. So, we follow the same discriminator architecture from [26] that outputs a Figure 2 : An overview of the proposed model. The training stage requires paired corruption masks and ground truth images from our training strategy for G to learn the image completion transformation, and the discriminator D plays a supervised role to distinguish generated samples and ground truth as real or fake. Only G is needed in the testing stage and real world applications.
value of realism for a given input image. In order to obtain more stable and reasonable inpainting results, we use the newly introduced adversarial loss that prevents the discriminator from crash. Details will be described in Section 2.2.
Objective Function
Our model aims to regress the corrupted image I to the ground truth image I g . Normally, this can be achieved by using l 2 or l 1 norm (reconstruction loss) as the objective function in the deep autoencoder structures. Nowadays, many conditional GANs related researches showed that the essence of generating realistic results is to combine an adversarial loss and a reconstruction loss to the objective function. If one only minimizes the reconstruction loss (l 2 or l 1 ), it will encourage the networks to produce "averaged" and "smooth" results. Therefore, we apply the same way of combination of loss as the objective of our model .
For the reconstruction loss, we explored that minimizing l 1 norm can generate less blurry result than minimizing l 2 norm. The same finding is also mentioned in [14] . Hence, in our optimization of G, we calculate the pixel-wise l 1 norm as the reconstruction loss (denoted as L rec ) between the generated image G(I) from our autoencoder model and its corresponding ground truth I g . Note that H and W indicate the image size, and x, y represent the image coordinates:
Similar to others, we adapt adversarial training to our deep autoencoder G and discriminator D. Our D is dedicated to distinguish the generated images G(I) (fake) from ground truth image I g (real) while our G is used to generate images that are real enough to deceive D. However, conventional adversarial loss that calculates binary cross entropy (BCE) between real/fake label often makes network suffer from unstable training. To alleviate this issue, we apply the LSGAN [23] strategy that has proved substituting least square minimization for BCE can improve the stability of GAN models, and obtain more realistic results. In practice, our D minimizes the loss term L adv_d to classify ground truth I g as the real label (given as value 1), and the generated image G(I) as the fake label (given as value 0):
Meanwhile, in order to trigger G to generate realistic images, we also minimize the error between D(G(I)) and the real label, which provide the loss gradients when optimizing G, which is given by
In summary, we define a joint loss term to optimize our proposed model. For G and D, the hyper-parameters λ G and λ D are used to balance the loss effects to the joint optimization. The overall objective of our deep image completion model G is:
Training
In the training stage, there shall be a way to prompt the deep networks to capture the essential features in diverse corrupted masks in order to increase generality of deep image completion model for recovering images from various types of missing regions. In our proposed method, we first create a mask operator M that can produce four common types of corruptions, including text(t), line(l), scribble(s), random(r). The details about how M produces each type of corruptions are given as follows:
• Text(t): We create three huge masks (size 512 × 512) that contains massive texts and sentences, and each comes with three different font sizes: 12, 18, 24. Then. we randomly pick a huge mask and crop a size of 128 × 128 region as the corruption mask.
• Line(l): We randomly determine the line width ranging from 2 to 4 pixels, and produce 4 to 8 line horizontally and vertically in a mask of size 128 × 128.
• Scribble(s): Similar to text, we manually draw two huge masks with large and small size of scribble. The corruption mask is generated from picking a huge mask and then cropping a size of 128 × 128 region.
• Random(r): We perform uniform dropout pixels to generate random corruption mask and the dropout ratio is randomly selected from 0.1 to 0.5 with 0.1 interval.
Then, we can produce the corrupted images I for training data, which can be seen as a set of processed images by using our M operator given ground truth images I g and corruption
In the experiments, we will show that our model can learn the generalization to complete various kinds of corrupted images on different datasets based on this training strategy. For the testing stage, we also use the same strategy to produce corruptions masks, which means the masks are not be exactly the same as those in the training data. Please refer to our supplements for further implementation details.
Experimental Evaluation
We carry out experiments to evaluate the generality of different image completion methods toward diverse datasets quantitative and qualitatively. First, we describe the datasets that are used for training, validation and testing. Second, we prove that the proposed deep model takes the least training parameters among all the GANs models used for image completions, and ablation study on the results of optimizing different loss functions. Then, experimental comparisons among the proposed method and several image completion methods are shown and discussed. Finally, we demonstrate how well our model can do when dealing with highresolution images and user-given masks that are unseen in training and validation sets. For the details of experiment settings, please refer to our supplementary materials.
Datasets
General image datasets include diverse contents and complex structures of objects from different domain. To verify the image completion performance of different methods, we evaluate on three different types of image datasets. Two of them, denoted as (Particular), are featured with one particular type of objects, and the other one, denoted as (Various), contains various types of objects and scenes.
• Particular: Caltech-UCSD Birds-200-2011 [31] . It includes 11, 788 bird images with 200 categories. For the model learning, we randomly select 10, 982 images for the training ground truth, 320 for validation and 486 for testing. The appearance of categories in each set are roughly equal.
• Various: MSCOCO [21] . We use 82, 783 general images for the training set. Then, we randomly pick 200 images from the 40, 504 images from MSCOCO validation set, and distribute 100 images for each validation and testing set.
By applying our data augmentation strategy, the actual training images are four times the size of the original training data. Furthermore, in our experiments on one dataset, deepmodel based methods are trained on the same data that produced from its original training set, and then pick their best model through the corresponding validation set for final testing. Note that no labels or other information related to images are used in our evaluation and all images are resized to 128 × 128. 
Comparisons and Results
We demonstrate the quantitative and qualitative results of previous and ours image completion methods on different datasets with four different testing corruptions (text, line, scribble, random). Previous methods can be roughly categorized into the vision-based [8, 12, 17, 29] and deep-based [14, 22, 26] approaches. Due to the limited space, please refer to our supplemental materials for details and full comparison of the methods on different datasets.
Model Comparison:
We compare our deep models with others in Table 1 . Even though adapting parts of VGG [30] can lead to increasing layers, we only require nearly 1.5% training parameters compare to two deep GANs (CE [26] and pix2pix [14] ). Although REDNet [22] has the smallest model size, the model without adversarial training gives unpleasant inpainting results (shown in the later section).
Ablation Study of Loss Functions:
We give analysis of loss functions to check the contribution of different loss terms and the improvements using least square (LS) adversarial loss term. We compare model trained on L1 Loss (L rec ), L1 + BCE (L rec + L adv(bce) ), L1 + LS (L rec + L adv(ls) ). Table 2 shows the evaluation of PSNR/SSIM on four different types of corruptions from CUB testing dataset. With the adversarial training like L1+BCE and L1+LS, the completed results can be more realistic and yield higher PSNR/SSIM. Moreover, we can find that optimizing the proposed loss function (L1+LS) is better than the convention loss (L1+BCE) in conditional GANs. Although these two optimizations are trying to generate results that not only resemble to the ground truth but also are as real as possible, our proposed model (L1+LS) improves the unstable results in (L1+BCE) and our results are closer to the ground truth pixel-wise and structurally.
Quantitative Results: Table 3 shows testing quantitative results of all models on CUB [31] and MSCOCO [21] with different corruptions types. We use common metrics PSNR and SSIM to evaluate image quality. No matter which datasets are used, our model is able to generate competitive results over other methods, especially outperforming the previous Table 3 : Quantitative results from vision-based and deep-based methods on different types of datasets and corruptions. The higher the (PSNR/SSIM) are, the closer the completed images are compared to the ground truth images. Bold and under-line indicate the best and the second best performance, respectively.
deep-based methods. For the experiments on CUB [31] , our model may not consistently provide better PSNR or SSIM compared to FoE [29] and inpaint_nans [8] . This is because a general image featuring one object contains less complex structures, it can be easier for those two vision-based methods to find a proper and coherent content distribution from the whole image or neighboring patches to describe the corrupted regions. This circumstance happens especially in random corruption type where ones can simply take surrounding non-corrupted pixels into account to fill the corruption part. For more complex images from MSCOCO [21] , our models can provide the best results among all methods. In summary, this quantitative results demonstrate that the proposed model achieves the best performance in average, and our training strategy improve the generalization of the trained deep model that can perform image completion on various types of corruptions for different complex scenes.
Qualitative Results: According to the quantitative evaluations, we compare the top two best-performing methods in vision-based and deep-based image completion approaches on MSCOCO [21] dataset with four different types of corruptions in Figure 3 . Our model can recover these types of missing regions more semantically while others contain blurry regions and seams in the filled part. When the corrupted regions are bigger and longer, the flaws in the inpainting results become more obvious, such as in the types of scribble and lines. As mentioned before, despite the fact that one can produce very nice results dealing with random corruptions, and also provide very high PSNR/SSIM such that people can not easily perceive the differences between them, our method can generate more clear results than other deep learning methods.
Performances Beyond Model
In this section, we challenge the performances and extensions of image completion methods and models that are trained on MSCOCO [21] datasets using our training strategy. We first show that our method can be applied on higher resolution testing sets. Moreover, to test the capability and generalization of our model, we show some results of recovering user-defined corrupted images.
Higher-resolution evaluation: We test different methods on 200 images from BSDS500 test set [24] , which is composed of general images containing complicated objects, and they are unrelated to any training and validation set in MSCOCO [21] . The images are resized to resolutions 320 × 320, which is larger than those in our training data and previous experi- ments. Table 4 reveals that we also outperform other vision-based and deep-based methods in PSNR and SSIM for the four types of corruptions. There are qualitative results shown in Figure 4 comparing our model and the second best method in vision-based and deep-based approaches. We clearly generate more reasonable results even on higher resolution images, and the details can be semantically reconstructed back from corruptions.
Results from user specified masks: In order to further examine the general performance for our model, we invite subjects to manually create interesting corrupted mask on public high-resolution images, which means the model was not trained on these materials. One teaser qualitative result is shown in Figure 1 . Even though the input images contain complex corrupted regions, our method can still well recover such images, which indicates that the proposed method has the potential for real-world applications. For more results, please check our supplemental materials. Table 4 : Quantitative results (PSNR/SSIM) from the vision-based and deep-based methods on different types of corruptions for BSDS500 datasets [24] . Qualitative results on BSDS500 [24] . Images from top to the bottom represent inpainting results on four corruption types (text, line, scribble, random). Corrupted part is presented in purple color for visualization.
Conclusion
In this work, we show that our deep completion model and the proposed training strategy can provide superior image completion performance quantitatively and qualitatively on different datasets. Inspired by the existing conditional GANs and steady adversarial training techniques, the proposed lightweight deep networks can successfully generate stable and semantic image completion results and outperform previous methods. Besides, we also reveal the potential of using the proposed model on high-resolution images for real world applications. In the future, we will further enhance the generalization of our deep model to recover a wide-variety of image corruptions in practice.
