Economic growth has traditionally been analyzed in the temporal domain, while the spatial dimension is captured by cross-country income di¤erences. Data suggest great inequality in income per capita across countries, and a slight but noticeable increase in inequality across nations (Acemoglu 2009). Seeking to explore the mechanism underlying the temporal evolution of the cross sectional distribution of economies, we develop a spatial growth model where saving rates are exogenous. Capital movements across locations are governed by a mechanism under which capital moves towards locations of relatively higher marginal productivity, with a velocity determined by the existing stock of capital. This mechanism leads to a capital accumulation equation augmented by a nonlinear di¤usion term, which characterizes spatial movements. Our results suggest that under diminishing returns the growth process leads to a stable spatially non-homogenous distribution for per capita capital and income in the long run. Insuf…cient savings may lead to the emergence of persistent poverty cores where capital stock is depleted in some locations.
Introduction
Economic growth, in formal growth models, has traditionally been analyzed in the temporal domain with the main focus of analysis being the development of models capable of explaining stylized facts, which are expressed in terms of the temporal evolution of key variables such as output or capital per capita or the capital labor ratio. A central issue, however, is cross-country income di¤erences which exempli…es the spatial dimension of the problem. Acemoglu [1] (Chapter 1), using data on GDP per capita and per worker (in logs) since 1960, points out that there is great inequality in income per capita and income per worker across countries, and that there is a slight but noticable increase in inequality across nations. The geographical or spatial dimension is also taken into accounting the context of convergence. Data suggest (e.g. Acemoglu [1] ) that there is no unconditional convergence during the post war perior. However, Barro and Sala-i-Martin [7] results suggest that conditional convergence takes place with poor countries growing faster in terms of per capita GDP than rich ones within a group that shares similar characteristics. Conditional convergence even at di¤erent steady states may not however adequately describe the evolution of the spatial distribution of per capita GDP across countries. As Quah [34, 36, 35] points out "Convergence concerns poor economies catching up with rich ones. What one wants to know here is, what happens to the entire cross sectional distribution of economies, not whether a single economy is tending towards its own, individual steady state."
Some insights into the characteristics of the spatial distribution of GDP per capita can be obtained by using the quantity where y it ; y jt denotes per capita GDP in countries i; j at time t for a sample of countries i; j = 1; :::; N , and y denotes the overall average (over all countries) per capita GDP. This quantity can be regarded as a measure of spatial inhomogeneity of GDP per capita, in the sense that an increasing D t over time means that the spatial distribution of GDP becomes more spatially heterogenous or "less ‡at" relative to space. 1 Thus an increasing D t over time indicates that the dispersal of per capita GDP across the countries of the sample was increased during the sample period. The inhomogeneity measure D t ; along with the corresponding linear trend is presented in the …gures below for eleven regions of the world 2 The evolution of the inhomogeneity measure, and the associated linear trend, suggests that the overall dispersal is rather increasing both at the regional level, and within the group of high income countries. These observations although broad in nature, indicate that the spatial distribution of GDP per capita does not tend to become more uniform with the passage of time, or to put it di¤erently does not seem to converge to a geographical homogenous state for countries grouped in the traditional way according to the level of their per capita GDP. Countries that start with lower per capital income in the region may growth faster than high income counties, which is consistent with convergence arguments, but this growth does not seem to result in a spatially ‡atter distribution in the long run.
In this context the purpose of this paper is to develop a spatial model of economic growth and by doing so to explore mechanisms that could generate, through economic forces, persistent non uniform spatial distributions of per capita capital and GDP across locations, and determine the temporal evolution of these spatial distributions. In a sense we are exploring how traditional neoclassical growth theory can be extended to a spatial growth theory which would provide models capable of approximating persistent spatial heterogeneity across countries in terms of per capita GDP.
Economic geography and economic growth has been discussed in the socalled second generation of new economic geography models but not in a formal growth context (e.g.,Martin and Ottaviano [31] , Baldwin et al. [6] , [4] , Baldwin and Martin [5] , Fujita and Mori [24] , Desmet and Rossi-Hansberg [22] , [23] ). Models of optimal development over space and time, which could be regarded as a suitable vehicle for studying economic growth in a geographical context, were developed in the 1970s by Isard and Liossatos (e.g., [28] , [27] , [26] , Carlson et al. [19] ). Dynamic spatial economic modeling were developed in the context of economic growth and resource management mainly during the 2000s (e.g.Brito [12] , Camacho and Zou [17] , Boucekkine at al. [10] , [8] [9] Brock and Xepapadeas [13] , [14] , Brock et al. [15] , [16] ). The main feature of current spatial growth models is that the spatial movements of the stock of capital across locations are modeled through a trade balance approach with respect to a closed region where capital ‡ows are such that capital is received from the left of the region and ‡ows away to the right of the region. This leads to a model of classic local di¤usion with a constant diffusion coe¢ cient. Modeling capital movements this way implies that capital stock moves from locations of high concentration to locations of low concentration. This property although consistent with diminishing returns to capital, since high concentration imply low marginal productivity and vise versa, seems not to be compatible with empirical …ndings. As indicated by Lucas in the context of the Lucas paradox ( [29, 30] ) although diminishing returns suggest that capital will ‡ow from locations of high concentration to locations of low concentration, this is not happening in reality.
In the present paper we contribute to the ongoing research on spatiotemporal dynamics and spatial growth by developing a model where the basic mechanism underlying the movements of capital across space is the quest for locations where the marginal productivity of capital is relatively higher than the productivity at the location of origin, without imposing the constraint that capital moves from locations of high concentration to locations of low concentration. By assuming that capital ‡ows towards locations of high returns, which is a plausible assumption underlying capital ‡ows with endogenous velocity depending the existing stock of capital, our model implies that the spatiotemporal evolution of capital is governed by a nonlinear di¤usion equation. In this case the "di¤usion coe¢ cient"is not constant but depends on the capital stock and the rate of change of marginal productivity of capital (the second derivative of the production function). This approach for modeling capital ‡ows essentially di¤ers from the classic di¤usion models used in the existing literature which are based on the trade balance (e.g., Carlson et al. [19] , Brito [12] , Camacho and Zou [17] , Boucekkine at al. [10] , [8] [9]), and describe the spatiotemporal evolution of capital by a parabolic partial di¤erential equation with constant di¤usion coe¢ cient.
Our contribution is that by using the plausible mechanism that capital moves towards locations of higher productivity, and not a mechanism where capital moves necessarily from higher to lower concentrations, we obtain using standard neoclassical growth assumptions spatial distributions for per capita capital and GDP which are characterized by large and persistent spatial inhomogeneities. These inhomogeneities could be regarded as compatible with existing observations. Furthermore, we are not confronted with Lucas paradox since our approach is based on the notion that capital moves to location of relatively higher productivity, but not necessarily from locations of high concentration to location of low concentration. The notion of capital we employ is a "mechanistic" kind that cannot move very fast, like …nancial capital, to areas of high marginal productivity because of adjustment costs and other potentially institutional barriers in this location.
By considering a distance metric concept based on economic distance we develop local models of capital di¤usion and we develop an analytical framework that extend the standard Solow model in a geographical context. The spatial Solow model with a mechanism underlying capital ‡ows which leads to nonlinear di¤usion, generate solutions in which spatially nonhomogeneous distributions of per capita capital and income across locations persists over time. In certain cases spatial inhomogeneity may be ampli…ed over time and locations may end up at a steady state in poverty cores with capital stock approaching zero. Our results about persistent spatial heterogeneity and non smoothing of spatial di¤erences do not require increasing returns and are obtained under standard diminishing returns to capital.
Capital Flows and Distance Metrics
An issue that a spatial growth model should address is the topology of the space in which capital ‡ows take place and the de…nition of an appropriate distance metric. The most common metric of the distance between two spatial points (say countries) where capital ‡ows take place is geographical distance, as measured for example by the distance between capital cities. Conley and Ligon [20] suggest that a more appropriate metric for measuring distances associated with economic activities is that of the economic distance -the economic metric -re ‡ected in transportation costs. They use United Parcel Service (UPS) distance as a proxy for transportation cost associated with physical capital, while airfare distance is used as a proxy for transportation cost associated with human capital. It turns out that the distance between countries might be very di¤erent depending on whether the geographic or the economic metric is used. For example while the geographical distance between Australia and Egypt is smaller than the distance Australia-UK and Australia-USA, the corresponding economic distance both in terms of UPS and airfare distance between Australia and Egypt is larger than the distance Australia-UK and Australia-USA.
The choice of the distance metric is important for modeling purposes since it provides a basis for choosing between a local model of capital di¤usion, or non-local model of capital ‡ows which will incorporate long range e¤ects. If an economic metric is adopted, a local model might be regarded as adequate. This is because it is reasonable to assume that capital, given the restrictions imposed by technology and institutions, will ‡ow among sites which are close in terms of the economic metric, since this would imply less frictions, with the ‡ow directed towards sites where returns grow faster On the other hand if the geographic metric is used then a non-local model seems to be the most appropriate, since in this case the geographical distance might not be the good proxy for frictions associated with capital ‡ows. In this case capital will ‡ow again towards sites where returns grow faster, but these locations might not be close to each other in terms of the geographical metric, which means that a nonlocal model of spatial interactions is required.
To provide a picture of a potential shape of the distribution of GDP per capita in terms of an economic space we ordered in Figure 3 the high income countries so that the country with the highest average GDP per capita was in the middle locations of the space, while the rest of the countries where placed symmetrically on either sides of the middle location in a descending average GDP per capita order. This ordering could be interpreted as characterizing economic distance in term of GDP per capita di¤erences. Small di¤erences imply that countries are close in terms of the economic metric. Although this ordering is arbitrary it provides a bell shaped distribution, that does not become ‡atter with time as the quantity D t and …gure 2 indicate.
[ Figure 3 . Distribution of GDP per capita in economic space}
Modeling the Spatiotemporal Evolution of Capital
Following the previous discussion, we develop a local model that enable us to study the spatiotemporal evolution of capital in the context of an economic metric. Since each elements of the economic space can be mapped to one and only one element of the geographical space, any spatial distribution de…ned in economic space can be transformed to a corresponding distribution in the geographical space. This equivalence allows us to work with local models de…ned in the economic space. In these models the movement of capital to sites where returns are higher can be de…ned in a more tractable way through local transport operators, an approach which is not appropriate when capital ‡ows are de…ned in the geographical space.
In what follows the "spatial" variable z can be considered as describing a point in a generalized notion of economic space. We will allow z to take values in a domain U R d , of su¢ ciently smooth boundary = @U (for most applications a Lipschitz boundary is su¢ cient) where d is the dimension of space.
Restricting attention, momentarily, to a given location we assume that per capita aggregate production, y, depends on the per capita aggregate capital stock, k, at the location, though a neoclassical production function f : R + ! R + , as y = f (k; A), where A is a productivity factor characterizing the location. Our implicit assumption is that labour is immobile. 4 A location z, is characterized by an exogenous saving ratio 0 < s < 1 and exponential capital depreciation at a given rate > 0.
Since our main interest is the spatial allocation of per capita capital, we de…ne a function k : [0; T ] U ! R + that describes the spatiotemporal distribution of per capita capital as well as a function y : [0; T ] U ! R + that describes the spatiotemporal distribution of per capita aggregate output. At any time t and spatial location z these are related through the production function f by
The production function is assumed to be twice di¤erentiable on (0; 1) and concave. The factor A takes into account spatial heterogeneities related to productivity that may re ‡ect positive spatial externalities associated with location z. The basic assumption of this paper is that aggregate capital stock is produced locally at location z through (1) but at the same time it could be moved out of z to locations z 0 , or ‡ow into z from locations z 00 though a transport mechanism. The transport mechanism prescribes that capital moves towards locations where its marginal productivity, m, is higher than the location of origin.
The transport mechanism can be modelled by considering the local balance of the distribution of capital in any region V which is well included in U i.e. all the points in V are interior points of U and not boundary points. We consider the balance of capital in this region, in the sense that the temporal rate of change of the total capital accumulated in V will be equal to capital formation within V , plus capital in ‡ow in V from neighbouring regions, minus capital out ‡ow from V to neighbouring regions. This is simply a bookkeeping equation for the balance of capital stock in V .
The in ‡ow to or the out ‡ow of capital from V is modeled through a vector …eld v :
T ] V provides the velocity ( ‡ux) of capital stock at location z at time t. In coordinate form J(t; z) = (J 1 (t; z);
; J d (t; z), which means that the velocity of capital motion is decomposed along the d coordinates that are needed to specify location, z = (z 1 ;
; z d ), and J i (t; z) corresponds to the component of capital velocity along this direction. The introduction of the auxiliary velocity …eld v = (v 1 ;
; v d ), re ‡ects the fact, that only a fraction of the capital at location t will relocate, so expressing J i (t; z) = v i (t; z)k(t; z), captures this fact. In a sense, v i (t; z) can be interpreted as the propensity of capital stock at location z at time t to move along direction i.
Assumption 1 Consider a direction, represented by the direction vector e = (e 1 ;
; e d ), and …x a time t. The tendency of capital accumulated at location z to move along direction e, depends on the spatial rate of change of the marginal productivity of capital m(t; z) = @y @k (t; z) and the stock of capital k(t; z) accumulated at z, as
where : R + ! R + is a function re ‡ecting the assumption that the tendency of capital to move from location z may depend on the existing stock of capital at z and B : U ! R + is a function modelling speci…c location characteristics.
If is an increasing function of k then an increase in the stock of capital at z increase the tendency of capital to move to another location, provided that it can attain a higher marginal productivity at the mew location. The opposite holds if is a decreasing function. 5 Proposition 1 If capital movements follow Assumption 1, then the spatiotemporal evolution of the capital stock when saving rates s (z) are exogenous across locations, is given in terms of the solution of the nonlinear diffusion equation
which is assumed to hold for any (t; z) 2 (0; T ] int(U), and div = P d j=1 @ @z i : 5 The existence and the monotonicity of is an empirical issue. Our modelling frameworks is quite general and capable of incorporating alternative assumptions. If for example the stock of capital does not a¤ect the ‡ux than = 1:
Proof. For the proof see Section A.1 in the Appendix.
On the boundary points, z 2 @U , the behavior of k is prescribed by appropriate boundary conditions. Such boundary conditions can for example be homogeneous Dirichlet boundary conditions k(t; z) = 0 for z 2 @U which corresponds to annihilation of the capital stock at the boundary, or Neumann boundary conditions J(t; z) n = 0 for every z 2 @U , where n is the outward normal at @U , corresponding to no ‡ux of the capital stock from the boundary of U . Another set of appropriate boundary conditions would be to assume that U is an in…nite domain and @ @z k(t; z) ! 0 as jzj ! 1, or to assume that U is a bounded domain and use periodic boundary conditions. In this paper we will assume that U is bounded with su¢ ciently smooth boundary @U and we will adopt homogeneous Neumann boundary conditions on @U . We consider these boundary conditions as plausible from the economic point of view as they do not require the arbitrary speci…cation of the capital stock on the boundary as the Dirichlet boundary conditions would require. The same would be true for periodic boundary conditions, which in fact lead to similar results as for the Neumann boundary conditions. Equation (2) is a nonlinear di¤usion equation in which the transport mechanism is nonlinear and depends on the underlying production function. This can contrasted with spatial models of capital movements based on the trade balance approach which assume a linear di¤usion transport mechanism and usually admit the form of a semilinear equation as
The nonlinear form of the transport mechanism in our model (2) stems from the assumption that capital moves toward locations of higher marginal productivity which underlies the structure of capital ‡ows across locations. Some remarks are in order here.
1. Since the production function is concave (decreasing returns), f 00 < 0 equation (2) is a nonlinear di¤usion equation with positive nonlinear di¤usion coe¢ cient, which leads to a well posed parabolic problem. (2) reduces or can be approximated (respectively) by the simpler equation
3. An alternative way to derive (2) is to consider it as the continuous limit of a random walk on a discrete lattice, in which capital stock at a lattice site i may move to any of its neighbouring lattice sites j with probability proportional to the di¤erence of marginal productivity between the site i and the site j. If m(t; j) > m(t; i) then the capital stock at i will move to j but not otherwise. The continuous limit of this random walk will lead to a PDE similar to (2) . Furthermore capital will only move from a site z to a site z 0 if m(t; z 0 ) > m(t; z); independent of the relative concentration of capital between z 0 and z. This property seems to overcome issues related to Lucas paradox.
A Spatial Solow Model
We turn now to study in detail the implications of capital ‡ows across locations modelled by (2) for the traditional Solow model with a Cobb-Douglas production function f (k) = Ak , 2 (0; 1).
Assumption 2
The tendency of capital to move across locations follows the form in Assumption 1 with (k) = k . If > 0 then an increase in the capital stock will enforce the tendency of capital to move in search of higher marginal returns, whereas, while if < 0 the opposite will take place.
The spatial Solow model is de…ned in the following proposition.
Proposition 2 Under Assumption 2, and assuming that A is constant or slowly varying with z in (4), the fundamental equation of economic growth describing the spatio-temporal evolution of the capital stock is given by the quasilinear degenerate partial di¤erential equation
or the equivalent form,
where D = (1 ), = (1 ) and D 0 (z) = B(z)A(z). The di¤usion mechanism reduces to the linear di¤usion mechanism in the special case where = 0 or equivalently in the case where the parameters of the model are such that = (1 ). The special case of an AK model where
The proof is straightforward and is omitted, however, the following remarks are important. Except for the special case where = 0, our model is a nonlinear di¤usion model with di¤usion coe¢ cient D(z; k) depending on the state of the system as D(z; k (t; z)) = D 0 (z)k (t; z) , where D 0 is a known function of space. Therefore, in our model the di¤usion coe¢ cient D (z; k) which determines capital mobility across space, is determined endogenously under the assumption that capital ‡ows to locations of relatively higher productivity. In models of linear di¤usion the …xed di¤usion coe¢ cient D is determined exogenously. We feel that, although the degree of dependency of the di¤usion coe¢ cient on the stock of capital and the structure of capital velocity is an empirical issue, our approach by relating these factors to capital ‡ows, provides a richer environment for studying the spatiotemporal evolution of capital stock.
Equation (5) is a generalization of the well studied porous medium equation in the sense that it is a porous medium equation with a reaction term. 7 It is interesting to note that this porous medium equation was not imposed as a modeling tool, but emerged from the assumption that capital ‡ows seeks locations of high productivity and moves with the velocity which may depend on existing capital stock at the location of origin.
The parameter = (1 ) plays a very important role in the porous medium equation. If > 0 then this is traditionally called the slow di¤usion case. On the other hand, if < 0 this corresponds to the fast di¤usion case. di¤usion case = 0, which presents in…nite speed of propagation, meaning that even if the initial condition k 0 is of compact support, the solution for any t > 0, will not have this property Technical and abstract as it may sound at …rst, this qualitative behavior of the nonlinear (slow) di¤usion may have interesting implications from the point of view of economic theory. This is because the compact support property may be interpreted in terms of the existence of regions where capital is depleted and remains depleted in the long run. This situation can be regarded as the limit of a poverty trap.
Furthermore, Proposition 2 elucidates the role of the production elasticity in the capital concentration dynamics. To make the argument more transparent, consider the case = 0 and let D 0 be independent of z. Equation (5) assumes the semilinear form
similar to the models employed so far in the literature on spatial growth, but with an important di¤erence; the di¤usion coe¢ cient is proportional to 1 . Therefore, if < 1 (diminishing returns to capital) then the di¤usion coe¢ cient is positive and this leads to a model similar to the one proposed by ( [10] , however within a totally di¤erent modeling framework. The positive di¤usion coe¢ cient corresponds to dynamics that tend to eliminate spatial gradients, thus leading to spatial convergence 9 phenomena. If = 1 the model is reduced to a growth model with an Ak production function which eliminates spatial heterogeneity. In the relevant literature based on trade balance (e.g. [9] ) the di¤usion coe¢ cient D = D (1 ) is set at the value of one, so that the relevant PDE is
Models (5), (7) or (8) can thus be regarded as candidate speci…cations for a spacial growth equation with exogenous saving rates. The determination of the impact of spatial di¤usion on capital accumulation, and therefore the choice of the appropriate model, is an empirical issues related to the estimation of coe¢ cients in capital accumulation equations like (5), (7) or (8) . Numerical simulation presented latter on suggest that the implication of these models for the long-run spatial distribution of capital, and convergence, in the context of the spatial Solow model, are not the same. In particular D = 1 combined with diminishing returns (0 < < 1); or constant returns 9 The term convergence used in its economic growth context. ( = 1) tend to reduce an initial spatial heterogeneity and produce " ‡at-ter" spatial distributions. On the other hand models of linear or nonlinear di¤usion tend to preserve and even amplify an initial spatial heterogeneity, implying that convergence is not attained in the long run.
Qualitative and Quantitative Aspects of the Spatial Solow Model
In this section we study the nonlinear spatial growth PDE characterizing the spatial Solow model de…ned Proposition2. By an appropriate rescaling of the spatial variable z the model can be written as:
where D > 0 is a coe¢ cient (independent of k but possibly spatially varying), s is the savings ratio, A (z) is a productivity parameter, is the rate of capital depreciation and 2 (0; 1) is the production elasticity. Furthermore, without loss of generality, by a rescaling of the variable t, we may express the above equation in the form
where
In general c 1 and c 2 could depend on the spatial location z. We further allow for regions where c 1 = 0 (i.e. regions where no saving is possible). The possibility of allowing for a set U 0 U R d with the property c 1 (z) = 0 if z 2 U 0 , may provide insights regarding the existence of poverty traps.
The PDE (10) of the spatial Solow model will be complemented with an initial condition k(0; z) = k 0 (z), where k 0 : U R d ! R + , is an initial capital stock distribution, and also with boundary conditions related to the prescribed behavior of the distribution of capital stock at certain parts of the domain U . We will consider the case where there is no ‡ux of capital at the boundary, i.e., homogeneous Neumann boundary conditions n rk +1 = 0 on @U where n is the outward normal vector on @U .
Our …nal model will therefore be
On account of the following remark, the boundary condition may also be taken as n rk(t; z) for (t; z) 2 [0; T ] @U , without any signi…cant change on the qualitative nature of the results.
Remark 1
The no ‡ux boundary condition is of the form n J = 0. For the model (10) the ‡ux is J = rk +1 = ( + 1)k rk so the full no ‡ux boundary condition is actually k n rk = 0 on @U . The linear di¤usion model would correspond to = 0 which gives the standard Neumann boundary condition n rk = 0. Note that choosing n rk = 0 on @U as the no ‡ux boundary condition is an option which is also true for our case, and is further compatible with an endogeneous determination of the capital stock at suitable constant level rather than forcing it to be zero by the boundary condition as would happen for the Dirichlet case. We feel that our choice of boundary condition is more appropriate from the economic point of view than the choice of the Dirichlet boundary conditions.
Steady state solutions
The starting point for our analysis will be the steady state solutions of model (11) i.e., solutions which are depending only on z and not on t. A steady state solution k = k (z) can be regarded as a steady state distribution of the capital stock across space. For such solutions, the spatial Solow equation (11) simpli…es to:
n rk +1 = 0; z 2 @U;
where + 1 = + . In the special case where c 1 and c 2 are constants, it is easy to see that (12) admits two possible solutions, k = 0 and k = c 1 c 2
1=(1 )
, which will be called hereafter the ‡at solutions. These are the standard solutions of the non-spatial Solow model. However, the PDE (12) has a rich behavior which goes beyond these two standard ‡at solutions as the analysis of this section will show.
We use the Kirkho¤ transformation u = k 1+ = k + to express the system (12) in the form Depending on the value of we have 3 cases:
C.1 If < < 0 then 1 < 1 < 2 , and the corresponding elliptic problem (13) is superlinear. For this parameter range 0 < + = + 1 < hence < 1 < 0.
C.2 If 0 < < 1 then 1 < 1 < 2 , so the corresponding elliptic problem (13) has a nonlinearity which consists of both a sublinear and a superlinear term. For this parameter range, < + = + 1 < 1 hence < 0.
C.3 If 1
< then 1 < 2 < 1, and the corresponding elliptic problem (13) is sublinear. For this parameter range 1 < + = + 1 hence > 0. The limiting case where 1 = leads to 1 < 2 = 1 and = 0. In this case, our model reduces to a linear (Fickian) di¤usion model for the capital transport, with a nonlinear production term.
Cases C.2 and C.3 correspond to the case where > 0 so that an increase in the capital stock will enforce the tendency of capital to move in search of higher marginal returns, while C.1 where < 0 corresponds to the opposite case. The case that actually prevails regarding is an empirical issue that goes beyond the scope of this paper, however, Case C3 is of special interest because it is compatible with the existence of compact support solutions, which lead to the emergence of the phenomenon of poverty traps. We will show that this phenomenon occur only when > 0 and is never expected to appear in the case where = 0: 10 Remark 2 In the case of homogeneous Neumann or periodic boundary conditions, if the coe¢ cients c 1 and c 2 are constant, then the only steady state solutions of the spatial model are the ‡at (spatially independent) solutions. The argument is as follows. Let us express the elliptic Solow PDE, after the application of the Kikrho¤ transformation in the form u = f (u) where
. Note that f (u) = 0 has two solutions u = 0 and
which corresponds (upon inverting the Kirkho¤ transformation) to the two steady states of the temporal Solow model. Note furthermore, that if u 2 [0; u ] then f (u) 0.
Assume that there exists a spatially dependent steady state u, with the property 0 u(z) u for every z 2 U , which solves the PDE
with homogeneous Neumann or periodic boundary conditions. Integrate (14) over U and using the boundary conditions we obtain that u must satisfy the consistency condition R
In the case of Dirichlet boundary conditions (homogeneous or not) or non homogeneous Neumann or Robin boundary conditions the above argument does not hold and we have in principle some spatial dependence of the solution, mainly because the ‡at steady states do not satisfy the boundary conditions (unless these are selected very precisely, e.g. u (z) = u for z 2 @U . The spatial dependence is generated even in the absence of spatial variability of the coe¢ cients. For example, a typical spatial distribution for u for homogeneous Dirichlet boundary conditions is that of an inverted parabola, having a maximum on some interior point of the domain U (in accordance to the maximum principle).
While the exact spatial distribution of capital may depend either on the boundary conditions or the speci…c spatial variability of the coe¢ cients, there are certain qualitative features which are robust with respect to these two aspects and in our view o¤er interesting insight to the problem. These are collected in the following propositions.
The following proposition provides an existence and uniqueness result for the steady state PDE (12) in any spatial dimension allowing for spatial variability of the coe¢ cients c 1 ; c 2 . Clearly this PDE always has the solution k(z) = 0 for every z 2 U , which will be hereafter called the trivial solution. ; where
The solution is unique if 1 < (cases C2. and C.3). The results of the proposition remain true if we consider Dirichlet or periodic boundary conditions.
Proof. For the proof see Section A.3 in the Appendix.
It should be noted that if c 1 and c 2 are independent of z; then the upper bound for the steady state is the steady state of the standard Solow model without di¤usion of capital. Thus the spatial Solow model with nonlinear di¤usion is characterized by steady state which could be either spatially homogenous, i.e. ‡at, or exhibit spatial heterogeneity.
The spatial model with non linear di¤usion allows us to explore cases in which the spatial domain contains locations and regions where savings do not take place. This might be a realistic situation for extremely impoverished locations. We will call these regions poverty cores and will de…ne them as regions V 0 U with the property that c 1 (z) = 0 if z 2 V 0 . The poverty core suggests the existence of regions where capital is identically zero at a steady state, implying that the steady state distribution of the capital stock contains regions with no capital and regions with positive capital. This is a result suggesting that convergence, in the sense used in growth theory, is not feasible and economies where savings are not possible could eventually be trapped in the poverty core where their capital stock is depleted. Since poverty cores will coexist with regions of positive capital, convergence is not possible at the steady state. The existence of poverty cores is veri…ed by the existence of compact support solutions for the steady state equation (12) and is established in the following proposition.
Proposition 4 Let > 0, (Case C.3), assume that c 1 ; c 2 are Hölder continuous functions and that for some z 0 2 U and > 0, c 1 vanishes, on account of zero savings ratio s, inside a ball centered at z 0 with radius 2%, situated in the interior of the spatial domain. Then, any non-trivial positive solution of the steady state equation (12) will develop a poverty core, i.e. a region of total depletion of capital stock inside a ball centered at z 0 and of radius %, as long as the parameters of the problem satisfy the condition
Proof. The proof is given in Section A.4 in the Appendix.
Poverty cores do not emerge in models of linear di¤usion ( = 0) where capital moves from high to low abundance location even if c 1 vanishes in subsets of U . Thus non linear di¤usion ( > 0) can help model the emergence of poverty cores where capital is depleted due to zero savings. This happens because although capital moves to locations with low capital stock, since these locations are characterized by high marginal productivity of capital as capital is depleted, no part of the in ‡ow is used for capital accumulation since nothing is saved. If the parameters are such that condition (15) is satis…ed then no accumulation will take place at this location and eventually the capital stock will be depleted. The vanishing of savings at a point is not however enough to guarantee the existence of a poverty core. Due to the spatial interactions, a poverty core emerges when relation (15) is satis…ed. This relation links the maximum value of c 1 over a wider region (re ‡ecting saving rates and productivity in nearby regions) with the minimum value of c 2 over a wider region, (re ‡ecting depreciation rates), and depends on the characteristic of the velocity of capital ‡ows (provided by ) within the region. As, for the parameter range for which the poverty trap may occur, > 0, we note that relation (15) implies that the smaller the ratio
is the easier it is for the poverty trap to occur. Furthermore, the procedure followed in the proof, provides detailed information of the local behavior of capital stock near a point z 0 with zero savings. Finally note that capital stock can be identically zero inside a ball of center z 0 and radius %, i.e. well inside the region where c 1 vanishes, but capital may start accumulating (still inside the region where c 1 = 0) on account of spatial e¤ects and capital ‡ow from nearby regions, since marginal productivity inside this ball is high. Thus a poverty core might exist "surrounded" by locations where savings vanish but due to capital ‡ows a positive capital stock acummulated at the steady state.
To provide a possible picture of the steady state distribution of the capital stock, we consider the solution of (13) The productivity parameter A (z) re ‡ects the assumption that in an economic space like the one depicted in …gure 3 more developed locations in terms of per capita GDP have a relatively higher productivity parameter. As shown in …gure 4, the steady state spatial distribution of the capital stock is bellshaped.
[ Figure 4 . Steady state distribution of capital stock]
To obtain some insight on the emergence of poverty cores we solve (13) with the saving ratio de…ned as s (z) = 0:15 (1 exp ( z 2 =4)) which suggest that savings vanish at the center of the domain, and A (z) = 1 which suggest no spatial productivity di¤erentiation. The emergence of the poverty core is depicted in …gure 5.
[ Figure 5 . Poverty core at the steady state]
Time and space dependent solutions
Having studied steady state we now turn our attention to the analysis of the full spatiotemporal Solow model. This means …nding the spatial distribution of capital stock k (t; z) at each point of time t; that emerges if the fundamentals of the economies are determined by the basic assumptions of the Solow growth model and capital ‡ows towards locations of relative higher marginal productivity with velocity determined endogenously by local capital stock and the size of marginal productivity. The corresponding mathematical problem reads as follows: given a function k 0 : U ! R, …nd k : [0; T ) U ! R such that the following initial boundary value problem is satis…ed @k @t
where we use the notation (U ) 
It is worth noting that for our choice of , the no- ‡ux (Neumann) boundary condition is in fact compatible with the standard no- ‡ux boundary condition @k @n (t; z) = 0. Problem (17) presents an interesting technical twist, which is directly related to economics. Since we are assuming decreasing returns, < 1, hence the function f is not Lipschitz continuous for k taking values in a neighbourghood of zero, but rather Hölder continuous. Eventhough this may sound as a boring technicality, it has important consequences for the uniqueness of solutions to (17) , since the uniqueness theorem for the solution of PDEs needs the assumption of Lipschitz continuity of the nonlinearities. We should note that this non uniqueness problem is not a problem only of the model we propose here; it is also true for the standard temporal Solow model, as well as the PDE Solow version proposed by Boucekinne and coworkers (see e.g. [10] ). The problem arises from the Cobb-Douglas production function and not from the transport term, whatever this may be. In the purely temporal case, this phenomenon is almost never discussed since we are usually interested in the region close to the non zero steady state k 6 = 0, and in this region f is Lipschitz and no problem arises. For the standard di¤usion case treated by Boucekinne, in which + = 1, the maximum principle guarantees that k > 0 so again there is no need to pay too much attention to this problem. However, in the case we consider here, the emergence of poverty traps, dictates the need to consider seriously the pathological region k = 0, since as shown in Proposition 4 for a steady state we may have regions where k > 0 and regions where a poverty core emerges and k = 0.
We have the following existence result.
Proposition 5 Let 0. If k 0 0, there exists a solution to problem (17) in the weak sense. In particular there exist two weak solutions of (17), k (the minimal solution) and k (the maximal solution) such that any weak solution k of (17) satis…es 0 k k k M . If k 0 > 0, the solution to (17) is unique. The proposition remains true also for Dirichlet or periodic boundary conditions. Proof. For the proof see Section A.5 in the Appendix.
The asymptotic in time behavior of the solutions of system (17) is not a very easy problem on account of (a) the degeneracy of the problem resulting from the inclusion of the nonlinear di¤usion term and (b) of the non Lipschitz property of the nonlinearity which is inherited by the use of the Cobb-Douglas production function. Its full treatment requires abstract techniques from nonlinear analysis, beyond the scope of the present article. However, here we wish to present a preliminary result in this direction, related to the problem of linearized stability of the steady state solution, which is important in its own right, and which highlights the various subtleties of problem (17) .
Let k = k (z) be a steady state solution of (17) , that is k satis…es (k )+f (z; k) = 0, and consider solutions of the time dependent problem (17) with initial condition k(0; z) = k (z) + u(0; z), where u(0; z) is a small initial perturbation around the steady state. This initial condition evolves according to the evolution equation (17) . It is intuitively clear that if u(t; z) ! 0 for all z 2 U as t ! 1 then the solution k(t; z) of the full system (17) will have the property that k(t; z) ! k (z) for all z 2 U as t ! 1, hence all initial perturbation around the steady state solution k will die out and be eliminated as an e¤ect of the dynamics and the steady state is asymptotically stable. If on the other hand ju(t; z)j ! 1 for all z 2 U as t ! 1, then the dynamics of the system will has as e¤ect the attenuation of the initial small disturbance around the steady state, the state of the system for any time will deviate from k and the steady state is unstable.
The problem of stability or instability of the steady state is usually approximated by using the linearized version of the evolution equation (17) around the steady state k and looking at the spectrum of an appropriate elliptic eigenvalue problem which depends on the particular form of k . It the principal eigenvalue is positive the we have instability whereas if it is negative we have stability. However, this argument relies on the fact that we may use the Taylor expansion to approximate (k (z) + u(t; z)) and f (k (z) + u(t; z)) for small by a linear form in u. This is clearly inappropriate for (17) since f is non Lipschitz (let alone continuously di¤erentiable) in the neighbourghood of zero. Therefore, if k approaches zero, or even worse if k develops a poverty trap as shown in Proposition 4 the linearization argument does not apply and the issue of treating the stability of the steady state k for small initial perturbations becomes more involved and requires special attention.
The following proposition provides a stability result for small perturbations of a steady state k which is valid also in the case where a poverty trap may occur.
Proposition 6 Let
0 and k be a steady state.
(i) If k > 0 the steady state is linearly asymptotically stable.
(ii) If k 0, i.e., when the steady state develops a poverty trap, the core of the trap is persistent.
The proposition remains true also for Dirichlet or periodic boundary conditions.
Proof. For the proof see Section A.6 in the Appendix.
Numerical simulations
Having established existence of solutions, steady states,and stability properties for the steady states, we turn now to some simulation results to determine the shape of the spatiotemporal distribution of capital emerging for the spatial Solow model under plausible parameter choice. Our simulations solve numerically 13 model ( 9) . Using the same parameter choice as in section 5.1 i.e. : This is a bell-shaped distribution chosen with the purpose of approximating, through the initial conditions, a distribution which could potentially emerge if we consider economic -not geographical -space with the distance de…ned in terms of GDP per capita di¤erences. The boundary conditions are of zero ‡ux type or @k (t; 4) =@z = @k (t; 4) =@z = 0.
[ Figure 6 Spatiotemporal distribution of capital] Figure 6 depicts the evolution of the Sobolev norm de…ned as
wherek (t; z) is the solution of (9) as depicted in …gure 6.
[ Figure 7 . The time path of the Sobolev norm]
The convergence of the Sobolev norm to a …xed number means that the spatial gradients remain constant after a certain point in time, implying that the system converges to spatially nonhomogeneous distribution of the stock of capital. Furthermore the peak of the distribution in Figure 6 converges for t > 200 to a …xed positive number. Combining this with the convergence of the Sobolev norm suggests that the growth model converges in a spatiotemporal sense to a nonhomogeneous bell-shaped capital stock distribution. This result is consistent with our theory about the stability of spatially nonhomogeneous steady states and the steady state of …gure 4.. Since per capita output is given byŷ (t; z) = k (t; z) ; per capita output also converges to a spatially non homogenous distribution.
The bell-shaped pattern remains when we assume that < 0 i.e., an increase in the stock of a capital at a given location will reduce the tendency of the capital stock to seek for locations of higher productivity, and < 0: If there is no spatial variability of the productivity parameter i.e., A (z) = 1; the spatial distribution becomes ‡at with or without spatially di¤erentiated initial conditions. This result is consistent with the steady state result obtained in section 5.1, and is shown in …gure 8.
[ Figure 8 . A ‡at spatiotemporal distribution of capital]
Our numerical results suggest therefore that under the plausible zero ‡ux boundary conditions, spatial variability of productivity is important in generating persistent spatially nonhomogeneous distribution for the stock of capital in the spatial Solow model. Ak models when = 1 result also in ‡at spatial distribution. This was anticipated in view of (7).
The spatiotemporal evolution of a poverty trap, emerging from spatially ‡at initial conditions, can also be shown if we assume as in section 5.1 that s (z) = 0:15 (1 exp ( z 2 =4)) and A (z) = 1: This is shown in …gure 9. The Sobolev norm converges suggesting that the poverty core is persistent.
[ Figure 9 . Spatiotemporal evolution of a poverty trap] Spatially nonhomogeneous bell-shaped pattern emerge and persists in time with Dirichlet boundary conditions k ( 4; t) = k (4; t) = k 0 0; circle boundary conditions k ( 4; t) = k (4; t) ; and with time dependent boundary conditions k ( 4; t) = k (4; t) = t or k ( 4; t) = k (4; t) = e t which may re ‡ect the assumption that location with low capital stock at the beginning may grow fast. The bell-shaped patterns with Dirichlet boundary conditions emerge in even with no spatial variability of the productivity parameter. they also emerge in the Ak model. This is also anticipated since in general Dirichlet boundary conditions especially of the hostile boundary k ( 4; t) = k (4; t) 0 tend to "force" the formation of non spatially homogeneous patterns. This result is also consistent with the steady state analysis of section 5.1.
Finally when we parametrize for the trade balance model, which corresponds to = 1 and D = 1; with zero ‡ux boundary conditions, the result shown in …gure 10 is that initial spatial di¤erentiation k (0; z) becomes ‡at-ter but it does not disappear completely. The Sobolev norm for this model converges to 0.11. The comparison of this value with the value of 17.9 for the model corresponding to …gure 6, suggests that the strong spatial gradients and spatial heterogeneity are more persistent in model with nonlinear di¤usion than models with linear di¤usion. This observation could provide some insights into the mechanisms driving the spatiotemporal evolution of capital stock.
[ Figure 10 . The spatiotemporally evolution for the trade balance model]
The numerical simulations seem to support the theory developed in the context of a spatial Solow model regarding the spatiotemporal evolution of the capital stock and the existence of steady states for a plausible set of parameter values regarding, savings rates depreciation and production elasticity. Furthermore they seem to suggest that capital ‡ows characterized by capital seeking locations of high returns and an endogenous ‡ow velocity, result in a persistent spatially nonhomogeneous distribution of capital and per capita output across locations if, as it is plausible, there are productivity di¤eren-tials across locations and boundary conditions are zero ‡ux. . This result holds under various types of boundary conditions.
Conclusions and Possible Extensions
Seeking to explore mechanisms underlying the temporal evolution of the cross sectional distribution of per capita capital and output across space we develop a spatial growth model where saving rates are exogenous. Capital movements across locations are governed by a mechanism where capital moves towards locations of relatively higher marginal productivity, with a velocity determined by the existing stock of capital. Considering that the spatial domain corresponds to economic space we developed a local model where the fundamental growth equation of the Solow model is augmented by a nonlinear di¤usion term, which characterizes spatial movements.
We show that the augmented Solow equation has a solution and that steady states exist. Furthermore under diminishing returns the growth process could lead under plausible assumptions, to a stable spatially non-homogenous distribution for per capita capital and income in the long run. Insu¢ cient savings may lead to the emergence of poverty cores where capital stock is depleted in some locations. Stability analysis indicates that a steady state with poverty cores is stable. This suggests that economies can persistently remain in the poverty core while economies in other locations will have a positive capital stock. In the spatial Solow model zero capital stock in some locations is consistent with the long run stability of the entire spatial distribution of the stock of capital. Numerical simulations con…rm our theoretical results.
Our approach, by endogenizing the velocity of the capital ‡ow provides a rich environment for studying growth processes in a spatiotemporal context. Furthermore by linking capital ‡ows with di¤erences in the marginal productivity of capital across locations and not with di¤erences in the stock of capital across locations our approach seems not to su¤er from the critiques associated with Lucas paradox. The emergence of spatial distributions where persistent poverty cores coexist with locations where the stock of capital is high -that is when the solution of the growth equation results in distribution with compact support -is a potentially interesting result suggesting that the nonlinear di¤usion approach could support outcomes, which could be in line with observed situations.
A Proofs

A.1 Proof of Proposition 1
Proof. Consider any V U which consists only of interior points of U . Assuming only the integrability of J we may express the net in ‡ow and out ‡ow of capital from V in terms of a surface integral,
where dS is the surface element and n is the outward normal on the boundary of V . The models the natural observation that anything that moves in or out of V must de…nitely pass through its boundary @V . An application of Gauss'divergence theorem yields that
The book-keeping equation for V assumes the form
Dividing by the volume of V , and then since V is arbitrary, by shrinking V to z and passing to the limit as the volume tends to 0, we obtain the di¤erential equation
We now assume that J = vk with v given as in Assumption 1. Note that
so that
where on the right hand side we drop the explicit dependence on (t; x) of k and A for notational simplicity. This leads to the required form for the PDE.
A.2 Concepts of solutions
The vanishing of 0 at zero makes the problem degenerate and thus the concept of classical solution for (17) is not appropriate. For this reason, and by following the usual procedure, we introduce a weak notion of solution. We let U T := (0; T ) U , (@U ) T := (0; T ) @U and de…ne the space of test functions as follows:
for 0 t < T and every 2 J .
De…nition 2 If we substitute the equality above with , resp. , then we obtain the concept of supersolution, resp. subsolution of (17) . A function which is at the same time a supersolution and a subsolution is a solution.
The concept of weak solutions can also be extended to the steady state (elliptic problem) by choosing test functions 0 which are depending only on the spatial variable and not on time. By the density of test functions in the Sobolev space W 1;2 (U ) we may consider the test functions as belonging to W 1;2 (U ). For the sake of convenience of the reader we provide the de…nition of weak solution for an elliptic equation of the form u + f (z; u) = 0; in U; (20) n ru = 0; on @U:
is called a weak solution of (20) if
If we restrict to test functions 0, and the above (a) holds for a function u 2 W 1;2 (U ) as the inequality J(u) 0 we say that u is a sub-solution, (b) holds for a function u 2 W 1;2 (U ) as the inequality J( u) 0 we say that u is a super-solution of (20) respectively.
The concepts of super and sub-solutions are very important in the construction of solutions to both elliptic and parabolic equations, and in providing a priori bounds and estimates for the solutions of partial di¤erential equations.
A.3 Proof of Proposition 3
Proof. Using the Kirkho¤ transformation we bring the system to the equivalent form
with homogeneous Neumann boundary conditions. For existence we can use the method of sub and supersolutions (see De…-nition 3 in Section A.2). For that it is convenient to express equation (21) u = 0 on @U , and recall that a (weak) subsolution u is a W 1;2 (U ) function such that J(u) 0 whereas a (weak) supersolution u is a W 1;2 (U ) function such that J( u) 0 where the above inequalities are considered in a weak sense. For the generalization of the concept of sub and supersolutions in the weak sense for Neumann boundary conditions see e.g. [38] and references therein. If a pair of sup and supersolutions u and u exist such that u u with jc 1 u
for every z 2 U and u(z) 2 [u(z); u(z)] with 2 L 2 (U ), then, there exists a solution of (21) u such that u u u (see e.g. Theorem 2.3 in [38] for the case of weak solutions).
A standard candidate for a supersolution is a constant function, u = M . It is easily seen that
we guarantee that u is a supersolution. On the other hand, a standard candidate for a subsolution is a proper multiple of 1 where 1 is the eigenfunction related to the dominant eigenvalue 1 of the problem = , with homogeneous Neumann boundary conditions. It is a well known fact that 1 > 0 and 1 > 0 in U . We will look for subsolutions of the form u = 1 for a proper choice of . We observe that J( 1 ) = 1 1 and by the properties of u we see that f 2 L r 0 = 2 (U ). Then the analogue of the Agmon-DouglisNirenberg estimates for the Neumann problem u = f (see e.g. [2] or Lemma 5.2 in [40] ) guarantees that u 2 W 2;p (U ) and a further application of the Sobolev embedding theorem implies that u 2 C ( U ) for some 2 (0; 1). Since c 1 ; c 2 are Holder functions, we have by the previous estimates that f is Holder and considering once more the Neumann problem u = f with a Holder right hand side using the extension of the Schauder theory for such boundary conditions (see e.g. Theorem 6.26 in [25] ) we conclude the higher regularity of u.
For uniqueness we need the extension of the classic results of [11] which are valid for the Dirichlet case, to the Neumann case. The uniqueness is guaranteed if the function u 7 ! '(x; u) = f (x;u) u is strictly decreasing for every z 2 U for u 2 [0; 1) (see e.g. Theorem 2 in [32] ). Since '(x; u) = c 1 u
, from which the claims follow.
A.4 Proof of Proposition 4
Proof. We apply the Kirkho¤ transformation u = k + and work with the transformed steady state equation
with Neumann boundary conditions on @U . We will show that if 1 < 2 < 1, and c 1 vanishes on a subset of U (of positive measure) then u (hence k) develops a poverty trap, i.e., u is a non-trivial solution of (22) that vanishes on a region of positive measure. Our argument relies heavily on [21] who studied a very similar system with Dirichlet boundary conditions. In fact it turns out that since the argument relies on local considerations, only minor modi…cations are required, however, it is reproduced here as it allows us to obtain concrete conditions on the parameters of the system for the poverty trap to exist which are of interest from the economic point of view. Without loss of generality assume that c 1 vanishes inside a ball of radius 2% centered at x 0 = 0. We will use the notation B 2 = B(0; 2%) for this ball, and B 1 = B(0; %) for the ball with the same center but half the radius. Clearly B 1 B 2 U and c 1 (z) = 0 for every z 2 B 2 .
Consider the function
where is a function, the exact form of which will be speci…ed soon. For reasons that will become apparent shortly, we will require such that @ @n = 0 on @B 1 . This function vanishes in B 1 . If we show that any positive solution of (22) satis…es the property u M for some constant M large enough, then clearly any positive solution will develop a poverty core, which will be located within the region where c 1 vanishes.
For that, it is enough to show that for appropriate choice of M , W := u M 0, or equivalently,
, then for z 2 U n B 2 (Region III), it clearly holds that u(z) M (z), so that W + (z) = 0 for such z. If we show that W + does not vary with z, i.e., that rW + (z) = 0 a.e., then clearly W + (z) = 0 for every z 2 U and our claim is thus valid. Note that the gradient of W + is considered in the weak sense. One can easily see that it is enough to show that
By the choice of M and it is straightforward to note that
since r = 0 on B 1 . Applying Green's theorem on the last integral we conclude that
On @B 2 we have that W + = 0, so the last integral vanishes. We may eliminate the penultimate contribution by choosing so that @ @n = 0 on @B 1 . With this choice,
We now consider the …rst integral. Since W + 2 W 1;2 (U ), using W + as a test function in the weak form of (22) and noting that W + is concentrated on B 2 we …nd that
) to obtain the estimate
by the positivity of c 2 and u. If we manage to show that J 0 we are done. Note that by the de…nition of W + , we have that
recalling that = on B 2 nB 1 , and since (u M )1 fu M 0g 0 we simply need to show that ( c 2 u
we see that it is enough to choose such that it satis…es the inequality
Since we have some liberty on the choice of we assume that it is sperically symmetric, so that using the expression for the Laplacian in sperical coordinates and setting r = jzj reduces the above inequality to an ODE inequality of the simpler form
We look for solutions of this inequality of the form (r) = % (r %) , for > 1 which will be speci…ed shortly. Note that for > 1, satis…es both boundary conditions. Substituting this ansatz into the di¤erential inequality we obtain the equivalent condition,
which leads to
0:
Only the …rst term in S is negative, so the condition will hold only if the …rst term dominates the other two terms. Since in B 2 n B 1 we have that 0 r % %, and we are interested in the limit where % is small, it is clear that must be chosen so that the second and the third term in the expression for S do not blow up to +1. The worst term in this respect is the second one, since the second exponent on the term (r %) is the smallest. We may choose then so as to eliminate this exponent, i.e., choose = 2 1 2 . Note that since 2 < 1 we have that > 1 as required. For this choice
Since in B 2 nB 1 we have that 0 r % %, we easily see that 0 r 1 (r %) 1 so that
. We therefore see that it is enough to choose the parameters such that
We close the proof by proving that a poverty trap is impossible to develop if = 0 or in cases C.1 and C.2. In these cases we may express system (22) as
Since we know that any solution u satis…es 0 u M and since the function u 7 ! g(z; u) := c 1 u 1 1 + c 2 u 2 1 is strictly increasing for cases I and II it is bounded above by a positive constant K for every u 2 [0; M ] we conclude that
and an application of the strong maximum principle for u + Ku 0 leads to the result that u cannot vanish anywhere in the interior of U , therefore a poverty core may not develop in cases I and II.
A.5 Proof of Proposition 5
Proof. The proof uses a regularization argument, according to which we approximate the non-Lipschitz (with respect to the variable k) function f by a sequence of Lipschitz functions ff g which converges in a monotone fashion to f as ! 0, and in particular f " f . This is possible for any continuous function, for the present case one such possible regularization scheme is the sequence of functions
which is easily seen to satisfy the required properties. We now consider the approximate problem
which on account of the Lipschitz property of f has a unique solution for every > 0, the we will denote by w . Furthermore, the comparison principle holds for (23) , meaning that if w and w are a sub and super solution of (23) with w(0; z) w(0; z), then w(t; z) w(t; z) for every t 2 [0; T ] and the same result holds for solutions (see e.g. [37] ). Using the comparison principle for (23) repeatedly, we may conclude that fw g is a non increasing sequence in which is bounded below by 0, hence the limit k := lim !0 w 0 is well de…ned and is also a weak solution of the original problem (17) . We can now show that any solution k of (17) must satisfy the inequality k k , hence k is the maximal solution. To show that consider the function k := max(k; ) which can be shown to be a subsolution of (23) so that k w by the comparison principle for (23) . Furthermore since by de…nition k k we see that k k w for every > 0 and passing to the limit as ! 0 we obtain the required result k k . Again by a comparison principle it is straightforward to see that k M . The minimal solution is constructed in terms of the solution of the regularized problem (23) with the sole di¤erence that the initial condition is now replaced by k 0 (instead of k 0 + ). This is again a well posed problem with a unique solution which for any > 0 will be denoted by v . Repeated applications of the comparison principle for this problem l ead to the conclusion that fv g is a non decreasing family in > 0 bounded above hence the limit k := lim !0 v 0 is well de…ned. It can be shown further that for any weak solution k of (17) it holds that k k, hence k is the minimal solution. Suppose now that k 0 0 > 0. Choose < 0 and consider the solution of the regularized problem (23) for this choice of and initial condition k 0 . This problem has a unique solution and by comparison results as well as by the construction of the approximate family ff g it is clear that f (k) = f (k) so that the solution of the original problem coincides with the solution of the regularized problem and uniqueness thus follows.
A.6 Proof of Proposition 6
(i) The proof of (i) uses arguments very similar to the arguments used in proof of (ii) in the region U n B 2 and is omitted.
(ii) Consider case C.3 ( 1 < 2 < 1) and assume that the parameters of the problem are such that a poverty trap occurs. Using the notation of the proof of Proposition 4, we assume that c 1 vanishes in B 2 and that the steady state solution u 0 vanishes in B 1 , where B 1 B 2 U . Consider also a solution of the time dependent problem u which is assumed to be close to u 0 . The standard way of treating this problem would be to expresu in terms of the expansion u(t; z) = u 0 (z) + v(t; z) substitute that into the equation, linearize in terms of and obtain an equation for the perturbation v. Doing that, and taking into account that u 0 solves the steady state equation leads to the evolution equation and assume u = u 0 + v where > 0 is a small parameter modelling the fact that we are looking for small "deviations"around the steady state solution u 0 . We take the weak form of the equation using a test function ' 2 W 1:2 (U ) ; where Note the di¤erent orders of magnitude in the expansion, which now overcomes the technical di¢ culties of linearizing around the poverty core. The zeroth order term in is identi…ed as the weak form of the steady state PDE and since u 0 is the steady state solution this term vanishes. When we are within the poverty core, i.e., in (B 1 ) T , the next signi…cant order of magnitude which is 
Finally, outside the poverty core, i.e., in (U n B 1 ) T , the next order of magnitude 1 is activated, yielding, Z 
If we consider now a test function concentrated on (U n B 2 ) T , we get that Z (U nB 2 ) T 2 u 2 1 0 @v @t ' + ru 0 r + 1 c 1 u
If the principle eigenvalue of the weighted eigenvalue problem (30) is positive then < 0 (recall that = ) hence we have linearized stability. The existence of a principle eigenvalue follows from the results of [18] (see Theorem 1.1, op cit). To check the positivity of we consider the following simple argument, based on the method of sub and super solutions. According to [33] (Chapter 2, Section 8) 15 if W > 0 and for some 2 R we may …nd a function w such that 
