Key Points:
, the spectral method requires smooth initial conditions to avoid the Gibbs phenomenon (numerical overshoots at sharp interfaces), and thus unable to address sharp 145 or zeroth-order discontinuous interfaces that likely exist in real clouds [Brenguier, 1993] .
146
Moreover, the spectral method requires a periodic boundary condition in each direction 147 and thus cannot be applied to flows that require a non-periodic, physical boundary con-148 dition. The third objective is to develop a new particle-resolved DNS using the finite dif-149 ference method coupled with the WENO (weighted Essentially Non-Oscillatory) scheme 150 [Jiang and Shu, 1996] that is flexible enough to deal with sharp cloud-air interfaces as 151 well as different boundary conditions and thus enable more general and realistic applica-152 tions. This paper focuses on applying the model to address the first two objectives; appli-153 cations to more realistic boundary conditions and effects of interface structure are deferred 154 to future investigation.
155
The rest of the paper is organized as follows. Section 2 introduces the system of 156 equations and the numerical schemes used to solve these equations. Section 3 describes 
Equations of Thermodynamical and Dynamical Fields

162
Similar to most previous DNS models [e.g., Andrejczuk et al., 2004] , our new DNS 163 is based on the incompressible Boussinesq fluid system. Briefly, the dynamical field is 164 given by
where u is the velocity field, p is the pressure field, ν = 1.5 × 10 −5 m 2 s −1 is the 166 kinematic viscosity, ρ 0 is the density of dry air. Here f b is the buoyancy force given by
where g is the gravity, T and q v are temperature and vapor mixing ratio field respectively 168 with the subscript "0" denoting the reference value. The force f e is introduced as an ex-169 ternal, "large" scale forcing to maintain a statistically stationary homogeneous turbulence,
170
and is determined by the low-wavenumber forcing in the Fourier space. The Fourier trans-
171
formation of f e is defined as 172f e (k, t) = inû (k, t)
whereû(k, t) is the Fourier transformation of velocity function , k is the wavenumber, k f 173 is chosen from the wavenumber space κ containing (2π/L x , 2π/L y , 4π/L z ) plus all permu-
174
tations with respect to components and sign, in is the input energy rate [Ghosal et al., 175 1995]. δ k,k f is a delta function. f e is obtained by applying inverse FFT (Fast Fourier 176 Transformation) tof e . For decaying turbulence simulations, f e is set to zero.
177
The temperature T and vapor mixing ratio q v are described by the following equa-
178
tions [Kumar et al., 2012a] :
where L h is the latent heat of water vapor condensation, c p is the specific heat at constant 181 pressure, µ T = µ v are the molecular diffusivity for temperature and water vapor, respec-182 tively and assumes to be equal to 2.16 × 10 −5 m 2 s −1 . The condensation rate C d denotes the 183 rate of exchange between liquid and vapor, and is described by:
where A is a function of temperature and pressure given by
where G v = 461.5JK −1 kg −1 is the individual gas constant for water vapor and e s (T) is the 
191
The liquid water mixing ratio is given by
where a is the size of a grid cell, n is the number of droplets in the grid cell; ρ l and ρ 0 193 are the densities of water and air and R i (t) is the radius of the i-th droplet. 
Lagrangian droplet growth and motion
195
To describe the motion and condensation(or evaporation) of cloud droplets, we use
where X i (t) and V i (t) is the position coordinate and velocity of the i-th droplet, respec-197 tively; g = 9.8ms −2 is the gravitational acceleration. The particle response time τ p mea-
198
sures the droplet inertial effect and is given by
Eq. (11) 
where u 2 0 is the initial r.m.s. velocity, and k 0 is the wavenumber at which the maximum of Kolmogorov spectrum, this function enforces the kinetic energy be concentrated in a rela-
253
tively narrow band at the initial time, so as to not affect the turbulence behavior in larger 254 wavenumber space. As turbulence evolves, the spectrum will quickly spread to the inertial 255 range and dissipation range according to the Navier-Stokes equation. 
Initial fields of vapor mixing ratio and temperature
257
Three different initial configurations of cloudy area are used to investigate the im- Case 1: Case 2:
where the q max v and q v,e are the same as in Case 1. L is the length of computational do-269 main, and d = L/2 is the width of the cloud slab.
270
It is well known that entrainment-mixing processes can also occur near cloud tops,
271
esp., for stratiform clouds [Lu et al., 2011; Yum et al., 2015] . To mimic the cloud-top 272 entrainment-mixing process, herein we add a new cloud configuration Case 3 by rotating
273
Case 2 by 90 degree.
274
Case 3:
The temperature field is initialized by imposing the neutral buoyancy condition such 275 that [Kumar et al., 2014] 276
where the reference values are defined by the domain averages T 0 = T(t = 0) V and this phenomenon is too difficult to see from the figure.
353
To better illustrate the impacts of different simulation scenarios, Figure shows two contrasting phases. In the first phase, the forced cases contain more liquid wa- The mixing diagrams for the new case D3 and F3 are displayed in the bottom panel.
454
The results of Case 3 resemble most properties of Case 1 and Case 2, except that its points 455 are more scattered than the other two cases. This phenomenon is likely due to the sedi- realized that the homogeneous mixing degree can be quantified by the instantaneous slope 476 of the trajectories in the mixing diagram, and is calculated using backward difference in time:
where R v is the mean volume radius; N is the number concentration; the subscript "a" de- 
where all the variables are calculated from a sample box; LWC is the liquid water con-501 tent; the subscript " j" means the value is calculated from the j-th dataset at time t j . The homogeneous and homogeneous mixing, respectively. Briefly,
The mixing fraction χ of cloudy air is computed according to the mass conservation 505 of total water between state j and j − 1:
where the subscripts c and e stand for the mean value of a sample box and its environ- between ψ 1 and the other measures is much weaker, which is expected because ψ 1 is not 520 constrained by the two limiting homogeneous and inhomogeneous mixing mechanisms.
521
Analysis of dynamical measures for mixing mechanisms
522
The entrainment-mixing process has been dynamically characterized with the Damköh-523 ler number defined as the ratio of turbulent mixing timescale to droplet evaporation time 524 scale [Baker et al., 1980; Krueger et al., 1997; Grabowski, 1993] :
where the turbulence mixing time scale can be estimated as τ mix = (λ 2 / ) 1/3 ; the length 
where S e is the supersaturation of the dry air. In general, Da 1 and Da 1 corre-532 spond to the homogeneous and extremely inhomogeneous mixing, respectively; ambient 533 clouds often have Da between these two limits.
534
Recognizing that the turbulent mixing time scale depends on the entrained eddy scale at which Da = 1, such that
A larger transition scale length suggests a higher degree of homogeneous mixing.
538
Lu et al. [2011] further introduced the transition scale number by normalizing the 539 transition scale length with the corresponding Kolmogorov length scale:
where the Kolmogorov length scale is given by 
Parameterization of entrainment-mixing processes
551
The various microphysical measures of homogeneous mixing degree, as given by et al., 2009; Lu et al., 2013a Lu et al., , 2014 638 that despite the detailed differences among the six simulation scenarios in cloud prop- scales [Lu et al., 2014] . Finally, similar to other DNS models, the domain DNS size used 660 in this study is still too small to cover the full range of turbulent eddy sizes, which will 661 require the model to run on high-performance supercomputing platform. 
Figure captions
