ABSTRACT The controller area networks (CAN) in the braking control system of metro trains are used to transmit the important control instruction and condition information, whose anomaly will endanger the security of trains running seriously. Due to the harsh work environment, there are various known and previously unknown fault types, current scheduled maintenance cannot detect early anomaly in time, and constructing an accurate and stable anomaly detector is a challenging task. In this paper, an anomaly detection approach is proposed to detect anomaly based on a dynamic ensemble selection system (DESS) without the expert knowledge, which involves two-class and one-class classifiers, and the base classifiers are trained with the network features extracted from the physical-layer information. To conduct the fusion, the support function of ''distance-based'' classifier is redefined as a class-conditional probability density function, and the source competence of base classifier is estimated by the entropy-based method in validate space and extended to entire decision space using the normalized Gaussian potential function. For different fault types, the competence classifiers are selected and the anomaly detection result is finally achieved by weighted majority voting. The comparative experiments are included in this paper to demonstrate the effectiveness and robustness in anomaly detection, including varying fault types.
I. INTRODUCTION
The braking control system is an important part of metro trains and relative to the running security. CAN bus in braking control system of metro trains is designed based on the ISO11898 standard, where a number of electric brake control units (EBCUs) can be connected on a high-speed CAN bus. EBCUs perform such braking control function as aerodynamic brake control, slip-prevention control and electro-pneumatic brake, and the various of braking instructions and condition information are transmitted through CAN bus. Due to the harsh working condition, the possibility of CAN suffering from interference increases gradually over time. Numerous factors will result in the CAN performance
The associate editor coordinating the review of this manuscript and approving it for publication was Shagufta Henna. degradation and even cause the failure of the network if there is no early warning, such as communication controllers, electrical wiring and connector. The anomalies in CAN bus are defined as a condition that deviate from expectations and communication protocol, which can cause fault will influence the natural function of braking system. To guarantee the safety of the metro trains, and reduce the overall operational and maintenance costs, the accurate and efficient anomaly detection for preventive maintenance are therefore highly desired but also challenging.
During preventive maintenance of braking control system, current operators mainly rely on preset threshold system for detecting fault on CAN bus, the threshold is set by experienced technicians. Owing to the heterogeneity in vendor devices and uncertainty in device condition and configurations, developing the threshold systems that are effective over time is difficult. The message response time [1] , the variation of time interval [2] , the number of error frames [3] , and transmit error counter (TEC) [4] - [6] are served as the useful indicator for monitoring the health condition of CAN. If the indicator value exceeds the preset threshold, it is considered as anomaly i.e. as a potential fault. However, the growth of these indicators represents the communication failure happened, so these indicators are not suitable to detect early anomaly in a high reliable system.
Recently, machine learning (ML) has shown appealing prospect of anomaly detection. Through the use of a labeled set contains normal and abnormal behavior for training, an anomaly detection system is obtained to classify a test set as either normal or anomaly. This corresponds to supervised anomaly detection which has been reported to work for CAN bus [3] . However, some faults in CAN bus are previously unknown, and the abnormal data can be obtained which is very probably incomplete. The anomaly detection system is trained by the incomplete data set yields an incorrect decision function. Compared with abnormal data, the normal data is easy to obtain in normal operation mode, so the one-class classification or semi-supervised classification can be used to detect anomaly for CAN bus [7] - [9] . It works with the assumption that during the training phase it has only the normal date, and the data deviate from the normal behavior is classified as anomalies. Due to the absence of abnormal data in training phase, the performance of this approach is not as good as the supervised anomaly detection. All above, there are two challenges that are addressed in this paper:
1) an approach is needed, which has strong generalization ability to further ensure the exact detection of the known faults and previously unknown faults.
2) The anomaly detection approach has the characteristics of robustness against different fault types and does not require expert knowledge for configuration. To tackle the challenges, a dynamic ensemble selection system (DESS) that guarantees detection performance and robustness is proposed. The DESS for anomaly detection method consists of four successive steps: first, since the physical-layer of the CAN protocol contains most of the network performance and failure information [10] - [13] , feature sets extracted from the physical-layer information are divided into separate training, validation, and testing sets in different fault types. Second, multiple base classifiers are generated, and the individual output and support function are adjusted for the more advanced combining rule. Third, the source competence of base classifiers are estimated on a local region of the feature space and extended over the entire decision space. Fourth, the competence classifiers are selected and combine rule is based on a weighted majority voting. We highlight the main aspects of the presented method as follows.
1) The features extracted from the analog waveform communication signals are used to represent the operating condition of CAN.
2) A dynamic ensemble selection system for anomaly detection is proposed that has well generalization capacity of detecting known and unknown fault types without expert knowledge.
3) There exist differences between the two-class classifiers and one-class classifiers in output and classification criteria, so the individual output is normalized, the support function of base classifiers is transformed into a probability estimate. The source competence measure method is based on the information entropy, the calculated source competencies in the validation set are extended to the entire decision space by the normalized Gaussian potential function.
4) For different fault types, the DESS could select superior component classifiers by the dynamic selection strategy, which makes it practicable to deal with anomaly detection issues compared with other classifiers.
The paper is organized as follow. In section 2 surveys related work. In section 3, a description of the architecture of the proposed dynamic ensemble selection system is presented where the basic theory and methods are discussed. Section 4 presents the anomaly detection procedure for CAN. In section 5, four comparative experiments are conducted to validate the effectiveness of the DESS, and the results from all experiments are discussed. Section 6 concludes this paper.
II. RELATED WORK
Many anomaly detection algorithms have been proposed, among which classification-based algorithm, cluster-based algorithm, and ensemble-based anomaly detection are related to this paper.
The Classification-based algorithm is the supervised learning which needs so multiple marked datasets in training. Choi et al. [14] proposed an electronic control units (ECU) identification method that resolves the fundamental security problem of in-vehicle CAN network, statistical features are extracted from the measured electrical CAN signal, three binary classifiers are used to detection of a malicious ECU. Wang et al. [15] presented a distributed anomaly detection system based on hierarchical temporal memory (HTM), which can improve the security of in-vehicle CAN. A k-nearest neighbor (k-NN) approach as well as the nearest neighbor (NN), principal component analysis (PCA) and Chisquare test method are used for anomaly detection, the testing results show that the k-NN method is suitable for detection of a small data set [16] . To overcome the lack of abnormal data, the one-class classifier has attracted much attention for many researchers. The one-class classification is known as the semi-supervised for anomaly detection, which has only a set of target objects during the training phase and aims at distinguishing a given single-class from a broader set of classes. Miao et al. [17] formulated a distributed online oneclass support vector machine (OCSVM) for anomaly detection over networks by separate the origin from normal data with a maximum distance classification hyperplane, the support vector classifier is trained by using only the positive samples. Huan et al. [18] developed a model selection-based support vector data description (SVDD) to detect the outlier in sensor data, the model selection strategy can help select a VOLUME 7, 2019 relatively optimal decision model. Li et al. [19] proposed an anomaly detection approach based on the SVDD and densitybased spatial clustering of application with noise (DBSCAN) for detecting the anomalies of the multifunction vehicle bus (MVB).
Some anomaly detection algorithms have been proposed using the Clustering algorithm, a data instance will be considered as an outlier when it does not belong to any cluster. A new method called CANF is proposed for clustering and anomaly detection using nearest and farthest neighbor neighbors [20] . The mean shift clustering algorithm is used to distinguish undefined abnormal patterns for anomaly detection in wireless sensor networks (WSNs) [21] . Some anomaly detection [22] , [23] or fault detection [24] algorithms based on self-organizing maps (SOM) have been introduced.
Multiple classifier system (MCS) has been studied as an alternative for increasing accuracy in anomaly detection. A modular multiple classifier system (MCS) is used to detect computer network intrusion, each one-class classifier is viewed as a service-specific IDS and combination of three classifiers can be realized by mapping the outputs of oneclass classifiers to density functions [25] . An ensemble of five different binary classifier system is proposed to discover sensor anomalies, and the weighted majority voting algorithm is used to take the ensemble final decision [26] . Theissler [27] proposed an ensemble classifier algorithm that is capable of detecting faults of known and unknown fault types in automotive systems. The diversity required for effective ensemble methods is modeled by using twoclass classifiers and one-class classifiers, and the selection of the base classifiers is done statically. In order to detect the known and unknown fault types, a combination of modelbased and data-driven diagnosis method is designed [28] . A dynamic classifier selection system is introduced for the problem without the counterexamples during the training phase, three methods of estimating the one-class classifier's competence are presented, and a dynamic classifier selection method for constructing efficient one-class ensembles is proposed [29] . An ensemble of Hidden Markov Model algorithm is introduced for fault detection and isolation purpose in sensor networks [30] .
III. RELATED THEORIES A. BASIC ARCHITECTURE OF DYNAMIC ENSEMBLE SELECTION
Dynamic ensemble selection has emerged gradually as one of the most promising ensemble learning approaches, which have been demonstrated that it can outperform over traditional combination approaches [31] , such as majority voting and Boosting.
We assume that our model is working in an m-dimensional feature space X ⊆ R m and deals with the anomaly detection problem described by a set of class labels C = {ω T , ω O }, where ω T is the class label of target concept, and all other objects which do not satisfy the condition of ω T are represented as ω O . A set of trained classifiers = {ψ 1 , ψ 2 , . . . , ψ l } called base classifiers is given, a classifier
→ C from a feature space to a set of class labels C, which produce a vector of class
denote the output of the lth base classifier, the format of f l (x) is defined as{−1,1}, and the location of flag bit 1 represents the target concept.
The architecture of the proposed dynamic ensemble selection model is displayed in Fig.1 . The DESS requires the following components: a pool of base classifiers, independent validation set with labeled data points, a dedicated measure of competence and a combination rule for fusing the outputs of the selected classifiers.
The key to the success of the ensemble-based system is to build a set of diverse and competence classifiers, the six effective methods include different initializations, different parameters, different architectures, different classifier models, different training sets and different feature sets. In this paper, a heterogeneous model involving three two-class classifiers and three one-class classifiers is constructed.
B. DESIGNING THE TWO-CLASS CLASSIFIER
For the known faults in CAN bus, the two-class classifier is an effective solution to detect network anomalies using a training set with labeled data from normal operation mode, which is known as supervised anomaly detection. Three twoclass classifiers are selected in this paper: k-nearest neighbor (k-NN) classifier, Naive Bayes classifier, random forest. Classification is made according to the maximum rule:
The k-nearest neighbor (k-NN) [32] is an instance-based classification method based on the principle that the instances within a dataset will generally exist in close proximity to other instances with similar properties. The performance of the k-nearest neighbor (k-NN) method is subjected to the number of measured instances k and the distance metric. We select the fixed optimal k values using k = √ N (where N is the number of training samples) [33] , and the distance is Euclidean distance.
The Naive Bayes method [34] is based on Bayes theorem and assumes independence among the predictors. Naive Bayes learns the joint probability distribution P(X ,Y ) of the input X and output Y by the conditional probability distribution based on the conditional independence assumption, and the posterior probability for the given input x can be calculated by Bayes theorem. Then, according to the learned model, the output label is the biggest posterior probability for the given input x.
Random forest [35] is an ensemble learning model which contains several decision trees trained by the method of bagging. Each tree votes on which class a given input x belongs to and the final classification result is determined by the vote of the output of a single decision tree. The random forest is a non-parametric classification algorithm and driven by data. In addition, it has good tolerance to noise and anomaly values, does not require prior knowledge of classification.
C. DESIGNING THE ONE-CLASS CLASSIFIER
In anomaly detection system, it is very hard and expensive to obtain an entire labeled dataset, so the one-class classification (OCC) is a common approach to detect the unknown faults. The OCC may seem like a binary classification problem, but the significant difference is in the learning procedure. OCC has only a set of target objects during the training phase and aims at distinguishing a given single-class from a broader set of classes, which is known as semi-supervised anomaly detection. One-class classifiers have the advantage over the two-class classifiers in detecting unexpected faults that were not covered by the test process or not modeled. However, without any counterexamples in the training phase, it is difficult to build an efficient model, so the ensemble classification could be a promising direction. When the more advanced combining rules are required, the values of support functions should be available when the one-class classifiers work on the basis of distance, so we use a heuristic mapping [36] :
where dst(x,ω T ) represents a distance between the considered object x and decision boundary for ω T , c 1 is the normalization constant, and c 2 is the scale parameter. Parameters c 1 and c 2 should be fitted to the target class distribution. We choose three classifiers: self-organizing maps (SOM), one-class support vector machine (OCSVM), and support vector data description (SVDD).
The SOM neural network [37] is a non-supervised learning algorithm designed to organize itself based on the input data. The number of neuron is typically set based on p = 5 √ N . Each neuron i in the SOM is represented by an m-dimension weight vector w i = [w i1 , w i2 , . . . , w im ]. This algorithm can be used as a one-class classifier by clustering the training set and then computing the Minimum Quantization Error(MQE) of a test vector x from its best matching unit (BMU) using the Euclidean distance
If the MQE(x) is larger than a threshold θ , the test sample x will be rejected. In order to map the MQE(x) into a probability density distribution, we use the exponential function for calibrating the output of the SOM according to the following equation:
where the c 0 is the scale parameter determined by the mean root square of the MQE computed on N normal normal data and not previously used to train. The solution of (4) brings to the decision function can be formulated as
where I (x) is the indicator function, I (x) = 1 if x is true, otherwise I (x) = −1. According to (6) , a test sample x will be either accepted as target object if f som (x) = 1 or rejected if f som (x) = −1.
One-class support vector machine (OCSVM) [38] is used to find a hyperplane classifying new data as similar or different to the target concept. The primary optimization problem of OCSVM is defined as
where υ ∈ (0, 1] represents a regularization parameter that controls the fraction of training patterns that are allowed to be rejected, ξ i denotes the slack variables used to ''penalize'' the rejected patterns, ρ is the distance of the hyperplane from the origin. The decision function of OCSVM can be formulated as
Here, K (x,x i ) is the kernel function, the parameters a i and ρ are calculated by the equation (7). The class-conditional probability density function of the OCSVM can be produced as follow:
where s depends on the kernel function.
The support vector domain description (SVDD) [39] can be used for novelty detection. It aims at obtaining a spherically shaped decision boundary around a set of target objects. The objection function of SVDD is defined as:
where the sphere is described by the center a and radius R, and the variable C gives the trade-off between simplicity and the number of errors.
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For larger feature spaces, a Gaussian kernel is more appropriate. The decision function of SVDD is given by
where C X only depends on the support vectors and a i . C = 1/n, the parameter of kernel function is defined by
The class-conditional probability density function of SVDD can also be formulated by the equation (9).
D. THE MEASURE OF CLASSIFIER COMPETENCE
Following the contemporary works on DCS systems for multi-class problems, measuring the competence of a base classifier is in the following two-step procedure. First, the competence measure used in the heterogeneous model is based on information theory. The source competence of base classifier at the validation point x k is computed as the normalized entropy value of its class support vector [40] , and the sign of the competence is given by correct/incorrect classification of x k , the entropy-based competence function can be given as follow:
where [] denotes Iverson bracket, j k is the correct class label of the sample x k . The entropy-based method satisfies the following properties formulated in:
Next, a new sample may appear anywhere in the feature space, so the performance of the classifier over the entire feature space could not be represented by the source competence calculated in specific validation points. In order to calculate the source competent over the entire feature space, the normalized Gaussian potential function [41] is used to estimate the competence of the base classifier. This can be formulated as:
where x n is the new sample and dist(x n ,x k ) is the Euclidean distance between the new sample x n and x k from V . 
IV. THE METHODOLOGY: DYNAMIC ENSEMBLE SELECTION SYSTEM FOR ANOMALY DETECTION
Based on dynamic ensemble learning, this study proposes an intelligent anomaly detection approach that makes use of the feature characteristics from the physical-layer information and detects the known and unknown fault. The anomaly detection procedure is specifically illustrated in Fig.2 .
A. FEATURE EXTRACTION
According to the running environment, the main fault types occurring are presented in Fig.3 . These common fault types can be considered as hard fault that fault symptoms are persistent except grounding problems which may cause electromagnetic interference. To ensure electromagnetic compatibility performance of CAN bus, the components provided by the suppliers need to meet the technical requirements of EMC. In addition, reasonable grounding in the design phase is the main method to prevent electromagnetic interference (EMI), so it is not considered in this paper. Various faults in CAN bus of braking control system result in the physical waveform deviated normal condition, so network features are extracted from physical waveform for anomaly detection. An example of the waveform is shown in Fig.4 .
All the features are extracted from the header segment of the packet given that the content of the header for a specific node is predetermined. The diagram of the physical waveform feature extraction is shown in Fig.5 . The physical waveform features are listed in Table1.
B. DATA SELECTION
The feature sets are generated from the physical waveform of each node for anomaly detection and normalized featurewise. The principal component analysis (PCA) is conducted to reduce the dimensionality of the feature sets. To calculate the competence of the base classifiers, we need to have a validation set. Therefore, we separate 20% of the feature sets in validation set V , 50% in training set TRS, and 30% in testing set TS. Besides, these sets are disjoint set: TRS ∩ TS ∩ V = ∅. During training mode, the full training set is provided to two-class classifiers, while only the target set containing no anomalies are selected and passed to the one-class classifiers. 
C. BASIC CLASSIFIERS GENERATION
A dynamic ensemble selection system involves three two-class classifiers and three one-class classifiers, the same training set is used in the training phase of the three twoclass classifiers, and the one-class classifiers are trained on the subset of fault-free set. Then, the parameters of these classifiers are set as given in Table 2 .
Diversity has been recognized as a very important characteristic in multiple classifier system, since there is meaningless to combine the classifiers that always present the same output. The diversity measures will be helpful in designing the base classifiers and the combination technology, the entropy measure of diversity is defined as [42] :
where L is the number of base classifiers and l(x i ) represents the number of base classifiers from that correctly recognize x i . E varies between 0 and 1, 0 indicates no disagreement and 1 indicates the highest diversity when L 2 of the classifiers output the same value and the other with the alternative value. 
D. DYNAMIC ENSEMBLE SELECTION STRATEGY
Let us assume that for anomaly detection a pool of trained base classifiers = {ψ 1 , ψ 2 , . . . , ψ l } and a validation set V are given. The diversity and robustness of the ensemblebased system could be improved by using a heterogeneous model and dynamically selecting the competence classifiers. A subset t of base classifiers with the competences greater than zero is selected for a given sample x n :
In this step, the incompetent classifiers that would adversely affect the performance of the ensemble-based system are eliminated. This procedure for dynamic ensemble selection is summarized in Table 3 .
E. WEIGHTED MAJORITY VOTING
Denote by f t (x) the output of the selected t classifier, the format of f t (x) is defined as {−1,1}, value 1 means sample x is classified as ω T and value −1 if classified as ω O . In this procedure, the selected classifiers t are combined by weighted majority voting, where the weight of each selected classifier are equal to its source competence. This results in the following one result:
Thus, the classification is done as follows: (18) where in the case of F e = 0, the feature vector is classified as anomaly.
F. THE FILTER
Due to poor work condition for CAN in urban rail vehicles, the feature sets extracted from the physical waveform are noisy, a filter is applied to the output of the anomaly detection system. A node is considered as anomaly only based on the classification result of individual data points which may cause a high number of falsely detected anomalies. The way FIGURE 6. CAN bus topology in braking control system.
FIGURE 7. CAN bus test-rig.
is that the detection result of a node is not based on the individual data points, but the local neighborhood of the data point by working on subsequences. If the feature vectors of s subsequent time points from a node are classified as anomaly, this node can be considered as anomaly, where s = 3 in this paper. If only one node is classified as anomaly, the fault is a node level fault. If more than one node is anomaly, the fault is a network level fault.
V. EXPERIMENTAL ANALYSIS
This section demonstrates the implementation of a multiple classifier system for anomaly detection by using dynamic ensemble selection. The feature sets were collected from a high-speed CAN bus in four fault injection experiments, the results of the DESS, as well as the base classifiers and majority voting, are given in the tables. Fig.6 illustrates a CAN bus topology in a typical braking control system of six-marshaling trains where each car has one EBCU, six EBCUs are connected on a high-speed CAN (250Kbit/s). The braking instructions are sent from train control and management system (TCMS) to EBCU in trailer car through multifunction vehicle bus (MVB), and braking instructions and condition information are transmitted between different EBCUs through CAN bus.
Our experimental network is composed of six nodes equipped with STM32 boards, which is used to simulate the CAN bus in the braking control system, each node represents one EBCU. The features were collected from the physicallayer and data link layer by a real-time data sample device, and transmitted to the computer. A fault injection device was connected to the CAN bus, which was used to simulate the fault types. The CAN bus test-rig illustrated in Fig.7 . 
A. INJECTED FAULTS
For the known fault, we can obtain sufficient abnormal data for training the base classifiers, but it is hard and expensive to obtain a labeled dataset contains normal and anomaly data for unknown fault types. Figure.8 shows the schematic diagram of fault injection, and four types of fault were injected as follow:
Fault1: missing a terminating resistor. It is recommended in the protocol that two termination 120 resistors be connected at both ends of a CAN bus, these resistors help maintain correct DC voltage levels and prevent signal reflection at the end of the CAN bus. Missing a terminating resistor is one of the most frequent failure modes in CAN bus, it might be present due to the human factors, we can define it as the known fault type.
Fault2: adding a terminating resistor by mistake. A terminating 120 resistor is added to a non-terminal node results in network impedance mismatch, it is mainly due to human factors or improper setting of internal terminating resistor inside nodes. This fault can be also considered as the known fault type.
Fault3: cable degradation. The cable is used in harsh working conditions or mounted with stress, which can change the electronic properties of itself. The media degradation will result in the quality degradation of the physical-layer signals and make the system vulnerable to external interference. Since the variability of the electronic properties is unpredictable, cable degradation can be defined as the unknown fault type that it is not able to model all possible faults. The cable degradation was simulated by an R-C parallel circuit connected to CAN bus.
Fault4: cable connector aging. The cable connector is used to connect the CAN communication board of node to the CAN bus. The change of electronic properties induced by cable connector aging will also cause the quality degradation of the physical waveform sent from a node. This fault is also defined as the unknown fault type. In this experiment, network node 6 is used as the fault injection node, and the fault 4 is simulated by putting a pair of resistors into the drop cable connecting to node 6.
B. EXPERIMENT SET-UP
In multiple classifier system for anomaly detection, the twoclass classifiers were trained on feature sets involving normal data and fault data, and the one-class classifiers were trained on the same feature set without fault data. There are two feature sets for different experiments, the first one is made up of 3000 samples from each node in normal condition and 2400 samples in fault1 and fault2. For the first and second experiment, the samples of fault1 and fault2 were included in the training set, test set and validation set. The second feature set consists of 1200 samples in normal condition and 1200 samples in fault3 and fault4, which is used for the third and fourth experiment. In order to evaluation the performance of DESS in detecting the unknown fault types, the samples of fault3 and fault4 are not included in the training set, but in the testing set.
In order to evaluate the performance of the multiple classifier system for anomaly detection, five metrics are presented in the results. The recall is the percentage of detected anomalies, the precision gives the percentage of true faults in the result set of classifying as anomalies, and the accuracy is the percentage of correct classification. Besides, F-score is a useful metric to express the trade-off between missing anomalies and falsely reporting normal samples as anomalies, F1-score and F2-score are presented in the results. For all used metrics, 100% is the optimum.
C. RESULTS OF THE EXPERIMENTAL ANALYSIS
The results of the comparison between two-class classifiers, one-class classifiers, the majority voting(MV) and the results of the proposed dynamic ensemble selection system are reported in one table for each of the four scenarios. From the presented results one may clearly see that the proposed dynamic classifier selection system return the most satisfactory performance. The results are presented in Tables 4-7, F2-scores for all classifiers is shown in Fig.9 . The robustness w.r.t. F2-score averaged is shown in Fig.10 , the results of diversity measure are listed in Table 8 , the comparison of averaged classification time is presented in Table 9 . The first experiment is the detection of the fault1, the results are displayed in Table 4 . The two-class classi- fiers have better performance than one-class classifiers, the F1-score and F2-score of random forest are highest, and the SOM is lowest. All base classifiers have good performance, so there is no significant different performance between the majority voting and the DESS. The F2-score of MV and DESS is below the best base classifier.
The second experiment was conducted under the fault2 by adding a terminating resistor to CAN bus. The classification results in Table 5 clearly show that the two-class classifiers also have the better performance than one-class classifiers, the F1-score and F2-score of k-NN are highest. Although one-class classifiers yield reasonably recall, but show a low precision. The DESS was slightly worse than MV, which can be explained by a situation in which competence measure becomes sparse. The third experiment is a case that the fault3 is simulated by an R-C parallel circuit connected to CAN bus. Fault3 is defined as the unknown fault type, so the test set only contains fault types that are not included in the training set. The classification results of fault3 are listed in Table 6 , the F1-score and F2-score of two-class classifiers decreased to blew 50%, and the one-class classifiers detected the unknown faults at a reasonably F2-score. The SVDD has the highest F1-score and F2-score among the base classifiers. Besides, the performance of the DESS is significantly better than any individual classifiers and MV, because the DESS can avoid the influence of incompetent classifiers.
The fourth experiment bases on the fault4 that the fault type was not previously involved in the training set. The results are given in Table 7 , it can be seen that the two-class classifiers become useless, but the one-class classifiers are at a useful level. The SVDD has still the highest F2-score among the all the base classifiers, the F2-score of MV is down to 55.5%, it can be explained that the result is affected by the weak classifiers. The DESS has the better performance than all others, it can be explained that the competence classifiers are selected and the more competence classifiers have more output weight.
The DESS has the highest average of accuracy over all setups (80.67%), which shows that there is a good tradeoff between detecting anomaly and false reporting. The F2-scores of all classifiers for all four experiments are illustrated in Fig.9 , it is shown that no one classifier has the best performance in all experiments. Obviously, the two-class classifiers get the high F2-score in first two experiment with known fault types, but have the poor performance in the latter two experiment due to lack of unknown fault data during the training. SVDD has the second-highest average of F2-score over all setups (79.45%), which is selected most frequently throughout the four experiments. However, the selected frequently of the two-class classifiers is more than one-class classifiers in the known faults experiments, because it is almost impossible for one-class classifiers to select the proper model without any knowledge about the negative objects. The DESS has the best F2-score averaged over all setups (85.61%) than the base classifiers and MV (75.03%).
From the F2-scores a robustness measure is derived by
where D is the standard deviation. Robustness w.r.t. F2-score averaged over the four experiments is shown in Fig.10 , the one-class classifiers behave quite stable that all the values of robustness are above 93%, and the DESS has little difference in robustness (96.07%) compared to OC-SVM (98%) and SVDD (97.38%). It shows that the DESS can be capable of addressing the different classification problem by dynamic selecting the competent classifiers and weighted majority voting. Majority voting displays no robustness to the presence of weak classifiers in the pool (85.68%), it has no means to prevent such models from influencing the final decision and the performance can be easily degraded by incompetent classifiers. As shown in Table 8 , the diversity among classifiers for the experiments with unknown types is higher than the known types, the reason is that the two-class classifiers are incompetent to detect previously unseen fault types, and there is much disagreement among one-class classifiers and two-class classifiers.
To apply our approach, we evaluate the computational time. We leveraged the MATLAB codes, which were conducted on an Intel i5 2.8GHz dual core processor with 8 GB of RAM. When analyzing Table 9 , we can see that DESS require more classification time than static ensembles and base classifiers due to requirement of calculating competencies for each object to be classified. The fault types in this paper are hard fault which fault symptoms are persistent, so we pay attention to the accuracy of approach rather than the real-time performance. However, the DESS can be used for real-time detection system by using efficient computational architectures like GPU-based processing that will offer a speed-up for calculating the competence measures. The advantage of the DESS is high detection accuracy and robustness over the different setups of known and unknown fault types. For specific setups, same two-class classifiers and majority voting outperform the DESS, but the results of them are volatile over the four fault types. Although the results show that the one-class classifiers have better robustness, but undesirable detection accuracy. The DESS has the best performance and similar stable with the one-class classifiers, which makes it most appropriate for the anomaly detection in this paper.
VI. CONCLUSIONS
In this paper, a dynamic ensemble selection system for anomaly detection in CAN bus is presented, which can detect known and unknown fault types without expert knowledge.
The ensemble anomaly detector is constructed containing two-class and one-class classifiers, and the competence classifiers were dynamic selected to detect the fault types were included in the training set and previously unknown fault types. In order to meet the requirement of the combining rule, a heuristic approach is used to map the output of ''distancebased'' classifiers to a probability estimate. The parameters of base classifiers were either pre-defined or determined from the training set without setting of expert-parameters.
The experiments of the anomaly detection for CAN bus including known faults and unknown faults are conducted to testify the effectiveness of the proposed method in comparison with other classifiers. The results demonstrate that the DESS could achieve desirable accuracies and robustness than other methods when faced with different fault types.
It is worthy to point out that the DESS was designed for offline detection to strengthen the preventive maintenance, because the fault types in this paper can be considered as the hard failures which have no requirement for real-time performance. Future work will focus on detecting transient faults such as electromagnetic interference, and both time and frequency domain features of network signal may have to be considered. XINGWEN GUAN received the B.Eng. degree in electrical engineering and automation from Northeast Petroleum University, in 2017. She is currently pursuing the master's degree in electrical engineering with Beijing Jiaotong University, Beijing, China. Her research interests include fault diagnosis and health evaluation.
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