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Abstract
We study entire solutions of non-homogeneous quasilinear elliptic equations, with Eqs. (1) and (2) below being typical. A par-
ticular special case of interest is the following: Let u be an entire distribution solution of the equation pu = |u|q−1u, where
p > 1. If q > p − 1 then u ≡ 0. On the other hand, if 0 < q < p − 1 and u(x) = o(|x|p/(p−q−1)) as |x| → ∞, then again u ≡ 0. If
q = p − 1 then u ≡ 0 for all solutions with at most algebraic growth at infinity.
© 2008 Published by Elsevier Inc.
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1. We consider the pair of non-homogeneous equations
pu ≡ div
(|Du|p−2Du)= f (u), p > 1, x ∈ Rn, (1)
and
div
(
Du√
1 + |Du|2
)
= f (u), x ∈ Rn, (2)
together with a number of more complicated examples related to these equations. While Eqs. (1) and (2) are not
immediately related in an obvious way, if one considers their expansion in the form
aij (u)Diju = f (u)
one sees that (2) is essentially similar to the limiting case p = 1 of (1), this being the excuse for joining the two cases
here.
Our results have the following specific implications for Eqs. (1) and (2).
Theorem 1. Let u be an entire solution of (1) or (2), where f : R → R is a non-decreasing, non-trivial function of its
argument:
(i) If for Eq. (1) the solution u has the property
E-mail address: serrin@math.umn.edu.0022-247X/$ – see front matter © 2008 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2008.10.036
4 J. Serrin / J. Math. Anal. Appl. 352 (2009) 3–14u(x) = o(|x|p/(p−1)) as |x| → ∞,
and the zero set of f is closed and non-empty, then u ≡ Constant. The exponent p/(p − 1) is best possible.
(ii) Moreover, without any conditions on the behavior of solutions u of Eq. (2), the same conclusion is valid also in
this case.
The first result was obtained by A. Farina [4] for the case p = 2, while the second is due to Farina and Tkachev
(see [4, Theorem 10.4] and [9, Corollary 1]). The explicit meaning to be attached to an entire solution of (1) is given
at the end of the introduction; for (2) the solution can be of class C2, or even a C1 distribution solution.
The following related conclusions are also valid.
Theorem 2.
(i) Let u ∈ C1(Rn) be an entire distribution solution of the equation
pu = a(x)|u|q−1u, x ∈ Rn, (3)
with u also of class C2 in the neighborhood of any point where Du = 0.
Suppose that 0 < q < p − 1 and that a(x) Pos. Const. (1 + |x|)−t , t  0, for all x in Rn. If
u(x) = o(|x|α) as |x| → ∞, α = max( p − t
p − q − 1 ,0
)
, (3′)
then u ≡ 0.
(ii) Let u ∈ C1(Rn) be an entire distribution solution of the equation
div
{
A(x)|Du|p−2Du}= a(x)|u|q−1u, x ∈ Rn,
where q > p − 1. Suppose that a(x), A(x) are non-negative locally integrable functions on Rn with
a(x)+A(x) > 0 (a.e.) in Rn, and that, for all suitably large x,
a(x) Pos. Const. |x|−t , A(x) Const. |x|s ,
where s, t  0, s + t < p. Then u ≡ 0.
If the exponent condition 0 < q < p − 1 in part (i) is replaced by q < p − 1 the proof (Section 3) continues
to apply, essentially without change, with again the conclusion u ≡ 0. But then, if q  0 we have pu ≡ 0, while
|u|q−1u = 0, a contradiction. Thus in this case, with the remaining hypotheses unchanged, Eq. (3) has no entire
solution whatever.
Part (i) of Theorem 2 is proved in Section 3 below; the principal tool for the proof is a comparison type lemma
which we give in Section 2, this lemma being based on earlier ideas of Redheffer [7] and the present author [8].
The case p = 2, A = a = 1 of part (ii) is due to Brezis [3]; see also Benguria, Lorca and Yarur [1]. The inequality
version of Eq. (3′) was treated by Mitidieri and Pohozaev [5, Theorem 14.2], but, as in [1], only under the restrictions
u  0, 0  t < p. The proof of part (ii) will appear in a forthcoming work. The case q = p − 1 is discussed in
Section 3.
Theorem 3. Let u ∈ C1(Rn) be an entire distribution solution of the equation
div
{A(x,u,Du)}= a(x)f (u), (4)
where A is a continuous vector function satisfying A(x,u,Du) · Du  0. Suppose that a(x) is an (a.e.) positive
measurable function in Rn and that, for all suitably large |x|,
a(x) Pos. Const. |x|−t , ∣∣A(x,u,Du)∣∣ Const. |x|s , (5)
where s, t  0, s + t < 1. If f (u) is a non-decreasing function of its argument, then f () = 0 for all values  in the
range of u, so in particular u is an entire solution of the equation
div
{A(x,u,Du)}= 0, x ∈ Rn.
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In Theorem 2.2 we also consider solutions of Eq. (2.11) whose domain of definition is the exterior of a ball; under
appropriate conditions the conclusion in this case is that all the possible limit values  which the solution may attain
at infinity satisfy the equation f () = 0.
Definition of solution. Eq. (1) in Theorem 1(i) is undefined or singular for functions of class C2 at points where
Du = 0. Since we shall not be treating Eq. (1) in the distribution sense, it is necessary to deal with this issue by
restricting in an appropriate way the meaning of an entire solution. In particular, if u ∈ C1(Rn) we let
Eu =
{
x ∈ Rn: Du(x) = 0}.
A function u will then be said to be an entire solution of Eq. (1) if u ∈ C1(Rn) ∩ C2(Eu) and the equation is valid in
the set
Eu ∪ Int
(
Rn\Eu
)
. (6)
(Note that if x ∈ Int(Rn\Eu), then Du ≡ 0 in a neighborhood of x and so pu = 0 at x.)
It is worth adding three comments. First, in view of the well-known results of Tolksdorf [10], the definition above
can be considered as entirely reasonable. Second, the remarks above apply equally to the main lemma of Section 2,
in which Eq. (2.1) is not well defined (or is singular) at points where Du = 0, and of course cannot be considered
in distribution form. Finally, Theorem 2(i) also applies almost unchanged without assuming that u is a distribution
solution, the proof given in Section 3 being equally valid when u ∈ C1(Rn)∩C2(Eu) is a solution in the set (6).
2.
Main lemma. Let u ∈ C1(Rn)∩C2(Eu) be an entire solution of the differential inequality
aij (x,u,Du)Diju f (u), x ∈ Eu, (2.1)
where aij (x, z, ρ) is a non-negative definite n × n real matrix, defined for x ∈ Rn, z ∈ R, ρ ∈ Rn\{0} and having the
property that
n∑
1
aii(x, z, ρ) Const. |ρ|a ·
(
1 + |ρ|)b · (1 + |x|)c · (1 + |z|)d , ρ = 0, (2.2)
a + 1 > 0, b, c, d  0. (2.3)
Suppose that
u(x) = o(|x|α) as |x| → ∞, (2.4)
where
α = max
(
1 + 1 − c − d
a + b + d + 1 ,0
)
(with b deleted if c + d  1), (2.5)
and let f be a non-decreasing function of its argument, such that the set Γ = {u ∈ R: f (u)  0} is closed and
non-empty (and also, when α = 0, contains the point u = 0).
Then either u ≡ Constant in Rn or f () 0 for all values  in the range of the solution u.
Remarks. The existence of a solution of (2.1) shows that the set Γ cannot be empty. If f is continuous then Γ is
automatically closed. This is in fact the case covered by Farina’s theorem.
Proof of Main lemma. It is clearly enough to consider the case where f is positive for all suitably large values of u.
In this case, let γ = supΓ , so γ is finite.
Now suppose that u ≡ Constant but the conclusion of the lemma fails. Then there exists a point x0 ∈ Rn such that
u(x0) =  > γ , so f () > 0. It can be assumed without loss of generality that Du(x0) = 0. (In fact if Du(x0) = 0 then
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there would then be a point x′′0 on [x′0, x0] where Du(x′′0 ) = 0 and u(x′′0 ) (+ γ )/2 > γ , as required.)
There are now two cases to consider.
Case 1. c < a + 2. Then α > 0 by (2.5). Let
h(x) = (1 + |x|2)α/2.
Then
Dh(x) = α(1 + |x|2)(α−2)/2x (2.6)
and
Dijh(x) = α
(
1 + |x|2)(α−2)/2{δij + (α − 2) |x|21 + |x|2 xixj|x|2
}
.
For ε > 0 put
v(x) = u(x)− − ε(h(x − x0)− 1).
Then v(x0) = 0, while v(x) → −∞ as |x| → ∞ by (2.4). Consequently v takes a non-negative maximum at some
point y ∈ Rn. That is
v(y) = u(y)− + ε − εh(y − x0) 0, Dv(y) = Du(y)− εDh(y − x0) = 0, (2.7)
so
u(y) − ε  (+ γ )/2 when ε  (− γ )/2.
Put ′ = (+ γ )/2 > γ , so that f (u(y)) f (′) > 0 since f is non-decreasing.
We assert that y = x0. Indeed since Du(x0) = 0 we have |Du(x)| κ > 0 for |x − x0| δ(< 1). But |Du(y)| =
ε|Dh(y − x0)|, so ε|Dh(y − x0)| κ if |y − x0| δ, that is
|y − x0| δ 
⇒ |y − x0| κ2α+1ε
since |Dh(x)| 2α+1 when |x| < 1. This is impossible for ε sufficiently small. We have thus shown that |y − x0| > δ
when ε is sufficiently small, e.g. ε < κ/2α+1δ. Since y = x0 we find in turn that
Du(y) = εDh(y − x0) = 0; (2.8)
therefore y ∈ Eu, so that the matrices Diju(y) and Dijv(y) are well defined, with Dijv(y) being non-positive definite.
From (2.1) it now follows that
f (′) f
(
u(y)
)
 aij
(
y,u(y),Du(y)
)
Diju(y) = aij
(
y,u(y),Du(y)
){
εDijh(y − x0)+Dijv(y)
}
 εα
(
1 + |y − x0|2
)(α−2)/2{
aij
(
y,u(y),Du(y)
)
δij + (α − 2)aij
(
y,u(y),Du(y)
)
ξiξj
}
,
where ξ = (y − x0)/|y − x0|. (Here aijDij v  0 since aij is non-negative definite and Dijv is non-positive definite.)
Since
aij ξiξj max eigenvalue of aij 
∑
aii
it now follows that
f (′) εα(α + 1)(1 + |y − x0|2)(α−2)/2∑aii(y,u(y),Du(y)). (2.9)
Finally, by the main hypotheses (2.2) and (2.4), and using (2.8), we get
f (′) Const. ε
(
1 + |y − x0|2
)(α−2)/2 · εa∣∣Dh(y − x0)∣∣a · (1 + ε∣∣Dh(y − x0)∣∣)b · (1 + |y|)c · (1 + ∣∣u(y)∣∣)d
 Const. εa+1
(
1 + |y − x0|2
)(α−2)/2 · ∣∣Dh(y − x0)∣∣a · (1 + ε∣∣Dh(y − x0)∣∣)b
· (1 + |y − x0|)c · (1 + |y − x0|α)d;
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But |u(x)|M = M(R1) for |x| <R1, so always
1 + ∣∣u(y)∣∣ 1 +M + |y|α  Const. (1 + |x0|α + |y − x0|α) Const. (1 + |y − x0|α).
Here we can let ε → 0. When α > 1 there are three ranges of the quantity |y − x0| to consider:
ε|y − x0|α−1  1, 1/ε > |y − x0|α−1  1, 0 < |y − x0| < 1.
For the first range, taking ε  1 as we may, and using the relation (2.6) to eliminate Dh(y − x0), we find after some
calculation that
f (′) Const. εa+1|y − x0|α−2+a(α−1)+b(α−1)+c+αd
= Const. εa+1|y − x0|(α−1)(1+a+b+d)+c+d−1 = Const. εa+1, (2.10)
in view of the main hypothesis (2.5).
In the second range, we have
f (′) Const. εa+1|y − x0|(1+a+d)(α−1)+c+d−1 = Const. εa+1|y − x0|−b(α−1)  Const. εa+1.
In the third range, provided ε is so small that |y − x0| > δ, we have
f (′) Const. εa+1|y − x0|a  Const. εa+1
since b, c, d  0. The case 0 < α  1 can be treated in essentially the same way, though only the two ranges
|y − x0| 1, |y − x0| < 1 are required (and the exponent b is irrelevant).
Hence f (′) Const. εa+1 in all ranges. Letting ε → 0 then shows that f (′) 0, a contradiction, completing the
proof for Case 1.
Case 2. c  a + 2. From (2.5) we obtain α = 0 so from (2.4) follows u(x) → 0 as |x| → ∞. Recalling that f (0) 0
when α = 0, we get γ  0 so in turn u(x0) =  > 0 at the beginning of the proof.
Now put
v(x) = u(x)− − ε(k(x − x0)− 1),
where
k(x) = (1 + |x|2)−β/2, β = c/(a + 1).
Then v(x0) = 0 and v(x) → −+ ε < 0 as |x| → ∞, provided ε < (− ε)/2. Therefore again v takes a non-negative
maximum at some point y = x0 in Rn.
The proof for Case 1 now applies almost unchanged: in particular the estimate |Dh| 2α+1 is replaced by |Dk| β
(all x ∈ Rn); the estimate (2.9) becomes
f (′) β(β + 1)ε(1 + |y − x0|2)−(β+2)/2∑aii(y,u(y),Du(y)); (2.9′)
the estimate for u(y) becomes |u(y)|M + 1; and (2.10) is replaced by
f (′) Const. εa+1|y − x0|−β(a+1)+c−a−2  Const. εa+1, |y − x0| 1, (2.10′)
in view of the definition of β .
We are equally led to the estimate f (′) Const. εa+1 in the remaining case |y − x0| < 1, and the proof is com-
pleted by letting ε → 0. 
Theorem 2.1. Let u ∈ C1(Rn)∩C2(Eu) be an entire solution of the equation
aij (x,u,Du)Diju = f (u), x ∈ Eu, (2.11)
where aij is a non-negative definite matrix satisfying (2.2) and (2.3).
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u(x) = o(|x|α) as |x| → ∞,
where α is given by (2.5), and let f be a non-decreasing function of its argument, such that the set Γˆ = {u ∈ R:
f (u) = 0} is closed and non-empty (and also, when α = 0, contains the point u = 0).
Then either u ≡ Constant in Rn or f () = 0 for all values  in the range of the solution u.
To prove this, note that the previous set Γ is then certainly closed (recall that f is non-decreasing), so that by the
main lemma (when u ≡ Constant) we have f ()  0 for all  in the range of u. By applying the main lemma again
to the function −u and the function g(u) = −f (−u), we also obtain f ()  0 for all  in the range of u, and the
conclusion follows.
Remark. A slightly more careful application of the main lemma in the proof of Theorem 2.1 shows that the same
result holds if f (u) is replaced by f (u)+ g(x,u,Du) where the function g satisfies
g(x,u,Du)
{
 0 when f (u) 0,
 0 when f (u) 0.
Corollary. Under the hypotheses of Theorem 2.1 if the zero set of f consists of a single point, then the solution u is
necessarily a constant.
Theorem 2.2. Let Ω ⊃ Rn\B be an exterior domain in Rn (B = Ball), and let u ∈ C1(Ω) ∩ C2(Ωu) be a solution
of (2.11) in Ωu, where Ωu = {x ∈ Ω: Du(x) = 0}.
Suppose
n∑
1
aii(x, z, ρ) Const. |ρ|a, ρ = 0,
where a + 1 > 0. Let
u(x) = o(|x|α) as |x| → ∞, α = a + 2
a + 1 ,
and assume that f is a non-decreasing function of its argument, with the property that the set Γˆ = {u ∈ R: f (u) = 0}
is closed and non-empty.
Then either u(x) ≡ Constant for all suitably large |x|, or f () = 0 for any limit value  of u(x) as |x| → ∞.
Proof. Assume that u is not ultimately a constant, and suppose for contradiction that there exists a limit value  > γ
of u(x), so f () > 0. Then there would be a sequence of points x0,i → ∞ such that u(x0,i )  ( + γ )/2. We can
assume without loss of generality that Du(x0,i ) = 0 by arguing as in the proof of the main lemma. (Note that the
points x′0,i can also be chosen so that |x′0,i | |x0,i |.)
Now let |x0,i | be so large that the sphere Si of radius 12 |x0,i | about x0,i is contained in Ω . Clearly 12 |x0,i | |x|
3
2 |x0,i | for any x ∈ Si , and in turn
|x − x0,i | = 12 |x0,i |
1
3
|x|, x ∈ Si.
Fix ε > 0. If |x0,i | is even larger if necessary (and hence also |x| as large as we wish), we have
u(x) = o(|x|α)< ε
2
(|x|/3)α
and
−u(x0,i )−+ γ < ε
(|x0,i |/2)α.2 2
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εhˆ(x − x0,i ) ε2
(|x|/3)α + ε
2
(|x0,i |/2)α > u(x)− u(x0,i ).
In slight contrast with the proof of Case 1 of the main lemma, we define
v(x) = u(x)− u(x0,i )− εhˆ(x − x0,i ).
Then for all sufficiently large x0,i we have v(x) < 0 on Si , while also v(x0,i ) = 0. Thus there exists a maximum
point yi of v in Si , with v(yi) 0 and
Dv(yi) = 0, Du(yi) = εDhˆ(yi − x0,i ).
Here yi = x0,i since Du(x0,i ) = 0 and Dh(0) = 0. In turn Du(yi) = 0. It now follows that Diju(yi) is well defined,
so that the matrix Dijv(yi) is also well defined, and of course non-negative definite. In turn
u(yi) = v(yi)+ u(x0,i )+ εhˆ(yi − x0,i ) u(x0,i )
and so
f
(
u(yi)
)
 f
(
u(x0,i )
)
 f
(
(+ γ )/2)> 0.
Following the proof of the main lemma and using that α = (a + 2)/(a + 1) > 1 (but no longer with the necessity to
consider separate ranges of the point yi ), we find that f (( + γ )/2) 0, a contradiction since ( + γ )/2 > γ . Hence
f () 0 for any limit value . Similarly f () 0, and the theorem is proved. 
For Eq. (1.1) we can take a = p − 2 in Theorem 2.2, showing that, under the given conditions on the function f ,
solutions u of (1.1) in an exterior domain which satisfy the condition u(x) = o(|x|p/(p−1)) as |x| → ∞, have the
property that any limit value  of u(x) as |x| → ∞ is such that f () = 0 (note that if u = Constant = γ in a domain,
then pu = 0 in the domain).
For Eq. (1.2) we have
aij (x, z, ρ) = (1 + |ρ|
2)δij − ρiρj
(1 + |ρ|2)3/2 .
Thus
∑
aii = n+ (n− 1)|ρ|
2
(1 + |ρ|2)3/2 
n
(1 + |ρ|2)1/2 .
Hence by Young’s inequality
∑
aii 
Const.
|ρ|1−
for any  ∈ (0,1). Therefore we can take a = −1 and α = (1+)/. Here α can be made arbitrarily large by taking 
sufficiently small. Thus for Eq. (1.2) in an exterior domain, and under the given conditions on f , if u has at most
algebraic growth at infinity, then f () = 0 for any limit value  of u as |x| → ∞; see Problem 8.4 in [6].
We conjecture that this result also remains valid for arbitrary solutions of (1.2) in an exterior domain.
3. The p-Laplace operator
We first prove Theorem 1(i). Writing Eq. (1.1) in the form
|Du|p−2u+ (p − 2)|Du|p−4DiuDjuDiju = f (u),
we can therefore take
aij = |Du|p−2δij + (p − 2)|Du|p−4DiuDju.
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where Eu is defined in Section 1. Then
n∑
1
aii(Du) = {n+ p − 2}|Du|p−2 when Du = 0,
so that (2.2) holds with Const. = n+ p − 2 and with
a = p − 2, b = c = d = 0.
Here a + b + d + 1 = p − 1 > 0, so that
α = 1 + 1
p − 1 =
p
p − 1 .
If u ≡ Constant we are done. Otherwise, Theorem 2.1 shows that f () = 0 for all values  in the range of the solution.
But f is non-decreasing and non-trivial, so the values  in question must be bounded at least on one side, for otherwise
f ≡ 0, not allowed by hypothesis. That is, u must be an entire solution of the p-Laplace equation pu = 0 which is
bounded at least on one side.
The proof is now completed by applying the classical Liouville theorem that such solutions are necessarily constant
(Theorem 7.2.3 in [6]).
To see that the exponent p/(p − 1) is best possible, observe that for every value m > p/(p − 1) the non-constant
function u(x) = |x|m satisfies the equation
pu = f (u),
where f (u) = Pos. Const. |u|κu, κ = [(p − 2)m − p]/m > −1, is a strictly increasing continuous function with the
single zero u = 0. On the other hand, if f (u) ≡ 0 then any linear function satisfies (1.1) so that non-constant solutions
exist in this case.
To obtain Theorem 2(i) we first rewrite (1.3) in the form
|Du|p−2u+ (p − 2)DiuDjuDiju
a(x)|u|q = f0(u),
where
f0(u) =
{1 if u > 0,
0 if u = 0,
−1 if u < 0,
this being non-decreasing with the closed zero set {u = 0}. Here the equation is singular when Du = 0 (when p < 2),
so we can assume that u ∈ C1(Rn)∩C2(Eu). We now proceed as in the proof of Theorem 1(i) and of the main lemma,
with however important modifications. In fact condition (2.2) now takes the revised form∑
aii(x, z, ρ) Const. |ρ|p−2
(
1 + |x|)t |z|−q, z, ρ = 0. (3.1)
Here (3.1) differs from (2.2) in its final term, while in addition the exponent −q is negative, whereas d  0.
The conclusion of Theorem 2(i) is that u ≡ 0. If u ≡ Constant then by (3) obviously the constant must be zero, and
we are done. Otherwise, in the proof of the main lemma we assume  > 0 for contradiction. The construction of the
points x0 and y can then be carried out as in the main lemma, with of course y = x0.
First consider the case when t < p and so α > 0. We proceed as in the proof of Case 1 of the main lemma with
ε  /2 and ′ = /2. To deal with the negative exponent −q , we observe that v(y) 0 so that
u(y) = v(y)+ − ε + εh(y − x0) ′ + εh(y − x0) > ε|y − x0|α > 0, (3.2)
so that (3.1) applies.
As in the proof of Case 1 of the main lemma, it now follows that
f0(
′) Const. εp−1
(
1 + |y − x0|2
)(α−2)/2∣∣Dh(y − x0)∣∣p−2 · (1 + |y − x0|)t · ∣∣u(y)∣∣−q . (3.3)
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|y − x0| 1, 0 < |y − x0| < 1
to consider. Then in the first range, with the help of (3.2) and (3.3),
f0(
′) Const. εp−q−1|y − x0|α(p−q−1)−p+t = Const. εp−q−1 (3.4)
since α = (p − t)/(p − q − 1) > 0. In the second range, since |y − x0| δ and u(y) > ′, one finds
f0(
′) Const. εp−1|y − x0|p−2  Const. εp−1.
Hence as before we obtain f0(′) 0, a contradiction (i.e. f0(′) = 1 since ′ > 0). Thus u 0.
In the remaining case t  p we have α = 0. This can be treated almost exactly as in Case 2 of the proof of the main
lemma, with only the difference that we now take β = t/(p − 1). Thus again u 0.
In the same way one can show that u 0, and the proof is complete.
It is interesting that the same argument applies to the case q  0, provided that instead of (3.2) we use |u(y)| 
M + |y|α—we omit the details.
When q = p − 1, a modification of the above proof shows that any solution which is algebraic at infinity must
be ≡ 0. We state this as
Theorem 2′. When q = p − 1 and 0 t < p in Theorem 2(i) the conclusion u ≡ 0 is valid provided that the solution
has algebraic growth as |x| → ∞.
Proof. In the proof above we replace the estimate (3.2) by
u(y)
(
ε|y − x0|α
)1−θ · (/2)θ ,
where θ is a small positive constant to be determined. We can assume that u(x) = o(|x|α) as |x| → ∞, for some fixed
exponent α > 1. Then as in the estimate (3.4) we obtain, when |y − x0| 1 and ′ = /2,
f0(
′) Const. εp−1−(1−θ)q−q |y − x0|α−2+(p−2)(α−1)−α(1−θ)q+t
= Const. εθq |y − x0|αθq−p+t
since q = p − 1. Choosing θ = (p − t)/αq gives
f0(
′) Const. ε(p−t)/α.
Similarly
f0(
′) Const. ε(p−t)/α|y − x0|−t
when |y − x0| < 1. But |y − x0| δ as in the proof of the main lemma, so again
f0(
′) Const. ε(p−t)/α.
Letting ε → 0 completes the proof. 
When q = p−1 the condition that the solution has algebraic growth when |x| → ∞ is necessary for the conclusion
u ≡ 0. Indeed there exist exponentially growing solutions in this case, e.g. u(x) = ex1 satisfies
pu = (p − 1)up−1, for all p > 1.
In both Theorems 1(i) and 2(i) one can add a term g(x,u,Du) to the right-hand side, providing only that it
satisfies (2.6), where for Theorem 2(i), one replaces f (u) by u.
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Proof of Theorem 3. We may suppose for simplicity that f is continuously differentiable.1
In the distribution form of Eq. (1.4), we apply the test function
η = η(x) = ∣∣f (u)∣∣m−2f (u)ϕ(x),
where
m = n+ 1 − t
1 − s − t (> n) (4.1)
and ϕ is a non-negative C1 function on Rn with compact support. This yields the identity∫
a
∣∣f (u)∣∣mϕ = −∫ ∣∣f (u)∣∣m−2f (u)A(x,u,Du) ·Dϕ
− (m− 1)
∫ ∣∣f (u)∣∣m−2f ′(u)ϕA(x,u,Du) ·Du.
But f ′  0 and A ·Du 0, so the last line is  0. Hence∫
a
∣∣f (u)∣∣mϕ  ∫ ∣∣f (u)∣∣m−1∣∣A(x,u,Du)∣∣ · |Dϕ|

[∫
a
∣∣f (u)∣∣mϕ](m−1)/m[∫ |A(x,u,Du)|m
a(x)m−1
|Dϕ|m
ϕm−1
]1/m
,
by Hölder’s inequality. Thus by Young’s inequality we find that∫
a
∣∣f (u)∣∣mϕ  ∫ |A(x,u,Du)|m
a(x)m−1
· |Dϕ|
m
ϕm−1
. (4.2)
Now take, explicitly,
ϕ(x) = ψ
( |x|
R
)
;
then for R  1 we obtain from (1.5) that
∫
BR
a
∣∣f (u)∣∣m  Const. Rms+(m−1)tRn−m
2∫
1
ψ ′(τ )m
ψ(τ)m−1
dτ,
where τ = |x|/R. Choosing ψ so that
ψ(τ)
⎧⎪⎨
⎪⎩
= 1, 0 τ  1,
< 1, 1 < τ < 3/2,
= (2 − τ)m, 3/2 τ  2,
= 0, τ > 2
with ψ ′(τ ) 4 (certainly possible), we get
2∫
1
ψ ′(τ )m
ψ(τ)m−1
dτ =
( 3/2∫
1
+
2∫
3/2
)
ψ ′(τ )m
ψ(τ)m−1
dτ  2m2+m−1 +mm/2.
Hence∫
BR
a
∣∣f (u)∣∣m  Const. R−m(1−s−t)+n−t = Const./R.
1 Otherwise an initial mollification of f is required, see Farina [4].
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a
∣∣f (u)∣∣m = 0.
Thus f (u) ≡ 0, completing the proof. 
Corollary. If f (u) has only a single zero, say u = γ , then the conclusion of Theorem 3 can be strengthened to
u ≡ Const. = γ .
We can now prove the second part of Theorem 1 by taking
A(x,u,Du) = Du√
1 + |Du|2 , a(x) = 1.
Then |A| < 1 and (1.5) holds with s = t = 0. Consequently by Theorem 3 the function u is an entire solution of the
equation
div
(
Du√
1 + |Du|2
)
= 0.
Moreover, since f is not ≡ 0, it follows also that the solution must be bounded at least on one side (see the proof of
Theorem 1(i)). Therefore by a result of Bombieri, DeGiorgi and Miranda [2] we get u ≡ constant, as required.
Theorem 1(ii) is a direct consequence of Theorem 3.
5. A generalization
The conditions (1.5) in Theorem 3 are stronger than necessary. Let Ri , i = 1,2,3, . . . , be a sequence of radii
tending to infinity, and put
Ti = BθRi\BRi ,
where θ is a given constant greater than 1. Then for the radii R = Ri the estimate (4.2) can be written∫
BRi
a
∣∣f (u)∣∣mϕ  ∫
Ti
|A(x,u,Du)|m
a(x)m−1
· |Dϕ|
m
ϕm−1
 Const.
Rmi
∫
Ti
|A(x,u,Du)|m
a(x)m−1
,
where we assume that ψ(τ) is identically 1 for τ  1, vanishes for τ  θ , and is such that ψ = (θ−τ)m for (θ+1)/2
τ  θ .
Now suppose that the conditions (1.5) hold only in the sets Ti , for some sequence Ri → ∞. Then recalling the
assumption (4.1) we get∫
BRi
a
∣∣f (u)∣∣m  Const./Ri.
Letting i → ∞ then gives f () = 0 for all values  in the range of the solution, as before.
Since the sequence Ri can have arbitrarily large gaps as i → ∞ it is apparent that the new conditions are extremely
weak.
Even more, the restrictions (1.5) can themselves be replaced by the “abstract” condition that there exists a sequence
of shell thickness parameters θi and a sequence of exponents m = mi > 1 such that
1
Rmi
∫ |A(x,u,Du)|m
a(x)m−1
→ 0
Ti
14 J. Serrin / J. Math. Anal. Appl. 352 (2009) 3–14for an appropriate sequence of radii Ri → ∞. If the function a is bounded above on the sets Ti this condition can be
written in the interesting alternate form
1
Ri
‖A/a‖m,Ti → 0 as Ri → ∞.
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