This paper focuses on algorithms for an efficient scalar multiplication. It proposes two algorithms for computing points of the form 2 k P in affine coordinates. One works for k = 2, and the other works for an arbitrary natural number k. The efficiency of these algorithms is based on a trade-off between a field inversion and several field multiplications. Montgomery trick is used to implement this trade-off. Since a field inversion is usually more expensive than 10 field multiplications, the proposed algorithms are efficient in comparison with existing ones.
Introduction
In recent years, elliptic curve cryptographic schemes have become prevailed in commercial use, and they have been built in tiny IC chips. This is because IC cards like smart cards are used for credit cards, insurance certificates, commuter tickets and so on, in place of usual magnetic cards. The execution time of elliptic curve cryptographic schemes heavily depends on that of scalar multiplications. This multiplication takes a point P on an elliptic curve over a finite field and computes a scalar multiple dP for some scalar d.
The 2 w -ary method [3] , [7] and the sliding window method [5] are useful for a scalar multiplication. These "window methods" usually use the signed binary representation of the scalar [8] , [9] , [14] and repeatedly compute points of the form 2 k P from point P on an elliptic curve. These computations use two arithmetics on the elliptic curve; an addition (P + Q) and a doubling (2P).
Here we focus on an elliptic curve defined over GF(p). In affine coordinates, additions and doublings include inversions over GF(p). However, a field inversion is much expensive than a field squaring or a field multiplication. For example, Sakai and Sakurai [13] reported that the ratio of computation time of a field inversion to a field multiplication is 25.0 for 160-bit p in their implementation. Therefore, Final manuscript received October 11, 2005 . † The author is with the Graduate School of Engineering, Nagoya University, Nagoya-shi, 464-8603 Japan.
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One method for reducing the number of field inversions is direct computation for points on an elliptic curve. For example, the direct computation for 2 k P computes 2 k P directly from P, computing no intermediate points 2P, 4P, . . . , 2 k−1 P. The concept of direct computation was firstly proposed by Guajardo and Paar [6] . They gave algorithms for direct computation of 4P, 8P and 16P on an elliptic curve defined over GF(2 n ) in affine coordinates. In recent years, several algorithms of direct computation for 2 k P in affine coordinates have been proposed [6] , [11] , [13] . Sakai and Sakurai [13] proposed an efficient algorithm for 2 k P on an elliptic curve defined over GF(p). This algorithm works for arbitrary natural number k. This paper proposes new efficient algorithms for computing 2 k P based on "Montgomery trick."
Preliminaries

Arithmetics over GF(p)
Additions and doublings are implemented by several kinds of field arithmetics. Among these arithmetics, a field squaring, a field multiplication and a field inversion are more expensive than other field arithmetics, such as a field addition and a field subtraction. We intend to estimate the efficiency of algorithms for computing points on an elliptic curve by the number of the former three field arithmetics * * . Moreover, as in [2] , [13] , we will assume that the cost of a field squaring is 80% as expensive as that of a field multiplication. By dropping "field," we call these field arithmetics just as squaring, multiplication and inversion.
Addition Formula on Affine Coordinates
Let p denote a prime. E p :
) is an elliptic curve defined over GF(p). Let P = (x P , y P ) and Q = (x Q , y Q ) be points on E p . The point P + Q = (x P+Q , y P+Q ), the result of addition, is derived from the following formulae: 
Montgomery Trick
Montgomery trick [10] is a technique for simultaneous inversions. As a simple example, the inverses modulo p of two numbers x, y can be calculated by the following way:
These formulae indicate that 2 inversions can be replaced by 1 inversion and 3 multiplications. Similarly, the inverses modulo p of m numbers x −1
m ∈ GF(p) are calculated as follows.
Step 1. Calculate i j=1 x j for each i = 2, 3, . . . , m and store them.
Step 2. Calculate (
Step 3. Calculate (
for each i = m, . . . , 3, 2.
In
Step 1, (m − 1) multiplications are required, and (2m − 2) multiplications are required in Step 3. Thus, x −1
m ∈ GF(p) can be calculated by 1 inversion and (3m − 3) multiplications. The above replacements are effective if 1 inversion costs more than 3 multiplications.
New Efficient Algorithms
In this section, we will propose a new algorithm for computing the quadruple point 4P from P which uses the Montgomery trick. Moreover, we will modify the Sakai and Sakurai's algorithm for computing 2 k P to introduce the Montgomery trick.
Formulae for Quadrupling
The window method usually takes window length w from the range of 2 ≤ w ≤ 6. Especially, when the size of auxiliary table in the window method must be decreased, and when we use Straus's trick for fast simultaneous scalar exponentiation [1] , w = 2 or w = 3 is adopted. Obviously, the quadrupling repeatedly appears in the course of the window method with w = 2. Also, the quadrupling appears in the case of w = 3 if the window method computes 2 2 P first and then computes 2(2 2 Y) + vP, where v is the value of a "window."
Existing Algorithms
A straightforward computation of a quadruple point 4P is to perform two successive doublings. In this computation, 4 squarings, 4 multiplications and 2 inversions are required. Müller proposed an algorithm for direct computation of 4P [11] . His algorithm requires 7 squarings, 14 multiplications and 1 inversion. The Sakai and Sakurai's algorithm for 2 k P can also compute 4P if k = 2 [13] . This algorithm requires 9 squarings, 9 multiplications and 1 inversion, and thus it is efficient in comparison with the two successive doublings if 1 inversion costs more than 9 multiplications under our assumptions.
Proposed Algorithm
We present a new algorithm for computing 4P which uses the Montgomery trick. Our algorithm is mainly based on the two successive doublings. As we have seen, the straightforward way requires two inverses (2y P ) −1 and (2y 2P ) −1 . If we apply the Montgomery trick for computing these two inverses, a product (2y P )(2y 2P ) is necessary. However, we cannot compute 2y 2P = 2λ 1 (x P − x 2P ) − 2y P without performing inversions. Here we focus on the formula for y 2P . By multiplying this formula by 16y 3 P , we obtain
P . This formula indicates that 16y 3 P y 2P can be computed from x P and y P . Thus, we modify the Montgomery trick to compute a product (2y P )(16y 3 P y 2P ) instead of (2y P )(2y 2P ). Defining E = (2y P )(16y 3 P y 2P ) and I = E −1 , we can obtain (2y P )
and (2y 2P ) −1 by
P y 2P )I. The remaining part of our quadrupling algorithm is identical to the two successive doublings.
Namely, we first calculate (2y P ) −1 and (2y 2P ) −1 , and then calculate λ 1 , x 2P , y 2P , λ 2 , x 4P , y 4P in this order. We show the detailed version of our quadrupling algorithm in the following.
Algorithm A: Quadrupling in affine coordinates.
Step 2. Computation of the inverses
We estimate the efficiency of our quadrupling algorithm.
Step 1 requires 3 squarings and 1 multiplication.
Step 2 requires 1 squaring, 4 multiplications and 1 inversion. Finally, Step 3 requires 3 squarings and 4 multiplications. Therefore, our quadrupling algorithm requires 7 squarings, 9 multiplications and 1 inversion.
A summary of the efficiency for quadrupling is shown [11] 7 squarings, 14 multiplications and 1 inversion Sakai and Sakurai (k = 2) [13] 9 squarings, 9 multiplications and 1 inversion proposed quadrupling 7 squarings, 9 multiplications and 1 inversion in Table 1 . Our quadrupling algorithm is more efficient than two successive doublings if one inversion is more expensive than 7.4 multiplications.
Formulae for Computing 2 k P
This section handles computation of a point 2 k P from P for arbitrary k. The sliding window method [5] is an extension of the 2 w -ary method, in which the window size is at most w. This method performs Y ← 2 i Y + vP, where v is the value of the current window, and i is the size of the current window plus the interval between the current window and its neighbor to the left. Therefore, the sliding window method requires computation of 2 k P for various k. Sakai and Sakurai [13] proposed an efficient algorithm for direct computation of 2 k P.
The Sakai and Sakurai's algorithm
As we have noted, this algorithm does not compute intermediate points 2P, 4P, . . . , 2 k−1 P in an explicit form. These intermediate points are stored in three terms, A i+1 , C i+1 , 2 i i j=1 C j . From these three terms, we can induce 2 i P = (x 2 i P , y 2 i P ) (1 ≤ i ≤ k − 1) by
and
The Sakai and Sakurai's algorithm requires only 1 inversion in Step 3. In addition, 4k + 1 squarings and 4k + 1 multiplications are required. We consider the following variant.
A variant of the Sakai and Sakurai's algorithm
INPUT: P = (x P , y P ) OUTPUT: 2 k P = (x 2 k P , y 2 k P ) Step 1. Compute 2 k−1 P by the Sakai and Sakurai's algorithm.
Step 2. Compute 2 k P by one doubling.
This variant obviously requires two inversions. We modify this variant using the Montgomery trick and other techniques.
(1) Applying the Montgomery Trick.
The variant of the Sakai-Sakurai's algorithm requires two inverses, (2
From (4) and the Sakai and Sakurai's algorithm, the following equations are satisfied † ;
Therefore, the following equations are induced. without performing inversions. So we modify the Montgomery trick for computing a product E = (Z 2 k−1 P )(2Y 2 k−1 P ). Also, letting I = E −1 . Then, two inverses (2
and (2y 2 k−1 P ) −1 are calculated as follows;
† These equations are equivalent to the definition of Jacobian coordinates (weighted projective coordinates). (5) and (6).
(2) Modified formula for computing λ.
Next, we will compute 2 k P = (x 2 k P , y 2 k P ) by one doubling. From (5) and (7), we induce the modified formula for λ as follows † :
The induced formula (8) are stored, we can calculate λ from (8) . Finally, we compute (x 2 k P , y 2 k P ) using x 2 k−1 P , y 2 k−1 P and λ. 
Algorithm B: Computing 2
k P in affine coordinates.
(Also storing aZ
and 8C
Step 4. Computation of (x 2 k P , y 2 k P ) λ = (3X
Here we estimate the efficiency of the variant of the Sakai and Sakurai's algorithm.
Step 1 requires 4k − 7 squarings and 3k − 6 multiplications. Step 2 requires 3 squarings and k multiplications.
Step 3 requires 1 squaring, 5 multiplications and 1 inversion. Finally, step 4 requires 2 squarings and 3 multiplications. Therefore, our algorithm for 2 k P We summarize the efficiency of the computation of 2 k P in Table 2 . In comparison with the Sakai-Sakurai's algorithm, our variant algorithm saves 2 squarings and requires 1 additional multiplication. Namely, our variant algorithm saves 0.6 multiplications.
Application to Scalar Multiplication
The window method repeatedly computes points of the form 2 k P, where k is sliding width to the next window. We consider the following three cases in implementation of computing 2 k P. In Case 1, only doublings are used. In Case 2, the Sakai and Sakurai's algorithm is applied for the computations of the form 2 k P. Similarly, In Case 3, Algorithm A (for k = 2) and Algorithm B (for k ≥ 3) are applied for 2 k P. For the three cases, we perform the following experiment. P is a random point on the elliptic curve, and d is a random scalar. We measure the execution time for computing a dP for 10,000 times and calculate the average. This experiment is performed on a PC which has Pentium III 700 MHz processor and uses an elliptic curve "NIST P-192" [12] defined over GF(p), where p is a 192 bit prime. Table 3 shows the average execution time of field arithmetics on GF(p). From this table, the ratio of a squaring to a multiplication is observed as 0.802, which verifies our assump- † From (4), aZ Table 4 . For every window length w, we use "width-w NAF" [14] to represent d. In this table, Case 3 has the least average execution time among the three cases.
We next show the experimental results of the 2 w -ary method in Table 5 . To avoid increasing the value of "windows," we use "width-2 NAF" [14] for the representation of d. Again, Case 3 has the least average execution time among the three cases.
One remarkable feature is that the improvement of execution time of Case 3 to Case 2 is relatively large (3.5%) when w = 2. This is because Algorithm A is always applied when w = 2, while Algorithm B is always applied when w ≥ 3. From Table 1 and Table 2 , we can see that Algorithm A reduces two squarings comparing to the Sakai and Sakurai's algorithm, while Algorithm B reduces two squarings but requires one extra multiplication. Therefore, the improvement of execution time is larger when w = 2.
On the other hand, in the case of the sliding window method, the improvement of execution time of Case 3 to Case 2 is small when w = 2. This is because both Algorithm A and Algorithm B are applied when w = 2 † . Table 6 shows the average number of field multiplications, squarings and inversions per one scalar multiplication. For example, in the case of the sliding window method (w = 2), Case 3 has 128.13(= 894.02 − 765.89) less squarings and 31.84(= 925.61 − 893.77) more multiplications than Case 2. From Table 3 , the effect of these reduced squarings and increased multiplications is estimated as 128.13 * 0.970 − 31.84 * 1.209 = 85.80 (µsec). We can expect the improvement of the execution time of the scalar multiplication by this amount. However, from Table 4 , actual improvement is 64(= 6918 − 6854) (µsec). It is considered that this discrepancy is brought by the field operations which we ignore in this paper (multiplication by small constant, addition, subtraction, etc). Similar discrepancy is observed for other window length w and the 2 w -ary method. † Width-w NAF always has sliding width more than w.
Conclusion
This paper has presented two algorithms for computing points of the form 2 k P which use the Montgomery trick. The one only works for k = 2, and the other works for an arbitrary natural number k. We have shown that the proposed algorithms are more efficient in comparison with existing algorithms.
