In this paper we introduce a stability radius for a wide class of linear in nite-dimensional time-varying systems under structured time{varying perturbations. A framework is presented which allows the same degree of unboundedness in the perturbations as in the generator of the nominal model. 
L(X;
The set of strongly measurable locally p-integrable X-valued functions on s; 1) L 1 (s; t; X) A systematic theory of in nite dimensional time{varying di erentiable equations _ x(t) = A(t)x(t) ; t 0 ; (1) where the A(t) are unbounded linear operators on a Banach space X, was initiated in the fties by Kato 14] . He approximated the fundamental solution of (1) by fundamental solutions corresponding to piecewise constant generators. Using the theory of holomorphic semigroups Tanabe 25] constructed a fundamental solution for (1) by representing the system generator as a time{ varying perturbation of a time{invariant generator. For both approaches an essential assumption is that A(t) generates a C 0 -semigroup for each t 0. This assumption | which we will not make | is also of basic importance in more recent treatments of evolution equations, A di erent approach has been developed by Lions 18] who assumed that A(t) is de ned via a time{varying bilinear form. In spite of these e orts the existence theory for solutions of time{varying equations (1) is by no means as well developed as that of time{invariant di erential equations where necessary and su cient conditions for unique solvability are given by the Hille-Yosida theorem.
The rst attempts to develop a stability theory for time{varying linear di erential equations in Banach spaces go back to the late forties. In 16] M.G. Krein extended results of Liapunov on second order systems with periodic coe cients to a Hilbert space setting. Over the next two decades the work on the stability of time{varying in nite{dimensional systems was mainly restricted to equations (1) with bounded A(t) 2 L(X), t 0, see 4] . Early contributions to the stability theory of systems with unbounded operators A(t) can be found in 5] and 26].
Our main objective is to investigate the robustness of exponentially stable systems (1) when the unbounded generator A( ) is subjected to various types of unbounded perturbations. A prerequisite for this is to secure the existence and uniqueness of solutions of the perturbed equation. However, we emphasize that in our analysis the question of existence and uniqueness is treated jointly with the problem of exponential stability. A separate treatment is possible (along the lines indicated in Remark 3.4) but is beyond the scope of the present paper. Clearly, such an analysis would be of independent interest and desirable from a systematic point of view.
Problems of robust stability rely for their solution on methods from both stability theory and perturbation theory. For the time{invariant case, there is a well{developed perturbation theory, see 10] , 15] , 19] , although the e ects of large perturbations on the system behaviour have not been so frequently studied in the literature 24] , 23]. In comparison the situation for time-varying systems is bleak. Phillips 21] has given an example where A generates a C 0 -semigroup on X, ( ) 2 C(R + ; L(X)) and for certain initial states x 2 D(A), there are no di erentiable functions x( ) such that _ x(t) = (A + (t))x(t), t 0, x(0) = x. Since we want to consider quite general perturbations we cannot, therefore, insist that the perturbed system has di erentiable solutions for every x 2 D(A).
We now proceed to specify the perturbation structures which we will consider in this paper.
Suppose that A(t) is subjected to perturbations of the output feedback type, i.e. there are Banach spaces X; X; U; Y with X X X (2) such that the perturbed system equations are of the form _ x(t) = A(t) + D(t) (t)E(t)] x(t) ; t 0 (3) where ( ) 2 PC b (R + ; L(Y; U)) is an unknown bounded time{varying disturbance operator and D( ) 2 PC(R + ; L(U; X)), E( ) 2 PC(R + ; L(X; Y )) are given operator-valued functions which describe the structure and unboundedness of the perturbation.
We will assume that the inclusions in (2) are continuous with dense ranges so that E(t) 2 L(X; Y ) may be viewed as an unbounded operator from X to Y and D(t) 2 L(U; X) as an unbounded operator from U to X. Moreover The idea of a stability radius was introduced in 12] for time{invariant nite dimensional systems. It is the size of the smallest perturbation which results in a time{invariant system (3) which is not exponentially stable. A fairly complete theory of the stability radius has been developed for both nite and in nite dimensional time{invariant systems over the complex eld C 12] , 23]. For time{varying systems the results are less satisfactory and there is no computable formula available for the stability radius. In the nite dimensional case lower bounds have been obtained in terms of an associated input-output operator and these have been improved by the use of scaling techniques 11], 13]. Here we extend this approach to in nite dimensional time-varying systems.
The organization of the paper is as follows:-In order to deal with uncertain parameters in the model we need a framework which allows for the same degree of unboundedness in the perturbations D(t) (t)E(t) as in the generator A(t). This is developed in x2 where we recall some notions from in nite dimensional systems theory 3] and discuss various relationships between a generator A( ) and an associated evolution operator ( ; ). We have already seen that it would be overrestrictive to assume that the perturbed system (3) de nes a well posed Cauchy problem. Therefore we renounce this requirement and introduce a mild version of the perturbed system equation. This leads us to the basic concept of a mild evolution operator. A disturbance is called admissible if the mild version of the perturbed system equation de nes a mild evolution operator. Based on this notion we introduce stability radii for a wide class of perturbed systems.
In the two subsequent sections we derive the main results of this paper. In x3 we specify conditions which enable us to determine a lower bound for the stability radius of an exponentially stable mild evolution operator ( ; ) under perturbations of a given structure (D; E). This lower bound is kL 0 k ?1 where L 0 is the input-output operator of the system x(t) = (t; 0)x(t) + Z t 0 (t; s)D(s)u(s) ds; y(t) = E(t)x(t); t 0:
The central problem here is to construct a perturbed mild evolution operator for every disturbance satisfying k ( )k 1 < kL 0 k ?1 . The conditions imposed in x3 are rather complicated so we specialize them to time{invariant systems and compare them with ones that have been given in the literature. In particular we see that if (A; D; E) is a regular system in the sense of Weiss ?], then our conditions hold. Moreover, under a slight additional assumption we are able to prove that the lower bound kL 0 k ?1 is in fact equal to the stability radius in a time{invariant setting when the ground eld K is complex. This theorem considerably improves the result in 24]. We also show that a time-invariant system cannot be destabilized by smaller time{varying perturbations than by constant disturbances.
Because of its generality a mild evolution operator is not necessarily representable as the fundamental solution of a time{varying di erential equation, nor is it necessarily associated with a generator. Therefore we introduce (in x2) the more restrictive notion of a weak evolution operator which has a generator and is associated with a di erential equation (although this equation is not necessarily well posed). This class of models lies between the class of strong evolution operators de ned by well posed Cauchy problems and the general class of mild evolution operators. In x4
we investigate under which conditions the perturbed mild evolution operator which exists and is unique for satisfying k ( )k 1 < kL 0 k ?1 is in fact a weak evolution operator. It turns out that the unboundedness of the perturbations has to be restricted to roughly`half of the unboundedness' of the weak generator. The precise result is given in Theorem 4.2. Specializing to time{invariant system we show that if the system (A; D; E) is in the so-called Pritchard-Salamon class 22], then again our conditions hold. We also examine in some detail the case where the nominal model is an analytic semigroup.
In x5 the notion of a Bohl transformation is extended to an in nite dimensional context and the behaviour of the stability radius under these transformations is investigated. We show that scalar Bohl transformations of the state may be used to improve the tightness of the lower bound. We also consider multiperturbations of the form
and introduce a stability radius for this wider class of structured perturbations. (4) may be written in the form (3) where ( ) has a diagonal structure. We are, therefore, able to apply the results of x3 and x4 to obtain a lower bound for the stability radius of multiperturbation problems. Moreover we show that scalar Bohl transformations of the state and arbitrary scalings of the inputs and outputs may be used to improve this lower bound .
In a nal x6 the applicability of the abstract results and conditions are illustrated by three examples: an uncertain time{varying system (1) with A(t) 2 L(X)) unbounded in time, a perturbed distributed parameter system described by a three{dimensional heat equation with uncertain conductivity (space dependent) and an interconnected system with perturbed subsystems and uncertain couplings.
De nitions
We begin by introducing a number of concepts which enable us to de ne the meaning of the nominal equation (1) and the perturbed system equation (3) . The concept of a weak evolution operator (De nition 2.4) will be fundamental in x4 while the weaker concept of a mild evolution operator is basic in x3 Proposition 2.3 Suppose (A) and that the Cauchy problem (5) is well posed. Then there is a (unique) family = ( (t; s)) (t;s)2? of bounded linear operators (t; s) 2 L(X) such that the solutions of (5) are given by x(t; s) = (t; s)x, for all x 2 D(A); s 0. Moreover has the following properties. 
The partial derivatives in (8) , (9) Note that the two equations (8), (9) hold if is a strong evolution operator whereas only (9) holds if is a weak evolution operator. In both cases the generator A( ) is uniquely determined outside of J by the evolution operator via in L(X) (by the Theorem of Banach{Steinhaus), whilst the second term tends towards ( )x 0 ( ). This concludes the proof.
If is a weak evolution operator on X it is not clear whether there exists a strong solution of the Cauchy problem (5) for every x 2 D(A). However, if there exists one then it is unique and it is given by the evolution operator. Proposition 2.6 Suppose ( (t; s)) (t;s)2? is a weak evolution operator on X with generator A( ) and x( ) solves (5) for given s 0; x 2 D(A). Then x(t) = (t; s)x. Proof: For s; t] R + n J by the previous lemma y( ) = ( t; )x( ) is di erentiable on ( s; t) with derivative y 0 ( ) = ? ( t; )A( )x( ) + ( t; )A( )x( ) = 0:
Now let J \ s; 1) = ft k g, t 1 < t 2 < : : : and set t 0 = s. We now turn to the perturbed system equation (3), i.e. we consider the Cauchy problem _ x(t) = (A(t)x(t) + D(t) (t)E(t))x(t) ; t s (11) x(s) = x:
In view of the above results it seems natural to assume that the nominal Cauchy problem (5) is well posed and to look for conditions on the perturbations which guarantee that the perturbed Cauchy problem (11) is again well posed with an associated strong evolution operator . However, even in the case where the nominal system is time{invariant and the time{varying perturbations D(t) (t)E(t) are bounded (X = X = X) one cannot guarantee that (11) has strong solutions. More precisely, if a time{invariant closed operator A generates a strongly continuous semigroup (S(t)) t 0 on X (hence a strong evolution operator (S(t ? s)) (t;s)2? ), D(t) = E(t) = I, t 0 and ( ) 2 C(R + ; L(X)) then it is possible that (11) has no di erentiable solutions for Our main aim in this paper is to de ne and examine a stability radius for (1) when subjected to a wide range of unbounded perturbations. If the perturbed Cauchy problem is required to be well posed we have just seen that the perturbation class needs to be restricted. Instead of following this path we will consider a mild version of the perturbed Cauchy problem (11) which allows us to admit perturbations D(t) (t)E(t) of the same degree of unboundedness as that of A(t). Later in x4 we will analyze the degree of unboundedness which can be admitted if we require the perturbed equation (11) to de ne a weak evolution operator.
To motivate the mild version of the perturbed Cauchy problem suppose that (11) has a strong solution x( ) with values in D(A), for some given s 0; x 2 D(A). Applying Lemma 2.5 we get (12) This is the \mild" version of the perturbed Cauchy problem (11) and to make sense of it we will specify some standing hypotheses. Since the generator A( ) does not appear in (12) this equation
can be considered as the perturbed system equation for a wider class of dynamical models described by mild evolution operators.
De nition The following proposition collects some basic properties of Bohl exponents which will be used thoughout this paper.
Proposition 2.12 Suppose that is a mild evolution operator on X, then: Proof: (i), (ii) and the equivalence \(a) , (b)" in (iii) can be proved in a similar manner to that in 4]. The implication \(a) ) (c)" being trivial it only remains to show that (c) implies (a). This is proved in 4] for the case where is generated by a bounded A and in 5] for the general case with p = 2. A slick proof for the case p = 2 is given in 3] and it is easy to see that this proof can be extended to any p; 1 p < 1.
The Bohl exponent of (1) is said to be strict if \lim sup" can be replaced by \lim" in (ii). 
with associated output function y(t; s; x; u( )) = E(t)'(t; s; x; u( )) = E(t) (t; s)x + E(t) (16) If we xt, the rst and the second term go to zero as t #t by the strong continuity of ( ; s). Now since ( ) < 1, there exists M such that k (t; )k M ; s t . Hence the last term goes to zero by the estimate
So x( ) is continuous from the right. Now x t and lett " t. The rst and the last term in (16) go to zero by the same arguments as before. Extending the integrand of the second term by zero to the xed interval s; t] it can be written in the form R t s f(t; )d where f(t; ) tends pointwise (in ) to zero ast " t (by strong continuity of (t; )), and its norm is bounded by the integrable function 2M kD( )u( )k X . Therefore lim Since in our context the operators D(t) and E(t) are unbounded, the integral in (14) is not well de ned without further assumptions. We introduce the following hypotheses (which will be supplemented later). Throughout this paper we suppose that 1 p < 1 is a given real number. (H1) X, X, X are Banach spaces such that X X X and the canonical injections X , ! X, X , ! X are continuous with dense ranges
(H2) ( (t; s)) (t;s)2? is a mild evolution operator on X, and for all t s 0, (t; s) can be extended to a bounded linear operator on X (again denoted by (t; s)).
(H3) For every u( ) 2 L p (0; t; U), t > 0, the map (t; )D( )u( ) from 0; t] to X is integrable in
X. An important role will be played by the input to state operators M s ; s 0
Note that because of (H3) the integral in (17) is well de ned (in X). The following hypothesis will be needed later and contains stronger assumptions than required for this section.
(H4) For every u( ) 2 L p (s; 1; U), s 0, (M s u)(t) 2 X for a.e. t s, t 7 ! (M s u)(t) is continuous on s; 1) with respect to the norm k k X , and there exists an exponentially bounded k(t) 0
De nition 2.14 Given a perturbation ( ) 2 PC b (R + ; L(Y; U)), a continuous function x( ) :
s; 1) ! X is said to be a mild solution of (12) 
(t; )x : 0; t] ! X is a uniform limit of the continuous functions (t; )x k : 0; t] ! X, hence it is continuous. The continuity of ( ; s)x on s; 1) for x 2 X is proved similarly. Now suppose that there exists a mild evolution operator ( ; ) on X such that for all t s 0 ( ; s)x 2 X ; for any x 2 X and a.e. 2 s; t] (19) kE( ) ( ; s)xk L p (s;t;Y ) kkxk X ; x 2 X (k 0 a constant) (20)
If x 2 X, there exists a sequence (x k ) in X which converges to x in X. By (20) the corresponding sequence (E( ) ( ; s)x k j s;t] ) in L p (s; t; Y ) is Cauchy for all t > s. We denote the limit in L p loc (s; 1; Y ) by
With this notation we conclude from (H3) and (H4) that x(t) = ( ; s)x is a mild solution of the perturbed equation (12) 3 A lower bound for the stability radius Throughout this section we will assume that ( ; ) is an exponentially stable mild evolution operator on X and 1 p < 1, M s de ned by (17) . In addition to the assumptions (H1){(H4) 
Then just as in (22) Our nal hypothesis concerns the input-output operator L s , where (24) is a consequence of the exponential stability of ( ; ).
(ii) If D( ) 2 PC b (R + ; L(U; X)), X = X, then (H2), (H3), (H5) and all but the rst statement in (H4) are satis ed.
(iii) If the conditions in both (i) and (ii) are satis ed then all of the hypotheses (H1){(H8)
hold.
We have the following result 
for some constant c > 0 (independent of t, s) and some exponentially bounded k (t). In particular, (t; s) : x 7 ! x (t; s; x) ; is a bounded linear operator on X for all t s 0 and
Next we show that satis es (19) , (20) and (21) . It follows from (H6) and (H4) that x (t; s; x) 2 X for all x 2 X and a.e. t s, s 0, whence (19) . By (H7), (H4) and (H8) E( )x ( ; s; x) 2 L p (s; 1; Y ) is well de ned for x 2 X; s 0 (making use of (25) (20) and (21) follow from (29) and (30). Now we show that is uniquely determined by the above properties. Suppose that (^ (t:s)) (t:s)2? is another mild evolution operator on X satisfying (19) , (20), (21 
Thus y( ) = y ( ; s; x) = E( ) ( ; s)x satis es y( ) = y 0 ( ;ŝ; (ŝ; s)x) + (Lŝ ŝ y( )) ( ):
Since this equation has a unique solution in L p (ŝ; 1; Y ) we conclude that y ( ; s; x) = y ( ;ŝ; (ŝ; s)x) = E( ) ( ;ŝ) (ŝ; s)x: Substituting in (36) for y ( ; s; x) and applying (30) we obtain (t; s)x = (t;ŝ) (ŝ; s)x:
We now show that ( ; s)x = x ( ; s; x) 2 C(s; 1; X) for all x 2 X; s 0 and (t; )x = x (t; ; x) 2 C(0; t; X) for all x 2 X, t > 0. The former statement is immediate since the rst term on the RHS of (30) First we x s. The rst and second terms on the RHS of (37) go to zero asŝ # s by the strong continuity of (t; ) and by (H4). By the same argument the term in brackets on the RHS of (38) goes to zero asŝ # s. Since ), however, we are not able to extend this evolution operator backwards to the interval 0; 1). Therefore we cannot exclude the possibility that the stability radius may be increased by restricting the data ( ; D; E) to intervals t 0 ; 1); t 0 > 0.
(ii) We have analyzed the existence of a perturbed evolution operator and its properties in the context of robust stability. In so doing we have not separated the problem of existence from that of stability. Therefore we assumed to be exponentially stable and imposed conditions in (H7), (H5), (H8) which enabled us to rst construct y ( ; s; x) via (28) and then x ( ; s; x) by (30) on an in nite interval s; 1). Our basic method could also have been applied on nite time intervals without the assumption that is exponentially stable. For example one would seek y ( ; s; x) as a xed point of (28) In Proof Setting y(t) = e {! 0 t H({! 0 )u we get y(t) = e {! 0 t u and (iv) Of course we cannot expect more than an inequality from Theorem 3.2 since it is concerned with time{varying systems and we know that equality does not hold even for scalar time{varying systems, see 11].
Perturbations of weak evolution operators
In this section we suppose that is an exponentially stable weak evolution operator with generator A and we look for conditions under which the perturbed mild evolution operator ( ; ) constructed in x3 is a weak evolution operator with generator A( ) + D( ) ( )E( ). An immediate problem is that D(t) (t)E(t)x may not be in X for any nonzero x 2 X; t 0. Hence we cannot expect to be a weak evolution operator on X. However for x 2 X; D(t) (t)E(t)x 2 X, so it may be possible to impose conditions which ensure that is a weak evolution operator on X. If this is to be the case an obvious rst condition is that is a mild evolution operator on X. And since we want to apply Theorem 3.2 we have to set X = X. So instead of the triple (X; X; X), in this section, we only consider the pair (X; X). As a consequence of setting X = X some of the hypotheses of Theorem 3.2 are automatically satis ed. For example, if is a mild evolution operator on X, then necessarily (H3) is satis ed (since D(t) 2 L(U; X); t 0). Also (H4) is satis ed with the exception of the requirements that k(t) be exponentially bounded and that u( ) 2 L p (s; t; U); s 0 implies (M s u)(t) 2 X for a.e. t s. We have, of course, paid the price for these advantages in that the unboundedness of the term D(t) (t)E(t) has been severely reduced.
In order to prove that is a weak evolution operator on X we need to impose further conditions. Obviously must be a weak evolution operator on X. is a weak evolution operator on X with generator A
(t) = A(t)+D(t) (t)E(t); t 0 and domain D(A ) = D(A).
In order to prove this theorem we will use the following lemmata. The rst shows that the hypothesis (H7) is inherited by the perturbed evolution operator . This completes the proof.
2
In order to illustrate the assumptions of the theorem we will discuss them in a time{invariant setting for the so called Pritchard{Salamon class of systems. This class was introduced in 22] in order to study linear quadratic optimal control for in nite{dimensional systems with unbounded input and output operators.
De nition 4. 
Remark 4.7 (i) If (60) (resp. (61)) hold for some t 1 > 0 (t 2 > 0) it can be shown that they hold for all t 1 (t 2 ) where k 1 ; (k 2 ) depend on t 1 ; (t 2 ). Moreover if S(t) is exponentially stable on X and X, then the k 1 (t 1 ) (resp. k 2 (t 2 )) may be chosen to be independent of t 1 (resp. t 2 ), see 27].
(ii) Since S( ) is a strongly continuous semigroup on X, (t; s) = S(t ? s) is a strong (and therefore a weak) evolution operator.
The properties of the class PS are chosen in order to guarantee that (in spite of the unboundedness of the operators D; E) bounded linear output feedbacks generate a C 0 -semigroup on X. More This proves (64).
As Note that, by the counterexample of Phillips 21] , we cannot, in general, expect to obtain a strong evolution operator or strong solutions of the perturbed system equation if is time{varying.
In 24], 23] the authors claim that if the conditions indicated in Remark 3.6 hold and if k k 1 < kL 0 k ?1 , then the perturbed semigroup S ( ) has the property that x(t) = S (t)x, x 2 D(A) satis es _ x(t) = (A + D E)x(t), t 0. However the proof is rather obscure and probably requires an additional condition like (60). We now illustrate the restrictions imposed by the various hypotheses (in this and the previous section) with the following time-invariant example. In particular we will see that the assumptions which guarantee that the perturbed evolution operator is exponentially stable and weak are far more restrictive than those which guarantee that it is exponentially stable and mild. 
Multiperturbations
In this section we extend the results of the previous sections from the single to the multi perturbation case. But before introducing the formal de nitions we brie y review the e ect of time-varying state transformations on mild evolution operators and stability radii. In order to derive a formula for the transformed evolution operator let us assume for a moment that is generated by a family A( ) of bounded linear operators on X and T( ) 2 PC 1 (R + ; U(X)).
Then the above transformation converts the system (1) into _x (t) =Â(t)x(t); t 0 
T(t); t 0:
The evolution operator of the system (68) iŝ (t; s) = T(t) ?1 (t; s)T(s); t; s 0:
The RHS of (69) makes sense for arbitrary mild evolution operators (t; s) on X and arbitrary time{varying transformations T( ) 2 C(R + ; U(X)). In this way (69) de nes a right group action of C(R + ; U(X)) on the set of mild evolution operators on X. We say that the mild evolution operator (t; s) de ned by (69) is obtained from the mild evolution operator (t; s) by application of the time{varying similarity transformation T = (T (t)) t2R + .
Since these transformations will not, in general, preserve stability properties, additional assumptions must be imposed if we want to use them in stability analysis. The following class of transformations preserves exponential stability.
De nition 5.1 (Bohl transformation) T( ) 2 C(R + ; U(X)) is said to be a Bohl transformation if inf n " 2 R; 9M " > 0 8 t; s 0 : kT(t) ?1 k kT(s)k M " e "jt?sj
The next example characterizes scalar Bohl transformations and shows that every time{varying scalar system can be made time{invariant via a Bohl transformation.
Example 5.2 Suppose ( ) 2 PC 1 (R + ; C ); C = C n f0g and let a(t) = _ (t)= (t); t 0, so that
The (ii) The Bohl exponent is invariant with respect to Bohl transformations.
(iii) Let be a mild evolution operator on X. If T( ) 2 C(R + ; U(X)) is a Bohl transformation 
is measured by
The e ect of multi-perturbations on mild evolution operators is most easily described by writing multi-perturbations in the form of a single perturbation. 
equations (72) and (21) . Indeed the scaling of the evolution operator and the structure operators 
Examples
In this nal section we consider three examples. The rst one is time-varying and illustrates that scaling transformations can be used to extend the applicability of the results as well as (possibly) improving the lower bound. A(t) = ?tA 2 L(H) are bounded for each t 0 but their norm kA(t)k is unbounded in time.
The strong evolution operator generated by A( ), (t; s) = e ?A(t 2 ?s 2 )=2 ; t s 0 ; satis es k (t; s)k Me ?! 0 (t 2 ?s 2 )=2 ; t s 0. We assume that (83) is a nominal model which is subjected to perturbations of the form A(t) ;
The operator A with domain D(A) = H 2 ( ) \ H 1 0 ( ) generates a strongly continuous semigroup S(t) on L 2 ( ) and for su cienly smooth initial data T 0 ( ), T( ; t) = S(t)T 0 is a classical solution of (87). We will use Lions' framework throughout this example without further reference. Now suppose that the conductivity k( ) is uncertain with nominal value k 0 (a space-independent positive constant). The nominal system can be written in the form _ x(t) = k 0 A 0 x(t), t 0 where A 0 = r 2 (the Laplacian with zero boundary condition). For simplicity we assume that on X = L 2 ( ), r 2 with zero Dirichlet boundary conditions has simple eigenvalues ? 1 > ? 2 The perturbations of the nominal system take the form
However this speci c perturbation structure cannot be catered for by our model (4) . We have to consider a more general structure. A natural one is D(t) = A 
n e ?k 0 n(t? ) u n ( )d 
then the closure of A ? B generates a contraction semigroup. (89) is a slightly weaker than our requirement that k k < k 0 . However we do not assume that the perturbation is accretive and our conclusion is di erent in that S ( ) is not necessarily a contraction semigroup but it is exponentially stable. Also our result is valid for time-varying ( ).
It is easy to see that the operator in (88) satis es B k 2 L(V; V ) and kB k k L(V;V ) kk( )?k 0 k L 1 ( ) .
So the mild solution of (87) will be exponentially stable if kk( ) ? since assumption (e) is also satis ed.
In the above examples we carefully matched the unboundedness in the structure operators with the unboundedness in A( ). Robust stability cannot be expected for structured perturbations whose unboundedness surpasses that of the nominal system generator. For example it would not be sensible to introduce structure operators D(t), E(t) in Example 6.1 which are unbounded operators on H. Similarly one should not introduce operators D(t) 2 L(U; X), E(t) 2 L(X; Y ) in Example 6.2 which are unbounded in time.
We conclude with an example of an interconnected system with uncertain couplings illustrating the e ect of scaling in a multiperturbation problem. Example 6.3 Suppose that we have two control systems both of which are uncertain, where the uncertainty can be modelled by a single perturbation structure. We write them formally as _ x i (t) = A i (t)x i (t) + D i (t) i (t)E i (t)x i (t) + B i v i (t) ; t 0 ; i = 1; 2 z i (t) = C i (t)x i (t) where v i ( ), z i ( ), i = 1; 2 represent the inputs and outputs. Now let us assume that the two systems are coupled via uncertain couplings v 1 (t) = K 1 (t)z 2 (t), v 2 (t) = K 2 (t)z 1 (t) so that the overall system takes the form " _ ; (t) = :
The nominal models are assumed to be given by exponentially stable mild evolution operators where u(t) = u 1 (t); v 1 (t); v 2 (t); u 2 (t)] > , u i ( ) 2 L 2 (0; 1; U i ), v i ( ) 2 L 2 (0; 1; V i ), i = 1; 2 and (L 11 u 1 )(t) = E 1 (t) 
