Abstract Dynamic rupture inversion is a powerful tool for learning why and how faults fail, but much more work has been done in developing inversion methods than evaluating how well these methods work. This study examines how well a nonlinear rupture inversion method recovers a set of known dynamic rupture parameters on a synthetic fault based on the 2000 western Tottori, Japan earthquake (M w 6.6). Rupture evolution on the fault is governed by a slip-weakening friction law. A direct-search method known as the neighborhood algorithm (Sambridge, 1999) is used to find optimal values of both the initial stress distribution and the slip-weakening distance on the fault, based on misfit values between known and predicted strong-motion displacement records. The yield stress and frictional sliding stress on the fault are held constant. A statistical assessment of the results shows that, for this test case, the inversion succeeds in locating all parameters to within ‫%41ע‬ of their true values. With the model configuration used in this study, the parameters located in the central rupture area are better resolved than the parameters located at the sides and bottom of the fault. In addition, a positive linear correlation between the mean initial stress and the slip-weakening distance is identified. The investigation confirms that dynamic rupture inversion is useful for determining rupture parameters on the fault, but that intrinsic trade-offs and poor resolution of some parameters limit the amount of information that can be unambiguously inferred from the results. In addition, this study demonstrates that using a statistical approach to assess nonlinear inversion results shows how sensitive the misfit measure is to the various parameters, and allows a level of confidence to be attached to the output parameter values.
Introduction
Catastrophic rupture of large earthquakes occurs when conditions on a fault plane achieve a critical configuration.
Finding out precisely what conditions existed on a fault at the time of rupture is a vital part of learning why and how faults fail and predicting where future earthquakes might strike. Because rupture parameters within the earth are difficult to measure in the field or replicate in the laboratory, numerical inversion of the rupture problem using near-fault strong-motion data is one of the strongest tools available for determining the details of a rupture and the conditions that caused it. Increasingly, dynamic models of spontaneous rupture propagation (e.g., Madariaga et al., 1998; are used to analyze strong-motion data. Unlike kinematic models (e.g., Cotton and Campillo, 1995; Zhang et al., 2003) , which prescribe a slip function that determines ground motions, a dynamic approach explicitly solves the mechanical problem of rupture, subject to plausible stress constraints, and can provide useful insights about how faults rupture.
In a dynamic fault rupture model, the stresses acting on the fault are specified, along with a set of constitutive equations describing how the material around the fault translates stresses into motion. In the case of spontaneous dynamic rupture propagation, rupture on the fault is completely determined by the stresses acting on the fault and the constitutive equations. The final slip, slip pattern, rupture velocity, and the radiated waves all emerge as solutions from the rupture problem.
To model dynamic rupture, physically plausible constitutive relations must be defined for the fault zone. A slipweakening friction law (Ida, 1972; Andrews, 1976; Day, 1982) is commonly used. According to this law, frictional resistance to slip holds the fault locked until the shear stress reaches a critical level, known as the yield stress. Once slip begins, the shear stress decreases linearly, over a finite length called the slip-weakening distance, to a dynamic frictional sliding level. The slip-weakening distance is introduced to maintain finite levels of stress and slip rate at the rupture front. Earthquakes are sensitive only to changes in the stress state on a fault rather than to the absolute level of stress, so the frictional sliding stress is often set to 0, and all other stresses are defined relative to this mark. The slip-weakening relation is then completely parameterized by the yield stress (T u ) and the slip-weakening distance (D c ). T u , D c , and the initial stress (T e ), are the dynamic rupture parameters used in this study. Together, these parameters shape the rupture pattern on the fault and the resulting radiated waves.
Spontaneous dynamic rupture is a strongly nonlinear problem for which no simple analytical solution exists, so determining the dynamic rupture parameters from seismic data requires a nonlinear, numerical inverse procedure. The inverse procedure typically works as follows. Initial guesses of the rupture parameters are incorporated into a forward model that propagates rupture according to a three-dimensional elastic wave equation, and the resulting ground motions are compared with observations. Parameter values are refined by an iterative process in which the parameter space is sampled by an efficient direct-search algorithm, and each set of values found is plugged into the forward model until a good match to the observed seismic waveforms is achieved. A direct-search algorithm is employed instead of a gradient method because the relationship between the dynamic rupture parameters and the strong-motion records can be extremely nonlinear. The use of nonlinear dynamic inversion methods to infer fault characteristics from strongmotion data has been shown to yield promising results , but so far, no systematic appraisal of the inversion process has been done to determine its specific capabilities and limitations. Like other geophysical inverse problems, the solutions to strong-motion dynamic inversions are not necessarily unique, and furthermore, all parameters cannot be determined equally well. To make meaningful inferences about the state of a fault from dynamic inversion results, it is extremely important to be aware of the possible ambiguities in the results and to acknowledge when parameters might not be well constrained by the inversion.
This study tests how well a nonlinear inversion method reproduces a known set of dynamic rupture parameters from synthetic strong-motion displacement records. The parameters used to generate the known ground-motion response are based on inversion solutions of data from the 2000 western Tottori, Japan earthquake (M w 6.6) S. M. Corish, C. R. Bradley, and K. B. Olsen, unpublished data, 2005) . There are two reasons for using a synthetic set of dynamic rupture parameters for this test. First, the parameters are known exactly and therefore provide an explicit point of comparison for the inversion results, and second, the inversion parameters can be defined in precisely the same terms as the true parameters, thereby isolating the inversion problem itself from errors due to unknowns in the real earth.
Comparison of the inversion results with the true parameters offers a quantitative determination of the ability of the inversion process to resolve the known parameters. Further, a statistical analysis of the results demonstrates how well each parameter can be constrained by the inversion, and gauges ambiguity, in the form of trade-off between parameters. The findings from this study can be applied to more complex inversions using real data.
Method
The inversion is carried out using a direct-search method known as the neighborhood algorithm (Sambridge, 1999) , which concentrates the parameter search in nearestneighbor regions about the current best-fitting parameter sets. This algorithm has been used previously to invert strong-motion data for a heterogeneous initial stress distribution on a fault ). In the current investigation, the neighborhood algorithm is used to find optimal values of both initial stress and slip-weakening distance parameters on a fault, based on least-squares misfit values between the known and computed seismograms.
Sambridge's neighborhood algorithm works as follows: (1) an initial group of n so sets of parameters is generated randomly, using uniform random sampling in the multidimensional parameter space (see Table 2 for parameter ranges). (2) The forward dynamic rupture simulation is run for each generated set of parameters, and misfit values are calculated, based on a comparison between the computed and "true" seismograms. (3) The entire parameter space is divided into nearest-neighbor regions about each set. Each nearest-neighbor region consists of all points in the space that are closer to a particular set than to any other, as defined by an L 2 norm. (4) The misfits of all the parameter sets are ranked, and n s new parameter sets are generated in the nearest-neighbor regions about the n r sets with the lowest misfit values. The process is repeated until an acceptable convergence is reached.
The neighborhood algorithm has several advantages over other direct-search methods. First, exploitation of the nearest-neighbor construct quickly guides the search to good-fitting areas of the parameter space: in each iteration, sampling is concentrated in the regions of the parameter space that have produced better fits to the true seismograms. Second, only two control variables are required to configure the search: n s , the number of new sets of parameters generated per iteration, and n r , the number of nearest-neighbor cells resampled in each generation. In the current investigation, n s ‫ס‬ 40 and n r ‫ס‬ 14 were found, after some experimentation, to provide a good balance between the speed of convergence and the exhaustiveness of the search.
Spontaneous propagation of a dynamic rupture constitutes the forward problem. Rupture occurs on a vertical, planar fault within a three-dimensional medium. The forward problem is solved by applying a fourth-order, staggered-grid finite-difference scheme to a velocity-stress formulation of the three-dimensional elastic wave equation (Olsen, 1994; Graves, 1996) . The finite-difference implementation largely follows Madariaga et al. (1998) , but the fault-plane boundary condition has been updated to a more accurate stressglut formulation (Andrews, 1999) . *V p is the P-wave velocity, V s is the S-wave velocity, q is the density, and D z is the layer thickness. From the velocity structure for the Tottori, Japan region (Yagi, 2001 ).
The earth model, containing the fault and nine nearby strong-motion stations, is 40 km parallel to the fault strike, by 40 km perpendicular to strike, by 16 km deep. The fault itself strikes 150Њ, and extends 24 km along strike and 15 km down dip (vertical) . Rupture proceeds in a left-lateral sense. The top of the fault is 1 km below the surface, and the hypocenter is located at a depth of 11 km. The grid spacing used in the model is dx ‫ס‬ 500 m (Fig. 1) . Current computational resources prevent using much smaller grid spacing for the forward simulation because, for the finite-difference scheme used here, computational cost increases with the fourth power of the grid spacing. Thus, decreasing the grid spacing to 100 m increases the computation time by a factor of 625. However, it will be demonstrated that the 500-m grid produces results that are comparable to those produced by a 100-m grid.
The velocity structure used for the Tottori region is shown in Table 1 . The stability criterion for the finitedifference approximation requires that v max ‫ן‬ dt/dx Ͻ 0.5, where v max is the maximum P-wave velocity encountered in the medium (Moczo et al., 2000) . From Table 1 , v max is 6.5 km/sec, and dx ‫ס‬ 500 m, so dt ‫ס‬ 0.025 sec satisfies the criterion. The finite-difference calculations are carried out every 0.025 sec for a total of 20 sec.
A free-surface boundary condition (FS2 of Gottschaemmer and ) is included along the top surface of the earth model, and an efficient, perfectly matched layers (PML) absorbing boundary condition (Marcinkovich and Olsen, 2003 ) is imposed along the remaining grid boundaries to minimize unphysical wave reflections from the sides of the model. A stress-glut condition, which computes the slip and the slip rate on the fault from the fault-plane strain (Andrews, 1999) , is imposed at the fault-plane boundary.
Rupture is initiated artificially by lowering the yield stress to zero in a 2.5-km-square patch at the hypocentral location. A 3-sec time window is allowed for a particular parameter set to induce rupture; if a rupture does not initiate within this time, the parameter set is assigned a high misfit value and the inversion moves to the next set. After initiation, further evolution of the rupture is controlled entirely by the dynamic rupture parameters: the initial stress (T e ), the slip-weakening distance (D c ), and the yield stress (T u ). The fault is restricted to moving in a left-lateral direction; that is, the fault is not permitted to slip backward or vertically.
The synthetic parameters to be matched are strongly related to inversion solutions of data from the 2000 western Tottori earthquake Corish et al., unpublished data, 2005) . To maintain a strong resemblance to the real Tottori earthquake, the synthetic earth model also closely preserves the geometry and station distribution of the original fault (Figs. 1 and 2). The Tottori earthquake was chosen because of the wealth of high-resolution strongmotion data recorded near the fault and because of the relative simplicity of the rupture history suggested by kinematic inversion studies (Dalguer et al., 2002; Iwata and Sekiguchi, 2002; Mikumo et al., 2003) . The synthetic fault is composed of 18 rectangular cells, 4 by 5 km in size, each of which assumes a separate initial stress value between ‫2מ‬ and 5 MPa (Fig. 3) . These fault patches are numbered from 1 through 18 in Figure 3 and will be referred to by number later in this article. In addition, a faultwide slip-weakening distance of 0.41 m and a uniform yield stress of 5 MPa are adopted. This parameterization allows a heterogeneous stress distribution on the fault but limits the number of parameters to a manageable number for the inversion. In the following discussion, the synthetic parameters used as the target for the inversion are called the "true parameters" or the "target parameters." The rupture history for the true parameters is shown in Figure 4 . Rupture begins in a patch near the middle of the fault, and expands outward as the energy released during rupture pushes the stress level on the fault past the yield stress of the material. As the slip at a point on the fault increases, the stress at that point decreases to the dynamic sliding level, which is zero in this case. The rupture ends after about 7 sec.
The fault is parameterized in the same way for the inversion as for the target fault. The parameters sought include all 18 initial stress values, with allowed values between ‫2מ‬ and 5 MPa, and the slip-weakening distance, which has an allowed range of 0 to 1 m. The initial stress range was chosen by trial and error from inversions of real strong-motion data from the Tottori earthquake (Peyrat et al., 2001; , and the domain for the slip-weakening distance is roughly based on the range of slip-weakening distances that have been found by several methods for Tottori and other earthquakes (e.g., Papageorgiou and Aki, 1983; Ide and Takeo, 1997; Mikumo et al., 2003) . For simplicity, the yield stress is held fixed in this inversion. Parameter selection is performed by using uniform random sampling within the regions defined by the nearest-neighbor cells. The parameters are permitted to vary independently from one another, and all parameters are weighted equally.
Least-squares misfit values are calculated between the known ground motion and the waveforms derived from each parameter set found by the neighborhood algorithm. A minimum of five grid points per wavelength is required to ensure accuracy of the fourth-order finite-difference scheme (Moczo et al., 2000) . From Table 1 , the minimum S-wave velocity is 2350 m/sec, and if the smallest wavelength permitted is 2500 m, then the maximum resolvable frequency from the model is 0.94 Hz. Accordingly, the data are bandpass filtered between 0.05 Hz and 0.9 Hz using a fourthorder, single-pass Butterworth filter. The misfit between the filtered waveforms takes the form:
where the sums are taken over time. A uniform phase shift representing up to 3 sec for each seismic station is also permitted, and is subtracted before the misfit calculation is per- plane showing the synthetic true parameters. Initial stress values range from ‫2מ‬ to 5 MPa (see Table 2 for a complete listing), and the slip-weakening distance is a uniform 0.41 m. The yield stress is 5 MPa across the fault, except in the 2.5-km-square rupture patch, where the yield stress is set to zero to induce rupture artificially. For the inversion, the yield stress is kept constant, but the initial stress values and slipweakening distance are permitted to change. Numerals 1 to 19 are parameter indices that are referenced in the text and in other figures.
formed. Such a shift allows the inversion algorithm to recognize parameter values that are close to, but not exactly the true values as decent fits, since a main consequence of slightly perturbing parameter values is to introduce a phase shift in the waveforms. The shift asymptotically approaches zero as the misfit decreases.
Results
Preliminary results suggested that the neighborhood algorithm, like many other inversion schemes, is somewhat susceptible to local minima in the misfit surface. Although this effect is slight compared with the susceptibility of linear inversion methods, it is possible that results from a single inversion could be misleading. For this reason, a total of five 400-iteration inversions, identical except for the random seed used to initialize the search, were performed, and the results from all five inversions were combined. In all, more than 80,000 distinct combinations of parameters were considered. On 40 processors of the TeraGrid Itanium2 Linux cluster at the San Diego Supercomputing Center, each 400-iteration inversion took about 15 hr to complete. The finitedifference forward simulations took more than 99% of the computation time.
The minimum misfit per iteration is an indication of how efficiently the search algorithm finds good-fitting areas of the parameter space. This curve is plotted for each of the five inversions in Figure 5 . In all five cases, the misfit decreases rapidly in the early stages of the inversion, but starts to level off as the iterations progress and never reaches a zero value. Performing additional iterations does not significantly improve the misfit. The neighborhood algorithm efficiently focuses the search into good-fitting regions of the parameter search during the first iterations, but its effectiveness drops as the search is narrowed. This drop in performance is a symptom of the strong nonlinearity of the dynamic rupture problem: if the correct solution is near a solution with a relatively high misfit, the exact solution might be assigned to a high-misfit nearest-neighbor cell, and passed over as the search progresses.
Because of the difficulty of arriving at a zero-misfit solution, it is important to collect information about the areas of the parameter space that generate low misfits to the known waveforms. A low misfit can be produced by a combination of several well-matched parameters and a few that are not well matched, and results with equally good-fitting seismograms often have different combinations of well-and poorly matched parameters. Thus, rather than relying exclusively on a single result for inferences about the state of the fault, it is preferable to perform a statistical analysis of a larger sample of results. Not only does such an analysis produce more robust estimates of the parameter values than examination of a single result, but it also delivers much more information about the relationship between the dynamic rupture parameters and the ground motion. For example, a statistical analysis reveals which parameters are well or poorly resolved by the inversion, which parameters contribute most strongly to the misfit, and what trade-offs between parameters might limit the amount of information that can be extracted from the data. Table 2 and Figures 6 and 7 display some statistics of the 10% of parameter sets, or 8000 sets, with the lowest misfits to the true data. The 10% cutoff was chosen to illustrate the characteristics of the good-fitting areas of the parameter space, but different cutoff levels, say 5% or 20%, yield similar results. The mean parameter error, defined as err ‫ס‬ |x ‫מ‬ x 0 |, where x is the mean value of a parameter calculated from the top 10% of results, and x 0 is the true value of that parameter, is less than ‫%41ע‬ of the allowed range for each parameter for the 8000 best model sets. Figure 6 shows that the mean initial stress distribution of the best-fitting 10% of results captures the central stress asperity in the input parameters well, but that the error increases toward the edges of the main rupture area (compare with 2 , displays a similar pattern: the variance is low in the central rupture area and increases toward outlying areas of the fault. Negative correlations occur between both the errors and the variances of the initial stress values with the total amount of slip in each region on the fault. This result is expected, as regions of the fault with high slip contribute more strongly to the ground motion than do regions with low slip, and therefore have a larger influence on the strong-motion records. Also, the parameter error and variance increase with depth, suggesting that the surface stations used for the inversion have trouble resolving the deeper parameters. Figure 7 shows the distribution of parameter values in the 8000 best-fitting results. Most of the distributions are peaked around the true value of the parameter, confirming that, statistically, the inversion successfully locates the target values for most of the parameters. The parameters for which the distribution is not peaked near the true values are confined to the edges of the rupture area and the bottom of the fault. These parameters tend to have diffuse distributions, 
, for the top 10% are also shown. These results, along with the analogous results for the slip-weakening distance parameter, are also detailed in Table 2. suggesting that they are poorly constrained by the inversion. Parameters will be poorly constrained if they do not contribute strongly to the observed ground motion. That is, if changing a parameter's value has little effect on the waveforms observed at the surface stations, then the misfit should be relatively insensitive to that parameter.
An indication of the misfit's sensitivity to the individual parameters is shown in Figure 8 . Starting from the bestfitting parameter set from the inversion, a single parameter is replaced in turn by a series of values spanning the entire parameter range. As one parameter is perturbed, all others retain their original values. After each change, a forwardrupture simulation is run and the misfit response is measured. If the misfit is very sensitive to a particular parameter, a strong change in the misfit value is expected as the parameter is perturbed. On the other hand, if the misfit is insensitive to a parameter, the misfit should remain flat as the parameter value is adjusted. In agreement with Figures 6 and 7 , the misfit seems to be most sensitive to the parameters in the center of the fault, and especially to the parameters in the rupture nucleation area. Sensitivity drops off considerably at the sides and bottom of the fault. Nearly flat responses are observed for parts or all of the ranges for parameters 1, 7, 13, 14, and 18. Considering only the misfit values, the set of parameters containing a value of ‫2מ‬ MPa for parameter 13 is nearly indistinguishable from the set containing a value of 3.5 MPa for the same parameter. Thus, for low-sensitivity parameters, there is not enough information in the waveforms for the inversion to identify the exact solution. A limitation of our computational scheme is illustrated here. We are band limited in the forward modeling and limited to a realistic representation of the station distribution. As a result, the nonideal station distribution cannot resolve portions of the rupture plane and the frequency limits on the seismograms limit our ability to capture the precise rupture timing.
Correlations among parameters are not included in the misfit sensitivity analysis. The misfit might respond differently to a change in a combination of parameters than it does to changes in single parameters. For example, performing the misfit-sensitivity test starting from a different starting set: the mean of the top 10% of results, rather than the best-fitting result, gives misfit-response curves similarly shaped to the ones shown in Figure 8 , but the preferred slip-weakening distance changes by 20 cm, from 0.55 m to 0.35 m. In fact, the slip-weakening distance is correlated with the initial stress parameters because both parameters influence the slip at a particular point on the fault, and a change in the mean initial stress value favors a different slip-weakening distance. Figure 9 plots the slip-weakening distance from the top 10% of parameter sets versus the faultwide mean initial stress. A positive, linear correlation exists between the two: the linear correlation coefficient is R ‫ס‬ 0.61, and a linear regression for the data gives the relationship D c ‫ס‬ 0.31T e ‫מ‬ 0.44, where D c is in meters and T e is in megapascal. Previous work has shown that intrinsic trade-off exists between the yield stress and the slip-weakening distance (Guatteri and Spudich, 2000) and between the yield stress and the initial stress (Peyrat et al., 2001 . The results of the current study confirm that a trade-off between the slip-weakening distance and the mean initial stress also exists.
It has been suggested that dynamic rupture simulations should be performed with grid spacings small enough to capture changes in the slip rate and rupture velocity within the slip-weakening zone at the tip of the fault. The slipweakening zone is defined as the part of the fault behind the rupture front where the stress is decreasing from the static yield stress to the dynamic frictional sliding level. For the stress-glut formulation, roughly 10 grid points should span the slip-weakening zone (Dalguer and Day, 2006) . For a crack advancing with negligible velocity, the size of the slipweakening zone is given by (Day et al., 2005) :
where l* is the effective elastic modulus of the material appropriate for a mode II or mode III crack, and T f is the dynamic frictional sliding stress, which, in this study, is 0. Under conditions of negligible velocity, the synthetic fault modeled here has a slip-weakening zone of about 800 m, suggesting that a grid spacing of about 80 or 100 m is desirable. Because of the time required to perform each forward simulation, the grid spacing used in this investigation, 500 m, is at least five times larger than the 80-to 100-m guidepost. To quantify the differences introduced by running the forward simulation at 500 m instead of 100 m, the model is adapted to a 100-m grid and the forward problem for the true parameters is rerun. The seismograms associated with the 100-m true model and those of the 500-m true model are compared in Figure 10 . Both sets of seismograms are bandpass filtered between 0.05 Hz and 0.9 Hz. The misfit between these seismograms is 0.210, a value that would place the 100-m solution among the top 5% of the results for the 500-m inversion. Most of the misfit is in the form of a time delay of about 0.35 sec for the 500-m waveforms relative to the 100-m arrivals. In order to compensate for the slower rupture propagation time for larger grid sizes, a 500-m grid would likely underestimate the slip-weakening distance, or slightly overestimate the initial stress values present in the real earth. Either of these alterations would effectively speed up the rupture evolution.
Discussion and Conclusions
The dynamic rupture parameters on a fault, including the initial stress and slip-weakening distance, are important keys to predicting where and when the fault will fail, but they are difficult to estimate from field observations. Seismologists are often left to infer these parameters from the results of numerical inversions of large earthquakes. As dynamic inversions become more widely used to match real data, the need to recognize the specific capabilities and limitations of these methods takes on a greater importance. To date, much more work has been done to develop methods of dynamic rupture inversion than to assess how well these methods work. The investigation presented here has addressed the latter problem.
Nonlinear inversion problems are challenging because the relationship between the misfit and the parameters is often complicated and unpredictable, and simultaneously inverting for many parameters compounds these difficulties. Because of the strong nonlinearity of the dynamic rupture problem, and the impossibility of conducting an exhaustive search of the parameter space, the chances of finding an exact solution for the parameter values are very slim. However, using a parameter search method such as the neighborhood algorithm, it is possible to localize the parameter estimates to reduced areas of the parameter space near the true values. The results of this study have shown that both the initial stress and the slip-weakening distance values can U is the fault-parallel direction, V is fault-perpendicular, and W is vertical. The solid black trace shows the ground motion for the true parameters calculated at a grid spacing of 500 m, and the dotted red line shows the ground motion for the same parameters calculated at 100-m grid spacing. The misfit between the two sets of strong-motion records is 0.210. be estimated, within a reasonable amount of error, from a statistical analysis of the low-misfit inversion results. Averaging many good-fitting results from several independent inversions yields robust estimates of the true parameter values, and examining the distributions of the parameters in the sample gives a good idea of how well each parameter is resolved. The results of rupture inversions frequently are reported as a single set of parameter values or a small collection of these sets that represent the best fit to the seismic data, but this study indicates that a statistical evaluation of a larger set of results is much more powerful.
Assessment of the inversion results also reveals that different combinations of parameters can have misfits similar to the observed ground motion. For instance, there is a tradeoff between the mean initial stress on the fault and the slipweakening distance that precludes identification of the exact values of either quantity based on strong-motion records. This trade-off occurs because both the initial stress and the slip-weakening distance affect the amount and timing of slip on the fault. For instance, slip at a point on the fault increases with the stress drop (T e ‫מ‬ T f ) and decreases with increasing slip-weakening distance. Various combinations of the initial stress and the slip-weakening distance can result in very similar slip response, and the ground-motion data are unable to identify the exact combination present in the target parameters. This limitation must be acknowledged when reporting dynamic inversion results.
Uncertainties in the earth model are not addressed by the current study because the inversion setup is an exact replica of the true model. For inversions of real data rather than synthetic data, however, there are many more, and often unknown sources of error caused by approximating the earth by an idealized model. Potential sources of error include oversimplification of the parameters, inaccuracies in the velocity structure, misrepresentation of the fault geometry on a rigid grid, station distribution, specific site effects for each station, and failure to model accurately any inelastic behavior of the materials. Despite these complications, however, many of the methods used in this study have direct applications to inversions from real data. For instance, although an error measure like the one shown in Figure 8 cannot be calculated when the true parameters are unknown, it is possible to calculate the variance in a subset of the inverted parameters. Although the correlation between variance and error is not exact, the variance in the inversion results does give some idea as to the ability of the inversion to determine reliable parameter values. If the variance for a parameter is high, then the parameter is probably poorly constrained by the inversion. If it is low, however, caution is still warranted in interpreting the results. A low variance could be due to a persistent local minimum or trade-off between parameters. Misfit response curves like the ones in Figure 10 can also be constructed from real-data inversion results. Such plots can further help to separate well-constrained parameters from those that are poorly constrained, and can also be used to mark out the shape of the good-fitting portions of the parameter space. However, these plots too must be treated with caution because correlation between the parameters might strongly affect the shape of the misfit-response curve.
Dynamic rupture inversion is a useful tool for understanding how fault-plane conditions combine to cause earthquake ruptures. However, before any interpretations about the system modeled can be made with confidence, it is imperative to recognize what limitations in the data, the model, or the inversion method might preclude identification of the actual parameters. Typically, the best-fitting parameter sets discovered by an inversion command the most attention, but in fact, a comprehensive examination of a larger set of results is much more informative. Details of the parameter space resolution, potential trade-offs between parameters, and certain pitfalls in the inversion process can be identified only by examining the variations among a large group of results. Including a systematic assessment of the inverted solutions as a regular part of the inversion process will help to extract more information about the dynamic rupture parameters from the inversion, and will also help to identify where more research is needed to further understand fault rupture.
