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POTENTIAL OPERATORS
ASSOCIATED WITH JACOBI AND FOURIER-BESSEL EXPANSIONS
ADAM NOWAK AND LUZ RONCAL
Abstract. We study potential operators (Riesz and Bessel potentials) associated with classical Jacobi
and Fourier-Bessel expansions. We prove sharp estimates for the corresponding potential kernels. Then
we characterize those 1 ≤ p, q ≤ ∞, for which the potential operators are of strong type (p, q), of weak
type (p, q) and of restricted weak type (p, q). These results may be thought of as analogues of the
celebrated Hardy-Littlewood-Sobolev fractional integration theorem in the Jacobi and Fourier-Bessel
settings. As an ingredient of our line of reasoning, we also obtain sharp estimates of the Poisson kernel
related to Fourier-Bessel expansions.
1. Introduction
The classical fractional integral operator (also referred to as the Riesz potential) is given by
Iσf(x) =
∫
Rd
‖x− y‖2σ−df(y) dy, x ∈ Rd;
here d ≥ 1 and 0 < σ < d/2. The integral defining Iσ converges for a.a. x ∈ Rd provided that f ∈ Lp(Rd)
and 1p >
2σ
d . For sufficiently smooth functions f , Iσ coincides up to a constant factor with (−∆)−σ, where
∆ is the standard Laplacian in Rd and the negative power is defined by means of the Fourier transform.
A basic result concerning mapping properties of Iσ is the Hardy-Littlewood-Sobolev theorem, see e.g. [34,
Chapter V], which says that Iσ is of weak type (1,
d
d−2σ ) and of strong type (p, q) when
1
q =
1
p − 2σd and
p > 1 and q <∞. One can also check that Iσ is of restricted weak type ( d2σ ,∞) and that these mapping
properties are sharp in the sense that Iσ is not of strong type (1,
d
d−2σ ), not of weak type (
d
2σ ,∞) and
not of restricted weak type (p, q) when 1q 6= 1p − 2σd (see [36, Chapter V] for the terminology).
Weighted estimates for Iσ with power weights were studied in [35], and with general weights by several
authors, see for example [33] and references therein. On the other hand, numerous analogues of Iσ
have been investigated in various settings, including metric measure spaces, spaces of homogeneous type,
orthogonal expansions, etc., see e.g. [2, 7, 8, 16, 17, 18, 21, 22, 24, 25, 31], and references in these papers.
Lp − Lq estimates for such operators are of interest, for instance, in the study of higher order Riesz
transforms and Sobolev spaces in the above mentioned contexts. Recently some Lp − Lq bounds for
the potential operator in the context of Jacobi expansions, as well as vector-valued extensions for that
operator, were obtained in [10]. Another recent result in this spirit can be found in [32], where a sharp
description of Lp−Lq mapping properties of the potential operator associated with the harmonic oscillator
(the setting of classical Hermite function expansions) was established.
The aim of this paper is to obtain similar characterizations of Lp−Lq mapping properties of potential
operators in the contexts of classical Jacobi and Fourier-Bessel expansions. These settings are in principle
one dimensional, but have a geometric multi-dimensional background. More precisely, the Fourier-Bessel
framework with half-integer parameters of type ν is related to analysis in the Euclidean unit balls of
dimensions dν = 2ν + 2, see [15, Chapter 2, H] and [26]. In the Jacobi setting there are two parameters
of type, α and β. When they are equal and half-integer, the Jacobi context is related to analysis on the
Euclidean unit spheres of dimensions dα = 2α+ 2 = 2β + 2 = dβ , see [29, Section 3]. If the half-integer
parameters are different, say α > β, then the geometric connection is more complex and involves the unit
spheres of dimensions dα and unit discs of dimensions dβ inside those spheres, see [3]. The ‘geometric’
dimensions dν , dα and dβ manifest in our results, and the interplay between them and the ‘physical’
2010 Mathematics Subject Classification: Primary 42C10, 47G40; Secondary 31C15, 26A33.
Key words and phrases: Jacobi expansion, Jacobi operator, Fourier-Bessel expansion, Bessel operator, potential operator,
Riesz potential, Bessel potential, negative power, fractional integral, potential kernel, Poisson kernel.
The first-named author was supported in part by a grant from the National Science Centre of Poland. Research of the
second-named author supported by the grant MTM2012-36732-C03-02 from the Spanish Government.
1
2 A. NOWAK AND L. RONCAL
dimension d = 1 is an interesting and important aspect of the theorems dealing with mapping properties
of the potential operators.
The main results of the paper are characterizations of those 1 ≤ p, q ≤ ∞, for which the Jacobi and
Fourier-Bessel potential operators are of strong type (p, q), of weak type (p, q) and of restricted weak
type (p, q), see Theorems 2.3, 2.4, 2.7, 2.8 in Section 2. Comparing to the Hardy-Littlewood-Sobolev
theorem, the Jacobi and Fourier-Bessel potential operators possess better mapping properties. This is,
roughly speaking, thanks to the finiteness of the measures involved, and also due to the fact that spectra
of the Jacobi and Fourier-Bessel ‘Laplacians’, being discrete, are separated from 0 (assuming in the Jacobi
case that the parameters of type satisfy α + β 6= −1). The proofs are based on sharp estimates for the
corresponding potential kernels, which we also obtain in this paper, see Section 2. The latter depend
on sharp estimates for the associated Poisson kernels, which in the Jacobi case were found recently in
[29, 30], and for the Fourier-Bessel case are established in this paper (Theorem 2.5).
The frameworks considered in this paper can be described in a unified and more general way as follows.
Let X ⊂ R be a finite interval equipped with a measure µ. Let {ϕn : n ≥ N}, N = 0 or N = 1, be an
orthonormal basis of L2(X, dµ) consisting of eigenfunctions of a second order differential operator L (a
‘Laplacian’),
Lϕn = λnϕn, n ≥ N.
In each of our settings λn are nonnegative, increasing in n, have multiplicities 1, and λn ≃ n2 as n→∞.
Moreover, there is a self-adjoint extension of L, still denoted by the same symbol, whose spectral resolution
is given by the ϕn and λn.
Assuming that the bottom eigenvalue is nonzero, we consider the negative powers
L−σf =
∑
n≥N
λ−σn 〈f, ϕn〉µ ϕn,
where σ > 0. For f ∈ L2(dµ) the above series converges in L2(dµ) and defines a bounded linear operator.
Formally, L−σ can be written as an integral operator, which we denote by Iσ,
(1) Iσf(x) =
∫
X
Kσ(x, y)f(y) dµ(y),
where the kernel Kσ(x, y) can be expressed by the associated heat kernel or any kernel subordinated to
it. In particular, if
Ht(x, y) =
∑
n≥N
exp
(− tλ1/2n )ϕn(x)ϕn(y)
is the corresponding Poisson kernel (the kernel of the semigroup {exp(−tL1/2)}), then
(2) Kσ(x, y) =
1
Γ(2σ)
∫ ∞
0
Ht(x, y)t
2σ−1 dt.
The set of all f for which the integral in (1) converges for a.a. x ∈ X forms Dom Iσ, the natural domain
of Iσ . We call Iσ the potential operator and Kσ(x, y) the potential kernel. In the contexts we study,
Kσ(x, y) is always well defined by (2) for x 6= y, and (1) makes sense for a large class of f . Furthermore,
by our results and arguments similar to those in the proof of [31, Corollary 2.4], it can be verified that
L−σ and Iσ coincide as operators on L
2(dµ). The integral representation (1) of the potential operator
offers an intrinsic and direct approach to the negative powers of L. In particular, it enables us to describe,
in a sharp way, Lp − Lq mapping properties of Iσ in all the investigated settings. More general weighted
Lp − Lq results are also possible, but are beyond the scope of this paper.
Some remarks are in order. First of all, note that philosophically it would be more appropriate to define
in our settings Kσ(x, y) via the heat kernels, i.e. the kernels of the semigroups {exp(−tL)}. However,
although qualitatively sharp estimates of the Jacobi and Fourier-Bessel heat kernels are available, see
[13, 26, 27, 29], from the analytic point of view of estimating Kσ(x, y), it seems more convenient to use
Ht(x, y) since no exponential factors are needed to describe its short time behavior.
Another comment concerns terminology. In the literature devoted to analysis of orthogonal expansions
it often happens that the phrase fractional integral refers not only to negative powers, but also to multiplier
operators given either by
f 7→
∑
n≥1
n−σ〈f, ϕn〉µ ϕn
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or by
f 7→
∑
n≥0
(n+ 1)−σ〈f, ϕn〉µ ϕn,
see for instance [25, Chapter III] or comments throughout [31] and references given there. These definitions
differ in various particular contexts (including those considered by us) from the negative powers of L
defined spectrally.
On the other hand, some mapping properties of the fractional integrals above and the negative powers
are related by means of suitable multiplier theorems, see for instance [14, 16, 17, 22] and the ends
of Sections 2–4 in [31]. Even more, the negative powers and the fractional integrals can be treated
directly by means of multiplier theorems. Still another possibility of dealing with these operators in some
particular settings is based on transplantation theorems, see [31, p. 213] for some hints on the idea. All
these multiplier and transplantation aspects pertain only Lp − Lp mapping properties and will not be
further discussed here. For the settings investigated in this paper, the reader can find suitable multiplier
and transplantation theorems for instance in [9, 11, 12, 23, 24, 30]. A multiplier approach to fractional
integrals in a Jacobi framework slightly different from those considered here can be found in [4, 5].
Finally, we note that the results of this paper concerning the analogues of the classical Riesz potentials
in the Jacobi and Fourier-Bessel settings contain implicitly parallel results for counterparts of the classical
Bessel potentials (Id−∆)−σ. More precisely, in each of our frameworks we may consider the negative
powers (Id+L)−σ, which can be written as integral operators
I˜σf(x) =
∫
X
K˜σ(x, y)f(y) dµ(y).
Notice that (Id+L)−σ makes sense spectrally also in cases when 0 is an eigenvalue of L. Since the heat
kernels related to L and Id+L coincide up to the factor exp(−t), the arguments proving Theorem 2.5
show that the corresponding Poisson kernels are comparable, uniformly in θ, ϕ and t, up to the factor
exp(−t[(λN +1)1/2 − (λN )1/2]). Thus the reasonings proving Theorems 2.2 and 2.6 go through revealing
that these results hold with Kσ replaced by K˜σ in each case and with the restriction α + β 6= −1 in
Theorem 2.2 released. Consequently, Theorems 2.3, 2.4, 2.7, 2.8 still hold after replacing Iσ by I˜σ in each
setting, moreover with the restriction α+ β 6= −1 removed in cases of Theorems 2.3 and 2.4.
The paper is organized as follows. In Section 2 we briefly introduce the Jacobi and Fourier-Bessel
settings to be investigated and state the main results (Theorems 2.2-2.8). The corresponding proofs
are contained in the two succeeding sections. In Section 3 we show sharp estimates for all the relevant
potential kernels (Theorems 2.2 and 2.6), and also for the Poisson kernel associated with Fourier-Bessel
expansions (Theorem 2.5). Finally, Section 4 is devoted to proving Lp − Lq mapping properties of the
Jacobi and Fourier-Bessel potential operators (Theorems 2.3, 2.4, 2.7 and 2.8).
Notation. Throughout the paper we use a standard notation. In particular, by 〈f, g〉µ we mean∫
f(x)g(x) dµ(x) whenever the integral makes sense. For 1 ≤ p ≤ ∞, p′ is its adjoint, 1/p + 1/p′ = 1.
When writing estimates, we will frequently use the notation X . Y to indicate that X ≤ CY with a
positive constant C independent of significant quantities. We shall write X ≃ Y when simultaneously
X . Y and Y . X . For the sake of clarity and reader’s convenience, in the Appendix we include a table
summarizing the notation of various objects in the settings considered in this paper.
2. Preliminaries and statement of results
We will consider two interrelated settings of orthogonal systems based on Jacobi polynomials. Also,
we will study two contexts of Fourier-Bessel expansions, which are close (in a sense to be explained in
Section 3) to the two Jacobi setting with parameters of type α = ν and β = 1/2. All the four settings
have roots in the existing literature.
2.1. Jacobi trigonometric polynomial setting. Let α, β > −1. The normalized trigonometric Jacobi
polynomials are given by
Pα,βn (θ) = cα,βn Pα,βn (cos θ), θ ∈ (0, π),
where cα,βn are normalizing constants, and P
α,β
n , n ≥ 0, are the classical Jacobi polynomials as defined in
Szego¨’s monograph [37]; see [28, 29, 30]. The system {Pα,βn : n ≥ 0} is an orthonormal basis in L2(dµα,β),
where µα,β is a measure on the interval (0, π) defined by
dµα,β(θ) =
(
sin
θ
2
)2α+1(
cos
θ
2
)2β+1
dθ.
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It consists of eigenfunctions of the Jacobi differential operator
J α,β = − d
2
dθ2
− α− β + (α+ β + 1) cos θ
sin θ
d
dθ
+
(α+ β + 1
2
)2
;
more precisely,
J α,βPα,βn =
(
n+
α+ β + 1
2
)2
Pα,βn , n ≥ 0.
We shall denote by the same symbol J α,β the natural self-adjoint extension whose spectral resolution is
given by the Pα,βn , see [28, Section 2] for details.
The integral kernel Hα,βt (θ, ϕ) of the Jacobi-Poisson semigroup {exp(−t(J α,β)1/2)} can be expressed
via a complicated hypergeometric function of two variables, or by means of a double-integral representa-
tion, see [28, Proposition 4.1] and [30, Section 2]. However, none of these expressions provides a direct
view of the behavior of the kernel. The following sharp estimate of Hα,βt (θ, ϕ) was obtained recently in
[29] for α, β ≥ −1/2 and in [30, Theorem 6.1] for the remaining α and β.
Theorem 2.1 ([29, 30]). Let α, β > −1. Given any T > 0, we have
Hα,βt (θ, ϕ) ≃
{
(t+ θ + ϕ)−2α−1(t+ 2π − θ − ϕ)−2β−1 tt2+(θ−ϕ)2 , t ≤ T
exp
(
−t |α+β+1|2
)
, t > T
,
uniformly in t > 0 and θ, ϕ ∈ (0, π).
Assume that α+ β 6= −1, so that the spectrum of J α,β is separated from 0. Given σ > 0, consider the
potential operator
Iα,βσ f(θ) =
∫ pi
0
Kα,βσ (θ, ϕ)f(ϕ) dµα,β(ϕ),
where the potential kernel expresses by the Jacobi-Poisson kernel as
Kα,βσ (θ, ϕ) =
1
Γ(2σ)
∫ ∞
0
Hα,βt (θ, ϕ)t2σ−1 dt, θ, ϕ ∈ (0, π).
An upper bound for Kα,βσ (θ, ϕ) showing explicit dependence on the parameters of type was obtained
recently in [10, Theorem 1.3], under the restrictions σ < 1/2, α ≥ −1/2 and β > −1/2.
Here, making use of Theorem 2.1, we will prove the following sharp bounds for Kα,βσ (θ, ϕ).
Theorem 2.2. Let α, β > −1, α+ β 6= −1, and σ > 0 be fixed. The estimate
Kα,βσ (θ, ϕ) ≃ 1 + χ{σ=α+1} log
2π
θ + ϕ
+ χ{σ=β+1} log
2π
2π − θ − ϕ
+ (θ + ϕ)2σ−2(α+1)(2π − θ − ϕ)2σ−2(β+1)

1, σ > 1/2
log (θ+ϕ)(2pi−θ−ϕ)|θ−ϕ| , σ = 1/2(
(θ+ϕ)(2pi−θ−ϕ)
|θ−ϕ|
)1−2σ
, σ < 1/2
holds uniformly in θ, ϕ ∈ (0, π).
Notice that locally, when θ and ϕ stay separated from the boundary of (0, π), the kernel Kα,βσ (θ, ϕ)
behaves like the kernels of classical Riesz (when 0 < σ < 1/2) and Bessel (for all σ > 0) potentials; see
[1]. A similar comment concerns potential kernels in all the other contexts considered in this paper.
From the estimate of Theorem 2.2, it can be seen that Lp(dµα,β) ⊂ Dom Iα,βσ for 1 ≤ p ≤ ∞.
Furthermore, Theorem 2.2 enables a direct analysis of the potential operator Iα,βσ . The following result
gives sharp description of Lp − Lq mapping properties of Iα,βσ , see also Figure 1 below.
Theorem 2.3. Let α, β > −1, α+ β 6= −1, σ > 0 and 1 ≤ p, q ≤ ∞. Set
δ := (α+ 1) ∨ (β + 1) ∨ (1/2).
Then Iα,βσ has the following mapping properties with respect to the measure space ((0, π), dµα,β).
(i) If σ > δ, then Iα,βσ is of strong type (p, q) for all p and q.
(ii) If σ = δ, then Iα,βσ is of strong type (p, q) for (p, q) 6= (1,∞), and not of restricted weak type
(1,∞).
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(iii) Assume finally that σ < δ. Then Iα,βσ is of strong type (p, q) provided that
1
q
≥ 1
p
− σ
δ
and (p, q) /∈
{(
1,
δ
δ − σ
)
,
( δ
σ
,∞
)}
.
Moreover, Iα,βσ is of weak type
(
1, δδ−σ
)
and of restricted weak type
(
δ
σ ,∞
)
.
These results are sharp in the sense that Iα,βσ is not of strong type
(
1, δδ−σ
)
, not of weak type(
δ
σ ,∞
)
, and not of restricted weak type (p, q) when 1q <
1
p − σδ .
Figure 1. Mapping properties of Iα,βσ for 0 < σ < (α+ 1) ∨ (β + 1) ∨ (1/2).
2.2. Jacobi trigonometric ‘function’ setting. This Jacobi setting is derived from the previous one
by modifying the Jacobi trigonometric polynomials so as to make the resulting system orthonormal with
respect to Lebesgue measure dθ in (0, π). Thus we consider the functions
(3) φα,βn (θ) =
(
sin
θ
2
)α+1/2(
cos
θ
2
)β+1/2
Pα,βn (θ), n ≥ 0.
Then the system {φα,βn : n ≥ 0} is an orthonormal basis in L2(dθ). The associated differential operator is
J
α,β = − d
2
dθ2
+
(α− 1/2)(α+ 1/2)
4 sin2 θ2
+
(β − 1/2)(β + 1/2)
4 cos2 θ2
and we have, see [29, Section 2],
J
α,βφα,βn =
(
n+
α+ β + 1
2
)2
φα,βn , n ≥ 0.
The Jacobi-Poisson semigroup {exp(−t(Jα,β)1/2)}, generated by means of the square root of the natural
self-adjoint extension of Jα,β in this context, has an integral representation. The associated integral kernel
H
α,β
t (θ, ϕ) is linked to Hα,βt (θ, ϕ) by, see [29, Section 2],
(4) Hα,βt (θ, ϕ) =
(
sin
θ
2
sin
ϕ
2
)α+1/2(
cos
θ
2
cos
ϕ
2
)β+1/2
Hα,βt (θ, ϕ).
Thus Theorem 2.1 delivers also sharp estimates for Hα,βt (θ, ϕ).
Let σ > 0 and assume that α + β 6= −1, so that the negative powers (Jα,β)−σ are well defined in
L2(dθ). Consider the potential operator
I
α,β
σ f(θ) =
∫ pi
0
K
α,β
σ (θ, ϕ)f(ϕ) dϕ,
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where
K
α,β
σ (θ, ϕ) =
(
sin
θ
2
sin
ϕ
2
)α+1/2(
cos
θ
2
cos
ϕ
2
)β+1/2
Kα,βσ (θ, ϕ)
≃ (θϕ)α+1/2((π − θ)(π − ϕ))β+1/2Kα,βσ (θ, ϕ).(5)
Clearly, (5) combined with Theorem 2.2 leads to sharp estimates of Kα,βσ (θ, ϕ). Using them it is not hard
to see that the natural domain of Iα,βσ contains all L
p(dθ) spaces, 1 ≤ p ≤ ∞, in case α, β ≥ −1/2. If
α ∧ β < −1/2, then Lp(dθ) ⊂ Dom Iα,βσ provided that 1p < 32 + (α ∧ β).
The following result gives a complete and sharp description of Lp−Lq mapping properties of Iα,βσ , see
also Figures 2-4 below.
Theorem 2.4. Let α, β > −1, α+ β 6= −1, σ > 0 and 1 ≤ p, q ≤ ∞. Set
κ :=
(
α+
1
2
)
∧
(
β +
1
2
)
.
Then Iα,βσ has the following mapping properties with respect to the measure space ((0, π), dθ).
(a) Assume that κ ≥ 0.
(a1) If σ > 1/2, then Iα,βσ is of strong type (p, q) for all p and q.
(a2) If σ = 1/2, then Iα,βσ is of strong type (p, q) 6= (1,∞).
(a3) If σ < 1/2, then Iα,βσ is of strong type (p, q) provided that
1
q
≥ 1
p
− 2σ and (p, q) /∈
{(
1,
1
1− 2σ
)
,
( 1
2σ
,∞
)}
.
Moreover, Iα,βσ is of weak type (1,
1
1−2σ ) and of restricted weak type (
1
2σ ,∞).
(b) Assume now that κ < 0.
(b1) If σ > κ + 1/2, then Iα,βσ is of strong type (p, q) provided that
1
p < 1 + κ and
1
q > −κ.
Furthermore, Iα,βσ is of weak type (p,
1
−κ) for
1
p < 1 + κ and of restricted weak type (
1
1+κ , q)
for 1q ≥ −κ.
(b2) If σ = κ + 1/2, then Iα,βσ has the mapping properties from (b1), except for that it is not of
restricted weak type ( 11+κ ,
1
−κ ).
(b3) If σ < κ+ 1/2, then Iα,βσ is of strong type (p, q) when
1
p
< 1 + κ and
1
q
> −κ and 1
q
≥ 1
p
− 2σ.
Further, Iα,βσ is of weak type (p,
1
−κ ) for
1
p < 2σ − κ and of restricted weak type ( 12σ−κ , 1−κ )
and ( 11+κ , q) for
1
q ≥ 1 + κ− 2σ.
All the results in parts (a) and (b) are sharp in the sense that for no pair (p, q) weak type can be replaced
by strong type, and similarly if restricted weak type (p, q) is claimed, then for no such (p, q) it can be
replaced by weak type. For (p, q) not covered by (a) and (b), Iα,βσ is not of restricted weak type (p, q).
2.3. Natural measure Fourier-Bessel setting. Let Jν denote the Bessel function of the first kind and
order ν > −1, and let {sn,ν : n ≥ 1} be the sequence of successive positive zeros of Jν , see [38] for the
related theory. For ν > −1, define
φνn(x) = c
ν
n x
−νJν(sn,νx), n ≥ 1, x ∈ (0, 1),
where cνn are normalizing constants. The Fourier-Bessel system {φνn : n ≥ 1} is an orthonormal basis in
L2(dµν), where dµν is a power density measure in the interval (0, 1) given by
dµν(x) = x
2ν+1 dx.
Each φνn is an eigenfunction of the Bessel operator
Lν = − d
2
dx2
− 2ν + 1
x
d
dx
,
and we have
Lνφνn = s2n,ν φνn, n ≥ 1.
We denote by the same symbol Lν the natural self-adjoint extension of the Bessel operator in this context,
see [26, 27].
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Figure 2. Mapping properties of Iα,βσ for α, β ≥ −1/2 and 0 < σ < 1/2.
Figure 3. Mapping properties of Iα,βσ when α ∧ β < −1/2 and σ > (α ∧ β) + 1.
The integral kernel Hνt (x, y) of the semigroup {exp(−t(Lν)1/2)} was investigated in [26]. In particular,
in [26, Theorem 3.4] sharp estimates of Hνt (x, y) were established, but only for a discrete set of half-integer
parameters ν. Here we prove that these sharp bounds hold in fact for all ν > −1.
Theorem 2.5. Let ν > −1. Given any T > 0, we have
Hνt (x, y) ≃ (1− x)(1 − y)
{
(t+ x+ y)−2ν−1(t+ 2− x− y)−2 tt2+(x−y)2 , t ≤ T
exp (−ts1,ν) , t > T
,
uniformly in t > 0 and x, y ∈ (0, 1).
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Figure 4. Mapping properties of Iα,βσ when α ∧ β < −1/2 and σ < (α ∧ β) + 1.
Assume that σ > 0 and consider the potential operator
Iνσf(x) =
∫ 1
0
Kνσ(x, y)f(y) dµν(y),
where
Kνσ(x, y) =
1
Γ(2σ)
∫ ∞
0
Hνt (x, y)t2σ−1 dt, x, y ∈ (0, 1).
Theorem 2.5 allows us to prove the following sharp bounds for this potential kernel.
Theorem 2.6. Let ν > −1 and σ > 0 be fixed. The estimate
Kνσ(x, y)
(1− x)(1 − y) ≃ 1 + χ{σ=ν+1} log
2
x+ y
+ χ{σ=3/2} log
2
2− x− y
+ (x+ y)2σ−2(ν+1)(2 − x− y)2σ−3

1, σ > 1/2
log (x+y)(2−x−y)|x−y| , σ = 1/2(
(x+y)(2−x−y)
|x−y|
)1−2σ
, σ < 1/2
holds uniformly in x, y ∈ (0, 1).
From Theorem 2.6 it can be seen that Lp(dµν) ⊂ Dom Iνσ for 1 ≤ p ≤ ∞. Moreover, Theorem 2.6
makes it possible to describe, in a sharp way, Lp − Lq mapping properties of Iνσ . These turn out to be
the same as for the Jacobi potential operator Iα,βσ with α = ν and β = −1/2, as stated in the result
below; see also Figure 1. The value of β here is perhaps a bit unexpected, since a fundamental connection
between the Jacobi and Fourier-Bessel settings involves β = 1/2; see [27] and Section 3.2.
Theorem 2.7. Let ν > −1, σ > 0 and 1 ≤ p, q ≤ ∞. Set
η := (ν + 1) ∨ (1/2).
Then Iνσ has the following mapping properties with respect to the measure space ((0, 1), dµν).
(i) If σ > η, then Iνσ is of strong type (p, q) for all p and q.
(ii) If σ = η, then Iνσ is of strong type (p, q) for (p, q) 6= (1,∞), and not of restricted weak type (1,∞).
(iii) Assume finally that σ < η. Then Iνσ is of strong type (p, q) provided that
1
q
≥ 1
p
− σ
η
and (p, q) /∈
{(
1,
η
η − σ
)
,
( η
σ
,∞
)}
.
Moreover, Iνσ is of weak type
(
1, ηη−σ
)
and of restricted weak type
(
η
σ ,∞
)
.
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These results are sharp in the sense that Iνσ is not of strong type
(
1, ηη−σ
)
, not of weak type(
η
σ ,∞
)
, and not of restricted weak type (p, q) when 1q <
1
p − ση .
2.4. Lebesgue measure Fourier-Bessel setting. This context emerges from incorporating the mea-
sure µν into the system {φνn}, see for instance [26, 27]. In this way we derive the Fourier-Bessel system
{ψνn : n ≥ 1},
ψνn(x) = x
ν+1/2φνn(x), n ≥ 1, x ∈ (0, 1),
which for each ν > −1 is an orthonormal basis in L2(dx); here dx stands for Lebesgue measure in the
interval (0, 1). This system consists of eigenfunctions of the differential operator
L
ν = − d
2
dx2
− 1/4− ν
2
x2
,
and we have
L
νψνn = s
2
n,ν ψ
ν
n, n ≥ 1.
The associated Poisson semigroup {exp(−t(Lν)1/2)}, generated by means of the square root of the
natural self-adjoint extension of Lν in this context, has an integral kernel given by (see [26, 27])
(6) Hνt (x, y) = (xy)
ν+1/2Hνt (x, y).
Thus Theorem 2.5 provides also sharp estimates for Hνt (x, y).
Let σ > 0 and consider the potential operator
I
ν
σf(x) =
∫ 1
0
K
ν
σ(x, y)f(y) dy,
where
(7) Kνσ(x, y) = (xy)
ν+1/2Kνσ(x, y).
Sharp estimates of Kνσ(x, y) follow readily from (7) and Theorem 2.6. In particular, in case ν ≥ −1/2
one concludes that Dom Iνσ contains all L
p(dx) spaces, 1 ≤ p ≤ ∞. If ν < −1/2, then Lp(dx) ⊂ Dom Iνσ
provided that 1p < ν +
3
2 .
Another consequence of the bounds for Kνσ(x, y) is the result below describing L
p − Lq mapping
properties of Iνσ. They occur to be the same as for the Jacobi potential operator I
α,β
σ with α = ν and
β = 1/2, see also Figures 2-4.
Theorem 2.8. Let ν > −1, σ > 0 and 1 ≤ p, q ≤ ∞. Then Iνσ has the following mapping properties with
respect to the measure space ((0, 1), dx).
(a) Assume that ν ≥ −1/2.
(a1) If σ > 1/2, then Iνσ is of strong type (p, q) for all p and q.
(a2) If σ = 1/2, then Iνσ is of strong type (p, q) 6= (1,∞).
(a3) If σ < 1/2, then Iνσ is of strong type (p, q) provided that
1
q
≥ 1
p
− 2σ and (p, q) /∈
{(
1,
1
1− 2σ
)
,
( 1
2σ
,∞
)}
.
Moreover, Iνσ is of weak type (1,
1
1−2σ ) and of restricted weak type (
1
2σ ,∞).
(b) Assume now that ν < −1/2.
(b1) If σ > ν + 1, then Iνσ is of strong type (p, q) provided that
1
p < ν +
3
2 and
1
q > −ν − 12 .
Furthermore, Iνσ is of weak type (p,
−1
ν+1/2 ) for
1
p < ν +
3
2 and of restricted weak type (
1
ν+3/2 , q)
for 1q ≥ −ν − 12 .
(b2) If σ = ν + 1, then Iνσ has the mapping properties from (b1), except for that it is not of
restricted weak type ( 1ν+3/2 ,
−1
ν+1/2 ).
(b3) If σ < ν + 1, then Iνσ is of strong type (p, q) when
1
p
< ν +
3
2
and
1
q
> −ν − 1
2
and
1
q
≥ 1
p
− 2σ.
Further, Iνσ is of weak type (p,
−1
ν+1/2 ) for
1
p < 2σ − ν − 12 and of restricted weak type
( 12σ−ν−1/2 ,
−1
ν+1/2 ) and (
1
ν+3/2 , q) for
1
q ≥ ν + 32 − 2σ.
All the results in parts (a) and (b) are sharp in the sense described in Theorem 2.4.
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3. Estimates of the potential kernels
In this section we prove Theorems 2.2, 2.5 and 2.6. We begin with an auxiliary technical result that
gives sharp description of the behavior of the integral
Jγ(T, S, w) :=
∫ S
T
tγ dt
t2 + w2
considered as a function of T, S and w.
Lemma 3.1. Let γ ∈ R and M > 0 be fixed.
(a) If γ > −1 then
Jγ(T, S, w) ≃ S − T
S
Sγ+1
(S ∨ w)2

1, γ > 1
1 + log+ ST∨w , γ = 1(
T∨w
S∨w
)γ−1
, γ ∈ (−1, 1)
uniformly in 0 ≤ T ≤ S <∞ and 0 < w ≤M .
(b) If γ ≤ −1 then
Jγ(T, S, w) ≃ S − T
S
T γ+1
(T ∨ w)2
{
1 + log+ S∧wT , γ = −1
1, γ < −1
uniformly in 0 < T ≤ S <∞ and 0 < w ≤M .
In our applications of Lemma 3.1 below, we will always have w < S. However, we decided to state
the result in a slightly more general form than actually needed. This allows one to see the symmetry
between items (a) and (b), and also to understand better the behavior of Jγ(T, S, w). The latter may be
of independent interest.
In the proof of Lemma 3.1 we will use the following simple estimate.
Lemma 3.2. Given ξ ∈ R, ξ 6= 0, we have
|Aξ −Bξ| ≃ |A−B|
{
(A ∨B)ξ−1, ξ > 0
(A ∧B)ξ+1/(AB), ξ < 0
uniformly in A,B > 0.
Proof. For ξ > 0 the estimate is elementary. The case ξ < 0 follows then from the result for positive ξ by
replacing A and B by their inverses, respectively, and ξ by its opposite. 
Proof of Lemma 3.1. The case T = S is trivial, so let T < S. The change of variable t→Mt shows that
we may assume that M = 1. Moreover, we can always consider T > 0 since then the result asserted for
T = 0 in item (a) follows by a limiting argument. In the next step we will further reduce the proof to the
case S = 1.
Consider first S ≤ w. Then
Jγ(T, S, w) ≃ 1
w2
∫ S
T
tγ dt ≃ 1
w2
{
|Sγ+1 − T γ+1|, γ 6= −1
log(S/T ), γ = −1
and applying Lemma 3.2 we see that
Jγ(T, S, w) ≃ 1
w2

(S − T )Sγ , γ > −1
log(S/T ), γ = −1
(S − T )T γ+1/S, γ < −1
.
As easily verified, this coincides with the asserted bounds when γ 6= −1. The same is true for γ = −1,
but this case requires perhaps some comment. Namely, the relevant relation
log
S
T
≃ S − T
S
(
1 + log
S
T
)
can be checked by distinguishing the cases 2T < S and S/2 ≤ T < S and using in addition (in the latter
case) the bounds
(8) log x ≃ x− 1, 1 ≤ x ≤ C,
where C <∞ is a fixed constant.
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Next, we consider the complementary range S > w. Changing the variable of integration t → St, we
obtain
Jγ(T, S, w) = S
γ−1
∫ 1
T/S
tγ dt
t2 + w2/S2
= Sγ−1Jγ(T/S, 1, w/S),
and here w/S < 1. Assuming that the bounds of Lemma 3.1 are true for S = 1 and applying them to the
last expression we get their validity for general S.
Summing up, the proof will be finished once we estimate suitably the integral
Jγ(T, 1, w) =
∫ 1
T
tγ dt
t2 + w2
.
The case when T ≥ w is straightforward. We have
Jγ(T, 1, w) ≃
∫ 1
T
tγ−2 dt ≃
{
|1− T γ−1|, γ 6= 1
log(1/T ), γ = 1
.
Applying now Lemma 3.2 and using in addition (8) when γ = 1, we get
Jγ(T, 1, w) ≃ (1− T )

1, γ > 1
1 + log(1/T ), γ = 1
T γ−1, γ < 1
,
as needed. It remains to treat the case T < w. Observe that
Jγ(T, 1, w) ≃ 1
w2
∫ w
T
tγ dt+
∫ 1
w
tγ−2 dt ≡ I1 + I2.
We must show that
I1 + I2 ≃ (1− T )

1, γ > 1
1 + log(1/w), γ = 1
wγ−1, −1 < γ < 1
1
w2
(
1 + log wT
)
, γ = −1
T γ+1/w2, γ < −1
uniformly in 0 < T < w ≤ 1. To this end we always assume that T < w.
With the aid of Lemma 3.2 one easily finds that
I1 ≃ 1
w2

(w − T )wγ , γ > −1
log(w/T ), γ = −1
(w − T )T γ+1/w, γ < −1
, I2 ≃

1− w, γ > 1
log(1/w), γ = 1
(1− w)wγ−1, γ < 1
.
We will analyze separately each of the five cases emerging naturally from the ranges of γ appearing above.
This will finish the proof.
Case 1: γ > 1. We have
I1 + I2 ≃ wγ−2(w − T ) + 1− w.
Clearly, if 1/2 ≤ w ≤ 1 then I1 + I2 ≃ 1− T . On the other hand, if w < 1/2 then I1 + I2 ≃ 1 ≃ 1 − T .
The conclusion follows.
Case 2: γ = 1. Now
I1 + I2 ≃ w−1(w − T ) + log(1/w).
If w ≥ 1/2 then, by (8), I1 + I2 ≃ w−1(w − T + 1−w) ≃ 1− T ≃ (1− T )(1 + log 1/w). For w < 1/2 we
have I1 + I2 ≃ 1− T/w + log 1/w ≃ log 1/w ≃ (1− T )(1 + log 1/w).
Case 3: −1 < γ < 1. This time
I1 + I2 ≃ wγ−2(w − T ) + w γ−1(1− w)
and so for w ≥ 1/2 we can write I1 + I2 ≃ w − T + 1 − w ≃ (1 − T )wγ−1, and when w < 1/2 we have
I1 + I2 ≃ wγ−1(1 − T/w) + wγ−1 ≃ (1− T )wγ−1, as desired.
Case 4: γ = −1. In this case
I1 + I2 ≃ w−2 log(w/T ) + w−2(1− w).
If T ≥ 1/2 then by (8) we see that I1 + I2 ≃ logw/T + 1 − w ≃ w/T − 1 + 1 − w ≃ 1 − T ≃
(1−T )w−2(1+logw/T ).When T < 1/2 we write I1+I2 ≃ w−2(1−w+logw/T ) ≃ (1−T )w−2(1+logw/T ),
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where the last relation is verified by considering separately the subcases w < 3/4 and w > 3/4.
Case 5: γ < −1. We now have
I1 + I2 ≃ w − T
w
T γ+1
w2
+
wγ+1
w2
(1− w).
For T ≥ 1/2 it follows that I1+I2 ≃ w−2T γ+1(w−T )+w−2T γ+1(1−w) ≃ (1−T )w−2T γ+1.When T < 1/2
the same estimates are justified by considering separately the subcases T ≥ 3w/4 and T < 3w/4. More
precisely, in the first subcase I1 . T γ+1/w2 ≃ I2 and in the second one I2 . wγ+1/w2 < T γ+1/w2 ≃ I1.
The conclusion follows. 
3.1. Estimates of the Jacobi potential kernels. With Theorem 2.1 and Lemma 3.1 at our disposal,
we can now verify the sharp estimate of Kα,βσ (θ, ϕ) stated in Theorem 2.2.
Proof of Theorem 2.2. We may assume that
(9) θ + ϕ ≤ 2π − θ − ϕ
since then the complementary case follows by replacing θ and ϕ by π − θ and π − ϕ, respectively, and
exchanging the roles of α and β. Note that (9) is equivalent to each of the inequalities
θ + ϕ ≤ π, 2π − θ − ϕ ≥ π.
In particular, (9) implies
2π − θ − ϕ ≃ 1, θ, ϕ ∈ (0, π).
These relations will be used throughout the proof without further mention.
In view of (9), the estimates we must show read as
(10) Kα,βσ (θ, ϕ) ≃ 1 + χ{σ=α+1} log
2π
θ + ϕ
+ (θ + ϕ)−2α−1

(θ + ϕ)2σ−1, σ > 1/2
1 + log θ+ϕ|θ−ϕ| , σ = 1/2
|θ − ϕ|2σ−1, σ < 1/2
.
Using Theorem 2.1 we can write, uniformly in θ, ϕ ∈ (0, π),
Kα,βσ (θ, ϕ) ≃ (θ + ϕ)−2α−1
∫ θ+ϕ
0
t2σ dt
t2 + (θ − ϕ)2 +
∫ 2pi−θ−ϕ
θ+ϕ
t2σ−2α−1 dt
t2 + (θ − ϕ)2
+
∫ 2pi
2pi−θ−ϕ
t2σ−2α−2β−2 dt
t2 + (θ − ϕ)2 +
∫ ∞
2pi
exp
(
−t |α+ β + 1|
2
)
t2σ−1 dt
≡ J1 + J2 + J3 + J4.
Clearly, all the components here are nonnegative and J4 = c(σ, α, β) ≃ 1. Moreover, by (9),
J3 .
∫ 2pi
pi
t2σ−2α−2β−2 dt
t2 + (θ − ϕ)2 .
∫ 2pi
pi
t2σ−2α−2β−4 dt ≃ 1.
Therefore
J3 + J4 ≃ 1.
To describe the behavior of J1 and J2 we apply Lemma 3.1. More precisely, using Lemma 3.1 (a) with
M = 2π, γ = 2σ, T = 0, S = θ + ϕ and w = |θ − ϕ|, we get
J1 ≃ (θ + ϕ)−2α−1

(θ + ϕ)2σ−1, σ > 1/2
1 + log θ+ϕ|θ−ϕ| , σ = 1/2
|θ − ϕ|2σ−1, σ < 1/2
.
Letting γ = 2σ− 2α− 1, T = θ+ϕ, S = 2π− θ−ϕ and applying again Lemma 3.1 (item (a) when σ > α
and item (b) for σ ≤ α) leads to the bound
J2 ≃ (π − θ − ϕ)

1, σ > α+ 1
1 + log 2piθ+ϕ , σ = α+ 1
(θ + ϕ)2σ−2α−2, σ < α+ 1
.
Combining these estimates of J1 and J2 we see that when σ 6= α+ 1
J2 .
{
1, σ > α+ 1
(θ + ϕ)−2α−1(θ + ϕ)2σ−1, σ < α+ 1
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. 1 + J1,
and in the singular case σ = α+ 1 we have
1 + J2 ≃ log 2π
θ + ϕ
.
Since J1 is comparable with the third component in (10) and 1 ≃ J3+J4 with the first one, the conclusion
follows. 
3.2. Estimates of the Poisson and potential kernels in the Fourier-Bessel settings. Our first
objective now is to prove Theorem 2.5. To proceed, we consider the Jacobi trigonometric ‘function’ setting
scaled to the interval (0, 1), see [27, Section 2]. Define
φ˜α,βn (x) =
√
πφα,βn (πx), n ≥ 0, x ∈ (0, 1),
where φα,βn are as in (3). Then the system {φ˜α,βn : n ≥ 0} is an orthonormal basis in L2(dx), dx being
Lebesgue measure in (0, 1). Moreover, each φ˜α,βn is an eigenfunction of the differential operator
J˜
α,β = − d
2
dx2
− π
2(1/4− α2)
4 sin2(πx/2)
− π
2(1/4− β2)
4 cos2(πx/2)
and we have
J˜
α,βφ˜α,βn = π
2
(
n+
α+ β + 1
2
)2
φ˜α,βn , n ≥ 0.
The heat and Poisson kernels in this context are given by
G˜
α,β
t (x, y) =
∞∑
n=0
exp
(
− tπ2
(
n+
α+ β + 1
2
)2)
φ˜α,βn (x) φ˜
α,β
n (y),
H˜
α,β
t (x, y) =
∞∑
n=0
exp
(
− tπ
∣∣∣n+ α+ β + 1
2
∣∣∣) φ˜α,βn (x) φ˜α,βn (y),
respectively. Large time behavior of these kernels can be described by means of the above oscillating
series. Indeed, taking into account that φ˜α,β0 (x) is a constant times (sin(πx/2))
α+1/2(cos(πx/2))β+1/2
and that (see e.g. [30, (14)])∣∣φ˜α,βn (x)∣∣ . ( sin πx2 )α+1/2( cos πx2 )β+1/2nα+β+2, n ≥ 1, x ∈ (0, 1),
we conclude that for large t the above series behave like their first terms. More precisely, in case of the
heat kernel we have the following.
Proposition 3.3. For T sufficiently large,
G˜
α,β
t (x, y) ≃ (xy)α+1/2
(
(1− x)(1 − y))β+1/2 exp(− tπ2(α+ β + 1
2
)2)
, t ≥ T,
uniformly in x, y ∈ (0, 1).
As for the short time behavior of H˜α,βt (x, y), Theorem 2.1 combined with the relation (4) and a simple
scaling argument leads to the estimate
(11) H˜α,βt (x, y) ≃
( √
xy
t+ x+ y
)2α+1(√
(1− x)(1 − y)
t+ 2− x− y
)2β+1
t
t2 + (x − y)2 , 0 < t ≤ T,
uniformly in x, y ∈ (0, 1), where T > 0 is arbitrary and fixed.
Proof of Theorem 2.5. Let T > 0, to be fixed later. Notice that since the short and long time bounds of
the theorem coincide for t staying in a fixed interval [T0, T1], with 0 < T0 < T1 < ∞, we may prove the
result with T chosen as large as we wish.
The estimate of Hνt (x, y) for t ≥ T follows from [26, Theorem 3.7], provided that T is large enough,
and we may assume this is the case. Thus it remains to verify the short time estimate. Further, in view
of (6), it is sufficient to show that the Poisson kernel Hνt (x, y) in the Lebesgue measure Fourier-Bessel
setting has for t ≤ T the same bounds as H˜α,βt (x, y) in (11) above, with α = ν and β = 1/2.
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Let Gνt (x, y) be the heat kernel related to the Lebesgue measure Fourier-Bessel context. By the
subordination principle,
H
ν
t (x, y) =
t√
4π
∫ ∞
0
G
ν
u(x, y)e
−t2/(4u)u−3/2 du
and similarly for H˜
ν,1/2
t (x, y) and G˜
ν,1/2
t (x, y). Set
J0 =
∫ T
0
G
ν
u(x, y)e
−t2/(4u)u−3/2 du, J∞ =
∫ ∞
T
G
ν
u(x, y)e
−t2/(4u)u−3/2 du,
J˜0 =
∫ T
0
G˜
ν,1/2
u (x, y)e
−t2/(4u)u−3/2 du, J˜∞ =
∫ ∞
T
G˜
ν,1/2
u (x, y)e
−t2/(4u)u−3/2 du.
According to [27, Remark 3.3], we know that
G
ν
u(x, y) ≃ G˜ν,1/2u (x, y), x, y ∈ (0, 1), 0 < u ≤ T.
Thus J0 ≃ J˜0 uniformly in x, y ∈ (0, 1) and t > 0.
To show that J∞ ≃ J˜∞ uniformly in x, y ∈ (0, 1) and t ≤ T , we note that by [26, Theorem 3.7] and
Proposition 3.3
G
ν
u(x, y) ≃ (xy)ν+1/2(1 − x)(1 − y) exp
(− us21,ν), u ≥ T,
G˜
ν,1/2
u (x, y) ≃ (xy)ν+1/2(1 − x)(1 − y) exp
(− uπ2(ν + 3/2)2/4), u ≥ T,
provided that T is chosen sufficiently large. Now we fix T that is simultaneously large enough in all the
relevant places above and observe that the desired comparability of J∞ and J˜∞ will follow once we check
that, given c1, c2 > 0, one has∫ ∞
T
e−c1ue−t
2/(4u)u−3/2 du ≃
∫ ∞
T
e−c2ue−t
2/(4u)u−3/2 du, 0 < t ≤ T.
This, however, is clear because t2/(4u) stays bounded in the integrals above if t ≤ T .
Summing up, we see that
H
ν
t (x, y) ≃ H˜ν,1/2t (x, y), x, y ∈ (0, 1), t ≤ T.
This finishes the proof. 
We are now in a position to prove sharp estimates for the Fourier-Bessel potential kernel Kνσ(x, y).
Proof of Theorem 2.6. Observe that by Theorem 2.5 the expression Hνt (x, y)/((1 − x)(1− y)) has, up to
an obvious scaling, the same short time bounds as the Jacobi-Poisson kernel Hν,1/2t (θ, ϕ), see Theorem
2.1. Moreover, the long time behaviors are also the same, up to constants in the arguments of the
exponentials. Therefore we can proceed exactly as in the proof of Theorem 2.2 above and conclude the
estimate of Theorem 2.6. 
4. Lp − Lq estimates
To prove the Lp − Lq estimates stated in Section 2, we will need some preparatory facts and results.
A part of them are some basic properties of a generic integral operator
Tf(θ) =
∫
X
K(θ, ϕ)f(ϕ) dµ(ϕ)
related to a measure space (X , µ). Here, for our purposes, we fix X = (0, π), µ = µα,β or µ be
Lebesgue measure, and we always assume that the kernelK(θ, ϕ) is nonnegative and symmetric,K(θ, ϕ) =
K(ϕ, θ) ≥ 0. Considering 1 ≤ p, q ≤ ∞, we make the following observations.
(A) If T is of strong type (p, q), then T is of strong type (p˜, q˜) for p˜ ≥ p and q˜ ≤ q. Indeed, since µ is
finite, we have Lr(dµ) ⊂ Lr˜(dµ) for r ≥ r˜ and the claim follows.
(B) If T is of strong type (1, q), then T is of strong type (p˜, q˜) provided that 1/q˜ ≥ 1/p˜−1/q′. Indeed,
by duality T ∗ = T is of strong type (q′,∞), so the conclusion follows by interpolating between
the strong types (1, q) and (q′,∞), and (A) above.
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(C) If T is of weak type (1, q), 1 < q <∞, then T is of restricted weak type (q′,∞) and of strong type
(p˜, q˜) for 1/q˜ = 1/p˜− 1/q′, p˜ > 1, q˜ <∞. This is justified as follows. Notice that the weak type
(1, q) means, in terms of Lorentz spaces, boundedness from L1(dµ) to Lq,∞(dµ). Then the adjoint
operator T ∗ maps boundedly (Lq,∞(dµ))∗ into (L1(dµ))∗ = L∞(dµ). Further, the associate space
of Lq,∞(dµ) in the sense of [6, Chapter 1, Definition 2.3] is Lq
′,1(dµ) (cf. [6, Chapter 4, Theorem
4.7]) and by [6, Chapter 1, Theorem 2.9] it can be regarded as a subspace of the dual of Lq,∞(dµ).
Since T ∗ = T , we infer that T is of restricted weak type (q′,∞). The remaining assertion follows
by an extension of the Marcinkiewicz interpolation theorem for Lorentz spaces due to Stein and
Weiss, see [36, Chapter V, Theorem 3.15] or [6, Chapter 4, Theorem 5.5].
(D) If T is of weak type (p,∞), p <∞, then T is of strong type (1, p′). Actually, by definition, weak
type (p,∞) coincides with strong type (p,∞), which means boundedness from Lp(dµ) to L∞(dµ).
Since T ∗ = T and L1(dµ) ⊂ (L1(dµ))∗∗ = (L∞(dµ))∗, the conclusion follows.
Given 0 < ξ ≤ 1 and f ≥ 0, let
(12) Uξf(θ) =
∫
X
|θ − ϕ|ξ
µ(B(θ, |θ − ϕ|))f(ϕ) dµ(ϕ).
This operator appears in the literature as a variant of fractional integral related to spaces of homogeneous
type, see [2, Section 5] or [21, Section 1] and references given there. We shall use the following.
Lemma 4.1. Let (X , µ) be as above and fix 0 < ξ ≤ 1. Assume that there are constants s > ξ and c > 0
such that µ(Br) ≥ crs for any ball Br in X of radius r < diamX . Then the sublinear operator f 7→ Uξ|f |
is bounded from L1(dµ) to weak Ls/(s−ξ)(dµ).
Proof. We follow well known arguments going back to Hedberg’s paper [19], see for instance the proof of
[2, Corollary 5.2] or the proof of [20, Proposition 3.19]. The integral defining Uξ|f | is divided into ‘good’
and ‘bad’ parts. Then treatment of the good part is straightforward and the bad part is analyzed by
means of a dyadic decomposition, with the aid of the assumed lower estimate for µ(Br) and the doubling
property of µ. In this way one arrives at the so-called Hedberg’s inequality
Uξ|f |(θ) . ‖f‖ξ/s1
(
Mf(θ)
)1−ξ/s
,
where M stands for the (centered) Hardy-Littlewood maximal function in the space (X , µ). Since M
satisfies the weak type (1, 1) inequality (see [20, Theorem 2.2]), we get
µ
({Uξ|f | > λ}) . µ({Mf(θ) > (λ/‖f‖ξ/s1 )s/(s−ξ)}) . (‖f‖1λ
)s/(s−ξ)
,
uniformly in λ > 0 and f ∈ L1(dµ). 
4.1. Lp − Lq estimates in the Jacobi trigonometric polynomial setting. Our strategy to prove
Theorem 2.3 is based on decomposing (in the sense of ≃) the potential kernel according to the estimate
of Theorem 2.2. We write
Kα,βσ (θ, ϕ) ≃
6∑
i=1
Ki(θ, ϕ),
where
K1(θ, ϕ) := 1,
K2(θ, ϕ) := χ{σ=α+1} log
2π
θ + ϕ
,
K3(θ, ϕ) := χ{σ=β+1} log
2π
2π − θ − ϕ,
K4(θ, ϕ) := χ{σ>1/2} (θ + ϕ)2σ−2(α+1)(2π − θ − ϕ)2σ−2(β+1),
K5(θ, ϕ) := χ{σ=1/2} (θ + ϕ)−2α−1(2π − θ − ϕ)−2β−1 log
(θ + ϕ)(2π − θ − ϕ)
|θ − ϕ| ,
K6(θ, ϕ) := χ{σ<1/2} (θ + ϕ)−2α−1(2π − θ − ϕ)−2β−1|θ − ϕ|2σ−1.
We denote the corresponding integral operators by Ti, i = 1, . . . , 6,
Tif(θ) =
∫ pi
0
Ki(θ, ϕ)f(ϕ) dµα,β(ϕ).
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Notice that all the kernels here are nonnegative and hence, from now on, we may and do assume that
f ≥ 0. Clearly, to show any of the asserted mapping properties of Iα,βσ , it is sufficient to do the same for
each Ti, i = 1, . . . , 6, separately. On the other hand, to disprove one of the mapping properties of Iα,βσ ,
it is enough to verify that it fails in case of one particular Ti.
While studying the proof below, it is convenient to keep in mind Figure 1.
Proof of Theorem 2.3. Let 1 ≤ p, q ≤ ∞. We will show the following mapping properties of Ti, i =
1, . . . , 6. As easily seen, altogether they imply all the assertions we need to prove. Note that the case
α+ β = −1 is not excluded below.
• T1 is of strong type (p, q) for all p and q.
• T2, being nontrivial only for σ = α + 1, is in this case of strong type (p, q) 6= (1,∞) and not of
restricted weak type (1,∞).
• T3, being nontrivial only for σ = β + 1, is in this case of strong type (p, q) 6= (1,∞) and not of
restricted weak type (1,∞).
• T4, being nontrivial only when σ > 1/2, satisfies in this case the following:
⋆ if σ ≥ δ, then T4 is of strong type (p, q) for all p and q;
⋆ if σ < δ, then T4 has the positive and negative mapping properties of item (iii) of the theorem.
• T5, being nontrivial only for σ = 1/2, satisfies in this case the following:
⋆ if σ ≥ δ (this actually forces σ = δ = 1/2), then T5 is of strong type (p, q) 6= (1,∞) and not
of restricted weak type (1,∞);
⋆ if σ < δ, then T5 has the positive and negative mapping properties of item (iii) of the theorem.
• T6, being nontrivial only when σ < 1/2 (notice that this implies σ < δ), has in this case all the
positive and negative mapping properties of item (iii) of the theorem.
Analysis of T1. By (A) above, it is enough to verify that T1 is of strong type (1,∞), which is trivial.
Analysis of T2. We first show the positive results. In view of (D) and (B), it is enough to verify the
strong type (p,∞) for 1 < p <∞. By Ho¨lder’s inequality, we have
‖T2f‖∞ ≤ sup
0<θ<pi
∫ pi
0
log
2π
θ + ϕ
f(ϕ) dµα,β(ϕ) =
∫ pi
0
log
2π
ϕ
f(ϕ) dµα,β(ϕ)
≤ ‖f‖p
(∫ pi
0
(
log
2π
ϕ
)p′
dµα,β(ϕ)
)1/p′
.
Since the last integral is finite, the conclusion follows.
To see that T2 is not of restricted weak type (1,∞) when σ = α+1, we let fε = χ(0,ε) for small ε > 0.
Then ‖fε‖1 ≃ ε2α+2 and
‖T2fε‖∞ = ess sup
0<θ<pi
∫ ε
0
log
2π
θ + ϕ
dµα,β(ϕ) =
∫ ε
0
log
2π
ϕ
dµα,β(ϕ) ≃ ε2α+2 log 2π
ε
.
Letting ε → 0, we infer that the estimate ‖T2fε‖∞ . ‖fε‖1, which is both the strong and weak type
(1,∞) inequality, is not true.
Analysis of T3. For symmetry reasons, treatment of T3 is parallel to that of T2 above.
Analysis of T4. Recall that δ = (α+1)∨ (β+1)∨ (1/2). Observe that when σ ≥ δ we have K4(θ, ϕ) . 1
and therefore in this case T4 shares the positive mapping properties of T1.
It remains to analyze the case 1/2 < σ < δ. To this end, for symmetry reasons, we may and do assume
that α ≥ β. Thus we actually consider the case 1/2 < σ < α + 1 = δ. We will show that T4 is of weak
type (1, δδ−σ ) and of strong type (1, q) for 1 ≤ q < δδ−σ . In view of (B) and (C), this will imply that T4
is of strong type (p, q) provided that 1q ≥ 1p − σδ , except for (p, q) = (1, δδ−σ ) and (p, q) = ( δσ ,∞), and in
the latter case T4 is of restricted weak type. Furthermore, we will prove that T4 is not of weak (strong)
type ( δσ ,∞) and hence, by (B), neither of strong type (1, δδ−σ ). Finally, we will check that T4 is not of
restricted weak type (p, q) when 1q <
1
p − σδ .
We claim that T4 is of weak type (1, α+1α+1−σ ). We have
T4f(θ) . χ(0,pi/2](θ) θ2σ−2(α+1)‖f‖1 + χ(pi/2,pi)(θ)
[
1 ∨ (π − θ)2σ−2(β+1)]‖f‖1(13)
≡ T4,0f(θ) + T4,pif(θ).
POTENTIAL OPERATORS 17
Then, uniformly in λ > 0 and 0 ≤ f ∈ L1(dµα,β),
µα,β
({T4,0f(θ) > λ}) . ∫ (λ/‖f‖1)1/(2σ−2(α+1))
0
θ2α+1 dθ ≃
(‖f‖1
λ
) α+1
α+1−σ
,
so T4,0 is of weak type (1, α+1α+1−σ ). If β = α, the same argument shows that also T4,pi has this mapping
property. As easily verified, for β < α the operator T4,pi is of strong type (1, α+1α+1−σ ). The claim follows.
From the estimate (13) it is also clear that T4 is of strong type (1, q) for q < α+1α+1−σ .
Passing to the negative results, we first disprove the weak type ( δσ ,∞) which, by definition, coincides
with strong type ( δσ ,∞). Recall that δ = α+1. Take f(ϕ) = χ(0,1)(ϕ)/(ϕ2σ log 2ϕ). Then f ∈ Lδ/σ(dµα,β)
since
‖f‖δ/σδ/σ =
∫ pi
0
(
f(ϕ)
)δ/σ
dµα,β(ϕ) ≃
∫ 1
0
dϕ
ϕ(log 2ϕ)
δ/σ
<∞.
But
‖T4f‖∞ ≃ ess sup
0<θ<pi
∫ 1
0
(θ + ϕ)2σ−2(α+1)
ϕ2α+1
ϕ2σ log 2ϕ
dϕ =
∫ 1
0
dϕ
ϕ log 2ϕ
=∞.
Finally, we check that T4 is not of restricted weak type (p, q) if 1q < 1p − σδ . By the positive results
justified above and an au contraire argument involving the interpolation theorem for Lorentz spaces
invoked in (C), it is enough to ensure that T4 is not of strong type (p, q) if 1q < 1p − σδ . Indeed, if T4 were
of restricted weak type (p, q) for some p and q such that 1q <
1
p − σδ , then by interpolation with a strong
type pair satisfying 1q =
1
p − σδ , p > 1, q <∞, T4 would be of strong type (p˜, q˜) for some p˜ and q˜ satisfying
1
q˜ <
1
p˜ − σδ .
Recall that σ < δ = α+ 1 and assume that 1q <
1
p − σδ . Take f(ϕ) = ϕAχ(0,1)(ϕ) with A = − 2δp +2δε,
with ε > 0 such that ε < 1p − σδ − 1q . Then
‖f‖pp ≃
∫ 1
0
ϕAp+2α+1 dϕ =
∫ 1
0
ϕ−1+2δpε dϕ <∞
and hence f ∈ Lp(dµα,β). We will show that T4f /∈ Lq(dµα,β). Let θ ∈ (0, 1). Observe that
T4f(θ) ≃
∫ 1
0
(θ + ϕ)2σ−2(α+1)ϕA+2α+1 dϕ = θ2σ+A
∫ 1/θ
0
ϕ2α+1+A dϕ
(1 + ϕ)2(α+1)−2σ
.
Since 1/θ > 1, the last integral is certainly larger than a constant. Thus we get
T4f(θ) & θ2σ+A, θ ∈ (0, 1).
If q =∞, it suffices to observe that 2σ +A < 0 (see above). For q <∞, we write
‖T4f‖qq &
∫ 1
0
θ(2σ+A)q+2α+1 dθ.
The last integral is infinite since 1q <
1
p − σδ − ε = − A2δ − σδ and consequently (2σ + A)q + 2α + 1 < −1.
The conclusion follows.
Analysis of T6. Let σ < 1/2. We begin with showing that T6 has all the asserted positive mapping
properties. A crucial observation in this direction is that T6 is comparable with U2σ, see (12), in the sense
that
T6f(θ) ≃ U2σf(θ), f ≥ 0, θ ∈ (0, π),
and hence these operators have exactly the same Lp − Lq mapping properties. Indeed, by [28, Lemma
4.2] one has
µα,β
(
B(θ, |θ − ϕ|)) ≃ |θ − ϕ|(θ + ϕ)2α+1(2π − θ − ϕ)2β+1, θ, ϕ ∈ (0, π),
so the kernels of T6 and U2σ are comparable. Moreover, in view of the above estimate,
µα,β(B(θ, r)) ≃ r(r + θ)2α+1(r + π − θ)2β+1, θ ∈ (0, π), 0 < r < π,
and we see that µα,β(Br) & r
2δ for any ball in (0, π) of radius r < π. Applying now Lemma 4.1 we
conclude that U2σ, and hence also T6, is of weak type (1, δδ−σ ).
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Next we claim that T6 is of strong type (1, q) for 1 ≤ q < δδ−σ . If this is true then, in view of (B),
(A) and (C), we get all the remaining positive results for T6. To prove the claim, by Minkowski’s integral
inequality it is enough to ensure that
sup
0<ϕ<pi
∫ pi
0
(K6(θ, ϕ))q dµα,β(θ) <∞.
For symmetry reasons we may restrict the last integration to θ < π/2. Then we can write∫ pi/2
0
(K6(θ, ϕ))q dµα,β(θ) ≃ ∫ pi/2
0
(θ + ϕ)−(2α+1)q|θ − ϕ|(2σ−1)qθ2α+1 dθ
≤
{∫ ϕ/2
0
+
∫ 2ϕ
ϕ/2
+
∫ 2pi
2ϕ
}
(θ + ϕ)−(2α+1)q |θ − ϕ|(2σ−1)qθ2α+1 dθ
≡ J1 + J2 + J3.
We now estimate each of the three integrals uniformly in ϕ ∈ (0, π). We have
J1 ≃ ϕ−(2α+1)qϕ(2σ−1)q
∫ ϕ/2
0
θ2α+1 dθ ≃ ϕ(2σ−2α−2)q+2α+2 . 1.
The last bound holds because the condition q < δδ−σ implies (2σ − 2α− 2)q + 2α+ 2 > 0. Further,
J2 ≃ ϕ−(2α+1)qϕ2α+1
∫ 2ϕ
ϕ/2
|θ − ϕ|(2σ−1)q dθ ≃ ϕ(2σ−2α−2)q+2α+2 . 1,
where we used the fact that (2σ − 1)q > (2σ − 1) δδ−σ ≥ (2σ − 1) 1/21/2−σ = −1. Finally,
J3 ≃
∫ 2pi
2ϕ
θ(2σ−2α−2)q+2α+1 dθ . 1.
The claim follows.
Passing to negative results, we observe that after neglecting the characteristic functions χ{σ>1/2} and
χ{σ<1/2}, the kernel K6(θ, ϕ) is controlled from below by the kernelK4(θ, ϕ). Thus all the counterexamples
given in the analysis of T4 for the case σ < δ = α + 1 are valid also in the present situation, assuming
that δ > 1/2 (note that the condition σ > 1/2 was irrelevant for the counterexamples related to T4).
We now give counterexamples for the case δ = 1/2 (notice that this means that α, β ≤ −1/2). This
situation is different from that for δ > 1/2 since now the bad behavior is caused by the factor |θ−ϕ|2σ−1
rather than the endpoint behavior of the kernel. We follow the strategy from the analysis of T4 that
reduces the task to giving two particular counterexamples.
Let us first disprove the weak (strong) type ( 12σ ,∞). Take f(ϕ) = χ(1/2,1)(ϕ)/((1 − ϕ)2σ log 21−ϕ ).
Then f ∈ L1/(2σ)(dµα,β), but
‖T6f‖∞ ≃ ess sup
0<θ<pi
∫ 1
1/2
|θ − ϕ|2σ−1 dϕ
(1 − ϕ)2σ log 11−ϕ
≥
∫ 1
1/2
dϕ
(1 − ϕ) log 11−ϕ
=∞.
Next, we disprove strong type (p, q) when 1q <
1
p − 2σ. Consider f(ϕ) = (1 − ϕ)Aχ(1/2,1)(ϕ) with
A = − 1p + ε, where ε > 0 is such that ε < 1p − 2σ − 1q . Then
‖f‖pp ≃
∫ 1
1/2
(1− ϕ)−1+εp dϕ <∞,
so f ∈ Lp(dµα,β). We will show that T6f /∈ Lq(dµα,β). Let θ ∈ (1, 3/2). Changing the variable of
integration we get
T6f(θ) ≃
∫ 1
1/2
(θ − ϕ)2σ−1(1− ϕ)A dϕ ≃ (θ − 1)2σ+A
∫ 1/(2(θ−1))
0
ϕA dϕ
(1 + ϕ)1−2σ
.
Since 1/(2(θ − 1)) > 1, the last integral is larger than a constant. Hence
T6f(θ) & (θ − 1)2σ+A, θ ∈ (1, 3/2).
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We see that T6f is not in L∞ since 2σ + A < 0. Neither it belongs to Lq(dµα,β), q < ∞, because
(2σ +A)q < −1 and consequently
‖T6f‖qq &
∫ 3/2
1
(θ − 1)(2σ+A)q dθ =∞.
Analysis of T5. We first consider the case δ = 1/2 = σ. Observe that K5(θ, ϕ) is controlled from above
by the kernel K6(θ, ϕ) with any fixed σ < 1/2. Therefore we can deduce from the already proved results
for T6 that T5 is of strong type (p, q) 6= (1,∞). On the other hand, T5 is not of restricted weak type
(1,∞). To see this, let fε = χ(1−ε,1) with ε > 0 small. Then ‖fε‖1 ≃ ε and
‖T5fε‖∞ ≃ ess sup
0<θ<pi
∫ 1
1−ε
log
π
|θ − ϕ| dϕ ≥
∫ 1
1−ε
log
π
1− ϕ dϕ ≃ ε log
π
ε
,
and the conclusion follows by letting ε→ 0.
Assume next that δ > σ = 1/2. For symmetry reasons, we may and do restrict to the case α ≥ β; in
particular, δ = α + 1. We will show that T5 has the mapping properties from item (iii) of the theorem.
Taking into account the above mentioned majorization by the kernel K6(θ, ϕ) and the positive results for
T6, we see that to obtain the positive results for T5 it remains to analyze pairs (p, q) satisfying 1q = 1p − σδ .
By (C), this task can be reduced to showing that T5 is of weak type (1, δδ−σ ).
To proceed, observe that the logarithmic factor in K5(θ, ϕ) can be large only if θ and ϕ are comparable
and simultaneously π− θ and π−ϕ are comparable; otherwise the logarithm is controlled by a constant.
Thus
K5(θ, ϕ) . (θ + ϕ)−2α−1(2π − θ − ϕ)−2β−1 + χ{2θ/3<ϕ<3θ/2,2(pi−θ)/3<pi−ϕ<3(pi−θ)/2}K5(θ, ϕ)
≡ K5,1(θ, ϕ) +K5,2(θ, ϕ).
The operator T5,1 given by the kernel K5,1(θ, ϕ) is of weak type (1, δδ−σ ), see the analysis of T4 (the
argument given there is valid also for σ = 1/2). As for the operator T5,2 defined by K5,2(θ, ϕ), we will
prove that it is even strong type (1, δδ−σ ). To achieve this, in view of (D) (notice that K5,2(θ, ϕ) is
symmetric and nonnegative), it is enough to verify that T5,2 is of strong type ( δσ ,∞).
We have
K5,2(θ, ϕ) . χ(0,pi/2](θ)χ{2θ/3<ϕ<3θ/2}(θ + ϕ)−2α−1 log
2π(θ + ϕ)
|θ − ϕ|
+ χ(pi/2,pi)(θ)χ{2(pi−θ)/3<pi−ϕ<3(pi−θ)/2}(2π − θ − ϕ)−2β−1 log
2π(2π − θ − ϕ)
|π − θ − (π − ϕ)|
≡ K5,2,0(θ, ϕ) +K5,2,pi(θ, ϕ).
Let T5,2,0 and T5,2,pi be the operators given by K5,2,0(θ, ϕ) and K5,2,pi(θ, ϕ), respectively. Then, by Ho¨lder’s
inequality,
T5,2,0f(θ) ≃ χ(0,pi/2](θ) θ−2α−1
∫ 3θ/2
2θ/3
log
6πθ
|θ − ϕ|f(ϕ)ϕ
2α+1 dϕ
. χ(0,pi/2](θ) θ
−2α−1‖f‖δ/σ
(∫ 3θ/2
2θ/3
(
log
6π
|1− ϕ/θ|
)δ/(δ−σ)
ϕ2α+1 dϕ
)1−σ/δ
.
To estimate the last integral we change the variable of integration and get∫ 3θ/2
2θ/3
(
log
6π
|1− ϕ/θ|
)δ/(δ−σ)
ϕ2α+1 dϕ = θ2α+2
∫ 3/2
2/3
(
log
6π
|1− ψ|
)δ/(δ−σ)
ψ2α+1 dψ ≃ θ2α+2.
Consequently,
T5,2,0f(θ) . χ(0,pi/2](θ) θ−2α−1‖f‖δ/σ θ(2α+2)(1−σ/δ) ≤ ‖f‖δ/σ, θ ∈ (0, π).
It follows that T5,2,0 is of strong type ( δσ ,∞) = (2α + 2,∞). The same arguments apply to T5,2,pi and
give strong type (2β + 2,∞). Since β ≤ α, this implies strong type (2α + 2,∞) for T5,2,pi, see (A). We
conclude that T5,2 is of strong type ( δσ ,∞), as desired.
Passing to negative results for the case δ > σ = 1/2, we observe that K5(θ, ϕ) is controlled from below
by the kernel K4(θ, ϕ) with any σ > 1/2 fixed. Therefore the counterexamples given in the analysis of T4
imply that T5 is not of restricted weak type (p, q) if 1q < 1p − σδ . It remains to disprove the weak (strong)
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type ( δσ ,∞) = (2α+ 2,∞). Then automatically the strong type (1, δδ−σ ) will also be disproved, see (B).
Take f(ϕ) = χ(0,1)(ϕ)/(ϕ log
2
ϕ). Then f ∈ L2α+2(dµα,β). But
‖T5f‖∞ ≃ ess sup
0<θ<pi
∫ 1
0
(θ + ϕ)−2α−1 log
(θ + ϕ)(2π − θ − ϕ)
|θ − ϕ|
ϕ2α+1
ϕ log 2ϕ
dϕ ≥
∫ 1
0
dϕ
ϕ log 2ϕ
=∞.
This finishes the analysis of T5.
The proof of Theorem 2.3 is complete. 
4.2. Lp − Lq estimates in the Jacobi trigonometric ‘function’ setting. Similarly as for the proof
of Theorem 2.3, to prove Theorem 2.4 we decompose, in the sense of ≃, the kernel Kα,βσ (θ, ϕ) according
to (5) and the estimate of Theorem 2.2. We get
K
α,β
σ (θ, ϕ) ≃
6∑
i=1
Ki(θ, ϕ),
where
K1(θ, ϕ) := (θϕ)
α+1/2
(
(π − θ)(π − ϕ))β+1/2,
K2(θ, ϕ) := χ{σ=α+1}(θϕ)
α+1/2
(
(π − θ)(π − ϕ))β+1/2 log 2π
θ + ϕ
,
K3(θ, ϕ) := χ{σ=β+1}(θϕ)
α+1/2
(
(π − θ)(π − ϕ))β+1/2 log 2π
2π − θ − ϕ,
K4(θ, ϕ) := χ{σ>1/2}
[
θϕ
(θ + ϕ)2
]α+1/2[
(π − θ)(π − ϕ)
(2π − θ − ϕ)2
]β+1/2
[(θ + ϕ)(2π − θ − ϕ)]2σ−1,
K5(θ, ϕ) := χ{σ=1/2}
[
θϕ
(θ + ϕ)2
]α+1/2[
(π − θ)(π − ϕ)
(2π − θ − ϕ)2
]β+1/2
log
(θ + ϕ)(2π − θ − ϕ)
|θ − ϕ| ,
K6(θ, ϕ) := χ{σ<1/2}
[
θϕ
(θ + ϕ)2
]α+1/2[
(π − θ)(π − ϕ)
(2π − θ − ϕ)2
]β+1/2
|θ − ϕ|2σ−1.
We denote the corresponding integral operators by Ti, i = 1, . . . , 6,
Tif(θ) =
∫ pi
0
Ki(θ, ϕ)f(ϕ) dϕ.
Since all the kernels are nonnegative, in what follows we may and always do assume that f ≥ 0. Further,
to show any of the asserted positive mapping properties of Iα,βσ , it is enough to do the same for each Ti,
i = 1, . . . , 6. On the other hand, to disprove one of the mapping properties for Iα,βσ , it suffices to check
that it fails in case of a particular Ti.
While reading the proof below, we advise the reader to take advantage of Figures 2-4 and also to draw
own pictures for cases not covered by Figures 2-4.
Proof of Theorem 2.4. Part (a). Throughout we always assume that 1 ≤ p, q ≤ ∞ and that κ ≥ 0, i.e.
α, β ≥ −1/2. We will verify the following mapping properties of Ti, i = 1, . . . , 6, which altogether imply
items (a1)-(a3) and their sharpness.
• T1 is of strong type (p, q) for all p and q.
• T2, being nontrivial only for σ = α+1, is of strong type (p, q) for all p and q, except when σ = 1/2
and α = −1/2; in the latter case T2 is of strong type (p, q) 6= (1,∞).
• T3, being nontrivial only for σ = β+1, is of strong type (p, q) for all p and q, except when σ = 1/2
and β = −1/2; in the latter case T3 is of strong type (p, q) 6= (1,∞).
• T4, being nontrivial only for σ > 1/2, is of strong type (p, q) for all p and q.
• T5, being nontrivial only for σ = 1/2, is in this case of strong type (p, q) 6= (1,∞), and not of
restricted weak type (1,∞).
• T6, being nontrivial only for σ < 1/2, satisfies in this case the following, see Figure 2. T6 is of
strong type (p, q) if 1q ≥ 1p − 2σ and (p, q) 6= (1, 11−2σ ), ( 12σ ,∞), of weak type (1, 11−2σ ), and of
restricted weak type ( 12σ ,∞). As for negative results, T6 is not of strong type (1, 11−2σ ), not of
weak type ( 12σ ,∞), and not of restricted weak type (p, q) when 1q < 1p − 2σ.
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Analysis of T1. Since K1(θ, ϕ) . 1, the conclusion follows.
Analysis of T2. We have
K2(θ, ϕ) . (θϕ)
α+1/2 log
2π
θ + ϕ
.
If α > −1/2, then the right-hand side here is controlled by a constant and hence T2 is of strong type
(p, q) for all p and q. If α = −1/2, then K2(θ, ϕ) . log 2piθ+ϕ and, as we saw in the proof of Theorem 2.3
(see the analysis of T2 with α = β = −1/2), T2 is of strong type (p, q) except for (p, q) = (1,∞).
Analysis of T3. We either use the same arguments as in case of T2, or conclude the mapping properties
for T3 from those for T2 by replacing θ by π − θ, ϕ by π − ϕ, and exchanging the roles of α and β.
Analysis of T4, T5 and T6. Observe that for i = 4, 5, 6 we have
Ki(θ, ϕ) ≤ Ki(θ, ϕ),
where the kernels Ki(θ, ϕ) on the right-hand side here are defined in Section 4.1 and taken with α =
β = −1/2. Moreover, dµ−1/2,−1/2(θ) = dθ. Therefore Ti are for i = 4, 5, 6 controlled, respectively,
by Ti from the proof of Theorem 2.3 with α and β specified to be −1/2. Consequently, the positive
mapping properties of the latter operators stated and verified in the proof of Theorem 2.3 are inherited,
respectively, by Ti, i = 4, 5, 6. This gives the asserted positive results for T4, T5 and T6.
On the other hand, for θ and ϕ separated from the endpoints of (0, π), the kernels K5(θ, ϕ) and
K6(θ, ϕ) are comparable, respectively, with K5(θ, ϕ) and K6(θ, ϕ) taken with α = β = −1/2. Thus the
relevant counterexamples and arguments from the proof of Theorem 2.3, the analysis of T5 and T6 with
α = β = −1/2 and hence δ = 1/2, work in the present situation and deliver the desired negative results
for T5 and T6.
The proof of part (a) in Theorem 2.4 is complete. 
Proof of Theorem 2.4. Part (b). Recall that we consider 1 ≤ p, q ≤ ∞. Throughout this part of the proof
we always assume that κ < 0, that is α ∧ β < −1/2. We will analyze separately the relevant mapping
properties of Ti, i = 1, . . . , 6. More precisely, we will prove the following items, which altogether imply
(b1)-(b3) and their sharpness.
• T1 is (see Figure 3) of strong type (p, q) if 1p < 1 + κ and 1q > −κ, of weak type (p, 1−κ ) for
1
p < 1 + κ, and of restricted weak type (
1
1+κ , q) when
1
q ≥ −κ. On the other hand, T1 is not of
strong type (p, 1−κ ) for
1
p < 1 + κ, not of weak type (
1
1+κ , q) for
1
q ≥ −κ, and not of restricted
weak type (p, q) if 1p > 1 + κ or
1
q < −κ.
• T2, being nontrivial only for σ = α + 1, has then all the positive mapping properties indicated
above for T1, except for that T2 fails to be of restricted weak type (
1
1+κ ,
1
−κ ) in case α ≤ β.
• T3, being nontrivial only for σ = β + 1, has then all the positive mapping properties indicated
above for T1, except for that T3 fails to be of restricted weak type (
1
1+κ ,
1
−κ ) in case β ≤ α.
• T4, being nontrivial only for σ > 1/2, has the positive mapping properties indicated above for
T1.
• T5, being nontrivial only for σ = 1/2, also has the positive mapping properties indicated above
for T1.
• T6, being nontrivial only for σ < 1/2, satisfies in this case the following:
⋆ if σ > κ+ 1/2, then T6 has the positive mapping properties of T1 indicated above;
⋆ if σ = κ+1/2, then T6 has the positive mapping properties of T1 indicated above, excluding
the pair (p, q) = ( 11+κ ,
1
−κ );
⋆ if σ < κ+ 1/2, then T6 is (see Figure 4) of strong type (p, q) when
1
p < 1 + κ,
1
q > −κ and
1
q ≥ 1p − 2σ, of weak type (p, 1−κ ) for 1p < 2σ−κ, and of restricted weak type ( 12σ−κ , 1−κ ) and
( 11+κ , q) for
1
q ≥ 1 + κ− 2σ; concerning negative results, T6 is not of weak type ( 12σ−κ , 1−κ )
and not of restricted weak type (p, q) if 1q <
1
p − 2σ.
Analysis of T1. Define the kernel
K˜1(θ, ϕ) := (θϕ)
κ
[
(π − θ)(π − ϕ)]κ,
which is symmetric with respect to θ = π/2 and ϕ = π/2. Since
K1(θ, ϕ) . K˜1(θ, ϕ),
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it is enough to prove the above mentioned positive mapping properties for the operator T˜1 associated to
K˜1(θ, ϕ), rather than T1.
Let p and q be such that 1p < 1 + κ and
1
q > −κ. Using Ho¨lder’s inequality, we get
(14) T˜1f(θ) ≤ [θ(π − θ)]κ‖f‖p
(∫ pi
0
[ϕ(π − ϕ)]κp′ dϕ
)1/p′
. [θ(π − θ)]κ‖f‖p;
here the Lp
′
norm is indeed finite because the condition 1p < 1 + κ implies κp
′ > −1. Therefore
‖T˜1f‖q . ‖f‖p
(∫ pi
0
[θ(π − θ)]κq dθ
)1/q
.
Since κq > −1, the last integral is finite and it follows that T˜1 is of strong type (p, q).
We now verify the weak type (p, 1−κ) for
1
p < 1 + κ. We have, see (14),
T˜1f(θ) . χ(0,pi/2](θ) θ
κ‖f‖p + χ(pi/2,pi)(θ) (π − θ)κ‖f‖p
≡ T˜1,0f(θ) + T˜1,pif(θ).
Then, for λ > 0, ∣∣{T˜1,0f > λ}∣∣ =
∣∣∣∣∣
{
θ ∈
(
0,
π
2
]
: θ <
(
λ
‖f‖p
)1/κ}∣∣∣∣∣ ≤
(‖f‖p
λ
)−1/κ
.
Since treatment of T˜1,pi is analogous, the conclusion follows.
Next we prove the restricted weak type ( 11+κ , q) for
1
q ≥ −κ. Let E be a measurable subset of (0, π).
We have
(15) T˜1χE(θ) . [θ(π − θ)]κ
∫ |E|
0
ϕκ dϕ ≃ [θ(π − θ)]κ‖χE‖1/(1+κ).
Since 1q ≥ −κ, this gives
T˜1χE(θ) . [θ(π − θ)]−1/q‖χE‖1/(1+κ).
Proceeding as in case of the weak type above, we see that∣∣{T˜1χE > λ}∣∣ . (‖χE‖1/(1+κ)
λ
)q
,
uniformly in E and λ > 0.
Passing to negative results, assume without any loss of generality that α ≤ β, so that κ = α+1/2. We
first observe that T1 is not of strong type (p,
1
−κ ) if
1
p < 1 + κ. Indeed, taking f = χ(0,1) ∈ Lp, we have
T1f(θ) ≃ θκ
∫ 1
0
ϕκ dϕ ≃ θκ, θ ∈ (0, 1),
and hence
‖T1f‖−1/κ−1/κ &
∫ 1
0
θ−1 dθ =∞.
Next, we disprove the weak type ( 11+κ , q) for
1
q ≥ −κ. Let f(ϕ) = χ(0,1)(ϕ)/(ϕ1+κ log 2ϕ ). Then
f ∈ L1/(1+κ), but
T1f(θ) ≃ θα+1/2(π − θ)β+1/2
∫ 1
0
dϕ
ϕ log 2ϕ
=∞.
Finally, we show that the conditions 1p ≤ 1 + κ and 1q ≥ −κ are necessary for T1 to be of restricted
weak type (p, q). Take fε = χ(0,ε) with ε < 1. Then ‖fε‖p = ε1/p and
T1fε(θ) ≃ θκ
∫ ε
0
ϕκ dϕ = θκεκ+1, θ ∈ (0, 1).
Therefore, for λ > 0,
|{T1fε > λ}| ≥ |{θ ≤ 1 : c θκεκ+1 > λ}| =
∣∣{θ ≤ 1 : θ < (c εκ+1/λ)−1/κ}∣∣
POTENTIAL OPERATORS 23
with c > 0 independent of ε and λ. This gives
|{T1fε > λ}| ≥
(c εκ+1
λ
)−1/κ
, λ ≥ c εκ+1 > 0.
Now we see that the restricted weak type (p, q), q <∞, of T1 implies
λ1+1/(κq)ε−(κ+1)/(κq)−1/p . 1, λ ≥ c εκ+1 > 0.
This forces 1 + 1/(κq) ≤ 0, i.e. 1q ≥ −κ. Letting λ = c εκ+1 we recover also the condition 1p ≤ 1 + κ.
When q =∞, the weak type estimate for T1fε reads as ‖T1fε‖∞ . ε1/p, ε < 1, which means that
θκεκ+1 . ε1/p, ε, θ < 1.
Consequently, we must have 0 = 1q ≥ −κ and 1p ≤ 1 + κ.
Analysis of T2. Assuming that
1
p < 1 + κ and using the bound log
2pi
θ+ϕ ≤ log 2piϕ we get, see (14),
T2f(θ) . [θ(π − θ)]κ‖f‖p.
As we already saw, this estimate implies that T2 is of strong type (p, q) if
1
q > −κ, and of weak type
(p, 1−κ ).
Let now q satisfy 1q > −κ and let E be a measurable subset of (0, π). Using the bound log 2piθ+ϕ ≤ log 2piθ
and estimating similarly as in (15), we get
T2χE(θ) . θ
α+1/2(π − θ)β+1/2 log 2π
θ
‖χE‖1/(1+κ).
Since 1q > −κ, this implies
(16) T2χE(θ) . [θ(π − θ)]−1/q‖χE‖1/(1+κ),
which leads to the restricted weak type ( 11+κ , q), see the analysis of T˜1. If β < α and q =
1
−κ , then (16)
still holds and so in this case T2 is also of restricted weak type (
1
1+κ ,
1
−κ ).
It remains to disprove the restricted weak type ( 11+κ ,
1
−κ) when α ≤ β (i.e. κ = α+1/2). Let fε = χ(0,ε)
for ε > 0 small. Then ‖fε‖1/(1+κ) = ε1+κ and
T2fε(θ) ≃ θκ
∫ ε
0
ϕκ log
2π
θ + ϕ
dϕ ≃ θκε1+κ log 2π
θ + ε
, θ ∈ (0, 1).
It follows that for a fixed constant c > 0 independent of ε and λ > 0,
|{T2fε > λ}| ≥
∣∣∣{θ < ε : c θκε1+κ log π
ε
> λ
}∣∣∣ = ∣∣∣∣∣
{
θ < ε : θ <
(
λ
c ε1+κ log piε
)1/κ}∣∣∣∣∣.
Choosing λε = c ε
2κ+1 log piε , we get the lower bound
|{T2fε > λε}| ≥ ε.
However, (‖fε‖1/(1+κ)
λε
)−1/κ
≃ ε
(
log
π
ε
)1/κ
,
and since the last expression tends faster to 0 than ε itself, the estimate
|{T2fε > λε}| .
(‖fε‖1/(1+κ)
λε
)−1/κ
cannot be uniform in ε when ε→ 0.
Analysis of T3. See the corresponding comment in the proof of part (a), which remains in force also in
the present situation.
Analysis of T4. Observe that
K4(θ, ϕ) .
[
θϕ(π − θ)(π − ϕ)
(θ + ϕ)2(π − θ + π − ϕ)2
]κ
. K˜1(θ, ϕ).
Consequently, T4 inherits the positive mapping properties of T˜1 justified above.
Analysis of T5. It can be easily seen that K5(θ, ϕ) is controlled from above, uniformly in θ, ϕ ∈ (0, π),
by the kernel K6(θ, ϕ) with any fixed σ < 1/2. Therefore T5 inherits the positive mapping properties of
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T6 to be proved in a moment. Choosing σ such that κ+1/2 < σ < 1/2, we infer that T5 has the positive
mapping properties of T1, provided that what is claimed about T6 in the beginning of this proof is true.
Analysis of T6. Assume that σ < 1/2. In order to show the positive results for T6, we observe that
K6(θ, ϕ) .
[
θϕ(π − θ)(π − ϕ)
(θ + ϕ)2(π − θ + π − ϕ)2
]κ
|θ − ϕ|2σ−1
and consider the dominating kernel on the right-hand side here. Then, for symmetry reasons, we may
restrict to θ ∈ (0, π/2]. Thus it is enough to study the kernel
K˜6(θ, ϕ) := χ(0,pi/2](θ)
[
θϕ
(θ + ϕ)2
]κ
(π − ϕ)κ|θ − ϕ|2σ−1
≃ χ(0,pi/2](θ)(π − ϕ)κ

θ−κ+2σ−1ϕκ, ϕ ≤ θ/2
|θ − ϕ|2σ−1, θ/2 < ϕ < 2θ
θκϕ−κ+2σ−1, ϕ ≥ 2θ
and the associated operator T˜6. We will prove that T˜6 has all the positive mapping properties claimed
for T6 in the beginning of this proof.
To proceed, we consider ϕ > 3π/4 and ϕ ≤ 3π/4, and estimate K˜6(θ, ϕ) as follows:
K˜6(θ, ϕ) . χ(3pi/4,pi)(ϕ)(π − ϕ)κ

θ−κ+2σ−1, ϕ ≤ θ/2
1, θ/2 < ϕ < 2θ
θκ, ϕ ≥ 2θ
+ |θ − ϕ|2σ−1 + χ{ϕ<θ}θ−κ+2σ−1ϕκ + χ{ϕ>θ}θκϕ−κ+2σ−1
≡ K˜6,1(θ, ϕ) + K˜6,2(θ, ϕ) + K˜6,3(θ, ϕ) + K˜6,4(θ, ϕ).
Let T˜6,j , j = 1, . . . , 4, be the corresponding integral operators. We will analyze these operators separately.
The mapping properties we shall verify will altogether imply the desired conclusion about T˜6. This
implication will be perhaps best seen by looking at the three cases coming from the comparison of 2σ−κ
and κ+ 1, or equivalently σ and κ+ 1/2, see Figures 3 and 4.
Treatment of T˜6,1 is straightforward. Indeed, we have
K˜6,1(θ, ϕ) . χ(3pi/4,pi)(ϕ)(π − ϕ)κθκ . K˜1(θ, ϕ),
and consequently T˜6,1 inherits the positive mapping properties of T˜1 verified above, see Figure 3. Fur-
thermore, the kernel K˜6,2(θ, ϕ) was already considered in the proof of Theorem 2.3, the analysis of T6
with α = β = −1/2. In particular, we know that T˜6,2 possesses the positive mapping properties shown
for T6 in the proof of part (a), see Figure 2.
It remains to study T˜6,3 and T˜6,4. Assuming that p > 1 and q <∞, we will verify the following items,
which will complete proving the positive results for T6.
• T˜6,3 is of strong type (p, q) if 1p < 1 + κ and 1q ≥ 1p − 2σ, and of restricted weak type ( 11+κ , q) for
1
q ≥ 1 + κ− 2σ.
• T˜6,4 is of strong type (p, q) if 1q > −κ and 1q ≥ 1p − 2σ, of weak type (p, 1−κ ) for 1p < 2σ − κ, and
of restricted weak type ( 12σ−κ ,
1
−κ ) in case 2σ − κ < 1.
Analysis of T˜6,3. We have
T˜6,3f(θ) = θ
−κ+2σ−1
∫ θ
0
ϕκf(ϕ) dϕ.
Assume that 1p < 1 + κ, i.e. κp
′ > −1. By Ho¨lder’s inequality,
T˜6,3f(θ) ≤ θ−κ+2σ−1‖f‖p
(∫ θ
0
ϕκp
′
dϕ
)1/p′
. θ2σ−1/p‖f‖p.
This estimate implies that T˜6,3 is of strong type (p, q) if (2σ − 1/p)q > −1, i.e. 1q > 1p − 2σ. Also, T˜6,3 is
of weak type (p, q) if (2σ − 1/p)q = −1, i.e. 1q = 1p − 2σ. By interpolation, T˜6,3 is actually of strong type
(p, q) for 1q =
1
p − 2σ (recall that we consider q <∞).
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It remains to check that T˜6,3 is of restricted weak type (
1
1+κ , q) for
1
q ≥ 1 + κ − 2σ. Let E be a
measurable subset of (0, π). Clearly,
T˜6,3χE(θ) ≤ θ−κ+2σ−1
∫ |E|
0
ϕκ dϕ ≃ θ−κ+2σ−1|E|1+κ.
Consequently,
T˜6,3χE(θ) . θ
−1/q‖χE‖1/(1+κ),
and now the conclusion easily follows.
Analysis of T˜6,4. Let p > 1 and q <∞. Using Ho¨lder’s inequality, we get
T˜6,4f(θ) = θ
κ
∫ pi
θ
ϕ−κ+2σ−1f(ϕ) dϕ ≤ θκ‖f‖p
(∫ pi
θ
ϕ(−κ+2σ−1)p
′
dϕ
)1/p′
.
To estimate the Lp
′
norm here, we write
∫ pi
θ
ϕ(−κ+2σ−1)p
′
dϕ .

1, (−κ+ 2σ − 1)p′ > −1
log piθ , (−κ+ 2σ − 1)p′ = −1
θ(−κ+2σ−1)p
′+1, (−κ+ 2σ − 1)p′ < −1
.
Thus, for θ ∈ (0, π),
T˜6,4f(θ) . ‖f‖p

θκ, 2σ − κ > 1p
θκ(log piθ )
1/p′ , 2σ − κ = 1p
θ2σ−1/p, 2σ − κ < 1p
.
Assume that 1q > −κ, i.e. κq > −1. If 1p ≤ 2σ − κ, then T˜6,4 is of strong type (p, q). Indeed, in this
case
T˜6,4f(θ) . θ
κ
(
log
2π
θ
)1/p′
‖f‖p,
and the function θ 7→ θκ(log 2piθ )1/p
′
is in Lq. Moreover, T˜6,4 is also of strong type (p, q) if
1
p > 2σ − κ
and in addition 1q >
1
p − 2σ, since then
T˜6,4f(θ) . θ
2σ−1/p‖f‖p,
and the function θ 7→ θ2σ−1/p belongs to Lq. Furthermore, for 1p > 2σ − κ and 1q = 1p − 2σ, T˜6,4 is of
weak type (p, q), in view of the bound
T˜6,4f(θ) . θ
2σ−1/p‖f‖p = θ−1/q‖f‖p.
By interpolation, T˜6,4 is in fact of strong type (p, q) provided that
1
p > 2σ − κ and 1q = 1p − 2σ.
Next, we verify the weak type (p, 1−κ) of T˜6,4 for
1
p < 2σ − κ. This, however, is straightforward with
the aid of the bound
T˜6,4f(θ) . θ
κ‖f‖p.
Finally, T˜6,4 is of restricted weak type (
1
2σ−κ ,
1
−κ ) if 2σ − κ < 1. Indeed, for measurable subsets E of
(0, π),
T˜6,4χE(θ) = θ
κ
∫ pi
θ
ϕ−κ+2σ−1χE(ϕ) dϕ ≤ θκ
∫ |E|
0
ϕ−κ+2σ−1 dϕ . θκ‖χE‖1/(2σ−κ)
uniformly in θ ∈ (0, π), and the conclusion follows.
Now the desired positive results for T6 are justified. Passing to negative results, we first ensure that
T6 is not of restricted weak type (p, q) if
1
q <
1
p − 2σ. Observe that
K6(θ, ϕ) ≃ |θ − ϕ|2σ−1, θ, ϕ ∈ (1/2, 3/2).
Thus we can invoke the arguments disproving the same mapping property for T6 in the proof of part (a),
see the analysis of T6, the case α = β = −1/2 and hence δ = 1/2, in the proof of Theorem 2.3.
Finally, we disprove the weak type ( 12σ−κ ,
1
−κ) of T6 in case 2σ − κ < 1 + κ. We may assume that
α ≤ β, so that κ = α+ 1/2. Since
K6(θ, ϕ) ≥ χ{2>ϕ>2θ}K6(θ, ϕ) & χ{2>ϕ>2θ}θκϕ−κ+2σ−1,
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we have
T6f(θ) & θ
κ
∫ 2
2θ
ϕ−κ+2σ−1f(ϕ) dϕ, θ ∈ (0, 1).
Let f(ϕ) = χ(0,2)(ϕ)ϕ
κ−2σ/ log piϕ . Then f ∈ L1/(2σ−κ). We will show that T6f /∈ L−1/κ,∞. Notice that
T6f(θ) & θ
κ
∫ 2
2θ
dϕ
ϕ log piϕ
≡ θκh(θ), θ ∈ (0, 1),
where h(θ) is a function increasing to ∞ as θ decreases to 0. Take M > 0 arbitrarily large. There exists
η > 0 such that h(θ) > M for θ ∈ (0, η). Consequently, for a fixed constant c > 0 independent of M and
λ > 0,
|{T6f > λ}| ≥ |{cθκh(θ) > λ}| ≥ |{θ < η : cθκM > λ}| =
∣∣∣∣{θ < η : θ < ( λcM )1/κ
}∣∣∣∣.
For λ so large that (λ/(cM))1/κ < η is satisfied, we then get the lower bound
|{T6f > λ}| ≥
(cM
λ
)−1/κ
.
Thus we see that
sup
λ>0
λ|{T6f > λ}|−κ ≥ cM
and so the L−1/κ,∞ quasinorm of T6f cannot be finite.
The proof of part (b) in Theorem 2.4 and its sharpness is complete. 
4.3. Lp − Lq estimates in the Fourier-Bessel settings. We will give short proofs of Theorems 2.7
and 2.8 by means of relating the Fourier-Bessel potential kernels to the Jacobi potential kernels with
suitably chosen parameters of type, and then making use of the already proved results in the Jacobi
settings.
Proof of Theorem 2.7. Observe that, in view of Theorem 2.6 and Theorem 2.2, the potential kernel in the
natural measure Fourier-Bessel framework is controlled by the potential kernel in the Jacobi trigonometric
setting with parameters α = ν and β = −1/2,
Kνσ(x, y) . Kν,−1/2σ (πx, πy), x, y ∈ (0, 1).
Moreover, the corresponding measures are comparable,
dµν(x) ≃ dµν,−1/2(πx), x ∈ (0, 1).
Thus we see that the Fourier-Bessel potential operator Iνσ is controlled by the Jacobi potential oper-
ator Iν,−1/2σ . Hence Iνσ inherits all the positive mapping properties of Iν,−1/2σ stated in Theorem 2.3.
Consequently, the desired positive results for Iνσ follow.
To verify the negative results, notice that
Kνσ(x, y) ≃ Kν,−1/2σ (πx, πy), x, y ∈ (0, 3/4).
This comparability for x and y staying away from the right endpoint of (0, 1), together with the arguments
given in the proof of Theorem 2.3, shows that Iνσ has the same negative mapping properties as those for
Iν,−1/2σ stated in Theorem 2.3. The conclusion follows. 
Proof of Theorem 2.8. By (7), Theorem 2.6, Theorem 2.2 and (5), we see that the potential kernels in
the Lebesgue measure Jacobi and the Lebesgue measure Fourier-Bessel settings are comparable in the
sense that
K
ν
σ(x, y) ≃ Kν,1/2σ (πx, πy), x, y ∈ (0, 1).
Therefore the corresponding potential operators Iνσ and I
ν,1/2
σ possess exactly the same positive and
negative Lp − Lq mapping properties. Thus Theorem 2.8 follows from Theorem 2.4 specified to α = ν
and β = 1/2. 
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Appendix: summary of notation
For reader’s convenience, in Table 1 below we summarize the notation of various objects in the contexts
appearing in this paper, that is
• Jacobi trigonometric polynomial setting,
• Jacobi trigonometric function setting,
• Jacobi trigonometric function setting scaled to the interval (0, 1),
• natural measure Fourier-Bessel setting,
• Lebesgue measure Fourier-Bessel setting.
Jacobi trig pol Jacobi trig fun Jacobi scaled FB nat meas FB Leb meas
eigenfunctions Pα,βn φα,βn φ˜α,βn φνn ψνn
reference measure dµα,β dθ dx dµν dx
‘Laplacian’ J α,β Jα,β J˜α,β Lν Lν
heat kernel G˜α,βt (x, y) G
ν
t (x, y)
Poisson kernel Hα,βt (θ, ϕ) Hα,βt (θ, ϕ) H˜α,βt (x, y) Hνt (x, y) Hνt (x, y)
potential kernel Kα,βσ (θ, ϕ) Kα,βσ (θ, ϕ) Kνσ(x, y) Kνσ(x, y)
potential operator Iα,βσ Iα,βσ Iνσ Iνσ
Table 1. Summary of notation.
References
[1] N. Aronszajn, K.T. Smith, Theory of Bessel potentials. Part I., Ann. Inst. Fourier 11 (1961), 385–475.
[2] P. Auscher, J.M. Martell, Weighted norm inequalities for fractional operators, Indiana Univ. Math. J. 57 (2008),
1845–1869.
[3] D. Bakry, Remarques sur les semigroupes de Jacobi, Aste´risque 236 (1996), 23-39.
[4] C. Balderrama, W. Urbina, Fractional integration and fractional differentiation for Jacobi expansions, Divulg. Mat.
15 (2007), 93-113.
[5] C. Balderrama, W. Urbina, Fractional integration and fractional differentiation for d-dimensional Jacobi expansions.
Special functions and orthogonal polynomials, 1-14, Contemp. Math., 471, Amer. Math. Soc., Providence, RI, 2008.
[6] C. Bennett, M. Sharpley, Interpolation of operators, Academic Press Professional, Inc., San Diego, 1987.
[7] A. Bernardis, O. Salinas, Two-weight norm inequalities for the fractional maximal operator on spaces of homogeneous
type, Studia Math. 108 (1994), 201–207.
[8] B. Bongioanni, J. L. Torrea, Sobolev spaces associated to the harmonic oscillator, Proc. Indian Acad. Sci. Math. Sci.
116 (2006), 337–360.
[9] O´. Ciaurri, A. Nowak, K. Stempak, Jacobi transplantation revisited, Math. Z. 257 (2007), 355-380.
[10] O´. Ciaurri, L. Roncal, P. R. Stinga, Fractional integrals on compact Riemannian symmetric spaces of rank one, Adv.
Math. 235 (2013), 627–647.
[11] O´. Ciaurri, K. Stempak, Transplantation and multiplier theorems for Fourier-Bessel expansions, Trans. Amer. Math.
Soc. 358 (2006), 4441–4465.
[12] O´. Ciaurri, K. Stempak, Weighted transplantation for Fourier-Bessel series, J. Anal. Math. 100 (2006), 133-156.
[13] T. Coulhon, G. Kerkyacharian, P. Petrushev, Heat kernel generated frames in the setting of Dirichlet spaces, J. Fourier
Anal. Appl. 18 (2012), 995–1066.
[14] P. L. De Na´poli, I. Drelichman, R. Dura´n, Multipliers of Laplace transform type for Laguerre and Hermite expansions,
Studia Math. 203 (2011), 265–290.
[15] G. B. Folland, Introduction to partial differential equations, 2nd ed., Princeton University Press, Princeton, 1995.
[16] G. Gasper, K. Stempak, W. Trebels, Fractional integration for Laguerre expansions, Methods Appl. Anal. 2 (1995),
67–75.
[17] G. Gasper, W. Trebels, Norm inequalities for fractional integrals of Laguerre and Hermite expansions, Tohoku Math.
J. 52 (2000), 251–260.
[18] A. E. Gatto, C. Segovia, On fractional differentiation and integration on spaces of homogeneous type, Rev. Mat.
Iberoamericana 12 (1996), 111–145.
[19] L.I. Hedberg, On certain convolution inequalities, Proc. Amer. Math. Soc. 36 (1972), 505–510.
[20] J. Heinonen, Lectures on analysis on metric spaces, Springer-Verlag, New York, 2001.
[21] A. Kairema, Two-weight norm inequalities for potential type and maximal operators in a metric space, Publ. Mat. 57
(2012), 3–56.
28 A. NOWAK AND L. RONCAL
[22] Y. Kanjin, E. Sato, The Hardy-Littlewood theorem on fractional integration for Laguerre series, Proc. Amer. Math.
Soc. 123 (1995), 2165–2171.
[23] B. Langowski, Harmonic analysis operators related to symmetrized Jacobi expansions, Acta Math. Hungar. (in press).
Online first version DOI:10.1007/s10474-013-0297-9.
[24] B. Muckenhoupt, Transplantation theorems and multiplier theorems for Jacobi series, Mem. Amer. Math. Soc. 64
(1986).
[25] B. Muckenhoupt, E.M. Stein, Classical expansions and their relation to conjugate harmonic functions, Trans. Amer.
Math. Soc. 118 (1965), 17–92.
[26] A. Nowak, L. Roncal, On sharp heat and subordinated kernel estimates in the Fourier-Bessel setting, Rocky Mountain
J. Math. (to appear). arXiv:1111.5700
[27] A. Nowak, L. Roncal, Sharp heat kernel estimates in the Fourier-Bessel setting for a continuous range of the type
parameter, Acta Math. Sin. (Engl. Ser.) (to appear). arXiv:1208.5199
[28] A. Nowak, P. Sjo¨gren, Caldero´n-Zygmund operators related to Jacobi expansions, J. Fourier Anal. Appl. 18 (2012),
717–749.
[29] A. Nowak, P. Sjo¨gren, Sharp estimates of the Jacobi heat kernel, preprint 2011. arXiv:1111.3145
[30] A. Nowak, P. Sjo¨gren, T.Z. Szarek, Analysis related to all admissible type parameters in the Jacobi setting, preprint
2012. arXiv:1211.3270
[31] A. Nowak, K. Stempak, Negative powers of Laguerre operators, Canad. J. Math. 64 (2012), 183–216.
[32] A. Nowak, K. Stempak, Sharp estimates of the potential kernel for the harmonic oscillator with applications, Nagoya
Math. J. 212 (2013) (in press). arXiv:1111.5738
[33] E. Sawyer, R. L. Wheeden, Weighted inequalities for fractional integrals on Euclidean and homogeneous spaces, Amer.
J. Math. 114 (1992), 813–874.
[34] E.M. Stein, Singular integrals and differentiability properties of functions, Princeton University Press, Princeton, 1970.
[35] E. M. Stein, G. Weiss, Fractional integrals on n-dimensional Euclidean space, J. Math. Mech. 7 (1958), 503–514.
[36] E.M. Stein, G. Weiss, Introduction to Fourier analysis on Euclidean spaces, Princeton University Press, Princeton,
N.J. 1971.
[37] G. Szego¨, Orthogonal polynomials, Fourth Edition, Amer. Math. Soc. Colloq. Publ. 23, Amer. Math. Soc., Providence,
R. I., 1975.
[38] G.N. Watson, A treatise on the theory of Bessel functions, Cambridge University Press, Cambridge, 1966.
Instytut Matematyczny, Polska Akademia Nauk, S´niadeckich 8, 00-956 Warszawa, Poland
E-mail address: adam.nowak@impan.pl
Departamento de Matema´ticas y Computacio´n, Universidad de La Rioja, 26004 Logron˜o, Spain
E-mail address: luz.roncal@unirioja.es
