Abstract. The existence of subharmonic and multiple periodic solutions as well as the minimality of periods are obtained for the nonautonomous Hamiltonian systems 
Introduction
Let H : M x R 2N -> M, (t,x) H (t,x) be a continuous function T-periodic (T > 0) in the first variable, differentiable in the second variable, and H'(t,x) -is continuous. Consider the Hamiltonian system of ordinary differential equations:
IN being the identity matrix of order N.
It has been proved that the system (H) has subharmonic solutions by using many different techniques, for example Morse theory, minimax theory. Many solvability conditions are given, such as the coercivity condition (see [3, 6, 7, 10] ), the convexity condition (see [2, 9, 11] ), the boundedness con-dition (see [8] ), the sublinear condition (see [1, 8] ). Specially, under the conditions (1) There exist a G ]0,1[ and two constants a,b> 0 such that \H'(t,x)\ <a\x\ a + b, Vx G R 2iV , a.e. t G R. (2) lim ^ ~^ or ~ oo, uniformly in t € R, |s|->oo |x| Silva [8] proved the existence of subharmonics for problem (H) (see theorem 1.2 in [8] ). Recently, Daouas and Timoumi [1] generalized the result mentioned above. In this paper, we suppose that the nonlinearity H'(t,x) is partially sublinear; that is, there exists a decomposition R 2/v = A © B of R 2N such that H is periodic in A and there exist 0 < a < 1 and two periodic functions a G L^ ([0 
|n|-»oo |-y|
Under these conditions, we obtain some existence of subharmonics and multiple periodic solutions for the system ('H). Furthermore, we study the minimality of periods. For the resolution, we use an analogy of Egorov's theorem, the Least action principle and a Generalized saddle point theorem [4] .
Preliminaries
We will recall a minimax theorem: "Generalized saddle point theorem [4] ", which will be useful in the proof of our results.
Given a Banach space E and a complete connected Finsler manifold V of class C 2 , we consider the space X = E x V. Let E -W © Z (topological direct sum) and En © Zn be a sequence of closed subspaces with Zn C Z, WnCW, 1 < dim Wn < oo. Define has a subsequence which converges in X to a critical point of /. The above property will be referred as the (PS)* condition with respect to (Xn).
DEFINITION 2.2.
Let Y be a closed subset of a space X. The cuplength of X relative to Y is the largest integer n such that there exist a0 G H*(X,Y), * > 0 and ai,...,a" G H*(X), * > 1 with
We write then cuplenth(X,Y)=n. We set cuplength(X, F) = -oo if no such integer exists. Here H* denotes the singular cohomology over the real field M. 
Then / _1 ([/3,7]) contains at least cuplength (V) + 1 critical points of f.
Now, for giving a variational formulation of ('H), some preliminary materials on functional spaces and norms are needed.
Consider the Hilbert space E = R 2N ), where S 1 = R/TZ, and the quadratic form Q defined in E by
where (.,.) inside the sign integral is the inner product in If x 6 E, then x has a Fourier expansion ao U ai U • • • U a" / 0.
n^iLi
where xm G R 2N and Ylmel.^ ^ l m l)l®m| 2 < 00. By an easy calculation, we obtain 
and
Our third main result conserns the minimality of periods and is: 
Assume (A), (Ho), (H[) and (H'2) hold. Then for all integer k > 1, the system (H) possesses at least (p + 1) kT-
where a : K -> M is a continuous periodic function not identically null and having a constant sign. Then the Hamiltonian H satisfies all the above assumptions.
Proof of Theorem 3.1. To begin let us observe the following
REMARK 3.2. We remark that if x is a periodic solution of x = JH'(t, x) then y(t) = x(-t) is a periodic solution of y = -JH'(-t,y).

Moreover, -H(-t,x) satisfies (H2)(i) whenever H(t,x) satisfies (H2)(ii).
Hence it suffices to assume that H satisfies (H2)(i).
The following two lemmas, which are analogeous to Egorov's lemma, will be needed in the proof of our results. The first lemma treats the sequence case and the second does the continuous function case. They deal with tending to +00.
LEMMA 3.1. Suppose that C is a non empty open subset O/M with meas(C) < 00, F is a given set and fn(t, u) is a sequence of functions defined inCxF, continuous in t such that fn(t,u) -> +00 as n -> +00, uniformly in u € F, for a.e. t £ C. Then, for any p > 0, there exists a subset Cp of C with
Proof. Without loss of generality, we may assume that fn(t,u) -> +00 as n -> +00, uniformly in u G F, for all t £ C. For every r > 0 and every positive integer n, define
Then C(n,r) is measurable and
Hence we have oo C= (J C(n,r) ra= 1 because that fn(t, u) -> +00 as n -> +00, uniformly in u € F, for all t € C. By the properties of Lebesgue's measure one has meas(C) = lim meas(C(n, r)) n->00
which implies that lim meas(C -C(n,r)) = 0.
n->oo
Hence for any p > 0 and for every integer i there exists nt E N such that
Then one has meas(C -Cp) = meas(C -
i-1 00 00
Futhermore, fn(t,u) +00 as n -> +00, uniformly for all (t,u) G Cp x F. Indeed, for every r > 0, choose io > r. Then we have Cp C C(nl0, ¿0), which implies that
fn(t,u) >i0>r
for all n > rii0 and all (t, u) € Cp x F.
LEMMA 3.2. Suppose that H satisfies assumption (H2)(i).
Then for every p > 0 there exists a subset Cp of C with meas(C -Cp) < p such that 
for all n > 1, almost every í £ C and all u G A, which implies that /"(., u) is mesurable for all positive integer n and u G A. Now the fact fn(t, u) -> +oo as n -> oo uniformly in u G A, for almost every í G C follows from the same property of f (t,u,v) . By Lemma 3.1 there exists, for every p > 0, a subset Cp with meas(C -Cp) < p such that fn(t,u) -» +oo as n -» +oo uniformly for all (t, u) G Cp x A, which implies the desired property of f (t,u,v) . Assume that 0 < p < 2N -1. We are interested in the existence and multiplicity of periodic solutions to the system (7i). By making the change of variables t -> the system (Tí) transforms to
Hence, to find fcT-periodic solutions of (Tí), it suffises to find T-periodic solutions of (Tik)-Associate to the systems (Tik) the family of functionals (</>&) defined on the space E = H^S 1 , R 2N ) by:
2 o o It is well known that every functional fa is continuously differentiable in E and critical points of fa on E correspond to the T-periodic solutions of the system (Tik), moreover one has By assumption (H\) and Holder's inequality, with p = ^, q = , we have
Then by (3.3), (3.4), (3.5) and Proposition 2.2, there exist two constants C2, C3 > 0 such that (3.6) ||u+|| <c2||PBK)|| a + C3.
Observing that a similar result holds for (u~):
We conclude from (3.6) and (3. for some positive constant eg. However, the condition (3.16) contradicts (H2)(i) because | -> 00 as n -> 00. Consequently, (un) is bounded in X. Going if necessary to a subsequence, we can assume that un -u, u^ -> u° and vn v. Notice that G W, with x l k{t) = a £;T-periodic solution of (H).
We will prove, that for all i = 1,... ,p + 1, the sequence (u l k) has the following property (3.27) lim IM<) = +oo.
k-»oo K
This will be obtained by using the estimates (3.26) on the critical levels of (f)k, and implies that for all i = l,...,p+ 1, the sequence (|| w /c||00)fceN goes to infinity as k goes to infinity. For this, we will need the following two lemmas. Taking Uj = + Uj + ^j) with e Uj G B, Vj £ V, we obtain, by an easy calculation
o By assumption (H2)(i), the Hamiltonian H is bounded from below, so we deduce from (3.31) that there exists a constant C2 > 0 such that As above, by using (3.40), (H2)(i) and Lemma 3.2, we obtain (3.37), which contradicts (3.30). That concludes the proof of Lemma 3.5.
We claim that = ||j^ -• oo as k -> oo. Indeed, if we suppose otherwise, (u l k) possesses a bounded subsequence (u l kn). Since 
6 o defined respectively on the spaces X defined as the space X introduced above, with E = iT^(5' 1 ,R 2iv ) and S 1 = R / k T Z in this case.
It is easy to see that for all k > 1 and for all i = 1,... ,p + 1, x\ is a critical point of ipk and by (3.27), we have In a first step, we will show that the set S t of T-periodic solutions of (TC) is bounded in X . Assume by contradiction that there exists a sequence (xin St such that ||iEfc|| -> oo in X as k -> oo. Let us write Xk = x + x + x + v^ where x^ G E^, j = 0, -, + and v^ e V. Multiplying both sides of the identity Consequently, (3.48) and (3.62) show that for alH = 1,..., p+1 and for all k sufficiently large, we have x l k ^ St-SO if k is chosen to be prime number, the minimal period of x l k has to be kT and the proof of Theorem 3.3 is complete.
