Abstract. Large chemical computations show the need for full adaptivity supporting the development of robust and highly e cient programs. For solutions possessing sharp moving spatial transitions, as travelling wavefronts or emerging boundary and internal layers, an automatic adjustment of both the space and the time stepsize is generally accepted to be more successful in e cient resolving critical regions of high spatial and temporal activity. In contrast to the widespread discretization sequence rst space then time the reversed sequence rst time then space is employed. Full adaptivity of the proposed algorithm is realized by combining embedded time discretization and multilevel nite element space discretization. In this paper the algorithm is described for one{dimensional problems. The numerical results show the signi cantly new perspectives opened by this approach.
Introduction
Many chemical phenomena are governed by reaction{di usion processes. The resulting initial boundary value problems consist of parabolic di erential equations that are coupled through a highly nonlinear source term, often representing the reaction process of the chemical components.
One widespread approach to solve such a kind of partial di erential equations is the method of lines (MOL). It involves the discretization sequence rst space then time. In order to get a simple and therefore \fast implementable" discretization, two rather popular strategies are in use: uniform nite di erences in space and implicit Euler discretization in time. Sometimes even an explicit Euler discretization is applied. However, with increasing complexity of the above problems these schemes can easily give disastrous results that are obviously { or sometimes not so obviously { incorrect. One of the remarkable features of large chemical models being composed of various subsystems, is the di erent character of the arising di erential equations. For example, the transport of chemical substances can be caused by convection, di usion or reaction mechanism. Here, special conditions on internal boundaries have to be used to couple all these subsystems. Furthermore, in frequent cases algebraic conditions, possibly in di erential form, enter into the problem formulation. Of course, these features require some care when aiming to devise reliable numerical methods to solve such a problem. Adaptive techniques are characterized by the fact that the numerical approximation changes and evolves with the solution. They are often the only way to provide the computational codes necessary to solve some of the di cult problems arising in chemical computations. Employing the MOL approach the whole power of time integrators such as LSODE, DASSL and LIMEX ( 16] , 9], 6]) developed in a long research tradition is available to solve the semi{discrete problem accurately and eciently, see e.g. 8] , 19] for a thorough overview. Adaptivity in the context of ordinary di erential equations (ODE's) means a stepsize control with respect to the time discretization. It turns out that this control is not enough for a class of challenging chemical problems such as problems with travelling reaction zones and internal boundary layers, which additionally require a time{dependent adaption of the spatial discretization. Two di erent strategies are well{known: the static and the dynamic regridding. Static regridding aims at nding a better space grid after an appropriate number of time steps using some information about the estimated spatial discretization error. It is clear, that this approach introduces an element of discontinuity into the time integration process and leads to a space grid which generally comes \too late" 3]. In opposite, dynamic regridding is a possibility to include the current spatial nodes into the solution process making them time{dependent. That means, they now become additional unknowns of the whole system. Such moving{grid techniques have been used successfully for one space dimension 13], 1]. In two space dimensions, however, their application is less trivial, and it is not always clear how to extend the underlying grid selection procedure 21]. Therefore, 2D moving{grid methods have hardly been applied to real{life problems. For further information, the interested reader is referred to 7] and 15], where several real{life examples from chemical computing are reported. Another possibility is the discretization sequence rst time then space { classically known as Rothe method 18] . This sequence allows to compute the space discretization during the time integration process. Therefore, the Rothe method should be preferred to overcome the above di culties. A further advantage is the fact, that the theory of the whole adaptive process can be formulated independently of the space dimension. First basic investigations have been done for linear parabolic PDEs in 4] and later extended to di usion{reaction systems in 12] .
In this paper an implementation of the fully{adaptive Rothe method for one{dimensional reaction{di usion problems with internal boundaries is described. The time discretization is based on a special embedded Runge{Kutta method of order 3(2), which is designed to keep its accuracy even in the case of di erential{algebraic equations. The occurring elliptic subproblems are solved by a multilevel nite element method (MFEM) with linear elements using fundamental ideas of 5]. In consequence, a space grid well suited to the problem under consideration is obtained in order to assure a desired accuracy. The resulting algorithm represents a signi cant improvement over the previous one developed in 11] since it is now possible to handle di erential{ algebraic equations with internal boundaries. The program used for the above computations is based on the code KARDOS implemented by the author 10]. The excellent behavior of the proposed approach is demonstrated on some real life chemical problems such as a chemical catalytic process and a vertical bubble reactor. Finally, it should be mentioned that in principle an extension to the higher dimensional case can be done without any di culties. Clearly, the corresponding realizations are much more expensive.
Problem Formulation
Let u = (u 1 ; u 2 ; :::; u r ) be a vector function and = 1 
The operator A denotes the weak representation of the di usion operator in (2.1) with weakly imposed boundary conditions. We can use a highly e cient time integrator to solve this problem. In general, chemical reaction systems are characterized by the coexistence of fast and slow reactions, making the whole system very sti . An explicit integration is therefore often inappropriate since it may lead to wrong solutions. The use of an implicit method promises better results. However, a fully implicit discretization requires the solution of nonlinear systems. This is avoided by a method, which replaces nonlinear systems by a xed sequence of linear systems. These algorithms are often called linearly implicit Runge{Kutta methods. Among them, Rosenbrock methods have shown to give very satisfactory results for sti equations. We use the following 3{stage embedded Rosenbrock method: Setting 11 = 22 = 33 := only one matrix computation on the left{hand side is needed. Furthermore, the equation (3.5) can then be solved in three successive stages of smaller dimension than the whole system. The traditional problem of choosing the remaining coe cients leads to a nonlinear algebraic system. We use a special set of coe cients (see Table 3 .1), which guarantees the order 3 and 2 of the solutions u 1 andû 1 respectively, and L{stability in (3.5). The corresponding method without the above transformation was given in 17], where further results on convergence and consistency can be found.
Tab where denotes a safety factor. The norm in (3.6) has to be chosen very carefully to re ect accurately the scale of the problem. We use a weighted root{mean{square norm, given by The tolerance ATOL i should indicate the absolute value at which the i{th component is essentially insigni cant. On the other hand, the value RTOL i a ects the relative accuracy of the i{th component with respect to its maximal value taken over all the time. This control turns out to be quite e cient and robust for a wide class of problems. Now a discussion of the boundary conditions related to the di erent stages of the above Rosenbrock method is appropriate. The rst stage reads Adaptive Space Discretization
To implement one time step, one elliptic problem has to be solved approximately at each stage of the Rosenbrock method. In the spirit of full adaptivity, a self{adaptive spatial discretization method is the appropriate choice to solve these problems with high accuracy. We use a MFEM, which is an excellent tool to ensure that a prescribed tolerance tol x for the spatial discretization error is achieved. The general principle of the multilevel technique mainly consists of replacing the solution space by a sequence of discrete spaces with successively increasing dimension to improve the approximation accuracy 5]. Self{adaptivity here calls for an e cient criterion optimizing this sequence in order to minimize the space discretization error. Summing up these parts, an adaptive MFEM is characterized by four modules: thenite element assembling code, the error estimation technique, the re nement strategy, and last but not least the solver of the linear equations. These steps are now described in detail.
The starting point for the use of the FEM is the weak formulation of the corresponding boundary value problem. The stage problems (3. The solution u 2 H 1 ( )] r has to satisfy the boundary conditions. For = 1 2 = ( 1 ; 2 ) ( 2 ; 3 ) let 4 n := f 1 = x 0 < x 1 < < x l = 2 = x l+1 < < x n = 3 g
be a partition of the domain into nite elements I j := (x j?1 ; x j ); j = 1; : : : ; n; j 6 = l + 1. Denoting by S(4 n ) the set of all continuous functions v n = (v n;1 ; : : : ; v n;r ) on with components v n;i that are linear on each I j 2 4 n and possibly discontinuous at x = 2 , we de ne the nite element solution and trial space by S n := fv n 2 S(4 n ) satisfying the Dirichlet conditionsg ; T n := fv n 2 S(4 n ) vanishing on the Dirichlet boundaryg :
As parameters to describe a function v n 2 S(4 n ) we choose the values v n (x j ) of v n at the nodes x j ; j = 0; : : : ; n; of 4 n . The corresponding basis functions j 2 S(4 n ) are then componentwise de ned by where B, the sti ness matrix, consists of elements b jk = B ( j ; k ), i = ( j i ) and r i = (r j i ) are vectors with elements j i = l n i (x j ), r j i = r i ( j ). During the assembling process the computation of the sti ness matrix B and the right{ hand side vector r i is done by summing the contributions from the di erent nite elements. The resulting sti ness matrix is the same for all the stages so that the three boundary value problems di er only in their right{hand side. Up to now we have taken into account the di erent external and internal boundary conditions only for the de nition of the solution and trial spaces in (4.3) . In what follows, the implementation of the boundary values will be worked out in detail.
External Dirichlet boundary conditions. Next, the error estimator of the space discretization will be described. Assuming that the approximated solution is given as a piecewise linear function over a xed grid, the aim is obviously to nd critical regions with high spatial discretization error where additional nodes should be inserted to improve the solution. This process leads to an equidistribution of the spatial discretization error. Unfortunately, the error is typically not precisely known and can in general only be estimated. One rather popular error estimation technique is the use of higher order local approximations. This can be done by solving the same elliptic problems locally on each nite element imposing the current FEM approximation of the solution as Dirichlet boundary condition 2]. In the present case quadratic solution and trial functions instead of linear ones are applied.
With the time integrator of the previous section, the new solution u n 1 on 4 n is described by three di erent stage problems. An estimation process including all these problems would become too expensive. A natural way then is the use of the rst stage only. This restriction is justi ed by the fact, that More sophisticated strategies are available. The re nement process restarts from the coarsest mesh in each time step. Of course, this is not always necessary and modi cations are possible. We conclude this section by some remarks concerning the solution of the linear equations. In recent years clever direct sparse and band solvers have been developed as attractive methods for the solution of certain classes of sparse nonsymmetric linear systems arising from partial di erential equations. They are very useful for solving problems with a sequence of right{ hand sides supplied in succession such as in diagonally implicit Runge{Kutta methods. However, their application is limited to those general sparse systems in which ll{in is not a problem. If the factorization of the matrix tends to have many more none{zero entries than the original matrix, more storage and computational time is required. Especially, in the case of higher space dimensions these drawbacks are often encountered. . Iterative methods are a practical alternative to direct methods whenever a good starting guess is available. This is the case for time{dependent problems, where the solution at each step can be used as starting value for the next step. The rate of convergence of these methods can usually be speeded up by preconditioning or by the exploitation of a multilevel structure. In Figure  4 .2 the ow diagram for a corresponding iterative solution process is pictured. On each re nement level all the stage problems are solved in order to get good starting values for the iteration on the nal grid. Now what is the best choice? Several comparisons between direct and iterative methods suggest that both can be applied with reliable success for the one{dimensional problems considered below. However, the question has to be discussed once again for higher space dimensions. In that case preconditioned iterative methods seem to have the potential for reducing dramatically the storage and computational time required by direct methods.
In the numerical examples presented below the BI{CGSTAB algorithm introduced in 20] was used. Its convergence behaviour is very smooth and in most cases it converges considerably faster than other methods. As stopping criterion a general threshold for the residuum is applied. 
Numerical Results
In this section the capability of the described fully adaptive algorithm to solve real{life chemical problems is demonstrated. We shall test the performance on a class of solutions arising from reactions at phase boundaries. Obviously, these solutions have a high degree of spatial activity which ranges from steep moving wave fronts to emerging and dying layers. All calculations were performed on a SPARC Workstation IPX.
Problem I: Reaction and transport by heterogeneous catalysis.
Catalysts are useful to generate porous media with transport and reaction pores. In such systems the predominantly di usive transport of chemical substances is connected with adsorption/reaction processes. Figure 5 .1 shows a part of a technically relevant honeycombed medium with four quadrilateral channels and the catalyst as wall. To get a rst impression of the di erent phenomena an extremely simplied one{dimensional model with only one pore coordinate is often employed. Firstly, the adsorption/reaction mechanism in the porous catalyst is studied intensively, assuming a laminar streaming along the wall. This leads to a so{called 2{phase model pictured in Figure 5 .2. The according partial di erential equations can be derived from the material balances. A typical 2{component system with u = (u 1 ; u 2 ), including a special reaction term reads as follows: will be added. Clearly, a xed 3{point spatial discretization of a restricted 2 can be used to approximate the chemical components in the channel exactly.
We observe that the model consists of two partial systems { one reaction{ di usion system (wall) and one system described by ordinary di erential equations (channel) {, which are connected through an internal coupling condition. Note that the above boundary conditions will generally lead to a solution which is discontinuous at x = 2 . Figure 5 .3 shows the temporal evolution of a typical solution and its corresponding spatial discretization for a real{life data set. At each time level an initial 9{point discretization of the computational domain = (0:0; 0:0005) (0:0005; 0:0006) was used. The tolerances were set to be tol x = 0:001 and tol t = 0:05. The time{dependent internal boundary condition models a material transport, which generates an initial front. With decreasing concentration of the chemical species in the channel and continuing reaction process in the wall, the solution becomes smoother and smoother. The main point here is that the solution is guaranteed to be correctly resolved near the internal boundary layer. This is important since the coupling condition is based on the values in that region. Next we consider the whole quadrilateral channel and replace it by a round one having the same hydraulic diameter. The model extended in such a way can be used to study the in uence of the ow and di usion in the channel on the reaction in the porous catalyst. In Figure 5 .4 the new situation is shown. The corresponding equations of the cylinder{symmetric model look as follows:
Material balances in the channel: The special coupling conditions of this second problem gives us the possibility to use a continuous version of our method due to results of the previous section. In Figure 5 .5 the evolution of one component to the steady state is pictured for the same chemical system as used in the previous computation. In contrast to the rst problem now the real extension of the channel has to be taken into account, that means = (0:0; 0:0025) (0:0025; 0:003). The tolerances were set to be tol t = 0:0005 and tol x = 0:001. After the formation of an internal boundary layer, the time step can be enlarged signi cantly. A uniform 13{point start grid provides a di cult test of the error estimator in space, since the method must rapidly re ne near the internal boundary in order to resolve the fast reaction in the catalyst leading to a steep initial front. One can see that the maximum density of points exactly follows the front, ensuring good resolution and high economy. Here, D i and i denote again the di usion and the coupling coe cient of the i{th component. Additionally, i represents the Henry coe cient. The speci c exchange areas S 1 and S 2 are strongly time{dependent because they are directly in uenced by the bubble radius. These radii have to be computed in a complicated nonlinear process. A further description would go beyond our scope. for a concrete numerical computation, the corresponding reaction coe cients k i;j can be derived by the mass action law. The resulting system of partial di erential equations has various internal boundary conditions. It is thus a challenging example for the proposed numerical algorithm. The computation was done for the tolerances tol t = 0:001 and tol x = 0:0008. We observe that the grid is able to follow the dynamics of the problem. The speed of the reaction front varies drastically in time. The crucial point here is to get the correct speed in particular at the beginning of the reaction. In this problem the bene ts of full adaptivity in time and space are evident.
Chapter 6
Conclusion
The aim of this paper was to develop a reliable and e cient method that can be used to solve reaction{di usion problems with internal boundaries in a fully adaptive way. The spatial adaption is connected with an equidistribution of the estimated spatial error. The second adaptive feature is the use of variable time stepsize in the numerical integration. The steplength is determined in such a way that the local error per timestep is below some tolerance.
The method was applied to several problems involving steep travelling fronts and internal layers. In each example we have obtained high resolutions of the solution in both space and time. The adaptive selection of grid points led to drastic reduction of the number of points required by a uniform mesh. The method presented in this paper could also be applied to a number of other chemical problems.
