Abstract. In this work we consider the semicirculant preconditioning of elliptic differential operators of the form Lu := − ∆u + aux + buy + cu in two cases: 0 < 1 and ≡ 1. The paper [Numer. Math., 81 (1998), pp. 211-249] provided extremely interesting and useful results in the first case. On the other hand, those appear to contradict basic results on preconditioning given in [SIAM J. Numer. Anal., 27 (1990), pp. 656-694]. We reobtain the results of [Numer. Math., 81 (1998), pp. 211-249] by a new approach which we believe to be more transparent. We also clarify the situation regarding the apparent contradiction with [SIAM J. Numer. Anal., 27 (1990), pp. 656-694]. Finally, we describe the distribution of the preconditioned eigenvalues in the uniformly elliptic case, ≡ 1.
1. Introduction. This work was motivated by the paper [LH] , which discussed the semicirculant preconditioning of two-dimensional convection diffusion equations. The results on the distribution of the eigenvalues of the preconditioned system are extremely interesting. On the other hand, these results seemed to contradict a fundamental principle enunciated in [MP] . The basic results of [MP] imply that if one preconditions a discrete elliptic operator L h with Dirichlet boundary conditions by another discrete elliptic operator B h and one has results such as those of [LH] , then B h must also impose Dirichlet boundary conditions. However, it would appear that the semicirculant preconditioner has some Dirichlet boundary conditions and some periodic boundary conditions. Finally, since part of the attraction of the semicirculant preconditioner is the fact that this preconditioner is easily inverted, one is led to a study of semicirculant preconditioners for the uniformly elliptic case.
In this paper we clarify the apparent contradiction between the results of [LH] and [MP] . Simply put, the limiting operator of the difference schemes is not elliptic. It is the limiting hyperbolic operator when , the singular perturbation parameter, goes to zero. Since the solution of the elliptic convection-diffusion equation converges to the solution of this hyperbolic equation, the method and the preconditioning approach are reasonable. Of course, there is a boundary layer in both the solution of the differential equation and the solution of the difference equation. This method does not capture the correct boundary layer. However, that is a small point.
While this clarification is both scientifically important and satisfying, it is not the main thrust of our work. Our major effort is directed at the development and exposition of a method for studying these problems which we believe is both more transparent and elementary. Using this approach we both reobtain the results of [LH] and describe the distribution of the eigenvalues of the semicirculant preconditioned system in the uniformly elliptic case. As we might expect from the results of [CC] for the full circulant preconditioner, roughly ( 1 h ) of these eigenvalues grow like O( 1 h ). Still, as we shall see, for many of those eigenvalues the coefficients of the growth are quite small. Thus, given the ease of inverting the preconditioner semicirculant, preconditioning may be a useful approach for some problems. While this work focuses on the distributions of the eigenvalues, we are well aware that in these nonsymmetric problems eigenvalues do not tell the whole story as compared with the effectiveness of the preconditioning strategy; see [G] .
Let f ∈ C(Ω), and consider the equations The usual centered second order finite-difference scheme which approximates (1.1) is given by
Here u k,j is the value of the approximant at the point (x k , y j ) and
(1.10) Throughout this paper we assume the mesh Peclet number condition
The difference operator L h on the left-hand side of (1.5) is easily described as (1.12) where I m k are the appropriate identity matrices, and T 1 and T 2 are tridiagonal matrices of order m 1 and m 2 , respectively. In particular,
The semicircular preconditioner is given by
where C is the circulant
Our basic problem is the study of the eigenvalues λ which satisfy
where
The reader familiar with [LH] will realize that we interchanged the roles of x and y. That small change leads to this form of the error term Q, which appears to be simpler than the corresponding term in [LH] .
Of course, we can ignore the (− /h 2 2 ) term and deal with the eigenvalue problem
Since Q 0 is of rank 2, it is clear that there will be m 1 m 2 − 2m 1 eigenvalues λ which are exactly equal to one. We then focus on the remaining 2m 1 eigenvalues.
In our approach we reduce the problem to m 1 problems of the form
where T 0 is a particular m 2 × m 2 tridiagonal matrix and C 0 is a related m 2 × m 2 circulant. This is done as follows. We rewrite (1.17) as
Assume that (τ, F ) is an eigenpair for T 1 . That is,
We seek an eigenvector of (1.23) in the form u ⊗ F . We obtain
Thus, we set
Since T 1 has m 1 distinct eigenvalues, and hence m 1 linearly independent eigenvectors, we have indeed found m 1 such simpler (one-dimensional) problems.
In dealing with these problems we consider two distinct cases. Case 1. 0 < E 1. This is the case considered in [LH] . In this work, as in [LH] , we assume
In this case the eigenvalues of (1.23) fall into three groups. There are exactly m 1 m 2 − 2m 1 eigenvalues equal to one. And, as h 1 , h 2 → 0, m 1 of the remaining eigenvalues cluster about an interval (a 1 , b 1 ) with
while the other m 1 eigenvalues cluster about a finite interval (c 1 , d 1 ) with
These are exactly the results of [LH] . In this case the difference approximation is a poor approximation to the elliptic convection-diffusion equation [F] , [WH] . On the other hand, if we imagine a sequence (or family) of computations in which (1.26) holds and h 1 → 0, h 2 → 0, the solutions of the difference equations converge-in every subdomain away from the edges which have the boundary layers-to an appropriate solution of the reduced hyperbolic equation
We will prove this in the appendix. However, it is important to point out that while that proof can be extended from the constant coefficient case to some problems with variable coefficients there are many important cases for which it cannot be extended. An example of such a case is the case of an interior "stagnation point," i.e., a point (x, y) at which
Case 2. = 1. In this case we are dealing with a uniformly elliptic problem and simply let h 1 → 0, h 2 → 0.
In this case there are exactly m 2 m 1 − 2m 1 eigenvalues which are equal to one. There are m 1 eigenvalues in the interval (.38, 1). We believe the correct interval is (.5, 1), but we cannot prove this sharper result. There are m 1 eigenvalues greater than one. The larger of these grows like cm 2 . However, many of the coefficients of growth are small. Indeed, [m 1 /2] of these eigenvalues are in the interval [1, 1 + 1+ √ 2 2ϕ 2 ]. These results are important for most regular problems. In addition, they are relevant for convection-diffusion equations where (1.26) does not hold. For example, the paper [LW] draws its inspiration and motivation from [LH] . However, we believe our results are equally relevant to those computations.
Analytically, the distinction between the two cases is that in Case 1 the limiting operator is not elliptic while in Case 2 the limiting operator is elliptic. Algebraically, the distinction concerns the eigenvalues τ . As we shall see in section 5, the eigenvalues in Case 1 satisfy
On the other hand, in Case 2 the eigenvalues τ j range from O(h 2 ) to O(1). It is the small eigenvalues τ j which lead to the large eigenvalues λ.
In section 2 we develop the basic theory for finding the eigenvalues of C −1 0 T 0 . In section 3 we use the elementary theory of one-dimensional difference equations to further extend the theory and obtain the required asymptotic estimates needed to deal with the reaction-diffusion equations. In section 4 we turn to an analysis of the problem in the case = 1, i.e., the uniformly elliptic case. In section 5 we apply the results of sections 2, 3, and 4 to resolve the two-dimensional problems in both cases. In section 6 we discuss some computational results.
The basic theory.
In this section we turn to the study of (1.22) and develop the theory for finding the eigenvalues λ of the matrix C −1 0 T 0 . With this in mind we replace α byα
We are interested in a wide range of values of D 0 , not necessarily small. The matrix T 0 is the m 2 × m 2 tridiagonal matrix given by
and C 0 is the circulant
Thus, we are concerned with the eigenvalues λ of
Therefore (m 2 −2) eigenvalues are exactly one and there are two nontrivial eigenvalues which are of the form
where ρ is a nonzero eigenvalue of the problem
We begin our discussion with the following problem: find two m 2 vectors v and w such that
where σ will be determined later. 
which satisfies the (m 2 − 1) equations
Proof. Direct verification yields (2.12) and (2.13). Since the Peclet condition (1.11) holds and β, γ are positive, the bound (2.14) follows from a standard maximum principle (convexity) argument.
We seek an eigenvector U of (2.7) of the form
T be an eigenvector of M with associated nonzero eigenvalues µ. Then
Thus, U is an eigenvector and µ/σ = ρ is an eigenvalue of the eigenvalue problem (2.7).
Proof. From (2.16) and (2.17) we have
and
Therefore the lemma is proven.
Theorem 2.3. Let
Then the nonzero eigenvalues of M are given by
and the eigenvalues ρ of (2.7) are given by
and the value " 0" (m 2 − 2) times.
Proof. The theorem is proven by a direct computation. Lemma 2.4. Let D 0 be a number of order 1. Consider ρ + given by
Then ρ + < 0 and
Proof. The lemma is proven by observing the following:
The difference equations.
In this section we study the eigenvalues ρ + and ρ − and their dependence on the parameter D 0 . This involves a rather technical discussion of the properties of the vectorv described by (2.9) and (2.10). This discussion uses differentiation with respect to (2D 0 ).
As before, we assume (1.11). Since h 2 and are always positive, we have
As is well known [H] the {v j ; j = 1, 2, . . . , (m 2 − 1)} are linear combinations of the roots S 1 , S 2 of the quadratic equation
Lemma 3.1. Under the assumption (1.11) the roots of (3.2)
Finally, the solution of (2.10) subject to the boundary condition v 0 = v m2 = 1 is given by
Proof. The formulae (3.3) are elementary. Sincê
the roots S 1 and S 2 are distinct and positive. Furthermore,
and strictly greater than one if
Since S 1 > 1, we see that S 2 < 1. On the other hand, if b > 0, we observe that
are the roots of the equation γθ 2 +αθ + β = 0. The previous argument shows that
Thus, we have established (3.4). Finally, the formula (3.5) is verified by evaluation of v 0 and v m2 . Let "·" represent differentiation with respect to (2D 0 ). That is, for any quantity m,
Proof. The formulae (3.10), (3.11) are established by a simple computation. Let us consider v 1 = v 1 (D 0 ). We have (3.14) where
We have
SinceṠ 1 > 0 and 0 < S 2 < 1, we see that
As for Z 2 , we have
SinceṠ 2 < 0 and S 1 > 1, we see that
Therefore we havev
The proof thatv m2−1 < 0 follows from the observation that
and the previous argument applies.
Lemma 3.3. Let R and ρ + be defined as in the previous section. Theṅ
Proof. We haveṘ < 0 because of Lemma 3.2. And after some algebra we see that
The second term of (3.21) is negative. Hence we need prove only that
However, after some algebra we see that this reduces to
Remark 3.4. Since ρ + < 0, this implies that
We believe that |ρ − | decreases as D 0 increases, but we cannot prove it.
Remark 3.5. This lemma, and (3.23) in particular, enables us to study the largest eigenvalues in Case 2 by studying the smallest eigenvalues τ j which are O(h 2 ). In those cases we can estimate v 1 and v m2−1 by studying a particular boundary value problem for an ordinary differential equation. We shall see this in section 4.
While the next theorem is valid in both cases, it is used primarily in Case 1, where it yields the asymptotic distribution of the eigenvalues.
Theorem 3.6. Assume that
where D 1 is a constant. Further assume that
Observe that as h 2 → 0 the quantities γ and β have limits γ ∞ , β ∞ . In Case 1, where (1.26) holds, we have
In Case 2, where ≡ 1, we have
Then as m 2 → ∞ (i.e., h 2 → 0) we have
Proof. Under the hypotheses (3.24) and (3.25) the remarks before (3.30) and (3.31) are obvious. We proceed to prove (3.30), (3.31).
Since
we see that as m 2 → ∞ (h 2 → 0) we have
The theorem now follows from algebraic manipulation using the fact that
Corollary 3.7. andd is a fixed constant of modest size. In this case the solutions of the equations
−ρ
approximate the function u h (x) which satisfies
We use this fact to obtain reasonable estimates for ρ + , ρ − , and
The solution of (4.3) and (4.4) is
We observe that
Moreover, there is a d 0 and an H > 0 such that ford ≥ d 0 and 0 < h 2 < H we have
Hence, ford ≥ d 0 we have
Since v 1 and v m2−1 decrease with increasing D 0 , once (4.10) and (4.11) hold for some D 0 > 0, they hold for all larger D 0 . These inequalities will be important in the latter part of this section, where we discuss the case of large D 0 and we cannot use (4.6) to approximate v 1 and v m2−1 .
We recall that σ =α + βv 1 + γv m2−1 .
we see that
A careful computation using the differential equation shows that
2 ), (4.14)
Therefore, after a lengthy computation we see that (4.18) and
We also require the quantity
We are now prepared to state and prove the main theorem for this case. Theorem 4.1. For 2D 0 =dh 2 2 and h 2 small we have
Proof. Since (see (2.26)) 
Thus,
Hence we have proven (4.21). A similar calculation yields (4.22). Finally, (4.24) follows from (4.29), (4.14), and (4.16).
We now turn to those cases where 2D 0 is not necessarily small. We recall that for d ≥ d 0 we have (4.10) and (4.11).
Theorem 4.2. Let
The assertion (4.32) is equivalent to the assertion
Now 2 − R = (p + r), so this assertion is equivalent to the statement
Since both sides of this inequality are positive, this inequality is equivalent to
This inequality is equivalent to
Since |p| and |r| are each less than one and 4γβ ≤ 4, it is sufficient to prove that
Hence the inequality is proven. Remark 4.3. Notice that while this estimate is sufficient for our purposes, we have made no effort to make a sharp estimate.
Two dimensions.
We now return to the basic eigenvalue problem (1.23). From the discussion following (1.22) we must determine the eigenvalues τ j of T 1 . However, these are known. We have the following lemma.
Lemma 5.1. Consider the matrix T 1 given by (1.13) with A,B,C given by (1.6) and (1.7). The eigenvalues of T 1 are
Proof. This is a well-known result; see [P] . Our first basic theorem is for the case of the convection-diffusion equation studied in [LH] . However, we must remark that due to differences in notation we have not attempted to show the exact equivalence of these formulae and those of [LH] .
Unfortunately, the description of these eigenvalues requires quite a bit of notation. Our basic result is the following theorem.
Theorem 5.2. Let |a| > 0. Let 0 < 1, and let
Then the eigenvalues λ j of (1.23) subject to the conditions (1.26) fall into three groups: (i) There are m 1 m 2 − 2m 1 eigenvalues which are exactly one. (ii) There are m 1 eigenvalues which lie in an interval (a 1 (h), b 1 (h)) and
Proof. In this case the eigenvalues τ j are given by
Therefore the argument in the introduction shows that we are led to study the problems of sections 2 and 3 with
And for all j = 1, 2, . . . , m 1 we have
We now apply Theorem 3.6 with D 0 = D m and D 0 = D m , together with (3.41) and (3.42), to see that the limiting eigenvalues all fall within the indicated intervals.
We now turn to the uniformly elliptic case with ≡ 1. Theorem 5.3. Let ≡ 1. Let j be a fixed integer, and set
be the m 1 largest eigenvalues of (1.23). Then as h 1 , h 2 → 0 we have
Proof. For each j we have the situation described in Theorem 4.1 withd given bŷ d(j) in (5.20). Hence (5.25) follows from Theorem 4.1. The estimate (5.26) follows from Lemma 3.3. Finally, the estimate (5.27) follows from the fact that
and from (2.27).
Remark 5.4. We note that
And the quantity µ j is precisely the jth eigenvalue of the operator
Furthermore, for very large j
Hence
where K 2 is a constant. Thus, for j modestly large the coefficient of 1 h2 is quite small. And (5.26) and (5.27) assure us that it is even smaller for larger values of j.
Theorem 5.5. There are m 1 eigenvalues λ(h) of (1.23) which satisfy
Proof. For any fixed j we have the results of Theorem 4.2 which yields
where S is a constant depending on b and j. On the other hand, if j is fixed and so large that (4.30) holds, we have (4.32) which implies that (5.29) holds for all j.
6. Numerical tests. In this section we provide a series of numerical examples to illustrate the theories developed in the previous sections. For this, we take the following examples by recalling (1.4) and (1.11).
Example 1. Consider
We fix h = 3 4 , where h = h 1 = h 2 so that = 
The two groups of extreme eigenvalues are listed in Table 6 .5. The range of these non-one eigenvalues can be predicted by Theorems 5.3 and 5.5. Example 4. Consider We list a sequence of eigenvalues in Table 6 .6. We also list several of the predicted growth rates of the first five largest eigenvalues with their computed growth rates in Table 6 .7 when h 1 = . These predictions are based on (4.24), and the computed rates are calculated using Table 6 .6. For example, for h 1 = 1 10 fixed we assume these larger eigenvalues can be written as 
