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For natural polytopes presented by means of a combinatorial description, we develop minimal 
sets of equations describing their affine hulls. Our approach extends the spectral methodology 
used to determine the dimension of a polytope. 
1. Introduction 
Let X be a finite subset of IRE. Consider the (linear-objective) combinatorial 
optimization problem min{ C e.E~e~c: x~X). The approach of “strong cutting 
planes” to solve the problem is to determine a polyhedron SP c IRE, described as the 
solution set to a system of linear equations and inequalities, so that Xis contained 
in 9. Then we solve the linear programming problem min{ CeSE c,x,: XE W >. The 
solution value of the linear program provides a lower bound on the solution value 
of the combinatorial optimization problem. The quality of the bound depends on 
how well 9 approximates the convex hull of X. Indeed, if the approximation is quite 
close, then an extreme point solution of the linear programming problem may even 
be an element of X, thus solving the combinatorial optimization problem. For a 
more complete explanation of the polyhedral approach to combinatorial optimiza- 
tion problems see [l], [6] or [9]. In the present paper, we will determine canonical 
maximal sets of linearly independent equations that are satisfied by every point of 
X, for many natural finite subsets X of IRE. The determination of such an equation 
set, for a set X, is the natural first step in applying the ideas of strong cutting planes 
to a combinatorial optimization problem on X. Only after such a determination 
does it make sense to seek a (partial) list of inequalities which, together with the 
equation set, induce faces of S? 
The present paper extends previous work of the author [7,8] in which a “spectral” 
method was proposed for determining the maximal number of linearly independent 
equations satisfied by every element of a finite subset of fR”. Our approach relies 
on the framework of the spectral method which we summarize after setting our 
notation. 
For a finite set E, fRE denotes the set of real IEl-tuples having coordinates indexed 
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from E. We use Rg to denote {x~ IRE: x20). For a set XC IRE, let conv(X) 
(respectively, aff(X)) denote the convex (affine) hull of X. For an affine set 9, there 
is a unique subspace .z%? parallel to 9 specified by 9? = {x: x = y - 9, y E $Za>, where 
9 is a fixed element of 9. The dimension of an arbitrary subset XC IRE is defined 
to be the dimension of the unique subspace parallel to aff(X). The dimension of 
X is denoted by dim(X). The direct sum of subspaces 9, and &?* is denoted by 
5??i 0g2. For a subspace 9? of RE, the orthogonal complement of 9 in IRE is 
denoted by 9’. The set of extreme points of a polytope 9 is denoted by Ext(9). 
A set {x}, containing the single element x, will often be abbreviated by x. For sets 
S and T, S\T denotes the set (xeS:x~$T}. For sets SO,S1,SZ,...,SP, we will 
abbreviate (((So\ S,) \ S,) \ ... \ SP) by Se\ S, \ S,\ .a. \ S, . A boldface constant 
denotes a vector with all entries equal to the constant. 
An undirected (respectively, directed) graph G will be specified by an ordered pair 
(V, E), where the vertex set I/ is a finite set, and the edge set E is a finite multiset 
of unordered (ordered) pairs of vertices. For an edge e = (i, j) of a directed graph 
t(e)=i and h(e)=j. A simpIe (respectively, strict) undirected (directed) graph has 
no loops (i.e., edges having both vertices identical) and no two edges identical. 
For a subset S of the vertex set of a simple undirected graph G = (V, E), 6(S) E 
{(i,j)EE: I{i,j}nS\=l>. F or a vertex ie V, S(i) is called the star of i. A subset 
F of E, for which IFns(i)i = c, for all vertices ie V, is called a c-factor of G. 
For a subset S of the vertex set of a strict directed graph G = (V,E), S_(S)= 
{(i,j)EE: i@S, j~s) and 6+(S)={(i,j)~E: ieS,j$S}. For a vertex ie V, S_(i) 
and 6+(i) are called the directed stars of i. A subset F of I?, for which IFn&(i)l = 
1Ff7 S+(i)1 = c, f or all vertices i E V, is called a c-difactor of G. For convenience, we 
impose an ordering “c” on the vertex set of all graphs. Other graph-theoretic 
jargon conforms to [3]. 
Let 9 be a polytope in IRE, where E is an arbitrary finite set, and let r= IExt(P)/ 
and k = lE 1. Let A be an r x k real matrix having its columns indexed by the elements 
of E, and the rows of which are the elements of Ext(9). The dimension of 9 is one 
less than the rank of a= [A / l] - the A matrix with a column vector having all 
entries equal to 1 appended. The spectrum of 9, denoted by spec(.Y), is the ordered 
nonincreasing list of eigenvalues of A’A. The spectrum of a polytope was introduced 
in [7]. The dimension of 9 is one less than the number of nonzero elements of 
spec(9). For the remainder of the paper, A will always denote the matrix described 
above with respect o the particular polytope in question. The set of extreme points 
will always be denoted by X. A polytope 9 c IR” is called balanced if 
(i) 
(ii) 
(1.1) 
for some constants 99 and Q. In the remainder of the paper, the parameter 9? will 
be used, without reintroduction, as we study various balanced polytopes 9. Signifi- 
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cant examples of balanced polytopes arise by considering the convex hulls of the 
edge-incidence vectors of common combinatorial subconfigurations of complete 
configurations on n “vertices” (see [7,8]). Examples of typical complete configura- 
tions which we will consider in the present paper are the complete (simple) un- 
directed graph K, and the complete (strict) directed graph K,,. The restriction to 
complete structures is of no great consequence as linear-objective combinatorial op- 
timization problems that arise in practice are either defined on complete structures, 
or they can be imbedded in complete structures with an appropriate extension of 
their objective functions. 
It is not difficult to demonstrate the following (see [7]): 
If 9 c IRg is a balanced polytope, with parameters %? and f%‘, 
and spec(9) = (&, fi,, . . . , &), then 
&= JX/(?5?JZ22//E/ + l), (1.2) 
~i=~i(A’A-(JXI~22/IE/2)) lrilk, 
where A,(M) denotes the ith greatest eigenvalue of M, and (c) denotes a matrix (of 
appropriate size) with all entries equal to c. 
To complete the determination of spec(9), it remains to calculate the eigenvalues 
ofB~~tA-(/XJW2/)E)2)=(A-(~/IEJ))t(A-(~/JEJ)). Inordertodothis, we 
will impose additional structure on 9. Let E x E denote the set of unordered pairs of 
elements of E. Let (E,, E,, . . . , ES) be a partition of EXE, where E,={(e,e): eeE). 
First, we require that the partition of E x E satisfy a symmetry property. The condi- 
tion is most easily stated using the language of graphs. Let G’, Osirs, denote the 
undirected graph on vertex set E with edge set Ei. We require for every i, OS i_cs: 
For any pair of vertices e, f e E that are adjacent in G’, the 
number of vertices that are adjacent to e in Gj, and to f in Gk, 
is a constant p;k, independent of the choice of vertices e and f (1.3) 
that are adjacent in G’. 
The set of graphs (G’: 01 iss) is said to be a concordant set of graphs or an 
association scheme (see [2,4,5]). The simplest example, of any significance, satisfy- 
ing (1.3) has E as the edge set of the complete undirected graph K,,; the vertices 
e, f E E are adjacent in G’ if e and f share 2 - i vertices in K,, 05 is 2. 
The choice of association scheme (G’: 05 iss) is influenced by 9. Specifically, we 
require: 
For any element (e, f) E Ei , C xeX~e~f is a constant, ri, indepen- 
dent of the choice of the element (e, f) E Ei for 0 5 is S. (1.4) 
If 9 satisfies (1.4) with respect to an association scheme, then we will say that 9 
is concordant with respect to the scheme. Conditions (1.3) and (1.4) are rather 
demanding, but they are met, for some choice of partition of E x E, for many in- 
teresting polytopes 9 (see [7,8]). We note that if 9 has (0, I}-valued extreme points, 
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then (1.4) reduces to the following: For any element (e,f) E Ei, the number of 
extreme points containing both e and f in their support is a constant, ti. When the 
conditions are met, B can be expressed as 
B= ~ (ti- (X1~z2/IE12)Bi. (1.5) 
i=O 
where B; is the (0, 1}-valued vertex-vertex incidence matrix of the undirected graph 
G’ on vertex set E and edge set Ei, 0 I ils. 
The matrices Bi, 0 5 irs, simultaneously diagonalize (see [4]), so to determine 
the eigenvalues of B, it suffices to determine the eigenvalues of Bi, 0~ iss. This is 
useful since the matrices Bi depend only on the partition of E x E and not directly 
on 97 Let gO, gl, . . . , ~7~ denote the maximal common eigenspaces of the matrices 
Bi, 0% iss. Let E(i, k) denote the eigenvalue of Bi associated with the eigenspace 
9k, O~irs, O~k<s. Then CT,0 Bi&(i,k) is an eigenvalue of CSZo 8iBi with multi- 
plicity dim(gk), 05 k<s, for any real 0i, 0 I ils. It follows that the dimension of 
the polytope 9 is 
(1.6) 
Each matrix Bi, 0~ iss, has constant row-sums, hence 1 is an eigenvector of 
each matrix. Let go be the common eigenspace that contains 1. Since the span of 
1 is the entire eigenspace of J= Cs,o Bi corresponding to the eigenvalue IEl, we 
observe that _!Zo is identical to the span of 1. The following result of [8] simplifies 
the representation (1.6): 
Proposition 1.1. Let 9 c IRg be a balanced nonempty polytope. If 9 is concordant 
with respect to the association scheme (G’: 01 iss), then the dimension of P? is 
where the values 7i are defined in (1.4), and &Tk, likes, and E(i,k), O<i<s, 
1 c: kis, are as described above. 
We see that the set of dimensions of all nonempty, nonnegative, balanced poly- 
topes that are concordant with respect to the association scheme (G’: 01 iss) has 
cardinality at most 2’. In (81, we used Proposition 1.1 to characterize the sets of 
possible dimensions for classes of polytopes arising from K,, and Kn. 
In Section 2 we will demonstrate how a maximal set of linearly independent equa- 
tions satisfied by all points of the polytope 9 can be derived from the eigenvectors 
of the associated matrix B. In Section 3 we consider the case of polytopes that are 
concordant with respect o a natural association scheme on the edge set of K,, . Our 
results apply to polytopes that are convex hulls of: Spanning trees, Hamiltonian 
tours, perfect matchings, c-factors, balanced cuts, and stars. In Section 4 we con- 
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sider the case of K,,. The results of Section 4 apply to the polytopes of: Directed 
Hamiltonian tours, directed balanced cuts, and tournaments. The results of Sections 
3 and 4 also apply when certain subconfigurations are excluded. Examples include 
the (p-cycle)-free c-factor polytope and the polytope of (directed triangle)-free tour- 
naments. In this respect, many of our results, when specialized to particular poly- 
topes, are new. However, the main contribution of our work is in its unifying role. 
2. Eigenvectors and equations 
A knowledge of the dimension of a polytope 9 is synonymous with the ability 
to determine whether a set of independent equations, satisfied by every point of 9, 
is a maximal set having this property. We have indicated how the dimension of a 
balanced concordant polytope 8 can be established by determining the eigenvalues 
of the related matrix B. In the present section, we will indicate how certain of the 
eigenvectors of B yield the equations satisfied by all points of 9. 
Proposition 2.1. Let Sbe thesubset of {1,2, . . ..s} such that 9=&,@ (a,,, {gP)) 
is the maximal eigenspace of B having eigenvalue 0. Let $! be a basis for 9. Then 
a maximal set of linearly independent equations satisfied by all points x of 9’ is 
Proof. Let u be an element of _!ZP, for somep, 1 ~prs, with Bo =O. Clearly, then, 
By =0 for all y in gP. Moreover, (A - (.%?/(EJ >>y=O for all y in .$ZP, since w= 
(A -(Eqq))Y is in the column space of A - ( &VIE) > and 0 = By = (A - ( ?&?/JE / ))‘w 
implies that w is in the orthogonal complement of the column space of A - (,%?/JEJ ). 
We have that 
Hence, C e,E y,x, = 0 v y E yp, is a set of dimQZP) independent equations for all 
points x of 9, where gP is a basis for gP. The “balance” equation CeeExe = B is 
associated with the eigenspace ~.Z~=span((l}). We have that Al = ~391, or, equi- 
valently, (A - (S?/)El))l =O. Now, let z be an element of 9. As (1) is a basis for 
&,, and go is orthogonal to BpeS (gP}, we have 
where {zi: 1 nil t} is a basis for @P,s~P. Now 
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=(%‘/IEl) C Ze+ f: AiO 
e=ZE i=l 
=(~4El) c ze. 
e.GE 
The result follows. 0 
In the remainder of the paper, we will establish bases for the spaces 9r, . . . , L??~ 
(with respect o association schemes on the edge sets of K,, and &). By Proposition 
2.1, the bases yield canonical sets of equations for the polytopes addressed in [8]. 
Such equation sets are vital in the use of strong cutting plane methods to solve op- 
timization problems over the integral points of polytopes. 
3. Undirected graphs 
Let E be the edge set of the complete (simple) undirected graph K, = (V, E). For 
notational convenience, we will asume that n~4. Let 
E,={(e,f)EExE: e=f}, 
El = ((e,f) E E x E: e and f share a single vertex in K,}, 
E2 = {(e, f) E E x E: e and f are vertex disjoint in K,}. 
(3-l) 
The partition of E x E indicated by (3.1) determines an association scheme on E (see 
[2,4,5]). Let Bi, 0 5 is 2, be the incidence matrices of the scheme, let gzz,, 0 I k 5 2, 
be the common eigenspaces of the incidence matrices, let &= dim(gk), and let 
G(i, k) be the eigenvalue of Bi associated with gk. The spectral information for the 
scheme is tabulated in Table 1. 
This spectral information, together with Proposition 1.1 gives 
Table 1 
k 
0 1 2 
6X0, k) 1 1 1 
c(Lk) 2n-4 n-4 -2 
&CL k) -n+3 1 
1 n-l -n 
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Proposition 3.1 [S]. Let 9~ ‘Rg be a balanced nonempty polytope, where E is the 
edge set of the complete undirected graph K,,. If 9 is concordant with respect to 
(3. l), then the dimension of 9 is either 0, n - 1, (:) -n, or (!j) - 1. 
For a particular polytope 9 satisfying the hypotheses of Proposition 3.1, we can 
use the methodology of [S] to determine which of 0, n - 1, (z) - n, and (T) - 1 is the 
dimension of 9. Presently, we will establish canonical bases for the eigenspaces .9t 
and .&, thus determining minimal representations of the affine hull for polytopes 
satisfying the hypotheses of Proposition 3.1. 
For every u E V, let 6” E IRE be defined by 
6U= 1, for eEd(u), 
e 0, for eEE\S(u). 
Proposition 3.2. The set (6”: UE V> is a basis for .LZ?~@ 9,.
Proof. The elements of (6’: u E V} are linearly independent and I{S’: u E V} I= 
n = dim(gO @ 9,). Hence, it suffices to show that C~‘E &?e @ 9, for all u E V. For 
each u E V, let z” E IRE be defined by 
2,” = 
L 
n-2, for eE&u), 
-2, for eeE\S(u). 
Note that (l/n)z” is the projection of 6” onto the orthogonal complement of 90 in 
I$. It remains to be shown that z” E 9?t for all u E V. We will show this directly. 
Trivially, B,,zU=z”; that is, 2’ is an eigenvector of B0 with eigenvalue 1. NOW we 
will demonstrate that z” is an eigenvector of B, having eigenvalue (n - 4). Let w be 
a vertex that is distinct from u. The edge (u, w) is in the set 6(u). 
(B,Z”)@,w)= c $+ c 
“fE 6(u) \ (03 WI fE6(W\hd 
zf” 
=(n-2)(n-2)+(n-2)(-2) 
= (n - 4)(n - 2). 
Now let u be a vertex distinct from both u and w. 
= (n - 2) + (n - 2) + (n - 3)(- 2) + (n - 3)(- 2) 
= (n - 4)(- 2). 
Hence, we have that B, z’= (n - 4)~‘. Now we will demonstrate that z” is an eigen- 
vector of Bz having eigenvalue (-n + 3). Let vertices w and IA be as above. 
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(W”)(o,w)= c 
fEE\W\~(N 
zf” 
n-2 
= ( > 2 (-2) 
=(-n + 3)(n - 2). 
u%z”)(u,w)= c 
f~~\w4\&W\W) 
q-t c zf” 
f~&J)\(~~~)\(W~) 
n-3 
zz ( > * (-2)+(n-3)(n-2) 
=(-n+3)(-2). 
Hence, we have that BZ.zu= (- n + 3)~“. We can conclude that z” is in LZ~, hence the 
vector s”=(l/n)(2+z”) is in 9zI,@9)1 and {S”: UE V} is a basis for _!z?~@L!Z?~. Cl 
A consequence of the proof of Proposition 3.2 is 
Proposition 3.3. For any w E V, the set (2’: v E V\ w} is a basis for 9,. 
A further consequence of Proposition 3.2 is a partial converse to the following 
result of [S]: 
Proposition 3.4. Let X be a nonernpty subset of the set of all incidence vectors of 
c-factors of K,, (0 5 CI n - 1). If 9’= conv(X) is balanced and concordant with 
respect to (3. l), then the dimension of .9 is (“,) - n, unless 9 = (0) or 9 = {l} (in 
which case dim(g) = 0). 
As an immediate consequence of Propositions 2.1 and 3.2, we have 
Proposition 3.5. Let 9’ c I?; be balanced and concordant with respect to (3.1). If 
the dimension of 9 is (2) - n, then a maximal set of linearly independent equations 
satisfied by every point of 9 is the set of “c-factor constraints” 
c x,=c VUEV, 
e E S(u) 
where c = 2%/n. 
Now we endeavour to determine a basis for J&. Our method is straightforward. We 
will first find a “standard basis” for &??t. That is, one of the form { yf: f E S} c IRE, 
where S c E has dim(LZ!r) = n - 1 elements and 
Yd= 
i 
d, for e=f, 
0, for eeS\f, (3.2) 
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where A is a nonzero constant. Then we will use a standard recipe for determining 
a “complementary standard basis”, (tg: gEE\S}, for JZ’~=~~@.ZZ~. The basis 
{tg: gEE\S} is defined by 
A, for e=g, 
t,“= -$, for eES, (3.3) 
0, for eeE\S\g. 
Finally, we obtain a basis for L& by projecting the basis for .JZ?~, orthogonally to 
_C&?,,, onto z$?*, and then discarding an unnecessary element (since the dimension of 
L??~ is one less than that of 9:). 
Now we will carry out the program that we have set forth above. Distinguish some 
vertex w E V. For each u E V\ w, let y(“, “‘)E RE be defined by 
n-2, for e=(u,W), 
Ypw)= 0, for ~E~(w)\(O, w), 
n-4, for eE6(u)\(u,W), 
-2, for eEE\d(u)\a(w). 
The set { yCu’ “‘I: u E V\ w} is a (standard) basis for the (n - 1)-dimensional space that 
it spans. The set is a basis for 9, since each vector z”, u E V \ w, can be expressed as 
zu+u’w)+ s c p’w) ( > “E v\w\u 
For each edge (i, j) EE \d(w), let t(‘,j) E IRE be defined by 
r 
n-2, for e = (i, j), 
t(i,j) -n+4, for e=(i,kv) or e=(j,kv), = e 2, for e E a(w) \ 0, w) \ (.A w), 
0, for eEE\G(w)\(i,j). 
The set { t(‘,j): (i, j) E E \ 6(w)} is a (standard) basis for the (“; ’ )-dimensional space 
gc, @ &E$. The bases for 9, and 5?c @ LZ?~ are complementary in the sense indicated 
by (3.2) and (3.3). 
By Proposition 2.1, we can conclude, for example, that a maximal set of linearly 
independent equations satisfied by the incidence vectors of the stars of K, is: 
c ti”j’xe=2 v(i,j)EE\d(w). 
ecE 
We obtain a basis for LZ?~ by projecting the basis for SO @ L!?* orthogonally to SC0 
onto JZZ (and scaling the resulting vectors to simplify the expressions). For each 
edge (i, j) E E \ d(w), let q(“j) E IRE be defined by 
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c fe(iA 
q(kj)=(n_l) tW)_e’E~ 
i 1 n 0 2 
= cn _ 1pO.A _ 2. 
We have shown 
Proposition 3.6. For any eEE\G(w), the set {qCi,j): (i,j)~E\d(w)\e} is a basis 
for .5Z??,. 
4. Directed graphs 
In the present section, we will develop bases for the common eigenspaces of the 
incidence matrices of a natural association scheme on the edge set of the complete 
(strict) directed graph &=(KE). The bases will yield canonical maximal sets of 
linearly independent equations for natural classes of polytopes in I?‘. As we pro- 
ceed, we will take detours to derive special bases for certain direct sums of the eigen- 
spaces. In doing so, we will derive famiPiar sets of equations for many of the 
polytopes that we consider. The association scheme to be considered was introduced 
in [7]. For convenience, we will assume that n r 4. Let 
E,={(e,f)EExE: e=f}, 
El = {(e, f) E E x E: e and f are vertex disjoint in l;i, } , 
E2 = {(e, f) E Ex E: e and f share a single vertex in I?,, , and 
either h(e) = t(f) or h(J) = t(e)}, 
E3 = ((e, f) E E x I? e and f share a single vertex in Kn, and 
either h(e) = h(f) or t(e) = t(f)}, 
(4.1) 
E4=((e,f)EExE: h(e)=t(f) and h(f)=t(e)}. 
For specificity, let &,, gI, zZ?~, g3, .9t)4 denote the common eigenspaces of the in- 
cidence matrices, Bi, O~izs4, of the scheme. In [S], we established, for each k, 
0 5 k s 4, the dimension & of the space gk, and the associated eigenvalues of the 
matrices Bi, 0~ is4. Let @‘(i, k) denote the eigenvalue of Bi associated with the 
eigenspace gk. We have Table 2. This spectral information, together with Proposi- 
tion 1.1 gives 
Proposition 4.1 [S]. Let 9 c iRi be a balanced nonempty polytope, where I? is the 
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Table 2 
k 
0 1 2 3 4 
W’> 4 1 1 1 1 1 
g(l> W (n - 2)(n - 3) 0 -2n+6 2 0 
@(2, k) 2n-4 -n+2 n-4 -2 2 
N3, k) 2n-4 n-2 n-4 -2 -2 
R4, k) 1 -1 1 1 -1 
1 n-l 
n n 
n-1 0 -n 0 -n+l 2 2 
edge set of the complete (strict) directed graph I?,, . If 9 is concordant with respect 
to (4. l), then the dimension of 9 is one of the 12 values: 0, n - 1, 2n - 2, (2) -n, 
(2)-n+l, (1)-l, <i>, (i)+n-2, (;)+n--I, 2[(!j)-n]+l, 2(z)-n, or2(2)-1. 
For each v E V, let 6’ E IRE be defined by 
1, for eE6+(v), 
6,0= -1, for eEa_(v), 
0, for e~E\6+(v)\&(v). 
As was pointed out in [8], the vector 6” is in 9i, hence the following result is im- 
mediate. 
Proposition 4.2. For any vertex w E V, the set {S”: v E V\ w} is a basis for 9,. 
We immediately recognize 9, as the cocircuit space of K,, . 
For each v E V, let s^” E RE be defined by 
Q= _2 
t 
n-2, for eEd+(u)Ud_(u), 
, for eEE\6+(0)\6_(0). 
It can be checked, directly, that b” is in g2?, by considering B#‘, 05 i14. We will 
show, indirectly, that for any w E V, the set (8”: v E V\ w> is linearly independent 
- thus constituting a basis for 9’*. Let 8” E R” be defined by 
FV= 1, for e~d+(u)Ud-(v), 
e 1 0, for eEE\6+(0)\6_(v). 
Since { 6”: v E V} is a set of n linearly independent vectors, and 6” = (1 In)@ + 2), 
it follows that the span of (8’: v E V} has dimension n - 1. We have shown 
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Proposition 4.3. For any vertex w E V, the set {c?‘: v E V \ w> is a basis for 92. 
Additionally, we can conclude that (8”: v E V} is a basis for 90 @ 22. 
At this point, it is convenient to derive a basis for 90 @ 910 92. Let 
Y “+ =+(F”+&“), 
Y “-=+@“-6”). 
The set {y”+: VE V} U { y”-: VE V}, with any element deleted, is a basis for 
.9c 0 =9r @ 92. We can use this basis to obtain a partial converse to the following 
result of [8]: 
Proposition 4.4. Let X be a nonempty subset of the set of all incidence vectors of 
c-difactors of I?,, (0 5 c 5 (n - 1)/2). If 9 = conv(X) is balanced and concordant 
with respect to (4. I), and XiiXii = 0 v(i, j) E I?, v x E X, then the dimension of 9 is 
2[(“,) - n] + 1, unless c=O (in” which case dim(g) =O) or 
which case dim(Y) = (;) - n + 1). 
c= (n - 1)/2, n odd (in 
Using the basis for .9e@ 9, @ L2 and Proposition 2.1, we can conclude 
Proposition 4.5. Let 9~ IRE be balanced and concordant with respect to (4.1). Zf 
the dimension of 9 is 2[(;) - n] + 1, then a maximal set of linearly independent 
equations satisfied by every point of 9 is any 2n - 1 of the 2n “c-difactor con- 
strain ts’ ’ : 
c x,=c VVEV, 
e E S+(u) 
c x,=c VVEV, 
e E a_(u) 
where c = 8/n. 
For each vertex w E V, and each edge (i, j) EE \6+(w)\6_(w), let t^(i,j)w E R” be 
defined by 
1 
n - 2, for e E {(i, j), (.Z, i)>, 
pj@ - n + 4, for e E {(i, w), (3 i), (j, w), (w, j)>, = e 2, for eE(G+(w)\(w,i)\(w,j))u(6_iw)\(i,w)\(j,w)), 
0, for eEE\6+(w)\&(w)\(i, j)\(j,i). 
We note that for any w E V, the set { t^(“j)“‘: (i, j) EL? \o+(w)\%(w), i< j} is a set 
of (“,) - (n - 1) linearly independent vectors. For each edge (i, j) E E \d+(w)\d_(w), 
let Q(“j) E IRE be defined by 
4:” = (n _ l)+j)w _ 2. 
We observe that each vector Q’“j’ is in L?s (this may be checked directly, or we can 
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take notice of the similarity between a’“‘) and the vector q(‘.j) of the previous sec- 
tion). Consequently, we have 
Proposition4.6.ForanyvertexwE V, theset( (i,j)~E\6+(w)\6_(w), i<j}, 
with any element deleted, is a basis for g3. 
We also note that {~ci,i)w: (i,j)EE\6+(w)\&(w), i<j) is a basis for LZ~@JZ?~. 
Now we will proceed to determine a basis for LZ’~. Before proceeding, we will 
summarize our method. We begin with a standard basis for go@ LZ&@ LZ~ and 
a standard basis for 9,. By applying a suitable linear transformation, we will 
obtain a standard basis for L&, @ LX?, @ LZ?~ 0 g3. We will then apply the con- 
struction indicated by (3.2) and (3.3) to obtain a complementary basis for L&‘!,= 
@Go01 ogZo%)‘. 
For each (i, j) E & let &) E IRE be defined by 
,Ci,j) = 
i 
1, for eE((i,j),(j,i)}, 
e 0, for eEE\(i,j)\(j,i). 
Notice that the vectors s((j) and s(jsi) are identical for all (i, j) E i?. The vector sci, j) 
is an element of _!ZO @ _& @ JZJ since 
for any kr~ V\i \j. Therefore, the set of (i) linearly independent vectors {s@j): 
(i, j) EE, i<j} constitutes a basis for the (z)-dimensional space go @ LZZ 0 LZ’~. 
Before continuing, we note that we can deduce a mild sharpening of Proposition 
4.1. Specifically, we shall demonstrate that if polytope 9 satisfies the hypotheses 
of Proposition 4.1, and B has (0, I}-valued extreme points, then the dimension of 
9 can be (2) - n + 1 only if n is odd. If 9’ has dimension (“,) - n + 1, then results of 
the present section, together with Proposition 2.1, imply that aff(9) is described by 
the constraints: 
2% 
x(i, j) + x(j, i) = 
n(n - 1) 
V(i, j)EE: i<j, (4.2) 
C x,- C x,=0 ViEIf. (4.3) 
e E a+(i) e E 6_(i) 
Considering (4.2) together with the assumption that 9 is a polytope with positive 
dimension having (41 )-valued extreme points, we see that 99 = n(n - 1)/2. NOW, for 
fixed i, adding the equations (4.2) over all j E V to the equation (4.3), we find that 
n-1 c 2’ x, = 
eE 6+(i) 
(4.4) 
Equation (4.4) cannot be satisfied by any point of 9 if n is even. An example of a 
class of polytopes satisfying the hypotheses of Proposition 4.1 that has (41 )-valued 
extreme points and dimension (I) - n + 1, for odd n, is given in [8]. 
220 .I. Lee 
Now we will resume our derivation of a basis for zZ~. Let w be an arbitrary ele- 
ment of V. Recall that (6”: u E V\ w} is a basis for &Yt (the cocircuit space of KH). 
Partition E\~+(w)\&(w) into E;L and Eo as follows: 
EL={(i,j)EE\6+(w)\6_(w): i<j}, 
&={(i,j)~E\d+(w)\6_(w): i>j}. 
For UE V\w, let 
We have 
i 
1, for e=(w,u), 
s”,“= -1, for eEEona+(o), 
1, for eE&n&(u), 
0, for eEELUd_(w)U6+(w)\(w,u). 
For UE V\w, let 
s”‘u, w) = 1 
2 [ 
,(“sW) -6” + c CgJse- c CS;se .
eE&n&(v) e&n6+(u) 1 
We have 
1, for e=(u,w), 
$4 4 = 
e 
1 
1, for eEEon6+(u), 
-1, for eEEona_(u), 
0, for eEELU6+(w)U6_(w)\(u, w). 
The set (9: UE V\w)U{s”‘“““: DE V\w>U{se: e,EL) is a standard basis for 
%)O~,O~t3,CD~s. 
For each (i, j) EE, define b’“j’ E &?” by 
-1, for e=(i,j), 
1, for e=(j,i), 
-1, for e=(j,w), 
b(“j) = 
e 
1 
1, for e=(w,j), 
-1, for e=(w,i), 
1, for e=(i,w), 
0, otherwise. 
Note that b’“j’= - b(j,‘) for (i, j)EE\d+(w)\&(w). The set {b’““: (i, j>E&) is 
complementary to the aforementioned basis for 9’0 0 gt 0 9~ 0 =Es. We have 
demonstrated 
Proposition 4.7. The set (bci,j): (i, j) E&} is a basis for 2’4. 
As an application of Proposition 4.7, let S,, denote the convex hull of the in- 
cidence vectors of directed balanced cuts of I?,, . That is, the extreme points of YZa 
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are incidence vectors of sets of the form 6+(S), where S is a subset of /-n/2] 
or [n/21 vertices. Let w and u be a pair of (not necessarily distinct) vertices. For 
odd n, the equations 
-x(i,j)+x(j,i)-X(j,w)+X(w,j)-X(w,i)+X(i,w)=o v ti,j)EEG3 (4.5) 
(4.6) 
provide a (minimal) complete description of aff(Xn). For even n, we substitute, 
for equation (4.6), the equations 
Lastly, we remark that a simple basis for 9r 0 9?!4 is at hand. For each (i j) EI?, 
let p(‘*j)~ IRE be defined by 
1 
1, for e=(i,j), 
p0..i) = e -1, for e=(j,i), 
0, for eEE\(i, j)\(j,i). 
The set (p(“j): (i, j) EE, i<j} is a standard basis for .S?r @ AE’~ since it is com- 
plementary to the standard basis {#j): (i, j) E E, i <j} for go @ 5Zz @ 9s. Conse- 
quently, by Proposition 2.1, the affine hull of the incidence vectors of the 
tournaments of R,, is described by: 
X(i,j,-X(j,i)=O V (i,j)EE, i<j, 
c n 
(i, j)sE 
x(i,j)= 0 2 . 
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