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a b s t r a c t
The trust region method is an effective approach for solving optimization problems due
to its robustness and strong convergence. However, the subproblem in the trust region
method is difficult or time-consuming to solve in practical computation, especially in large-
scale problems. In this paper we consider a new class of trust region methods, specifically
subspace trust region methods. The subproblem in these methods has an adequate initial
trust region radius and can be solved in a simple subspace. It is easier to solve than
the original subproblem because the dimension of the subproblem in the subspace is
reduced substantially.We investigate the global convergence and convergence rate of these
methods.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider an unconstrained minimization problem
min f (x), x ∈ Rn, (1)
where Rn denotes an n-dimensional Euclidean space and f : Rn → R1 is a continuously differentiable function.
Many problems arising in science, engineering, management, and operations research can be reformulated into an
unconstrained optimization problem [1–3].
Traditional iterative methods for solving (1) are generally line search and trust region methods [1,4–9]. The line search
method is based on searching a new iterate along a descent direction at each iteration, while the trust region method is
based on finding a new iterate within a ball centered at the current iterate [2,10–15].
Generally, the line search method takes the form
xk+1 = xk + αkdk, k = 0, 1, 2, . . . , (2)
where dk is a descent direction of f (x) at xk and αk is a step size. For convenience, we denote ∇f (xk) by gk, f (xk) by fk,
∇2f (xk) by Gk and f (x∗) by f ∗, respectively. If Gk is available and inverse, then dk = −G−1k gk leads to the Newton method
while dk = −gk results in the steepest descent method (e.g. [9,2]). The search direction dk is generally required to satisfy
gTk dk < 0, (3)
which guarantees that dk is a descent direction of f (x) at xk (e.g. [2,16,14]). In order to guarantee the global convergence, we
sometimes require dk to satisfy the sufficient descent condition
gTk dk ≤ −c‖gk‖2, (4)
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where c > 0 is a constant. Instead of (4), the angle property is often used in proving the global convergence of related line
search methods, that is
cos〈−gk, dk〉 = − g
T
k dk
‖gk‖ · ‖dk‖ ≥ τ , (5)
where 1 ≥ τ > 0.
Once the descent direction dk is determined, we should seek a step size along the descent direction and complete one
iterate.
There aremany approaches to finding an available step size. It is well known that the exact line search is time-consuming
and some inexact line searches, such as the Armijo line search [17], the Goldstein line search and the Wolfe line search
[2,18,19], are commonly used in practical computation. Convergence analysis on line search methods can be seen in the
literature (e.g. [18–21]). Among these inexact line searches, the Armijo line search is useful and easy to implement in
practical computation.
The Armijo line search. Let s > 0 be a constant, ρ ∈ (0, 1) andµ ∈ (0, 1). Take αk to be the largest α in {s, sρ, sρ2, . . . , }
such that
fk − f (xk + αdk) ≥ −αµgTk dk.
However, one difficulty in the Armijo line search is how to choose the constant s. On the one hand, if s is too large, then
the function evaluations at each iteration will be increased substantially. On the other hand, if s is too small, then we can
only seek a small step size at each iteration, which could possibly decrease the efficiency of line search methods. In order to
overcome these difficulties, some improved Armijo-type line searches were proposed and the related line search methods
were investigated [20,22,23].
Unlike line search methods, trust region methods require one to solve the following subproblem at each iteration
min qk(p) = fk + gTk p+
1
2
pTBkp, s.t. ‖p‖ ≤ ∆k, (6)
in which Bk is an approximation to Gk and ∆k is a trust region radius. Assume that pk is a solution to (6). By observing the
value
rk = fk − f (xk + pk)qk(0)− qk(pk) , (7)
we can assert whether or not the new point xk = xk + pk is accepted. The trust region method avoids the line search but
requires to solve a subproblem at each iteration [24–29,16,30,31]. Given µ ∈ [0, 14 ), one has an acceptance criterion
xk+1 =
{
xk, if rk ≥ µ;
xk, otherwise.
(8)
In the trust region method, one difficulty that arises is solving the subproblem, especially when the dimension of
problems is very large [32,25,33–36]. Therefore, an important task in designing trust region methods is to simplify the
subproblem [37–41]. The other difficulty is how to choose the trust region radius ∆k at the kth iteration. If ∆k is too large,
then the number of subproblems need to be solvedwill be increased greatly and the amount of computationwill therefore be
increased accordingly. If∆k is too small, then the efficiency of trust regionmethods could possibly be reduced. Consequently,
we should choose an adequate trust region at each iteration [42–47].
In order to overcome the two difficulties mentioned above, we investigate a new kind of trust region method, which is
the subspace trust regionmethod. Themainmethod in our approach is to restrict the subproblem into a simple subspace and
simplify the subproblem. The second method in our approach is to choose an adaptive trust region radius at each iteration
and substantially reduce the number of subproblems that need to be solved. The global convergence and convergence rate
of these new methods are analyzed under some mild conditions.
The rest of this paper is organized as follows: In the next section we introduce subspace trust region methods and give
some simple properties. In Sections 3 and 4 we analyze the global convergence and convergence rate respectively. Some
concluding remarks are summarized in Section 5.
2. The subspace trust region method
We first assume that
(H1) The objective function f (x) is continuously differentiable and has a lower bound on Rn.
(H2) The gradient g(x) = ∇f (x) of f (x) is Lipschitz continuous on an open convex set B that contains the level set
L(x0) = {x ∈ Rn|f (x) ≤ f (x0)}, i.e., there exists an L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ B.
Z.-J. Shi, Z. Xu / Journal of Computational and Applied Mathematics 231 (2009) 365–377 367
Lemma 2.1. If (H2) holds then for x, x+ p ∈ B we have
f (x+ p) ≤ f (x)+ g(x)Tp+ 1
2
L‖p‖2.
Proof. By (H2) and mean value theorem we have
f (x+ p) = f (x)+
∫ 1
0
g(x+ tp)Tpdt
= f (x)+ g(x)Tp+
∫ 1
0
[g(x+ tp)− g(x)]Tpdt
≤ f (x)+ g(x)Tp+
∫ 1
0
‖g(x+ tp)− g(x)‖ · ‖p‖dt
≤ f (x)+ g(x)Tp+ L‖p‖2
∫ 1
0
tdt
= f (x)+ g(x)Tp+ 1
2
L‖p‖2.
The proof is completed. 
In the trust region method, we need to solve the subproblem (6) and obtain a solution p∗k , that is actually the minimizer
of qk(p) in the ball with the radius∆k. Thus, the trust region method requires us to solve a sequence of subproblems (6) in
which the objective function and constraint (which can be written as pTp ≤ ∆2k) are both quadratic.
The first issue arising in defining a trust region method is the strategy for choosing the trust region radius ∆k at each
iteration [48–52]. Based on this choice regarding the agreement between the model qk and the objective function f at the
previous iterate, the ratio (7) is defined, in which the numerator is called actual reduction and the denominator is called
predicted reduction. Since the step pk is obtained by minimizing the model qk over a region that includes step p = 0, the
predicted reduction will always be nonnegative. Thus, if rk is negative, then the new objective value f (xk + pk) is greater
than the current value fk, so the step must be rejected.
On the other hand, if rk is close to 1, then there is a good agreement between the model qk and the function f with regard
to this step, so it is safe to expand the trust region for the next iteration. If rk is positive, but not close to 1, we do not alter the
trust region. However, if it is close to zero or negative, we shrink the trust region [53–56]. The following algorithm describes
the process.
Algorithm 2.1 (Trust Region). Given∆ > 0,∆0 ∈ (0,∆), and µ ∈ [0, 14 );
For k = 0, 1, 2, . . . .
Obtain pk by (approximately) solving (6);
Evaluate rk from (7);
if rk < 14
∆k+1 = 14‖pk‖
else
if rk > 34 and ‖pk‖ = ∆k
∆k+1 = min(2∆k,∆)
else
∆k+1 = ∆k;
if rk > µ
xk+1 = xk + pk
else
xk+1 = xk;
end(for).
Sometimes, there is no need to solve (6) precisely, and we may find pk satisfying
qk(0)− qk(pk) ≥ c1‖gk‖min
(
∆k,
‖gk‖
‖Bk‖
)
, (9)
and
‖pk‖ ≤ γ∆k, (10)
for γ ≥ 1 and c1 ∈ (0, 1].
Indeed, the exact solution p∗k of (6) satisfies (9) and (10) [1,2]. The following results are known in some literature.
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Lemma 2.2 ([2]). Let µ = 0 in Algorithm 2.1. Suppose that ‖Bk‖ ≤ β for some constant β , f is continuously differentiable and
bounded below on the level set
L0 = {x ∈ Rn|f (x) ≤ f (x0)},
and all approximate solutions of (6) satisfy the inequalities (9) and (10) for positive constants c1 and γ . Then
lim inf
k→∞ ‖gk‖ = 0. (11)
Lemma 2.3 ([2]). Let µ ∈ (0, 14 ) in Algorithm 2.1. Suppose that ‖Bk‖ ≤ β for some constant β > 0, f is Lipschitz continuously
differentiable and bounded below on the level set L0 and all approximate solutions of (6) satisfy the inequalities (9) and (10) for
some positive constants c1 and γ . Then
lim
k→∞ ‖gk‖ = 0. (12)
In practical computation, the subproblem (6) or the system of inequalities (9) and (10) is difficult or time-consuming to
solve, especially in solving large-scale minimization problems. Therefore, we have two tasks in this paper: one is to simplify
the subproblem and the other is to choose an adequate trust region radius at each iteration.
Wewill first consider how to simplify the subproblem. At the kth iteration, suppose {v1k , v2k , . . . , vnkk } is a group of vectors
in Rn. Set Sk = span{v1k , v2k , . . . , vnkk } and Vk = (v1k , v2k , . . . , vnkk ) ∈ Rn×nk . We consider the following subproblem
min qk(p) = fk + gTk p+
1
2
pTBkp, s.t. ‖p‖ ≤ ∆k, p ∈ Sk. (13)
If we set p = Vkywith y ∈ Rnk , then the above subproblem can be changed into
min qk(Vky) = fk + gTkVky+
1
2
yTV Tk BkVky, s.t. ‖Vky‖ ≤ ∆k. (14)
If nk  n then (14) is easier to solve than (6).
The subproblem (14) can be simplified as
min qk(Vky) = fk + gTkVky+
1
2
yTV Tk BkVky, s.t. ‖y‖ ≤
∆k
‖dk‖ , (15)
where 0 6= dk ∈ Sk. If we choose Vk such that V Tk BkVk = I ∈ Rnk×nk , then (15) can be reduced to
min qk(Vky) = fk + gTkVky+
1
2
yTy, s.t. ‖y‖ ≤ ∆k‖dk‖ . (16)
We also consider how to choose the trust region radius∆k. Assume that dk ∈ Sk and satisfies (5). This avoids gTk dk = 0 for
0 6= dk ∈ Sk. Moreover, since Bk is an approximation to Gk = ∇2f (xk), we modify Bk by means of the following procedure:
take i to be the smallest nonnegative integer such that dTkBkdk+ i‖dk‖2 > 0, and set Bk := Bk+ iI , in which I ∈ Rn×n is a unit
matrix. At the kth iteration, the initial trust region radius can be defined by
∆k = − g
T
k dk
dTkBkdk
‖dk‖. (17)
Algorithm 2.2 (Subspace Trust Region). Step 0. Choose x0 ∈ Rn, B0 is a symmetric positive definite matrix in Rn×n, d0 = −g0,
V0 = (d0, v20, . . . , vn00 ) ∈ Rn×n0 and S0 = span{d0, v20, . . . , vn00 }, ρ ∈ (0, 1), µ ∈ (0, 1) and set k := 0.
Step 1. If ‖gk‖ = 0 then stop else go to Step 2;
Step 2. Solve (14) to obtain a solution yk ∈ Rnk and set pk = Vkyk;
Step 3. Compute rk by (7);
Step 4. If rk ≥ µ then go to Step 6 else go to Step 5;
Step 5. Set∆k = ρ∆k and go to Step 2;
Step 6. Set xk+1 = xk + pk;
Step 7. Find a dk+1 to satisfy (5) and set Vk+1 = (dk+1, v2k+1, . . . , vnk+1k+1 ) ∈ Rn×nk+1 and thus Sk+1 = span{dk+1,
v2k+1, . . . , v
nk+1
k+1 };
Step 8. Set δk = xk+1 − xk and evaluate γk = gk+1 − gk, modify Bk to Bk+1 by using the BFGS or the DFP formula;
Step 9. If dTk+1Bk+1dk+1 ≤ 0 then choose the first nonnegative integer i such that dTk+1Bk+1dk+1 + i‖dk+1‖2 > 0 and set
Bk+1 := Bk+1 + iI;
Step 10. Set k := k+ 1, compute∆k by using (17) and go to Step 1.
Remark 2.1. The above subspace trust region method has two advantages. One is that the subproblem is easier to solve
than that of original trust region methods because the dimension of subproblems is decreased substantially. The other one
is that the trust region radius is adjusted automatically at each iteration. In particular, since we choose an adequate initial
trust region radius at each iteration, the number of subproblems that require to be solved will be reduced.
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Remark 2.2. If Vk = (dk) ∈ Rn×1, then we can obtain a simple subspace trust region method. In this case, if
∆k = −ρmk g
T
k dk
dTkBkdk
‖dk‖
is the trust region radius of (14), then the solution to subproblem (14) is
yk = −ρmk g
T
k dk
dTkBkdk
,
wheremk is a nonnegative integer. Especially, if dk = −gk then the solution to (14) reduces to
yk = ρmk ‖gk‖
2
gTk Bkgk
.
Generally, assuming that nk ≤ min(k, n), we can take Sk as follows
Sk = span{dk, dk−1, . . . , dk−nk+1};
Sk = span{dk, gk−1, . . . , gk−nk+1};
Sk = span{dk, pk−1, . . . , pk−nk+1};
Sk = span{dk, γk−1, . . . , γk−nk+1},
where γk−i = gk−i+1 − gk−i (i = 1, 2, . . . , nk − 1), and the corresponding Vk can also be obtained.
Lemma 2.4. Algorithm 2.2 cannot circle from Step 2 to Step 5 infinitely.
Proof. If Algorithm 2.2 circles from Step 2 to Step 5 infinitely, then∆k → 0 and thus ‖pk‖ ≤ ∆k → 0. Therefore,
lim
∆k→0
fk − f (xk + pk)
qk(0)− qk(pk) = 1.
This shows that there exists∆k > 0 such that
fk − f (xk + pk)
qk(0)− qk(pk) ≥ µ, for ‖pk‖ ≤ ∆k ≤ ∆k.
Thus, Algorithm 2.2 circles finitely from Step 2 to Step 5 and then goes to Step 6. 
3. Global convergence
In this section, we will analyze the global convergence of subspace trust region methods under some mild conditions.
Unlike in original trust region methods, we use a new approach to analyze the global convergence. The analysis is very
simple, short, and very easy to understand.
Lemma 3.1. Assume that dk satisfies (5) and Algorithm 2.2 generates an infinite sequence {xk}. Then
qk(0)− qk(pk) ≥ 12τ∆k‖gk‖,
where pk = Vkyk and yk ∈ Rnk is a solution to (14) with
∆k = −ρmk g
T
k dk
dTkBkdk
‖dk‖, (18)
where mk is a nonnegative integer.
Proof. Let p′k = Vky′k with y′k = (y1k, 0, . . . , 0)T ∈ Rnk and y1k = ∆k/‖dk‖.
It is obvious that y′k is a feasible solution of (14) with (18). By (5) and (18) we have
qk(0)− qk(pk) ≥ qk(0)− qk(p′k)
= −gTk p′k −
1
2
p′Tk Bkp
′
k
= ρmk g
T
k dk
dTkBkdk
[
gTk dk −
1
2
ρmk
gTk dk
dTkBkdk
dTkBkdk
]
= ρmk g
T
k dk
dTkBkdk
[
gTk dk −
1
2
ρmkgTk dk
]
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≥ ρmk g
T
k dk
dTkBkdk
[
gTk dk −
1
2
gTk dk
]
= ρ
mk
2
· (g
T
k dk)
2
dTkBkdk
= 1
2
∆k
−gTk dk
‖dk‖
≥ 1
2
τ∆k‖gk‖.
The proof is completed. 
Theorem 3.1. Assume that (H1) and (H2) hold and dk satisfies (5). There is a β > 0 such that ‖Bk‖ ≤ β , ∀k. Algorithm 2.2
generates an infinite sequence {xk}. Then
lim
k→∞ ‖gk‖ = 0. (19)
Proof. For the contrary, assume that there exist an infinite subset K ⊆ {0, 1, 2, 3, . . .} and an  > 0 such that
‖gk‖ ≥ , k ∈ K . (20)
At the kth iteration, suppose that xk + pk is accepted when
∆k = −ρmk g
T
k dk
dTkBkdk
‖dk‖,
where pk = Vkyk with yk being a solution to (14) andmk is a nonnegative integer. Thus,
rk = fk − f (xk + pk)qk(0)− qk(pk) ≥ µ.
By Lemma 3.1 and (20), we have
fk − fk+1 ≥ µ[qk(0)− qk(pk)]
≥ 1
2
µτ∆k‖gk‖
≥ 1
2
µτ∆k, k ∈ K .
By (H1) we have
∆k → 0, k→∞, k ∈ K . (21)
By (5) and (20) we have
∆k = −ρmk g
T
k dk
dTkBkdk
‖dk‖ ≥ −ρmk g
T
k dk
β‖dk‖ ≥
ρmkτ
β
, k ∈ K .
By (21) there exists k′ such that
mk > 0, k ∈ K , k ≥ k′. (22)
According to Algorithm 2.2, xk + p′k (k ∈ K , k ≥ k′) cannot be accepted by the acceptance criterion if p′k = Vkyk and yk is a
solution of
min qk(p) = fk + gTkVky+
1
2
yTV Tk BkVky, ‖Vky‖ ≤ ∆k/ρ
corresponding to (14), i.e.,
fk − f (xk + p′k) < µ[qk(0)− qk(p′k)], k ∈ K , k ≥ k′. (23)
By (H2), (20), (21), Lemmas 2.1 and 3.1, we have∣∣∣∣ fk − f (xk + p′k)qk(0)− qk(p′k) − 1
∣∣∣∣ =
∣∣∣∣∣ fk − f (xk + p′k)+ gTk p′k + 12p′Tk Bkp′kqk(0)− qk(p′k)
∣∣∣∣∣
≤ |fk − f (xk + p
′
k)+ gTk p′k| + 12p′Tk Bkp′k
1
2τ‖gk‖∆k/ρ
Z.-J. Shi, Z. Xu / Journal of Computational and Applied Mathematics 231 (2009) 365–377 371
≤
1
2 L‖p′k‖2 + 12β‖p′k‖2
1
2τ‖gk‖∆k/ρ
≤ (L+ β)∆
2
k/ρ
2
τ∆k/ρ
= L+ β
ρτ
∆k
→ 0 (k ∈ K , k→∞).
Therefore, there exists a k′′ ≥ k′ such that
fk − f (xk + p′k)
qk(0)− qk(p′k)
≥ µ, k ∈ K , k ≥ k′′,
which contradicts (23). This shows that there is no such infinite subset K and  > 0 such that (20) holds. Therefore, (19)
holds. The proof is completed. 
4. Convergence rate
In order to analyze the convergence rate, we further assume that
(H3) The sequence {xk} generated by Algorithm 2.2 converges to x∗,∇2f (x∗) is a positive definite matrix and f (x) is twice
continuously differentiable on N(x∗, 0) = {x| ‖x− x∗‖ < 0}.
Lemma 4.1. Assume that (H3) holds. Then there exist 0 < m′ ≤ M ′ and  ≤ 0 such that
m′‖y‖2 ≤ yT∇2f (x)y ≤ M ′‖y‖2, ∀x, y ∈ N(x∗, ); (24)
1
2
m′‖x− x∗‖2 ≤ f (x)− f (x∗) ≤ 1
2
M ′‖x− x∗‖2, ∀x ∈ N(x∗, ); (25)
M ′‖x− y‖2 ≥ (g(x)− g(y))T(x− y) ≥ m′‖x− y‖2, ∀x, y ∈ N(x∗, ); (26)
and thus
M ′‖x− x∗‖2 ≥ g(x)T(x− x∗) ≥ m′‖x− x∗‖2, ∀x ∈ N(x∗, ). (27)
By (27) and (26) we can also obtain, from the Cauchy–Schwartz inequality, that
M ′‖x− x∗‖ ≥ ‖g(x)‖ ≥ m′‖x− x∗‖, ∀x ∈ N(x∗, ), (28)
and
‖g(x)− g(y)‖ ≤ M ′‖x− y‖, ∀x, y ∈ N(x∗, ). (29)
Its proof can be found in the literature (e.g. [19]).
4.1. Linear convergence rate
Theorem 4.1. Assume that (H3) holds and dk satisfies (5). There exist β ≥ β0 > 0 such that β0‖d‖2 ≤ dTBkd ≤ β‖d‖2,∀k,
∀d ∈ Rn. Then {xk} converges to x∗, at least R-linearly.
Proof. If (H3) holds then there exists k′ such that xk ∈ N(x∗, 0),∀k ≥ k′ and (H1) and (H2) hold if x0 ∈ N(x∗, 0). Without
loss of generality, we assume that x0 ∈ N(x∗, 0).
We first prove that there exists m such that mk ≤ m for k ∈ {0, 1, 2, 3, . . . , }. In fact, assume that mk → ∞ (k→ ∞).
By (H1) and the Cauchy–Schwartz inequality we have
∆k = −ρmk g
T
k dk
dTkBkdk
‖dk‖
≤ ρmk ‖gk‖ · ‖dk‖
β0‖dk‖2 ‖dk‖
= ρmk ‖gk‖
β0
,
and thus,
∆k ≤ ρmk ‖gk‖
β0
. (30)
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By (H2), Lemmas 2.1 and 3.1, ‖pk‖ ≤ ∆k and (30), we have∣∣∣∣ fk − f (xk + pk)qk(0)− qk(pk) − 1
∣∣∣∣ =
∣∣∣∣∣ fk − f (xk + pk)+ gTk pk + 12pTkBkpkqk(0)− qk(pk)
∣∣∣∣∣
≤ |fk − f (xk + pk)+ g
T
k pk| + 12pTkBkpk
1
2τ‖gk‖∆k
≤
1
2 L‖pk‖2 + 12β‖pk‖2
1
2τ‖gk‖∆k
≤ L+ β
τ
· ∆k‖gk‖
≤ L+ β
τβ0
ρmk .
This shows that as long as
mk ≥ ln
(
β0τ(1− µ)
L+ β
)/
ln ρ,
we have
1− L+ β
β0τ
ρmk ≥ µ,
and thus,
fk − f (xk + pk)
qk(0)− qk(pk) ≥ µ,
which shows that there existsm such thatmk ≤ m.
By Lemma 3.1 and (5) we have
fk − f (xk + pk) ≥ µ[qk(0)− qk(pk)]
≥ 1
2
µτ∆k‖gk‖
≥ 1
2
µτρmk
−gTk dk
dTkBkdk
‖dk‖ · ‖gk‖
≥ 1
2
µτρm
−gTk dk
β‖dk‖2 ‖dk‖ · ‖gk‖
≥ µτ
2ρm
2β
‖gk‖2.
Thus
fk − fk+1 ≥ η‖gk‖2, (31)
where η = µτ 2ρm/(2β). Since Bk is an approximation to Gk, we should have
M ′ = L ≤ β. (32)
By Lemma 4.1 we obtain
fk − fk+1 ≥ η‖gk‖2
≥ ηm′2‖xk − x∗‖2
≥ 2ηm
′2
M ′
(fk − f ∗).
By letting
θ = m′
√
2η
M ′
,
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we can prove that θ < 1. In fact, from the definition of η and (32), we obtain
θ2 = 2m
′2η
M ′
≤ 2m
′2µτ 2ρm
2βM ′
= µm
′2τ 2ρm
βM ′
≤ µτ
2m′2ρm
M ′2
≤ µ < 1.
By setting
ω =
√
1− θ2,
(obviously ω < 1) we obtain that
fk+1 − f ∗ ≤ (1− θ2)(fk − f ∗)
= ω2(fk − f ∗)
≤ · · ·
≤ ω2(k−k′)(fk′+1 − f ∗).
By Lemma 4.1 and the above inequalities we have
‖xk+1 − x∗‖2 ≤ 2m′ (fk+1 − f
∗)
≤ ω2(k−k′) 2(fk′+1 − f
∗)
m′
,
thus
‖xk+1 − x∗‖ ≤ ωk−k′
√
2(fk′+1 − f ∗)
m′
,
i.e.,
‖xk − x∗‖ ≤ ωk
√
2(fk′+1 − f ∗)
m′ω2(k′+1)
.
And finally, we have
lim
k→∞ ‖xk − x
∗‖1/k ≤ ω < 1,
which shows that {xk} converges to x∗, at least R-linearly. 
4.2. Superlinear convergence rate
We further assume that
(H4) {Bk} is a sequence of positive definite matrices and ‖Bk‖ ≤ β,∀k. dk = −B−1k gk satisfies the following condition
lim
k→∞
‖[Bk −∇2f (x∗)]dk‖
‖dk‖ = 0. (33)
Lemma 4.2. Assume that (H3) and (H4) hold. Algorithm 2.2 generates an infinite sequence {xk}. Then there exists k′ such that
mk = 0, ∀k ≥ k′. (34)
Proof. Since dk = −B−1k gk, we have
p′k = −
gTk dk
dTkBkdk
dk = dk,
where p′k = Vkyk, yk = (y1k, 0, . . . , 0)T ∈ Rnk and y1k = 1. We can prove that such yk is a solution of (14) with dk = −B−1k gk
and∆k = ‖dk‖.
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In fact, since p′k = dk is the global minimizer of
qk(p) = fk + gTk p+
1
2
pTBkp
and ‖p′k‖ = ‖dk‖, it follows that such yk must be a solution to (14). In order to provemk = 0, we should prove that xk + p′k
can be accepted as the next iterate.
Assumption (H4) implies that
dTk[Bk −∇2f (x∗)]dk = o(‖dk‖2). (35)
Suppose λ1 is the smallest eigenvalue of ∇2f (x∗). Thus, there exists a k′ such that
dTkBkdk ≥ λ1‖dk‖2, k ≥ k′.
By the Cauchy–Schwartz inequality and the above inequality, we have
‖p′k‖ = −
gTk dk
dTkBkdk
‖dk‖ ≤ 1
λ1
‖gk‖.
By Theorem 3.1 and (H3) we have
lim
k→∞ xk = x
∗, lim
k→∞ ‖p
′
k‖ = 0, (36)
and thus
lim
k→∞(xk + tp
′
k − x∗) = 0 (37)
for t ∈ [0, 1]. By the mean value theorem, (H3), (36), (37) and (35), for sufficiently large k, we have
f (xk + p′k)− fk = gTk p′k +
∫ 1
0
(1− t)p′Tk ∇2f (xk + tp′k)p′kdt
=
[
gTk p
′
k +
1
2
p′Tk Bkp
′
k
]
+
∫ 1
0
(1− t)p′Tk [∇2f (xk + tp′k)−∇2f (x∗)]p′kdt +
1
2
p′Tk [∇2f (x∗)− Bk]p′k
=
[
gTk p
′
k +
1
2
p′Tk Bkp
′
k
]
+ o(‖p′k‖2)
≤ µ
[
gTk p
′
k +
1
2
p′Tk Bkp
′
k
]
.
This implies that there exists k′ making (34) valid. 
Theorem 4.2. Assume that (H3) and (H4) hold. Algorithm 2.2 generates an infinite sequence {xk}. Then {xk} converges to x∗
superlinearly.
Proof. By Theorem 3.1 and Lemma 4.1, we know that {xk} → x∗. By Lemma 4.2, there exists k′ such that (34) holds and we
have
xk+1 = xk + pk, k ≥ k′,
where pk = Vkyk = dk and yk is a solution of (14) with dk = −B−1k gk.
By mean value theorem, Lemma 4.1, and (36), it follows that
gk+1 − gk =
∫ 1
0
∇2f (xk + t(xk+1 − xk))(xk+1 − xk)dt
=
∫ 1
0
∇2f (xk + tdk)dkdt
= ∇2f (x∗)dk +
∫ 1
0
[∇2f (xk + tdk)−∇2f (x∗)]dkdt
= ∇2f (x∗)dk + o(‖dk‖),
thus
gk+1 = gk +∇2f (x∗)dk + o(‖dk‖)
= −Bkdk +∇2f (x∗)dk + o(‖dk‖)
= −[Bk −∇2f (x∗)]dk + o(‖dk‖).
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By (33) and the above equality we have
lim
k→∞
‖gk+1‖
‖dk‖ = 0. (38)
By Lemma 4.1 and (38) it follows that
‖gk+1‖
‖dk‖ ≥
m′‖xk+1 − x∗‖
‖dk‖
= m
′‖xk+1 − x∗‖
‖xk+1 − xk‖
≥ m
′‖xk+1 − x∗‖
‖xk+1 − x∗‖ + ‖xk − x∗‖
= m′
‖xk+1−x∗‖
‖xk−x∗‖
1+ ‖xk+1−x∗‖‖xk−x∗‖
,
and thus
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖ = 0
which implies that {xk} converges to x∗ superlinearly. 
4.3. Quadratic convergence rate
If we take Bk = ∇2f (xk) in Algorithm 2.2, then (H4) holds. We have the following result:
Theorem 4.3. Assume that (H3) holds, Bk = ∇2f (xk) for sufficiently large k, and Algorithm 2.2with dk = −B−1k gk generates an
infinite sequence {xk}. Then {xk} converges to x∗ at least superlinearly.
Proof. In this case, (H4) holds automatically, thus the results in Theorem 4.2 hold. 
Theorem 4.4. Assume that (H3) holds, Bk = ∇2f (xk) for sufficiently large k, and Algorithm 2.2 generates an infinite sequence
{xk}. Moreover, there exists a neighborhood N(x∗, ) = {x ∈ Rn| ‖x− x∗‖ < } of x∗ with  < 0 such that ∇2f (x) is Lipschitz
continuous on N(x∗, ), i.e., there exists L() > 0 such that
‖∇2f (x)−∇2f (y)‖ ≤ L()‖x− y‖, ∀x, y ∈ N(x∗, ). (39)
Then {xk} converges to x∗ quadratically.
Proof. By Theorem 3.1 and Lemmas 4.1 and 4.2, it follows that {xk} converges to x∗ and there exists k′ such that for all k ≥ k′,
xk ∈ N(x∗, ), Bk = ∇2f (xk), andmk = 0. Let k = xk − x∗. By the mean value theorem we have
k+1 = xk+1 − x∗
= xk − x∗ + dk
= k −∇2f (xk)−1gk
= k −∇2f (xk)−1(gk − g∗)
= k −∇2f (xk)−1
∫ 1
0
∇2f (x∗ + tk)kdt
= ∇2f (xk)−1
[
∇2f (xk)k −
∫ 1
0
∇2f (x∗ + tk)kdt
]
= ∇2f (xk)−1
∫ 1
0
[∇2f (xk)−∇2f (x∗ + tk)]kdt,
which, with (39), implies
‖k+1‖ =
∥∥∥∥∇2f (xk)−1 ∫ 1
0
[∇2f (xk)−∇2f (x∗ + tk)]dtk
∥∥∥∥
≤ ‖∇2f (xk)−1‖
∫ 1
0
‖∇2f (xk)−∇2f (x∗ + tk)‖dt‖k‖
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≤ ‖∇2f (xk)−1‖ · L()‖k‖2
∫ 1
0
(1− t)dt
= 1
2
‖∇2f (xk)−1‖ · L()‖k‖2.
Therefore,
lim
k→∞
‖k+1‖
‖k‖2 ≤
1
2
lim
k→∞ L()‖∇
2f (xk)−1‖ = 12 L()‖∇
2f (x∗)−1‖
which implies that {xk} converges to x∗ quadratically. 
5. Concluding remarks
In this paper we considered a new class of trust region methods, referred to as subspace trust region methods. The
subproblem in these methods has an adequate initial trust region radius and can be solved in a simple subspace. It is easier
to solve than the original subproblem because the dimension of the subproblem in a subspace is reduced substantially. We
investigated the global convergence and convergence rate of these methods under some mild conditions.
In the subspace trust region method, the main difficulty lies in choosing the subspace Sk at each iteration. Like the line
search method, the subspace trust region method requires one to choose a search direction dk and then find a subspace Sk
that contains dk. In fact, dk = −gk is a natural choice. Of course, dk = −B−1k gk is another choice. However, dk = −B−1k gk
satisfies (5) if and only if
β0‖d‖2 ≤ dTBkd ≤ β‖d‖2, (40)
where β ≥ β0 > 0. We can see that, if Sk = span{dk}, then the subspace trust region method reduces to a new line search
method [23]. If Sk = Rn then the subspace trust region method is just the original adaptive trust region method [57]. In
summary, the subspace trust region methods are a new kind of methods between line search methods and trust region
methods [58]. In particular, since we choose an adequate initial trust region radius at each iteration, the subspace trust
region methods can reduce to quasi-Newton methods in some special cases.
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