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ABSTRACT 
Processes of the type A%, A being a symmetric matrix, are considered. Such a 
process is called strongly stabilizable iff given an arbitrary sequence of interference 
times ( ti), it admits a stabilization consisting of the addition of a constant vector y at 
“times” ti. It is shown (Theorem 3) that A’ is strongly stabilizable iff no eigenvalue of 
A lies in the interval (- &(l+ &), - 1). 
It is a very common modeling technique (see [l]-[S]) to represent the 
interactions of a finite time-dependent system by means of a matrix A. The 
development of such a discrete system can then be derived from the iterates 
At, tfN, of A. Models of this type are called pulse processes [2-41. They 
contain finite Markoff chains as special cases. 
The most important questions connected with time-dependent systems are 
probably those concerning their stability. For pulse processes the theory of 
stability is well established. In [2], necessary and sufficient conditions for the 
stability of a pulse process A’ are given in terms of the eigenvalues of A. 
In case of instability it is natural to ask whether or not there exist 
stabilizing strategies. A stabilizing strategy is a vector y which is added to the 
process at some (or all) points of time (the interference times), rendering the 
result bounded. Questions of this type have been raised in [ 11. The solution 
for a regular sequence of interference times is fairly elementary. Here we shall 
deal with the irregular case for symmetric pulse processes. In Theorem 3 we 
shall arrive at rather astonishing (sufficient and necessary) conditions, in 
terms of the eigenvalues of the matrix, for the process to be stabilizable. 
First we restate the problem more precisely. In what follows, T=(tj)iEN 
always denotes a strictly monotonic sequence of natural numbers, the inter- 
ference times. 
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DEFINITION. Let A be any (n, n)-matrix. The sequence (process) A’, 
t EN, is called strongly stabilizable if for any z and T, there is a vector y (the 
stabilizing strategy) such that the process 
i.e. 
. ..At3-f~(At~-t~(At~.~-y)-y)-y... , 
P(n) =A’n.z- 
is uniformly bounded in n. 
(1) 
REMARK. In view of the possibility of constructing T in a way which 
makes t, - t,_ i rapidly increase or show some other strange behavior (take for 
instance the prime numbers), the concept of strong stabilizability seems to 
impose a rather stringent condition on A (even if A is only a positive real 
number). In fact, if the process is additive and not multiplicative, it can easily 
be shown that for A =x> 1 it is not stabilizable. 
The following theorems are, therefore, somewhat surprising. 
LEMMA 1. Let B be an inoertible (n, n )-matrix. l%en if A’ is strongly 
stabilizable, so is C”=BA’B-‘. 
Proof If y stabilizes (A, T, B-‘z), then By stabilizes (C, T, z). H 
Now let A be symmetric. Then, due to Lemma 1, we can assume in the 
sequel that A is a diagonal matrix. Hence, it suffices to consider each 
component separately. In other words, given Z, x E R and T, we are looking 
for conditions for the existence of a y such that 
is bounded. 
P(n)=z.x t”_Y. 2 X’“-t’ 
iGn 
(2) 
The case 1x1 G 1 is trivial (y =O). 
In the sequel we shall assume that Z= 1. Obviously this is not a restriction 
of generality. 
THEOREM 1. Let 1x1> 1. Then (i) and (ii) are equiualent: 
(i) The process xt is strongly stabilizable. 
(ii) For any T=(t,), the absolute value of Q,(tn)=CiSnxtn-‘~ tends to co 
a.sn+co. 
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If the process is strongly stabilizable, then the stabilizing strategy y is 
uniquely determined. 
COROLLARY. For x> 1, the process x’ is strongly stabilizable. 
Proofof the theorem. (i)*(ii): If jQx(tn)\ is bounded, then Jr’“-- yQ,(t,)\ 
---f 00, contradicting (i). 
(ii)-(i): Let T = (ti) be arbitrary. Later (Lemmas 4, 5, 6) we shall see 
that (ii) is equivalent to x 4( - i(l + G), - l), and for x satisfying this 
condition Lemma 4 guarantees Q,(tn) # 0 for all n. This fact will be exploited 
below. 
The idea of the proof is to construct the stabilizing strategy y as a 
convergent series 
y=Y1+Yz+YB+ . . . 
such that 
where 
Put 
- 2 Yi 
i<n 
Y,= z Xt”-t’ ’ n’l. 
i<n 
In view of the statement made above, the denominator is #O. 
We need two lemmas. 
LEMMA 2. Zf y,, n2 1, and b,, are defined as above, then for all n, 
(3) 
x’n-bn. x Xtn-“=(). 
i=Sn 
ULBICH ABEL 
Proof. By means of an induction (the case n= 1 being trivial), 
=o (by induction hypothesis). n 
LEMMA 3. Let yi be given by (3). Then the series Zy, converges. 
Proof. We show that for n sufficiently large there is a constant kc 1 such 
that lyJy,-lI<k: 
[again by (3)] 
with S,, E, -+ 0 for n + 00, whence the proposition. n 
We now continue the proof of the theorem: We put y=BieNyi and prove 
that P(n)=xtn-yZjrnxtn-t~ is bounded. 
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Let rn=&_yi, i.e., y=b,+r,. From Lemma 
sufficiently large there is a constant kc 1 such that 
Now for n sufficiently large 
5 
3 it follows that for n 
(4 
(by Lemma 2) 
Glynl. l-k isn 
1 x rt.--t, 
I I 
[by @)I 
= & ’ 1 izn Yil LbY c3)l ’ 
and this is bounded, since Zyi + y. This concludes the proof of the existence of 
y. The uniqueness follows immediately from (2). n 
In order to apply the theorem it is necessary to reformulate condition (ii). 
From the Corollary to Theorem 1 we know that this needs to be done for 
negative x only, i.e. x< - 1. 
ABBREVIATION. We shall reserve the letter c for - i(l + 6). 
LEMMA 4. Let XGC and T be arbitrary. Then 
lQ*k)l-)~ as n-+cc 
and 
Q&J +o for all n . 
Proof Let first t”,, tnz,. . . be the subsequence of T such that t,,,- t, is 
even (n, = 1). Then this subsequence is infinite, for otherwise we are done. 
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NOW [we omit the subscript x, and sometimes write n(k) for nk] 
Q( t,,) = $ x”“w4 
i=l 
In order to obtain Q(t,,)- cc it obviously suffices to show that for x<c each 
of the terms PC’ xtn(i)-tt is positive and greater than a fixed constant. We 
have 
’ *,-I 
the first term being positive and each term of the sum being negative. 
Let 2r=t,,-t,,_,. Then 
Tl-1 
2 x’““‘-“>x 
i=n,_, 
2r+ 2,xi 
i<2r 
=(Xs+X-1)(Xs’-s+ra’-4+ * *. +x2+1)+1 
21 for x6c. (5) 
Thus, for t, with even difference t,--tr, we have Q(t,)>O and Q(tn)-+ cc for 
fl+ cc. 
Now let t, - t, be odd and k maximal with t,>tnk. We write t, - tnk = 2r 
+l. Then 
<x2r+1Q( t,,) + 2 x2i. 
O<i<r 
Write Q(t,,k)=l+d,k; then by (5), d_aO, and dnk- CQ as k- 00. It follows 
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that 
7 
x2r+yx2+x- 1) 1 
YE 
x2-1 
- - +d”kx2’+1. 
x2-1 
Hence for x<c we have Q(t,,)<O and Q(t,)~d,,c~‘“, which implies 
]Q(t,)] -+ co for m+ CO. 
Thus the proposition of the lemma is proved for all t,. n 
We finally deal with the case c<x< - 1. We shall prove the following 
theorem. 
THEOREM 2. Zf -~(l+&)Cxc-1, then the process xf is not strongly 
stabilizable. 
Proof. We must show that for any x of this interval there exists a 
sequence T= (t, ) such that 
lQ( &)I= i x’“-‘1 I I i=l 
is bounded (for n-+ CO). This will be deduced from the following three 
lemmas. We first need a preliminary definition. 
DEFINITION. Let X-C - 1. x is said to be dense if for k sufficiently large 
the following property holds: 
(P): For any ~E[x~~-‘, x2k] there is a set mz(r)=mz,(r)C{0,...,2k- 
1 } such that 
/ 2 
iEExP(I) 
x’+r <+. 
In other. words, -r can be “approximated’ by means of a sum of small 
powers of x. 
LEMMA 5. For x~Z=(c, -l), x is dense. 
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Proof. First observe that for these x 
Ix+ll<& (6) 
Furthermore it is easy to see that for x E Z and k sufficiently large 
x2k-l+ 2 x2’>0, 
O=Gi<k 
r2k+ 2 x2’+‘<& 
i<k 
(7) 
Choose k such that (7) is satisfied. 
We describe an algorithm for the construction of a set EXP = EXP( r ) which 
complies with (P). The sets ODD and EV of the odd and even numbers in EXP 
will be constructed separately as the unions of finite sequences 
and 
ODD1,0DD2,... ( ODD, c ODD,+ 1 ) 
EVl,EV2,... (Ev&Ev,+& 
&ye 1: x~~-‘G~<O. We write 
f(m)= z xi+ 2 xi+?+, 
i E ODD, iEm, 
fzw= z xi+ 2 x’+r. 
iEooo,+, iEm, 
Furthermore, we introduce an ordering < on finite sets of natural numbers 
with zero by the convention 
N1 3 N, iff there is an x E N1\N2 such that y E N1 U N, and y >x imply 
yEN,nN,, 
i.e. N1 >N2 iff the largest element which is not in N1 n N, lies in N1. In the 
following “small,” as applied to sets, means small in the sense of <. 
EXAMPLE. {7,5,3} 3 {7,4,3}; (9, I} 3 (2). 
For brevity we write min N for the smallest natural number in a set N. 
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Step 1: m=l. Put ODDS= 0 and choose EV1 to be the smallest subset of 
even numbers in {0,...,2k-1) with f(l)=XiEE,,,xi+r>O. According to (7) 
such a set exists. 
S&p 2: m =m + 1. Construction of DO,,, = ~DD,\~DD,_,. Let n = 
minEv,_l. If 
2 x’+f(m-l)>O 
iodd 
i<n 
then go to step 4. Else let DO,,, be the smallest subset of odd numbers in 
{l,..., n- l} such that 
2 x’+f(m-l)<O. 
i E DO”, 
!%??I 3: COTl.St?UCtiOn Of DE,=EV,,,\EM,_I. h3t?l=miIlODD,. If 
z x’+g(m-1)cO 
i even 
i<n 
then go to step 5. Else let DE, be the smallest set of even numbers i<n such 
that 
x x’+g(m-l)>O. 
i Em,, 
go to step 2. 
Step 4: Put DO,,,= {i<nJi odd} and DE,= 0. If 
f(m-l)+ x xi<; 
iodd 
i<n 
then STOP 1. Else remove the smallest element from DE,_~ and thus from EV. 
STOP2. 
stq 5. Put DE,,, = {i<nli even}. STOP. 
Case 2: 0(6x2’. The algorithm has to be modified as follows: f(m) is 
defined as in the negative case, but 
g(m)= 2 xi+ 2 x’+r. 
i E om, iGEV”,+, 
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step 1: m=l. EVE = 0, ODDS = the smallest subset of odd numbers in 
{l,..., 2k-1) such that Y,iEooo,~i+r<O. 
step 2: m=mSl. Corl.st?uction OfDE,. Let n=minODD,-,. If 
then go to step 4. Else DE, = the smallest set of even numbers in { 0,. . . , n - 1) 
such that 
2 x'+f(m-l)>O. 
1 EDE”, 
Step 3: Construction of Do,. Let n=minEv,. If 
2 x’+g(m- l)>O 
i odd 
i<n 
then go to step 5. Else DON = the smallest set of odd numbers <n such that 
x x’+g(m-l)<O. 
iEo0, 
Go to step 2. 
step 4. Put DE,= {i<+ even}, DOm= 0. STOP. 
step 5. Put DO*= {icflli odd}. If 
2 x’+g(m-l)<i 
i odd x 
i<n 
then STOP I. Else remove the smallest element from DE,,, and thus from EV. 
STOP 2. 
It is easy to see that the algorithm for the positive case is the reflected 
image of the algorithm for the negative case. Thus we shall prove the 
effectiveness of the latter only. 
Since ODD, U EVm is strictly increasing, it is clear that the algorithm stops. 
Except for a possible STOP it has the following cyclical structure: 
step 1 --f 2~3. 
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To finish the proof, we must show that at any possible STOP the condition 
is satisfied. For STOP 1 of step 4 this is clear. For the other STOPS it will follow 
from 
LEMMAS. 
(a) Zf the algorithm stops at STOP 2 in step 4, then the (minimal) element 
which is rmved jbm EV is 0. 
@) Zf the algorithm stops at step 5, then min ODD = 1. 
We first show how Lemma 5 can be deduced from Lemma 6. 
(a): If the algorithm stops at STOP 2 of step 4, say in the mth cycle, then 
DE, = 0 and, by Lemma 6(a), n = min DE,_ 1 = 0. Hence DON = 0 and-after 
execution of step 4-f(m)=f(m- l)- 1. The branching condition of step 2 
gives us f( m - 1) > 0 and-since STOP L of step 4 is not executed- 
f(m-1)s;. 
On the other hand, in the (m- 1)th cycle (step 3) DE,_~ was minimal such 
that 
g(m-2)+ x x’>O. 
DE*-1 
It follows 
g(m-2)+ z xi<0 
%l-,\P) 
and 
f(m-l)-l=f(m-2)+ z xi+ I: xi 
WI-1 D%~l’W) 
=g(m-2)+ I: xi 
DE,-l\(O) 
(0. (9) 
12 ULRICH ABEL 
(8) and (9) imply 
If(m)l=lf(m-l)-ll=l-f(m-1) 
(b): Let the algorithm stop after the execution of step 5 in the mth cycle, 
and let minDO,= 1. The branching condition of step 3 yields 
1+g(m-1)co. (10) 
From the minimality of DO% in step 2 we know that 
g(m-1)--x= 2 x’+f(m-l)>O. (11) 
%,\(l) 
From (lo), (1 l), and DE, = { 0} it follows that 
o>j-(m)=g(m-1)+ 2 x’=g(m-1)+1 
DE”, 
whence 
by (0 n 
Proof of Lemma 6. (a): Assume that the algorithm branches to step 4 in 
the mth cycle, and let n=min~~,_r. We must show that n=O. 
By virtue of the branching condition of step 2 we have 
i~dr'+f(m-l)>O. 
i<n 
On the other hand, from the minimality of DE,_~ in step 3 of the (m- 1)th 
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cycle we know that 
dm--2)f 2 xi+ 2 x’co. 
m,,-,\(n) i even 
i<n 
Thus 
z xi=f(m-l)-g(m-2) 
DE”,?1 
>-Exit- z xi+ z xi, 
iodd 
i<n 
DE,,_l\(n) i even 
i<n 
i.e. (with .z= 1x1) 
Zn=Xn> 2 xi- 2 xi= 2 zi. 
i even i odd i<n 
i<n i<n 
(12) 
NOW, for n > 0 and 1< .z < - c the function 
hn(Z)=Zn- 2 zi 
i<n 
z”(z-2)+1 
.2-l 
is positive iff u(n, z)=z”(z-2)+ 1 is positive. But ~(2, z)=(z- 1)(z2-z- 
l)<O and au/an<O, so (12) doesn’t hold for even n>O. 
The proof of Lemma 603) is quite analogous and therefore omitted. n 
A special property of the algorithm is revealed in 
LEMMA 7. Assume that the algorithm stops in the mth cycle, i.e. 
EXP = ODD, u EV, . Then f(m)=r+Z,,,r’>O implies OEEXP. 
Proof. If f(m)>O, then the algorithm stops at step 4. If 0 is removed 
from DE,_~, then the minimality of DE,_~ yields 
f(m)=f(m-1)-l=g(m-2)+ 2 x’co. W 
iEDE”,_,\(O) 
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We can now accomplish the proof of Theorem 2. The following statement 
had to be proved: 
Let - 1 >x>c. Then there exists a sequence T such that Q( t, ) is bounded 
for n-00. 
Proof. In Lemma 5 we proved that these x are dense. We choose k so 
large that (P) holds for k’a k. 
Applying (P) and Lemma 7 to r- 1, we can conclude that for any 
rE[Xsk-‘, rzk+l] there is a set ExpC{O,...,2k-1) such that at least one of 
the inequalities 
o<r+ 2 x+1, 
=Mo1 
o>r+ 2 zC=-l 
m\(O) 
x 
is satisfied. We construct T inductively such that 
{2kn+llnEN} CT, 
O<r+Q(2kn+l)Gl or O>r+Q(2kn 
This obviously implies the proposition of the theorem. 
+ 
(13) 
1,+. (14) 
WewriteT= U .,,T,UPn+~I naO}withT,=0 andT,C(2k(n- 
l)+ 1,2kn + 1). For n = 0 we have Q(1) = 1, i.e., (14) is satisfied. 
Now suppose that T,, . . . , T, have been constructed so that (14) holds. 
Then, if ti denote the elements of T,,, (which still have to be determined), 
we have 
Q(2k(n+ 1) + 1) =xzkQ(2kn+ 1) + 2 [(~~~(~+r)+r-‘*)] + 1. 
t,Er,+I 
The induction hypothesis yields 
Thus there is a set m(r,)C{O,...,2k-1) with 
ocr,+ x xi<1 or O>r,+ x :. xi>- 
iEExP(rn)\(0) i Ekzw(rn)\(0) 
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Consequently, choosing T,, 1 = {2k(n+1)+1-i(i’5EXP(7;,)\{0}}, 
O<Q(2k(n+l)+l)<l or O>Q(2k(n+l)+l)>+. n 
We arrive at the summary of our efforts in a concise and rather astonish- 
ing statement. As an immediate consequence of Lemmas 1, 4 and Theorems 
1, 2 we have 
THEOREM 3. Let A be a symmetric matrix. Then the process A” is strongly 
stabilizable iff rw eigenvalue of A lies in the internal (- g(l + &), - 1). 
It would be interesting to try something similar for the general case of 
matrices of the Jordan form. 
The author would like to thank the referee for his thorough reading and 
his assistance, without which the paper could hardly have appeared. 
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