Abstract. We consider dynamic risk measures induced by Backward Stochastic Differential Equations (BSDE) in enlargement of filtration setting. On a fixed probability space, we are given a standard Brownian motion and a pair of random variables (τ, ζ) ∈ (0, +∞) × E, with E ⊂ R m , that enlarge the reference filtration, i.e., the one generated by the Brownian motion. These random variables can be interpreted financially as a default time and an associated mark. After introducing a BSDE driven by the Brownian motion and the random measure associated to (τ, ζ), we define the dynamic risk measure (ρt) t∈[0,T ] , for a fixed time T > 0, induced by its solution. We prove that (ρt) t∈[0,T ] can be decomposed in a pair of risk measures, acting before and after τ and we characterize its properties giving suitable assumptions on the driver of the BSDE. Furthermore, we prove an inequality satisfied by the penalty term associated to the robust representation of (ρt) t∈[0,T ] and we provide an explicit example of such kind of dynamic risk measures, along with its decomposition.
Introduction
Risk measures have been introduced in an axiomatic way in Artzner et al. [2] in order to quantify the riskiness of financial positions. A huge literature is now devoted to study different families of risk measures both in a static and in a dynamic setting (see, among many others, [5, 8, 9, 11, 14, 17] ). In a dynamic setting, the relation between dynamic risk measures and Backward Stochastic Differential Equations (BSDEs, for short) -that are a well established and powerful tool in Mathematical Finance as shown in El Karoui et al. [12] -has been investigated in the literature. In particular, in a Brownian setting and in a setting where the noise is given by a Brownian motion and an independent Poisson random measure it has been proved that any conditional g-expectation (introduced by Peng [25] by means of the solution of a BSDE with driver g) induces a dynamic risk measure. The conditional g-expectation (hence the dynamic risk measure) satisfies further properties depending on the properties assumed on g and vice versa; that is, any dynamic risk measure satisfying some suitable additional assumptions is induced by a conditional g-expectation (see Barrieu and El Karoui [4] , Delbaen et al. [10] , El Karoui and Ravanelli [13] , Rosazza Gianin [28] , Jiang [20] , Laeven and Stadje [23] and Quenez and Sulem [27] ).
The aim of the paper is to investigate dynamic risk measures and their properties, including time-consistency, in the framework of enlargement of filtration. More precisely, we show how to induce a dynamic risk measure from a BSDE whose driving noise is given by a Brownian motion and a marked point process. In terms of the underlying information flow, this corresponds to a progressive enlargement of a Brownian reference filtration with information brought by the occurrence of random events at some random times. This may describe, for instance, the presence of defaults in a financial market and the different behavior of risk measures before, between and after consecutive defaults. We refer the reader to Aksamit and Jeanblanc [1] (and the references therein) for an up-to-date account of enlargement of filtration theory and its applications to finance.
The aforementioned class of BSDEs with jumps that we are interested in was introduced by Kharroubi and Lim in [21] . There the authors have proved existence and uniqueness results, connecting such BSDEs with jumps to systems of Brownian BSDEs. This method enables a decomposition of the processes giving a solution to the former BSDEs into corresponding processes that are solution of the latter ones between each pair of consecutive jump times.
Here, in the single jump case to ease the notation, we show that dynamic risk measures induced by these BSDEs with jumps admit a similar decomposition into two risk measures, one before and the other after the default time. Furthermore, we prove that standard properties of dynamic risk measures are guaranteed by similar properties of the driver of these BSDEs and, finally, that induced dynamic risk measures are time-consistent. From a financial point of view, the decomposition of the "global" risk measure into different "local" ones seems to be reasonable. Before and after a default time, indeed, the risk measure should be updated in order to take into account the new information. A priori, there is no reason to impose that the risk measure remains unchanged.
The paper is organized as follows. In Section 2 we introduce the reference and the enlarged filtrations we will deal with as well as the risk measure ρ induced by a BSDE with jumps on an enlarged filtration. The properties of such risk measure are studied in Section 3, while the impact of enlargement of filtration on the dual representation of ρ is investigated in Section 5.
1.1. Notation. We collect here for the readers' convenience all the relevant notations and conventions that will be used throughout the paper.
The symbol R + is a shorthand to denote the set (0, +∞). We denote by b a the integral on the interval (a, b], for a, b ≥ 0.
Given a non-empty topological space X , B(X ) denotes the Borel σ-algebra on X and we define B(X ) := {f : X → R, Borel-measurable}; we equip this space with the pointwise convergence topology. We denote by M 1 (A) the collection of probability measures on a measurable space (Ω, A).
Given a filtration F on some probability space, P(F) (resp. O(F), Prog(F)) denotes the F-predictable (resp. F-optional, F-progressive) σ-algebra on Ω × [0, +∞), i.e., the σ-algebra generated by left-continuous (resp. right-continuous, progressively measurable) Fadapted processes. The class of F-predictable (resp. F-optional, F-progressive) processes will be indicated by P F (resp. O F , Prog F ). Finally, the symbol
2. Enlargement of filtration, BSDEs and related risk measures 2.1. Setting of the problem. Let T > 0 be a fixed time horizon and (Ω, A, P) be a complete probability space, supporting a standard d-dimensional Brownian motion W = (W t ) t≥0 , a random variable τ with values in R + , describing a default time, and an associated mark, i.e. a random variable ζ with values in a measurable subset E of R m . We denote by F = (F t ) t≥0 the completed natural filtration generated by W . To be more precise, we set F t := σ(W s : 0 ≤ s ≤ t) ∨ N for all t ≥ 0, where N ⊂ A is the collection of all P-null sets. F plays the role of a reference filtration, that we are going to enlarge with the information coming from the default time and the associated random mark.
We will work throughout this paper under the following fundamental assumption. Assumption 2.1 (Density hypothesis). For any t ≥ 0, the conditional distribution of the pair (τ, ζ) given F t is absolutely continuous with respect to the Lebesgue measure on R + × E. In particular, there exists a strictly positive γ ∈ P F (R + , E) such that
Remark 2.1. The importance of the density hypothesis will be underlined extensively in what follows. To start, we want to emphasize that, since we are assuming that γ > 0, our assumption is stronger than Jacod's one [18] (also adopted in [21] ), i.e., the existence of a deterministic measure on R + × E that dominates all the conditional laws. It is also slightly more stringent than the (E)-hypothesis in [6] , i.e., the equivalence of all the conditional laws to the law of (τ, ζ).
In fact, our assumption implies the (E)-hypothesis, since, applying the Fubini-Tonelli theorem and recalling that γ t (ϑ, e) is a F-martingale for any (ϑ, e) ∈ R + × E (see [18, Lemme (1.8)]), we have
In particular, the law of (τ, ζ) is equivalent to the Lebesgue measure on R + × E.
Let us define for all t ≥ 0 the following families of σ-algebras:
. We call G := (G t ) t≥0 the progressively enlarged filtration and H := (H t ) t≥0 the initially enlarged filtration. Remark 2.2. It is known, (see, e.g., [6, 19] ), that F ⊂ G ⊂ H and that the filtration G coincides with F on the event {t < τ } and with H on the event {t ≥ τ }. This fact will be fundamental in the sequel.
It is possible to give a decomposition of any G t -measurable random variable and of Gpredictable processes into indexed F t -measurable random variables and F-predictable processes, where the indexes are given by the jump time and the associated random mark. These results are given in [6, 26] (or are easy generalizations of them) and we recall them here for the readers' convenience. (a) For any t ≥ 0, a random variable ξ is G t -measurable if and only if it is of the form
for some F t -measurable random variable ξ 0 and a family of
is G-predictable if and only if it is of the form
Under the density assumption it is also possible to give a similar decomposition for Goptional processes. This is not true, in general, as a famous example by Barlow shows (see [3, 29] 
BSDEs with jumps.
We introduce now BSDEs driven by the Wiener process W and the the following random measure µ on R + × E:
Such a stochastic differential equation will be called BSDEJ (short for BSDE with jumps). All the results contained in this Subsection, with the exception of Proposition 2.5, are proved in [21] , hence we will state them without proof for the readers' convenience. We also point out that all of them are valid under the weaker version of the density assumption adopted in [21] , i.e., assuming that the F t -conditional laws of (τ, ζ) are all absolutely continuous with respect to the Lebesgue measure on R + × E.
We need, first, to introduce the spaces in which we will look for solutions of the BSDEJ.
•
• L 2 (µ) is the set of real-valued E-indexed processes U (·) ∈ P G such that
Solutions to our BSDEJ will be triples
where:
• ξ is a G T -measurable random variable.
Notice that from Lemma 2.1 we get the following decompositions for ξ and g:
, and that the Brownian BSDE
If these solutions satisfy
Before stating the comparison theorem, let us introduce what follows.
• (g 0 , g 1 ) and (g 0 , g 1 ), the decompositions of g and g, as appearing in (2.3).
• (Y , Z, U ) and (Y , Z, U ) the solutions of the BSDEJ (2.1) with pair driver/terminal condition given by (g, ξ) and (g, ξ) respectively.
We need the following definitions:
T ] to the BSDEs:
Definition 2.2. We say that the filtration F is immersed in the filtration G under some probabilityP if any (P, F)-martingale is a (P, G)-martingale.
To state the comparison theorem and all the remaining results of this paper, we need the so called immersion hypothesis, also known as Hypothesis (H), to be in force. 
and that the drivers
If, in addition, U t = U t = 0 on {t > τ }, then we have that
We conclude this Subsection giving a result connecting a priori estimates for the first components of solutions to Brownian BSDEs (2.4) and (2.5) with an estimate for the first component of the solution to the BSDEJ (2.1). This result was not given in [21] and will be important to get continuity of the dynamic risk measure we aim to study (see Section 3).
Proposition 2.5. Let the assumptions of Theorems 2.3 and 2.4 hold. Letξ,ξ ∈ L ∞ (G T ), with associated decompositions:ξ
Denote by (Ȳ ,Z,Ū ) (resp. (Ŷ ,Ẑ,Û )) the solution to the BSDEJ with driver g and terminal conditionξ (resp.ξ), defined by the pairs (Ȳ 0 ,Z 0 ) and
If we have that M := max{M 0 , M 1 } < +∞, where
then the following estimate holds:
Let us define the set
Notice that A ∈ F T ⊗ B(R + ) ⊗ B(E). Let us denote byΩ := {ω ∈ Ω : ω, τ (ω), ζ(ω) ∈ A} ∈ A. We have that P(Ω) = 1, since, thanks to Assumption 2.1
and, given the definition of A and (2.10), we have that
Thanks to the decomposition of the processesȲ andŶ we have that for all t ∈ [0, T ]
SinceΩ is a set of full P-measure, we also get:
, and the claim follows immediately.
2.3.
Risk measure induced by the BSDEJ. The aim of this Subsection is to introduce a dynamic risk measure on the filtration G, defined through the BSDEJ (2.1), and to decompose it in the same spirit of Lemma 2.1. In this Subsection, we will work under the assumptions of Theorems 2.3 and 2.4, to have existence and uniqueness of the solution of the BSDEJ (2.1).
In our paper, a G-dynamic risk measure is a family of G-conditional risk measures
Following [28] and [11] , we call a G-conditional risk measure any map ρ t such that:
Clearly, we have similar definitions for F-and H-dynamic and conditional risk measures.
It is well known (see, e.g., [4, 13, 27, 28] ) that an important class of dynamic risk measures is the one induced by BSDEs. With this expression we mean that the following definition, as it is immediate to verify, gives birth to a family of conditional risk measures ρ t as defined above:
where
is the first component of the solution of the BSDEJ (2.1) with terminal condition −ξ.
It is rather easy to see that, thanks to (2.9), we can provide the following decomposition of ρ into two dynamic risk measures, one acting on the event {t < τ } and the other on {t ≥ τ }. , such that the dynamic risk measure ρ defined in (2.12) admits the following decomposition:
be fixed, and let −ξ 0 and −ξ 1 as in (2.2). Under the assumptions of Theorems 2.3 and 2.4, there exists a unique solution to the BSDEJ (2.1) given by the triple (Y, Z, U ) defined in (2.9). In particular:
Since Y 0 and Y 1 (τ, ζ) are solutions to their respective Brownian BSDEs (2.4) and (2.5) (with terminal conditions −ξ 0 and −ξ 1 (τ, ζ) respectively), we can define for any t ∈ [0, T ] the maps ρ 0 t and ρ 1 t and easily verify that they are, respectively, F-and H-conditional risk measures:
, is a family of conditional risk measures that is irrelevant to specify. The decomposition provided in (2.13) follows immediately.
Remark 2.3. The construction of the dynamic risk measures ρ 0 and ρ 1 provided in the proof of the previous Proposition is reminiscent of g-conditional expectations, introduced by Peng in [25] . Here, the peculiar structure of the Brownian BSDEs (2.4) and (2.5) does not allow to identify these dynamic risk measures as true g 0 -and g 1 -conditional expectations respectively. For instance, consider that the process Y 1 (τ, ζ) solves the BSDE (2.4) (with (ϑ, e) = (τ, ζ)) only on the random time interval [τ ∧ T, T ], hence we do not obtain a g 1 -conditional expectation defined for all t ∈ [0, T ]. Also, think about the fact that the solution (Y 0 , Z 0 ) of the BSDE (2.5) depends on the B(E)-valued process Y 1 s (s, ·) s≥0 , i.e., it is intertwined with the family of indexed processes that provide solutions to each of the BSDEs (2.4), as (ϑ, e) varies.
Remark 2.4. The dynamic risk measures ρ 0 and ρ 1 obtained thanks to (2.13) have a very intuitive financial interpretation. On the one hand, the F-conditional risk measure ρ 0 t quantifies the risk associated to some financial position at time t ∈ [0, T ] in a world where the only available information is given by F, i.e., no default has occurred up to time t. On the other hand, the conditional risk measure ρ 1 t expresses the risk in a context where the default has occurred prior to (or at) time t, hence the information available is given by H. The risk measure is updated to take into account the new information. This fact can be clearly seen in the example provided in Section 4, where we exhibit a dynamic entropic risk measure possessing this feature.
Before concluding this Section, we want to make a small digression to explain how this reasoning can be reversed, i.e., how it is possible to construct a G-dynamic risk measure starting from an appropriate pair of dynamic risk measures ρ 0 and ρ 1 . We provide two possible examples of this construction. Notice that we are not assuming in what follows that the dynamic risk measures involved are induced by BSDEs.
Example 2.1. Let us be given an F-dynamic risk measure ρ 0 and a H-dynamic risk measure ρ 1 . Then, we obtain a G-dynamic risk measure ρ defining:
The only delicate property to check in order to ensure that ρ is a true G-dynamic risk measure is that ρ t (ξ) is a G t -measurable random variable for any t ∈ [0, T ] and any ξ ∈ L ∞ (G T ) (it is immediate to verify that it is essentially bounded).
Notice that, since ρ 1 is a H-dynamic risk measure by assumption, ρ 1 t (ξ 1 (τ, ζ)) is a H tmeasurable random variable. Hence, by (i) of [6, Prop. 2.7] , there exists a
, ζ(ω)). Therefore, the random variable ρ t (ξ) is of the form:
and by Lemma 2.1(a) it is G t -measurable.
This example is rather artificial, because it requires a financial agent to specify a priori a H-dynamic risk measure, i.e., a risk measure defined on the initially enlarged filtration. However, it serves as a basis for the next example, which is in our opinion more relevant for applications.
Example 2.2. Let us be given an F-dynamic risk measure ρ 0 and an indexed family of F-dynamic risk measures, i.e., for each (ϑ, e) ∈ R + × E, we have a F-dynamic risk measure ρ ϑ,e . Suppose that for each fixed
, we obtain a H-dynamic risk measure ρ 1 defining:
. In fact, thanks to the measurability properties involved, we have that
Finally, we get a G-dynamic risk measure proceeding exactly as in the previous example. This shows that it is possible to define the desired dynamic risk measure by specifying, in addition to a pre-default F-dynamic risk measure, a collection of F-dynamic risk measures for any possible default time and default mark. This is a feasible and reasonable requirement: in any possible scenario, a financial agent has to specify how she/he intends to update her/his risk measure to capture the riskiness in a financial environment affected by some default event.
Properties of G-dynamic risk measures
Let ρ be the dynamic risk measure defined in (2.12). The aim of this Section is to investigate its properties, that we collect hereunder (see [4, 5, 9, 11, 28] for more details). These properties can be easily reformulated for F-and H-dynamic risk measures, for instance whenever referring to the dynamic risk measures ρ 0 and ρ 1 appearing in the decomposition (2.13). Throughout this Section we assume that the assumptions of Theorems 2.3 and 2.4 are in force.
(a) Zero-one law: For all t ∈ [0, T ] and all A ∈ G t :
(e) Convexity: For all ξ, η ∈ L ∞ (G T ) and all α ∈ [0, 1]:
(g) Time-consistency: For any G-stopping time σ ≤ T , and ξ ∈ L ∞ (G T ):
Proposition 3.1. The dynamic risk measure ρ defined in (2.12) satisfies the following properties: (a) Zero-one law if either 1 g(t, 0, 0, 0) = 0, P-a.s., for all t ∈
Proof. We will prove only property (a), since the others can be shown with similar arguments. Let us fix t ∈ [0, T ], A ∈ G t and ξ ∈ L ∞ (G T ). We make, first, some preliminary remarks. Since X := ξ1 A is G T -measurable and 1 A is G t -measurable, from Lemma 2.1 we immediately get:
where X 0 , X 1 , I 0 , I 1 are appropriately defined as in (2.2). Since 1 A 1 t<τ = I 0 1 t<τ , on the event {t < τ } the random variable I 0 must take values 0 or 1, hence if we define:
we get 1 A 1 t<τ = 1 A 0 1 t<τ . Similarly, defining:
we get 1 A 1 t≥τ = 1 A 1 1 t≥τ . Therefore, since {T < τ } ⊂ {t < τ },
If ρ 0 and ρ 1 both satisfy the zero-one law, then:
it remains to prove that the zero-one law holds also if g(t, 0, 0, 0) = 0, P-a.s., for all t ∈ [0, T ]. Now, consider the pairs (Ȳ 0 ,Z 0 ) and (Ȳ 1 (ϑ, e),Z 1 (ϑ, e)), for any (ϑ, e) ∈ R + ×E, that are solutions to the Brownian BSDEs (2.5) and (2.4), with terminal conditions −ξ 0 and −ξ 1 (ϑ, e) respectively. Let us define:
If g(s, 0, 0, 0) = 0, P-a.s. for any s ∈ [0, T ], then:
However, we can choose the functions g 0 and g 1 so that, for any s ∈ [0, T ], g 0 (s, 0, 0, 0) = 0 and g 1 (s, 0, 0, 0, τ, ζ) = 0, P-a.s. Indeed, g satisfies the same decomposition as in (2.3) with the mapsg 0 andg 1 defined, for any s ∈ [0, T ], (ϑ, e) ∈ R + × E, as:
Hence, there are two possible cases:
If we take Y 0 =Ŷ 0 , Y 1 (·, ·) =Ŷ 1 (·, ·) and Z 0 =Ẑ 0 , then we have that the two right hand sides are a.s. equal. In fact, on the event A 0 we have the same equation on both r.h.s., while on Ω \ A 0 we have (recall that 1 A 1 t<τ = 1 A 0 1 t<τ ):
So the pair (Ŷ 0 ,Ẑ 0 ) is solution to the Brownian BSDE (2.5) with terminal condition
) and ρ t (ξ1 A ) = ρ 1 t (ξ 1 (τ, ζ)1 A ) from the discussion above. If we compare on this event the terms 1 A ρ 1 t (ξ 1 (τ, ζ)) and ρ 1 t (ξ 1 (τ, ζ)1 A ) as solutions of their respective BSDEs, we get:
If we take Y 1 (·, ·) =Ŷ 1 (·, ·) (as before) and Z 1 (·, ·) =Ẑ 1 (·, ·), then we have that the two right hand sides are a.s. equal. In fact, on the event A 1 we have the same equation on both r.h.s., while on Ω \ A 1 we have:
So the pair (Ŷ 1 ,Ẑ 1 ) is solution to the Brownian BSDE (2.4) with terminal condition τ, ζ) ) and, finally, ρ t (ξ1 A ) = 1 A ρ t (ξ).
Putting together the facts proved on the two disjoint events and recalling that 1 A 0 1 t<τ = 1 A 1 t<τ , we get the desired property.
Remark 3.1. The zero-one law implies that the dynamic risk measure ρ is normalized, i.e., ρ t (0) = 0 for all t ∈ [0, T ]. Moreover, if g does not depend on y, i.e., g(t, y, z, u) = g(t, z, u) and g(t, 0, 0) = 0, P-a.s., for all t ∈ [0, T ], then not only ρ satisfies the translation invariance and zero-one law properties, but is also a filtration consistent conditional g-expectation, in the sense of [7, 25] . Recall, however, that in general ρ 0 and ρ 1 are not induced by g 0 -and g 1 -conditional expectations respectively (cfr. Remark 2.3).
Proposition 3.2. The dynamic risk measure ρ defined in (2.12) satisfies the following properties:
(e) Convexity if either g is convex with respect to (y, z, u), P-a.s., for all t ∈ [0, T ], or both ρ 0 and ρ 1 satisfy this property.
Proof. Property (d) easily follows from Theorem 2.4. To prove property (e), i.e., convexity, let us fix ξ, η ∈ L ∞ (G T ), α ∈ [0, 1] and t ∈ [0, T ]. Thanks to Lemma 2.1 we have that:
where ξ 0 , ξ 1 , η 0 , η 1 are appropriately defined as in (2.2). If both ρ 0 and ρ 1 are dynamic convex risk measures then it follows immediately that also ρ is. Now, consider the pairs (Ȳ 0 ,Z 0 ), (Y 0,−ξ , Z 0,−ξ ) and (Y 0,−η , Z 0,−η ), that are solutions to the Brownian BSDE (2.5) with terminal conditions −[αξ 0 +(1−α)η 0 ], −ξ 0 and −η 0 respectively. Similarly, denote with (Ȳ 1 (ϑ, e),Z 1 (ϑ, e)), (Y 1,−ξ (ϑ, e), Z 1,−ξ (ϑ, e)) and (Y 1,−η (ϑ, e), Z 1,−η (ϑ, e)) the solutions to the Brownian BSDE (2.4) with terminal conditions −[αξ 1 (ϑ, e) + (1 − α)η 1 (ϑ, e)], −ξ 1 (ϑ, e) and −η 1 (ϑ, e) respectively. Let us define:
If g is convex with respect to (y, z, u), P-a.s., for any s ∈ [0, T ], then g 0 and g 1 are so on {s < τ } and {s ≥ τ } respectively. However, differently from the proof of Proposition 3.1, we cannot guarantee that we are able to choose g 0 and g 1 to be convex P-a.s. for any s ∈ [0, T ]. Therefore, we have to distinguish three possible cases.
• On {T < τ } (hence t < τ ), ρ t = ρ 0 t . We have: αρ
where λ 0 is an almost surely nonnegative process. Hence, since the driver of the last BSDE is greater or equal than g 0 almost surely, using Theorem 2.4 we get that:
• The same conclusion holds also on {t ≥ τ } (hence T ≥ τ ) by a similar argument.
• On {t < τ ≤ T }, ρ t = ρ 0 t . We have:
whereλ s is an almost surely nonnegative process. Hence, since the driver of the last BSDE is greater or equal than g 0 almost surely, using Theorem 2.4 we get that:
Putting together all the cases analyzed so far, we get that ρ is a dynamic convex risk measure.
Remark 3.2. In general, properties analogous to (a)-(e) for ρ 0 and ρ 1 cannot be deduced by making assumptions on g alone. This is due to the construction of these dynamic risk measures provided in the proof of Proposition 2.6 (see also Remark 2.3) and to the fact that any assumption on g is reflected on g 0 and g 1 only on the events {t < τ } and {t ≥ τ } respectively, and not on the whole processes g 0 and g 1 . This should be evident by carefully inspecting the proofs of Propositions 3.1 and 3.2. Clearly this is not an issue, since the risk measures ρ 0 and ρ 1 appear in the decomposition (2.13) on the appropriate events.
In the following Proposition we prove that the dynamic risk measure ρ satisfies a continuity property, that implies the Fatou property. Proposition 3.3. Let the hypotheses of Proposition 2.5 hold. Consider the dynamic risk measure ρ defined in (2.12) and ξ n , ξ ∈ L ∞ (G T ), n ∈ N. For any t ∈ [0, T ], we have that the following continuity property holds:
Consequently, (f), i.e., the Fatou property, is satisfied as well.
Proof. Let us fix t ∈ [0, T ], ε > 0 and a sequence
We know that there exists a number n ε ∈ N such that ξ n − ξ L ∞ < ε for all n ≥ n ε , i.e., |ξ n − ξ| < ε, P-a.s. Thanks to the decomposition of each of the ξ n and ξ, we can show, first, that there exist ξ 0,n , ξ 0 and ξ 1,n , ξ 1 such that |ξ 0,n − ξ 0 | < ε and |ξ 1,n (ϑ, e) − ξ 1 (ϑ, e)| < ε for all (ϑ, e) ∈ [0, T ] × E. Let us write this decomposition as
Let K > 0 be an arbitrary positive constant and define ξ 0,n , ξ 0 and ξ 1,n , ξ 1 as follows:
for each (ϑ, e) ∈ [0, T ] × E. It is clear that |ξ 0,n − ξ 0 | < ε and |ξ 1,n (ϑ, e) − ξ 1 (ϑ, e)| < ε for all (ϑ, e) ∈ [0, T ] × E. Moreover, on the event {T < τ } we have that |δ 0 | < ε, hence ξ 0,n =ξ 0,n and ξ 0 =ξ 0 . Reasoning similarly on the event {T ≥ τ } we obtain:
This implies that for all n ≥ n ε
where M is the constant defined in Proposition 2.5. From the estimate (2.11) it follows that
and continuity follows immediately. The Fatou property is implied by the continuity property just proved.
We finally turn our attention to the last property listed at the beginning of this Section, i.e., the time-consistency. Proposition 3.4. The dynamic risk measure ρ defined in (2.12) satisfies (g), i.e., is timeconsistent.
Proof. The proof of time-consistency relies on the flow property associated to solutions of BSDEs. It can be proved, in an almost identical manner as in the Brownian or in the Brownian plus Poisson cases (see, e.g., [12] and [27] ), that the BSDEJ (2.1) satisfies it. More specifically, we have that
where, for any G-stopping time σ ≤ T and any ξ ∈ G σ , we denote by (Y ξ ,σ , Z ξ ,σ , U ξ ,σ ) the solution of the BSDEJ with terminal time σ and terminal condition ξ . To be precise, this solution is extended to the whole interval
The interested reader is invited to consult the references provided above to get more details on the proof of the flow property.
Thanks to the definition of ρ given in (2.12), it is immediate to see that the flow property implies
i.e., that the dynamic risk measure ρ is time-consistent. Remark 3.3. It is important to notice that the flow property holds also for the Brownian BSDEs (2.4) and (2.5), since we are assuming existence and uniqueness for their respective solutions. More precisely, while the flow property associated to (2.5) holds for any F-stopping time σ 0 ≤ T , the corresponding one associated to (2.4) holds for any H-stopping time
This fact has interesting consequences on time-consistency of the F-and H-dynamic risk measures ρ 0 and ρ 1 , given in (2.13). On the one hand, since any G-stopping time is also a H-stopping time, we get that, in particular, ρ 1 satisfy the time-consistency property for any G-stopping time σ ∈ [τ, T ]. On the other hand, we know from [1, Cor. 2.12] that for any G-stopping time σ there exists a F-stopping time σ 0 such that σ ∧ τ = σ 0 ∧ τ . Therefore, ρ 0 satisfies the time-consistency property also for any G-stopping time σ ∈ [0, τ ∧ T ).
Example
In this brief Section we provide an easy example of G-dynamic risk measure and we will explicit its decomposition, as in (2.13), explaining also its financial meaning.
We are going to introduce a particular kind of G-dynamic entropic risk measure, induced by a BSDEJ of the form (2.1). As is known, entropic risk measures are connected to exponential utility functions, i.e, of the form u(x) = −γe − x γ , where γ > 0 is a parameter modeling risk tolerance of the financial agent (see, e.g., [4] ). Here, we use this parameter to introduce a dependence of the risk aversion of the agent (the inverse of γ) on the possible default times and values. We will assume, in particular, that whenever a default event occurs, the agent becomes more risk averse; how much is encoded in some function that, for instance, depends on the time of default and on the size of losses that are due to the default.
To carry our program, let us assume that the driver g of the BSDEJ (2.1) does not depend on (y, u) and is of the form g(ω, t, z) = 1 2 z 2 f (t, τ (ω), ζ(ω)), where
, if t > ϑ, and γ : R + × E → (0, 1) is a measurable function, that gives the risk tolerance parameter after a default event has occurred. Notice that its possible values are lower than the value of the risk tolerance prior to default, i.e., one (which is, of course, just a conventional value). It is clear that this driver is P(G)⊗B(R d )-measurable, hence it admits the decomposition g(t, z) = g 0 (z)1 t≤τ + g 1 (z, τ, ζ)1 t>τ , where
Therefore, if we define the G-dynamic risk measure
where (Y 0 , Z 0 ) is the solution to
is the solution to
More explicitly, we get
Notice that ρ is a filtration consistent (i.e., the zero-one law holds), translation invariant, monotone, convex and time-consistent G-dynamic risk measure. It is immediate to see that the same properties hold for the F-dynamic risk measure ρ 0 and, if properly defined on the event {t < τ }, also for the H-dynamic risk measure ρ 1 . Thanks to the results contained in [22] on quadratic BSDEs, one can prove that ρ satisfies also the Fatou property. The G-dynamic risk measure that we considered so far has an intuitive financial meaning: if no default event occurs, the financial agent uses a reference entropic risk measure, in this case ρ 0 . If a default occurs, she/he uses the entropic risk measure ρ 1 that reflects her/his changes in preferences, due to an increased risk aversion. This updating feature has interesting connections with backward and forward utilities (see [24] ) and dynamic stochastic utilities (or, better, with the corresponding conditional certainty equivalent -see [16] ) where utility may change with state and time.
Concerning the choice of g 0 , g 1 above (and, correspondingly, of ρ 0 , ρ 1 ) and their financial interpretation and motivation, some further discussion can be done. Let us consider a terminal condition ξ ∈ L ∞ (F T ) and fix a time t ∈ [0, T ]. For each (ϑ, e) ∈ [0, t) × E, we have that g 0 (z) ≤ g 1 (z, ϑ, e) for any z and, consequently, by the Comparison Theorem on Brownian BSDEs, Y , ζ) , on the event t > τ , i.e., after the default. In turn, this entails that ρ 0 t (ξ) ≤ ρ 1 t (ξ), on the event t > τ .
Suppose, now, to compare two distinct financial agents, A and B: both have access to default-related information but, while A updates her/his preferences according to the change of risk tolerance parameter described in this example, B sticks with the initial value of γ, thereby not modifying her/his preferences. Following the above reasoning, at any time t after the default A will adopt a more conservative risk measure than B, i.e., ρ 1 versus ρ 0 , thus considering the default event as something adding riskiness to her/his financial position ξ. Notice that to perform this comparison, one must assume that ξ is a financial claim that is not influenced by the default event, i.e., ξ is F T -measurable.
A different and opposite argument can be also provided by considering an alternative point of view. In fact, a more conservative reference risk measure ρ 0 can be chosen in order to stress and penalize the uncertainty before default. In this case, the default event is interpreted as something adding information to the knowledge of the financial agent and, thus, reducing risk.
Some results on the dual representation of the induced risk measure
The purpose of the last Section of the paper is to study the robust representation of the G-dynamic risk measure ρ introduced in (2.12). We are able to give some results in this direction that only partially answer to the following question: is it possible to prove that the penalty term appearing in the dual representation of ρ admits a decomposition similar to (2.13)?
Without any additional assumption, we are not able to answer definitively to that question. However, with further hypotheses, we can provide a partial affirmative answer in the form of an inequality, as proved in Proposition 5.3.
Throughout this Section, we assume that the hypotheses of Theorems 2.3 and 2.4 are satisfied, together with properties (a), (b), (e) and (f). We recall, also, that thanks to Theorem 2.4, the risk measure ρ satisfies (d), i.e., is monotone.
To begin with, we notice that the Fatou property entails the following robust representation for any t ∈ [0, T ] (see, e.g., [15, Th. 11.2] ):
where Q t = {Q ∈ M 1 (G T ) : Q P |G T , Q |Gt = P} and α t is the penalty term:
We can prove, first, that ρ satisfies another property, guaranteeing that the set of probability measures considered in (5.1) does not change in time. Since ρ is time consistent, this is true (see, e.g., [14, Prop. 4.4 
3), i.e., the relevance property.
Proof. Let us fix ξ ∈ L ∞ (G T ), with ξ ≥ 0 (excluding, clearly, the case ξ = 0, P-a.s., for which (5.3) is never satisfied). First of all, let us notice that ρ 0 (0) = 0, thanks to the zero-one law. What we need to show, then, is that there exists λ > 0 such that:
where Y is the first component of the solution to the BSDEJ (2.1) with terminal condition λξ. If we denote with (Y 0 , Z 0 ) the solution to the BSDE (2.5) with terminal condition λξ 0 (where ξ 0 is the random variable appearing in the decomposition (2.2)), since ρ 0 = ρ 0 0 , we have to prove that Y 0 0 > 0 for some λ > 0, We have that:
Taking expectations on both sides yields:
Since ξ 0 is not zero P-a.s., we have that E[ξ 0 ] > 0. Moreover, since we are assuming existence and uniqueness of the solution to the Brownian BSDE, we have that the second expectation exists and is finite. Hence, if
Thanks to Proposition 5.1 we obtain the following robust representation for ρ:
We proceed, now, giving a decomposition of the conditional expectation appearing in (5.4).
Proposition 5.2. For any Q ∈ Q and any ξ ∈ L ∞ (G T ) we have the following decomposition
6) and Z P t := P(t < τ | F t ) is the Azéma supermartingale associated with τ .
Proof. Fix Q ∈ Q and ξ ∈ L ∞ (G T ) and denote L := dQ dP |G T . Since the random variables ξ and L are G T -measurable and E Q [−ξ | G t ] is G t -measurable, we obtain from Lemma 2.1 the following decompositions
. We aim at identifying the last two objects. On {t < τ } we have that
Since the random variable inside the brackets is integrable, we get from [1, Lemma 2.9]
Noticing that {T < τ } ⊂ {t < τ } and using Assumption 2.1 we get
whence the definition of Φ 0 . On {t ≥ τ }, since {t ≥ τ } implies {T ≥ τ } and is incompatible with {T < τ }, we obtain
is a H T -measurable and P-integrable random variable, from [6, Lemma 2.10] we get
whence the definition of Φ 1 .
Remark 5.1. Thanks to [6, Eq. (2.
2)], we can write the second summand of (5.5) in a different way. In fact:
where Q 1 is the probability measure on (Ω, H T ) defined by dQ 1 = LdP |H T .
To prove the main (and final) result of this Section, i.e., an inequality satisfied by the penalty term appearing in (5.2), we need to properly restrict the class of probability measures Q. Let us define Q → the subset of Q containing all probability measures Q ∈ Q satisfying the immersion property, i.e., such that F is immersed in G under Q. Proposition 5.3. For any t ∈ [0, T ] and any Q ∈ Q → the following inequality holds for the penalty term given by (5.2)
where Q 0 and Q 1 are probability measures on (Ω, F T ) and (Ω, H T ), respectively, such that
is a F t -measurable random variable, depending on Q and satisfying k t (Q) ≥ 1 P-a.s., and α 0 t (Q 0 ) := ess sup 
where we used the fact that {T < τ } ⊂ {t < τ }.
Notice that E[L | F T ] > 0, since L > 0, therefore using the conditional Bayes' formula and [1, Lemma 3.8] (where the immersion property is essential), we get
From now on, let us restrict our choice for ξ 0 to the positive ones. Otherwise said, since ρ t is normalized thanks to the zero-one law, we only consider ξ 0 such that ρ t (ξ 0 ) ≤ 0. Then, easy computations show that
Since the term in square brackets is positive and ρ t (ξ 0 ) ≤ 0, we get
and taking the essential supremum with respect to all ξ 0 ≥ 0, i.e., w.r.t. all ξ 0 ∈ L ∞ (F T ) such that ρ t (ξ 0 ) ≤ 0, we have
Remark 5.3. It is worth noticing that a similar conclusion holds for all Q ∈ Q such that the Radon-Nikodým density L is F T -measurable. In this case the immersion property is automatically satisfied, i.e., Q ∈ Q → , and moreover k t (Q) = 1 for all t ∈ [0, T ] (see [1, Prop. 3.6 (c)] . To be precise, a careful inspection of the previous proof reveals that it is not necessary, in this case, to invoke the immersion property at all).
Remark 5.4. It should be clear from Proposition 5.3 and Remark 5.3 that, without any additional structure on the set Q of equivalent probability measures with respect to P |G T , there is no hope of reaching a decomposition of the penalty term α t (·) similar to that provided for the dynamic risk measure ρ in (2.13).
In fact, while α t (Q) reduces to α 1 t (Q 1 ) on the event {t ≥ τ } since G and H coincide, on {t < τ } it exceeds α 0 t (Q 0 ) multiplied by a dilation factor greater than or equal to 1 and depending on Q and τ . From a mathematical point of view, this is due to the fact that we do not know anything a priori about how the equivalent probability measure Q modifies the probability of the default-related event {t < τ }, i.e., how it modifies the (P, F)-Azéma supermartingale P(t < τ | F t ).
Also from a financial point of view, this fact (hence also inequality (5.7)) is quite reasonable and can be interpreted as follows. Since the higher is the penalty associated to a scenario the lower is the confidence one has on that scenario, the inequality on α t (Q) and, in particular, the presence of the factor k t (Q) ≥ 1 can be seen as a further penalization on the part of the penalty term before τ in order to take into account the lack of information. On the contrary, the penalty term α t (Q) reduces to α 1 t (Q 1 ) once default is occurred.
